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Preface

The Asia Simulation Conference is an annual simulation conference organized by the
following Asian simulation societies: the Korea Society for Simulation (KSS), the
China Simulation Federation (CSF), the Japan Society for Simulation Technology
(JSST), the Society of Simulation and Gaming of Singapore, and the Malaysia Sim-
ulation Society (MSS). This conference provides a forum for scientists, academicians,
and professionals from around the world. With this goal in mind, the Federation of Asia
Simulation Societies (ASIASIM) was formed in 2011. The main purpose of ASIASIM
is to provide an Asian forum for regional and national simulation societies to promote
the advancement of modeling and simulation. As a leading conference in the field of
simulation, the 17th Asia Simulation Conference (AsiaSim 2017), held in Melaka,
Malaysia, aimed to be the premier forum for researchers and practitioners from aca-
demia and industry in the Asia Pacific region to share their ideas, research results, and
experiences, thus promoting research and technical innovation in these fields domes-
tically and internationally.

The papers presented at this conference have been collected in this volume of the
series Communications in Computer and Information Science. The papers contained in
these proceedings address challenging issues in modeling and simulation in various
fields such as embedded systems, symbiotic simulation, agent-based simulation, par-
allel and distributed simulation, high performance computing, biomedical engineering,
big data, energy, society and economics, medical processes, simulation language and
software, visualization, virtual reality, modeling and simulation for IoT, machine
learning, as well as the fundamentals and applications of computing. This year,
AsiaSim received 263 submissions. After a thorough reviewing process by the Tech-
nical Committee, 124 papers were selected for presentation as full papers, with an
acceptance rate of 47.1%. This volume contains 60 full papers presented at AsiaSim
2017 and divided into 2 main tracks, namely: Modeling and Simulation: Algorithms
and Methods; and Modeling and Simulation of Systems.

The high-quality program would not have been possible without the authors who
chose AsiaSim 2017 as a venue for their publications. We are also very grateful to the
Program Committee members and Organizing Committee members, who put a
tremendous amount of effort into soliciting and selecting research papers with a balance
of high quality and new ideas and applications.



We hope that you enjoy reading and benefit from the proceedings of AsiaSim 2017.

August 2017 Mohamed Sultan Mohamed Ali
Herman Wahid

Nurul Adilla Mohd Subha
Shafishuhaza Sahlan

Mohd Amri Md. Yunus
Ahmad Ridhwan Wahap
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for Crop Maturity

Identification of Pineapple Fruit
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Abstract. Image segmentation is the most important steps in image processing
process, especially in detecting and segmenting the main focus object from its
background or others unwanted image. The objective of this paper is to develop
a segmentation technique for pineapple fruit from crop background at the
plantation level. Hue value is used to remove the ground and sky from the
image. Then, Adaptive Red and Blue chromatic (ARB) is implemented to
segmenting the pineapple fruit from the background such as leaves. In this case,
the ARB method is still produced misclassifies error. Further segmentation uses
Ellipse Hough Transform (EHT) for results enhancement, so that the fruit’s
image is completely filtered from misclassify and background. The results
obtained show that the proposed technique manages to identify the fruit from the
background with better image output compared to conventional method.

Keywords: Adaptive Red and Blue Chromatic Map (ARB) � Ellipse Hough
Transform (EHT) � Image processing � Pineapple segmentation

1 Introduction

Pineapple (Ananas Comosus L.) is one of the most consumption tropical fruits around
the world. According to [1], pineapple has been ranked as third place after banana and
citrus for most produced tropical fruit in the world. Besides Indonesia, Thailand,
Philippine, South Africa and Brazil, Malaysia also has a large area of pineapple
plantation especially at Pekan Nanas, Pontian, Johor. To increase the production of
pineapple, government has allocated 7400 hectares land under East Cost Economic
Region (ECER) program to encourage farmers [2].

Under ideal condition, swarm climate, optimum water and no infestation, the
pineapple plant takes 24 to 39 months to yield fruit. Harvesting the fruit is quite difficult
compared when growing it. This is because the quality of the pineapple is dependent on
the time it be harvested. However, this process is still done manually and it is lack of
efficiency. One of the indicators for the pineapple maturity is when the color change to
yellow on the pineapples scale (skin). Figure 1 shows the pineapple anatomy. As fruit
continues ripening, there is a notable change in the color of the fruit from the bottom to the
top until the entire fruit turn yellowish green. When this happens, it is the right time to
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harvest the fruit. However, depending on the demand, pineapple is not necessarily
harvested when it is fully turned yellowish green. Sometimes, it is necessary to be
harvested in the early stage of maturity especially if the fruit was meant for export. Thus,
to harvest on the correct time, the manual approach requires experience and it is time
consumption. Moreover, even with an experienced worker, the quality of work can
gradually decrease over time because of the human factor such as fatigue, emotional
condition, personal preference and honesty. As a result, it will surely affect the quality of
the pineapple [2].

On the other hand, machine vision system has been proven can provide a huge
advantage in automate process. Therefore, many researches have been conducted on the
use of machine vision system to automate the process in agriculture especially in
determining the fruit maturity index such as pineapple, mango, citrus, banana, straw-
berry, tomato, apple and dates. However, the current problem that limits the capability of
machine vision system in agriculture is due to image pre-processing process. For image in
plant, background can be classified as unwanted data such as ground, sky and leaves,
while fruit is classified as foreground or interest data. To address this problem, researchers
have studied an image pre-processing technique for segmentation process [2–8].

Mohammad et al. [2] used an image processing technique to categorize N36
pineapple. By using binary ellipse mask together with morphological normalized RGB
to filter out the background, the research showed a promising result. However, the use
of binary ellipse mask has its own drawback where the segment region did not include
the entire region of interest. Zan et al. [3] has developed a method namely minimum
symmetrical distance to overcome the problem mentioned in above. By using Josapine

Fig. 1. Pineapple anatomy (Color figure online)
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pineapple, the author managed to segment the entire region of interest from the
background. Since the proposed method use symmetrical shape of the pineapple, it
only works on Josapine pineapple.

Kamaruddin et al. [4] has chosen Otsu’s Method as image pre-processing technique
before applying morphological process. Otsu’s Method assuming the image contains
two classes of pixels following bi-modal histogram (foreground and background) and
it calculate the optimum threshold separating the two classes. In this case, the Otsu’s
Method will segment the green pixels (pineapple) from blue pixels (background).
Prabha and Kumar [5] also use threshold method to segment the banana from the black
background. However, threshold method only works the best if the image contains two
colors only. So, the accuracy will gradually decrease when the image contains more
than two colors.

Most of the previous researches only considered the fixed position image, which
cannot be implemented in real-time system. To improve this, Kaewapichai et al. [6] has
developed a real-time automatic inspection system for Pattavia pineapple fruit. The
system enables the sorting process to be carried out into each index, while pineapple
still moving. It consists of two phases, namely learning and recognition phases. In
learning phase, the system constructs a library of reference for pineapple skin color
model, which can be used to segment the background in recognition phase. The system
managed to sort the fruits within an appropriate time. Meanwhile, the use of g-r gray
image was proposed by [7] in their real-time system for strawberry fruit. The author use
the differentiation between g and r values to remove the background from the image.

Nandi et al. [8] has proposed a machine vision-based maturity prediction system to
sort the harvested mangoes. The author proposed the use of moving conveyor to carry
the fruit from starting place to the artificial illuminated image collection chamber before
sorting the mangoes into maturity index. The use of controlled artificial illumination
produces the captured image with constant illumination. Thus, it results in a simple
segmentation process.

Based on the literature review, it is found that to extract fruit from background at
the plantation level is very difficult. A few factors need to be considered. First, the
algorithm must be robust for both immature and mature fruit. But to develop an
algorithm for such it is quite difficult. Thus, most of the researchers only focusing on
mature fruit because the intensity between mature fruit and background is easily to
distinguished. On the other hand, the intensity between immature fruit and background
is almost the same. Therefore, to apply the algorithm on immature fruit cannot be used
without modifying the parameters. Second, the algorithm also must be robust against
natural illumination. Compared to the artificial or constant illumination, natural illu-
mination will affect the intensity of the pixels. Third, the fruit in plantation mostly
cluster together or occlusion with other fruits, leaves or branches. Therefore, to
improve the robustness of the algorithm, researchers have combine the process of color
segmentation with other techniques such as feature extraction, edges detection,
blob-based segmentation and others [9–11].

Edges detection method has been developed by [9] in detecting the citrus fruit. The
author performs R-B chromatic on each pixel then applied edge detection to detect the
fruit boundary because the use of R-B chromatic will result in some pixels to be
misclassified. Yamamoto et al. [10] has developed a decision-tree based segmentation

Simulation and Segmentation Techniques for Crop Maturity Identification 5



model (DTSM) and then applied blob-based segmentation. Zhao et al. [11] worked on
identifying immature citrus fruit within tree canopy at plantation level by using
Adaptive Red and Blue chromatic map (ARB). Similar to [11], this project will focus
on the use of ARB to detect pineapple fruit from crop’s background. The objective is to
develop segmentation techniques for pineapple fruit at plantation level. However, ARB
alone cannot detect fruit with high accuracy because of the intensity of the immature
fruit is almost the same with the background. In this case, the Ellipse Hough Transform
(EHT) is implemented for segmentation enhancement.

2 Methodology

Image pre-processing is a very important process before classifying the fruit. This is to
ensure that the background is successfully removed from the image before the clas-
sification process. In this project, image pre-processing is involved with image seg-
mentation. The overall procedure for this project is shown in Fig. 2. It consists of three
step namely data acquisition, follows by color segmentation and lastly is feature
extraction.

2.1 Data Acquisition

To develop an algorithm for pineapple image segmentation in real-time situation,
sample of images were captured during daytime with various illumination conditions at
pineapple plantation, Pekan Nanas, Pontian, Johor. Pineapple type MD2 is selected
based on the suggestion fromMalaysia Pineapple Industry Board (MPIB) to promote the
MD2 pineapple in Malaysia. Figure 3 shows the sample of images used in this project.

There are several assumptions and limitations are applied to simplify the algorithm
and to reduce the processing time especially for feature extraction, as follows:

(a) The horizontal axis must be at 0°.
(b) The position of the pineapple is aligned with the vertical axis with −5° to 5°

tolerate from vertical axis.
(c) The position of the crown must be on the top of the image.
(d) The distance between camera and pineapple is between 1 m to 2 m.

Fig. 2. The overall process
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2.2 Algorithm

The flowchart of the algorithm is shown in Fig. 4, which has two stages for seg-
mentation and detecting the pineapple. Color segmentation is to remove background
such as ground, sky and leaves, while keeping as many as possible pineapple pixels.
Then, feature extraction process is conducted to completely segment the pineapple
from misclassified background.

The proposed algorithm begins by acquiring the image from camera. Since the size
of the captured image is too large, this project has conducted a few tests to find out
suitable scale to resize the image. After that, the Hue in Hue, Saturation, and Value
(HSV) color space is extracted and by setting threshold value obtained from the
experimental test to detect ground and sky. Since image segmentation is quite difficult,
it is necessary to remove any background that is easily to distinguished from fruit. As
presented in Fig. 5, the Hue value for ground (orange) and sky (white) are easily
differentiated from other colors. The threshold value has been selected based on these
properties. Any value less than threshold value is removed (pixel intensity becomes 0),
meanwhile, the value greater or equal than threshold value is maintained.

Adaptive Red and Blue chromatic map (ARB) are built to segment the pineapple
fruit from the leaves. The ARB is defined in Eq. (2).

Ratio ¼ B=R ð1Þ

ARB ¼ R � Ratio� B ð2Þ

Then, the threshold method is used in ARB to segment the potential pineapple fruit
from the leaves. Similar to the HSV, any ARB value which less than threshold value is
removed (pixel intensity becomes 0) from the image. This value is considered as leaves.
On the other hand, ARB value for fruit is greater or equal than threshold value. Fur-
thermore, the proposed ARB only works effectively for green pineapple fruit but the
result still shows the misclassified pixels. Especially, for darker leaves, which have ARB
value almost the same with fruit. However, the accuracy of ARB is gradually decreased
when applied on yellow pineapple. This happens because many pixels in yellow

Fig. 3. Sample images with different stage of maturity (green = immature fruit, yellow =
mature fruit) and background (Color figure online)

Simulation and Segmentation Techniques for Crop Maturity Identification 7



Fig. 4. Flowchart for the proposed algorithm

Fig. 5. HSV color space (Color figure online)
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pineapple have blue intensity higher than red intensity. As a result, ARB will detect this
pixel as background and will be removed. Therefore, to improve accuracy of the
algorithm, this project has proposed the use of Ellipse Hough Transform (EHT) method
for further segmentation process.

Hough Transform is a feature extraction technique in image analysis [12]. The
purpose of this technique was to find the shape of pineapple by a voting procedure.
This voting parameter was carried out in a parameter space. The parameter space and
the voting procedure are defined in Eq. (3).

X � Xcð Þ cos h� Y � Ycð Þ sin h½ �2
a2

þ X � Xcð Þ sin h� Y � Ycð Þ cos h½ �2
b2

¼ 1: ð3Þ

Where Xc and Yc represents the center of the pineapple, a represent the major axis
and b represent the minor axis. By using Eq. (3), EHT will construct an accumulator
and the highest vote in accumulator is chosen as a possible data. While other pixels
from pineapple fruits are removed from the image.

3 Results and Analysis

This section presents the results and the analysis of the images’ accuracy from various
segmentation steps such as HSV to remove ground and sky, and the ARB for leaves
removal and EHT for segmentation enhancement.

3.1 Hue Value Segmentation

First step, the Hue parameter has been selected to remove the ground and sky. The
accuracy will increase due to the background in the image has been decreased. Refer to
Fig. 6(a), the sky is successfully removed from the image and other objects are
maintained. The ground also is removed as shown in Fig. 6(b). Finally, it has been
found that the output image still can be considered as acceptable, even though a few
interest pixels have been removed.

Fig. 6. Result after applying HSV (left = original image, right = result after HSV). (a) Immature
pineapple (b) Mature pineapple
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3.2 Adaptive Red and Blue Chromatic Map (ARB)

Second step is to remove leaves from the image as shown in Fig. 7 using ARB method.
It can be seen that, the ARB has successfully removed the leaves from the image. Even
though the intensity between fruit and background in Fig. 7(a) is almost the same, ARB
is still managed to remove almost all leaves, while the shape of the pineapple is still
preserved. Similar to the image in Fig. 7(b), ARB only remove leaves while maintained
the fruit area and shape.

3.3 Ellipse Hough Transform (EHT)

The result from ARB segmentation method has a few misclassified. Therefore, this
project applies image enhancement process for further segmentation using Ellipse
Hough Transform (EHT). The EHT process will detect the shape of the pineapple using
ellipse approaches as shown in Fig. 8. The ellipse shape is constructed using the
highest possible data and all the pixels outside this shape are eliminated.

Fig. 7. Result after applying ARB (left = result after HSV, right = result after ARB).
(a) Immature pineapple. (b) Mature pineapple (Color figure online)

Fig. 8. Result after applying EHT
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4 Conclusion

The image segmentation and detection algorithms have been presented to detect
pineapple fruit maturity based on color and shape. The results found show that the use of
Hue value together with Adaptive Red and Blue chromatic map (ARB) in color seg-
mentation is very effective and have good potential in detecting the fruit pixels and the
implementation of Ellipse Hough Transform (EHT) has improved the accuracy of the
algorithmby detecting the shape of the pineapple and then eliminated other pixels. Further
research needs to be done using an intelligent optimization technique for optimal maturity
algorithm. Also, further improvement is needed for algorithm to detect many fruits at the
time. Furthermore, a method to reduce processing time in EHT is recommended.

Acknowledgement. The authors would like to thank for the support given to this project by
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Nanopositioning
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Abstract. Control schemes for nanopositioners typically combine
damping and tracking. Due to the positioning performance requirements
of the nanopositioning system, it is desirable for the closed-loop fre-
quency response of the nanopositioner to mimic ripple-free pass-band
low-pass characteristics. Earlier reports are available on simultaneous
damping and tracking control emulating a Butterworth filter design, but
this technique only incorporates a single integrator for tracking, which is
inadequate for error-free tracking of the triangular and ramp-like signals
typically used as input to nanopositioning systems. Double integral track-
ing guarantees error-free tracking, but is difficult to implement due to
phase-related stability issues. In this work, a dual-loop integral tracking
algorithm is proposed. Using simulation, it is shown that in the presence
of hysteresis, the proposed dual-loop scheme delivers a more accurate
positioning performance than the traditional single-loop integral track-
ing strategy.

Keywords: Butterworth pattern · Nanopositioner · Damping ·
Tracking

1 Introduction

A nanopositioner is a mechatronic system designed to deliver precise positioning
with nano scale accuracy. In precise position control, there are many desired
control objectives that aim to obtain a fast response with no overshoot and
accurate set-point tracking, a very high travel range and a high bandwidth. All
of these objectives can be improved by using a feedback controller; however, the
complexity of the controller varies depending on which control objective is most
important [6].

For systems that undergo parameter changes, such as a change in damping
and resonance frequency due to loading, control designs offering good gain and

The original version of this chapter was revised: The figure 4 and 5 was corrected.
The erratum to this chapter is available at https://doi.org/10.1007/
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phase margins are most suited. Nanopositioning systems exhibit various types
of uncertainty due to a change in sample mass, mechanical ageing, sensors and
actuator drifts. Furthermore, many control schemes have a tendency to exacer-
bate the high frequency out-of-bandwidth unmodelled dynamics [13]. In order
to overcome these issues, control schemes have been employed to improve the
performance of nanopositioners, which must be robust under the presence of
parameter uncertainties. In addition to resonance and parameter uncertainty,
nanopositioners are also marred by nonlinear effects such as hysteresis and creep
due to the piezoelectric actuators that are popularly employed in these systems.
Therefore, along with robust damping controllers and high gain, high-bandwidth
tracking control is an essential component of the overall control scheme. For quite
some time, damping and tracking controllers have been designed sequentially
(damping first, tracking later) and implemented in an inner-outer loop fashion.
It has been shown that the sequential design is sub-optimal in terms of obtain-
able positioning performance and simultaneous damping and therefore tracking
control design has been proposed [8]. Using the Butterworth filter, which has the
desirable properties of a flat, ripple-free passband and a quick roll-off at high
frequencies as a motivation, simultaneous damping and tracking schemes that
emulate a Butterworth filter have been proposed in [9].

In nanopositioning applications, the typical scanning pattern is a raster, gen-
erated by employing a slow ramp along one axis and a fast triangle wave along
the other. Both the input signals therefore have non-zero velocity and it is impos-
sible to track them error-free with a single integral tracking control. This paper
provides a strategy to simultaneously design the damping and the multi-loop
tracking controllers in order to mimic the Butterworth filter pattern. Simula-
tions are presented to support the proposed theory.

The paper is organised as follows: Sect. 2 presents the linear model for axes on
the nanopositioning platform, as well as the nonlinear Bouc-Wen model for the
hysteresis exhibited by the actuator on this axis. The Butterworth filter pattern
for the proposed multi-loop control strategy is presented in Sect. 3. Simulated
open- and closed-loop, time-domain and frequency-domain results are given in
Sect. 4, where the theoretical error analysis for the proposed control scheme is
also presented. Robustness of the control scheme in the presence of resonance
frequency shift is also examined in this section. Section 5 concludes the paper.

2 System Modelling

The dynamics of the nano axis has linear and nonlinear components; thus, the
axis is modelled as a linear second-order transfer function and a Bouc Wen model
for hysteresis.

2.1 Linear Dynamics Model

The mechanical system of the nanopositioning platform is shown in Fig. 1(a)
[1], which can be characterised and simplified by a spring-damper system, as
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shown in Fig. 1(b) [10]. The axis of the nanopositioning platform is equipped
with a capacitive sensor for position measurement. The equation of motion for
this system is given by:

Mpd̈ + cf ḋ + (Ka + kf )d = Fa (1)

The system dynamics is regulated by the piezoelectric actuator force that moves
the nanopositioning stage. The movement of the piezo actuators is manifested
by expansion and contraction in response to an input voltage stimulus. Thus,
(Fs) is the measured force acting between the actuator and the mass of the
platform (Mp) in the vertical direction. The stiffness of the actuator is denoted
by (Ka) and the force by (Fa). A force sensor is collocated with the actuator
and measures the load force Fs. Equation 1 can now be rewritten as follows:

Mpd̈ + cf ḋ + k = Fa (2)

Fig. 1. (a) A simple schematic of a piezo-stack actuated two-axis nanopositioner; (b)
The equivalent mass-spring-damper model for one axis of the nanopositioner

The relationship between the applied force (Fa) and the displacement d is
described as in the following transfer function:

GdFa
(s) =

d

Fa
=

1
Mps2 + cfs + k

(3)

This can be described in the frequency domain as a second-order system and the
transfer function can be written in the form (4):

G(s) =
σ2

s2 + 2ζωps + ω2
p

, (4)
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where ζ is the damping ratio, ωp is the natural frequency and σ2 is the DC gain
of the platform. The investigated system is represented by the linear dynamics
transfer function below; this is characterised by its first resonant mode and
given by:

G(s) =
4.746 ∗ 108

s2 + 910.1s + 2.927 ∗ 108
, (5)

where the value of the damping ratio (ζ) is 0.0266 and the natural frequency
fn = 2π ∗ ωp, where the value of the ω2

p is 2.927 ∗ 108 and σ2 is 4.746 ∗ 108.
Figure 2 shows that the modelled-based frequency response and the

measurement-based, which have been superimposed, are almost identical.
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Fig. 2. Comparison between the measured- and model-based magnitude response for
the x-axis of the system in. The slight mismatch in the width of the resonant mode is
due to the sensor and amplifier dynamics, along with the nanopositioner axis dynamics
included in the measured response

2.2 Hysteresis Model

Nonlinear effects are usually unmodelled and tracking is enforced to minimise the
effect of nonlinearities on the actual trace. Hysteresis is a dynamic characteristic
present in many physical systems such as piezo actuators. Hysteresis in piezo
actuators can lead to problems such as an increase in undesirable inaccuracy or
oscillation and instability [14]. Therefore, any control strategy must be designed
to accommodate uncertain time-varying nonlinear systems.

The hysteresis in this work has been described by the Bouc Wen model [3,
11,12]. The Bouc Wen describes the equation of motion for the nanopositioning
platform using its nonlinear differential equations, as in Eq. (6):

{
mẍ + bẋ + kx = k(du − h)
ḣ = αdu̇ − β |u̇| h − γu̇ |h|

}
(6)
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where h represents the nonlinear relation between the lag force (applied volt-
age) u and the displacement x. The coefficients m, b, k and d denote the effec-
tive mass, damping coefficient, mechanical stiffness and effective piezoelectric
coefficients respectively. It is noted that hysteresis for the proposed system is
rate-independent, hence Bouc Wen has been selected as opposed to other mod-
els because it is rate-independent and simple. Its parameters, α, β, d and γ,
have been realised in MATLAB Simulink and determined so the hysteresis loop
produced by Bouc Wen can accurately match the experimental data on the
nanopositioning platform. The parameters of Bouc Wen are selected as follows
in (7):

{
α = 0.26, β = 0.005, γ = 0.00068,d = 2µm per volt

}
(7)

The proposed hysteresis model is investigated by applying a 50 V peak ampli-
tude sinusoidal signal of 10 Hz to the platform and the hysteresis cycle is thereby
generated. Figure 3 illustrates the generated hysteresis in the open-loop, which
is associated with a single axis of the nanopositioning platform. In Fig. 3, a com-
parison can be seen between the experimental and the modelling result, where
the x-axis represents the input voltage and the y axis is the generated displace-
ment. It can be seen from Fig. 3 that the open-loop exhibits strong nonlinearity.
A system exhibiting such hysteresis is severely limited in its performance. The
hysteresis loop provides a rate-independent relationship between the applied
voltage and the generated displacement.
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Fig. 3. Measured and modelled hysteresis loops show that the hysteresis model accu-
rately captures the hysteresis of the piezo actuator

3 Control Strategy

Nanopositioning systems are lightly damped and highly likely to exhibit mechan-
ical resonance when there is any sudden change in the voltage applied to the plat-
form. Thus, the use of damping controllers is necessary, the damping to damp
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resonance and the tracking controllers to treat nonlinearity. Consequently, min-
imising the error is considered the most important control object in the nanopo-
sitioning application. This section will explain the traditional approach and the
proposed control strategy to control the nanopositioning platform.

3.1 Traditional Control Strategy

The traditional single-loop feedback scheme is shown in Fig. 4. In traditional
tracking, nanopositioning tracking is achieved through the use of single-loop
feedback. The tracking controller commonly used in this scheme is either a first-
order integral (I), or a proportional integral (PI). Figure 4 also illustrates the
method by which the tracking (Ct1) and damping controllers (Cd) are combined
and used together. This traditional approach can improve the positioning accu-
racy of the nanopositioning platform to some extent. However, feedback control
law is limited in compensating for hysteresis. Due to stability issues, second-order
controller in a single-loop is not directly applicable.

Fig. 4. Schematic of the traditional damping + tracking control scheme

3.2 Proposed Control Strategy

An attempt to apply second-order integral tracking to the nanopositioning plat-
form has been proposed that will not affect the stability of the platform. In
order to draw a comparison with a single-loop feedback controller, the multi-loop
feedback control system is described by the scheme shown in Fig. 5. The overall
control algorithm in Fig. 5 consists of two controllers for tracking: the outer-loop
feedback uses a first-order integral tracking (Ct1) with a transfer function of
{KT2(s)

s }, and the inner-loop feedback uses a first-order integral tracking (Ct2)
with a transfer function of {KT1(s)

s }. The damped system (GIRCdamped
(s)) using

the IRC controller has the following transfer function [2]:

GIRCdamped
=

Kd ∗ G

1 − Kd ∗ (G + d)
(8)
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Fig. 5. Schematic of the proposed control scheme with dual-loop tracking + damping

The overall transfer function for the multi-loop scheme is given by:

Y (s)
R(s)

=
KT2KT1kdG

KT2KT1kdG + 1 − dkd − Gkd + KT1kdG
(9)

The transfer functions for KT1(s), KT2(s) and Kd(s) are listed in (10):
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

KT1(s) = KT1
s

KT2(s) = KT2
s

Kd(s) = Kd

s

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(10)

The characteristics equation for the proposed multi-loop feedback scheme is spec-
ified by:

s5 + (2ζωp − dKd)s4 + (ω2
p − 2ζωpdkd)s3

+(−dKdω
2
p − Kdσ

2)s2 + KT1Kdσ
2s + KT2KT1Kdσ

2 = 0
(11)

The transfer function of the normalised fifth-order Butterworth filter is given by:

1
s5 + 3.236s4 + 5.236s3 + 5.236s2 + 3.236s + 1

(12)

Equation (12) can be rewritten for any given frequency by substituting s with
s

ωc
and this is given by:

ω5
c

s5

ω5
c

+ 3.236 s4

ω4
c

+ 5.236 s3

ω3
c

+ 5.236 s2

ω2
c

+ 3.236 s
ωc

+ 1
(13)

The characteristics equation for the Butterworth filter at any given frequency is
specified by:

s5 + 3.236ωcs
4 + 5.236ω2

cs3 + 5.236ω3
cs2 + 3.236ω4

cs + ω5
c (14)

In order to emulate the Butterworth pattern, the characteristics equation for
the multi-loop control strategy must be equated to the characteristics equation
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for the Butterworth filter; this will determine the values for the feed-through
term, damping gain and tracking gains. Thus, (11) must be similar to (14). The
following quantities are obtained as a result of linking the two characteristics
equations:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2ζωp − dKd = 3.236ωc

ω2
p − 2ζωpdkd = 5.236ω2

c

−dKdω
2
p − Kdσ

2 = 5.236ω3
c

KT1Kdσ
2 = 3.236ω4

c

KT2KT1Kdσ
2 = ω5

c

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(15)

Substituting the above quantities, the value of ωc can be estimated by solving
the following equation using the quadratics polynomial formula:

ω2
c − 1.23605806ζωpωc +

(
ω2

p(4ζ2 − 1)
5.236

)
(16)

The value of the damping gain can be evaluated using the following formula:

kd =
3.236 ∗ ωc ∗ ω2

p − 2 ∗ ζ ∗ ω3
p − 5.236 ∗ ω3

c

σ2
(17)

The value of the feed-through term can be calculated using the following
equation:

d =
2 ∗ ζ ∗ ωp − 3.236 ∗ ωc

kd
(18)

The tracking gains can be valued as follows:

kT1 =
3.236 ∗ ω4

c

kd ∗ σ2
, KT2 =

ω5
c

kT1 ∗ kd ∗ σ2
(19)

Using (5), (16) can now be solved and the damped natural frequency ωc can
be determined as 7.7527 ∗ 103 Hz. Having calculated the damped natural fre-
quency, all other variables can now be determined. Table 1 shows the values of
the proposed scheme parameters required to achieve the Butterworth pattern.

Table 1. Controller parameters for the simultaneous damping and tracking strategy

Parameter Value

d −2.4746

kd 9770.2

kT1 2521.1

kT2 2395.8

Further analysis to test the tracking performance of the proposed control
strategy has been conducted, as will be clear in the following sections.
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4 Simulation Results

In this section, the results are presented related to both the frequency and time
domains, and error analysis is also conducted. Robustness of the proposed control
strategy is also tested in this section.

4.1 Closed-Loop Positioning Performance

The simulated frequency response of the proposed multi-loop technique is pre-
sented in Fig. 6 and it can be seen that the Butterworth-based filter pattern has
been obtained. The pattern is achieved as a result of the tuning method used in
Table 1 based on the fifth-order Butterworth filter. The gain margin GM = 6.4 dB
and phase margin PM = 600◦ are of optimal values for a robust stable system.
An encouraging frequency response has been achieved with regards to better
tracking performance as no ripple is exhibited in the passband or stopband and
the closed-loop Butterworth-based bandwidth is observed at 1230 Hz. This band-
width is of a sufficient level to cover the major harmonics that form the triangle
wave, resulting in accurate tracking performance and reduced sensitivity to sen-
sor noise.
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Fig. 6. Open-loop and closed-loop frequency response of the proposed multi-loop con-
trol strategy

Bandwidth in nanopositioning is defined as the point at which the closed-
loop magnitude response of a given system is exhibiting (at any given point in
the passband) a 0 dB gain, and this should not increase or decrease by ±1 dB [7].
The Butterworth-based magnitude response in Fig. 6 does not exceed 0 dB at
any passband point; therefore, this is a useful characteristic in achieving accurate
tracking performance of the nanopositioning platform.
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The root locus has been investigated; it is shown that the poles of the system
are at a significant distance from the imaginary axis. The Butterworth pattern
is achieved as the tracking gain reaches its design value where the pole at origin
with a 0◦ angle will be shifted further to the left of the imaginary axis. At this
point, the distribution of the poles of the fifth-order Butterworth is achieved and
the angles of the poles are 0◦,±36◦ and ±72◦.

It is noted that stability is a critical concern when applying, for example, a
double-integral tracking controller; applying a second-order integral without the
use of the multi-loop feedback scheme causes instability. Hence, the proposed
method preserves stability while applying two first-order integral controllers to
avoid phase profile. It could be argued that adding another integrator would
affect the bandwidth and increase the order of the system unnecessarily however,
due to highly nonlinear hysteresis and sensitivity to noise, double integration is
warranted. There are two common types of tuning method that provide com-
pensation procedures, either to widen the bandwidth or reduce tracking error;
this has been satisfied in this work. For the reasons given above, the multi-loop
feedback controller scheme is therefore preferred.

In order to demonstrate the effectiveness of the proposed multi-path feed-
back controller, a 30 and 40 Hz triangles have been chosen to be tracked with a
20µm peak, and simulations performed in MATLAB Simulink. Results for the
open- and closed-loop are presented in Fig. 7(a, b). It can be seen that in the
open-loop the tracked signal deviates from the linear because of the presence of
hysteresis. As is also clear from Fig. 7(a, b), in the open-loop the tracked sig-
nal is experiencing oscillatory behaviour because no damping controller is used.
Neither resonance nor hysteretic behaviour is observed in the linear part of the
tracked signal, as is shown in Fig. 7(a, b). The error plot is drawn to illustrate the
linear part of the tracked signal, as is shown below. The error signal is directly
proportional to the frequency of the tracked signal in a trade-off relationship.
Therefore, as the frequency increases, there is a reduction in the linear part,
which is an undesirable characteristics. Tracking of the high frequency signal is
preferable in nanopositioning due to high speed scanning.

For the proposed dual-loop control strategy depicted in Fig. 4(b), the error
is derived as in the following transfer function:

E1(s) =
R(s)(1− dkd(s)−G(s)kd(s) +KT1(s)kd(s)G(s))

1− dkd(s)−G(s)kd(s) +KT1(s)kd(s)G(s) +KT2(s)KT1(s)Kd(s)G(s)
(20)

For the system under consideration, the multi-loop control strategy is type 1;
in order to ensure that the steady-state error is acceptable, steady-state error
analysis is proposed. For the proposed system, the Butterworth-based controller
design is considered; R(s) is for a ramp and the transfer functions are given by:
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Fig. 7. The tracking performance of the platform for a triangle signal in the open- and
closed-loop: (a) 30 Hz; (b) 40 Hz
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In order to find the steady-state error, the final value theorem is applied as
in (22):

e(∞) = lim
s→0

sE(s) (22)

For any given second-order system, the steady-state error to track a ramp using
the multi-loop scheme is given by:

e1(steady-state) =
−σ2 + σ2KT1 − dω2

p

−σ2 + σ2KT1 + KT2KT1σ2
(23)
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Equation (23) can be minimised as in (24) below:

e1(steady-state) =
−dω2

p

KT2KT1σ2
≡ dω2

p

KT2KT1σ2
(24)

In order to achieve accurate tracking, ∀G(s)|s=0 = 1, it is assumed σ2 = wp
2

and then (24) can be approximated as in the equation below:

e1(steady-state) =
d

KT2KT1
(25)

In solving (25), zero steady-state error is almost achieved. For the system under
consideration, after substantiating the quantities as in Table 1 and when the
values of σ2 = 4.746 ∗ 108 and ω2

n = 2.927 ∗ 108 are known, the error at steady-
state can now be estimated as e(∞) = 0.041735.

In nanopositioning, the raster scan trajectory is achieved by applying triangle
wave in the x-axis and a ramp in the y-axis. The transient error occurs at the
turn-around area of the triangular waveform at the end of each scan line, thereby
promoting scanning speed (frequency) and amplitude of the driven signal. The
error at the turn-around is relatively large due to the high frequency components
of the triangle wave and hysteresis nonlinearity. The appearance of the transient
error is due to system behaviour when encountering disturbance on attempting
to track the triangle wave. The transient error can, however, be reduced by
increasing the gain of the controller. Due to the fact that the controller design
is simultaneously tuned for damping and tracking gains, changing the gain to
reduce the transient error is difficult. Although the transient error at the turn-
around adds some distortion to the raster scan image, its effect on the raster
scan is limited because only the linear part is taken into account.

In order to demonstrate the strength and effectiveness of the proposed control
strategy, a comparative error analysis of the multi-loop and single-loop feedback
schemes, presented in [9], is examined in the following part.

In a single-loop feedback controller, the controller takes the tracking error
(r(t)−y(t)) as input; this is called output feedback. In this case, the calculation
of the control signal is based on the plant output and is subject to large control
actions when the set-point undergoes a sudden change. On the other hand, in
the multi-loop feedback control, the controller takes the error as input where the
outer-loop defines the set point for the inner-loop; this is called error feedback.

Tracking a triangle wave (high frequency components) in nanopositioning
generates significant positioning error at high frequencies, and the effect of hys-
teresis is also significantly more common at high frequencies. The RMS error
plot is plotted across various frequency changes, as is clear in Fig. 8.

The positioning error is substantially improved by using the multi-loop feed-
back scheme in the presence of hysteresis; thus the use of this scheme in nanoposi-
tioning applications is preferred. To conclude, the performance of the multi-loop
feedback scheme is better than that of the single-loop feedback scheme.

Further analysis to test the robustness of the proposed control strategy has
been conducted, as will be clear in the following section.
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Fig. 8. A comparison of RMS error across various frequency changes

4.2 Robustness to Resonance Frequency Variation and Disturbance
Rejection Profiles

Robustness refers to the ability of the closed-loop system to be insensitive to
parameter variation. Disturbance rejection is another important performance
index in nanopositioning applications that needs to be evaluated. This refers to
the ability of a system to be insensitive to exogenous disturbances. In this section,
both robustness to resonance frequency changes and the disturbance rejection
profiles at these changed resonance frequencies are evaluated. Developing an
accurate dynamic model in a positioning system is a difficult task because of the
complex mechanical structure of the nanopositioning stage. In order to account
for these uncertainties, designing a control algorithm capable of dealing with
uncertainties is essential [4,5].

In order to test the capability of the proposed scheme to accommodate res-
onant frequency variation, a 5% and 10% reduction in the resonant frequency
is considered. Resonance frequency changes can occur due to loading of the
nanopositioners with different samples. The open-loop and closed-loop frequency
response for all these changes is plotted in Fig. 9(a).

The sensitivity of the proposed method is reflected in Fig. 9(a). It can be seen
that a 5% or 10% reduction in resonance frequency does not have a significant
influence on the closed-loop; therefore, the proposed control scheme is robust to
resonance frequency changes.

The disturbance rejection transfer function for the proposed system is
given by:

Y (s)

N(s)
=

G(s)(1−Kd(s)d)

1−Kd(s)d+G(s)Kd(s) +G(s)KT1(s)Kd(s) +G(s)KT2(s)KT2(s)Kd(s)
(26)

In order to test the ability of the controller to attenuate external disturbances,
the bode plot for the transfer function in (26) is depicted in Fig. 9(b). From
the figure, it can be seen that changing the resonant frequency by a 5% or
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Fig. 9. (a) Open-loop and closed-loop magnitude response for resonant frequency
changes (b) disturbance rejection across various resonant frequency changes

10% reduction does not have a significant influence on the disturbance rejection
profile. Significant disturbance rejection is provided at a relatively low frequency
up to 1000 Hz; nonetheless, the multi-loop feedback scheme does not exhibit
significant disturbance rejection near the resonant frequency. Due to multiple
integrals in the multi-loop feedback controller scheme, the steady-estate error is
almost zero.

5 Conclusion

In this paper, a hybrid damping and tracking strategy with dual-loop tracking is
proposed and its performance tested via simulation. The developed control strat-
egy emulates the Butterworth pattern for maximally flat in-bandwidth response.
Simulation results confirm the effectiveness of the proposed method in terms of
high tracking accuracy in the presence of hysteresis and robust stability in the
presence of resonance frequency changes.
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Abstract. This research focus on designing controller for nonlinear system by
integration of two robust controllers, back-stepping and sliding mode controller.
The dynamics of the system is developed by consider its nonlinearities incorpo-
rating external disturbance injected to the system’s actuator. The value of control
and reaching law parameters are determined by using particle swarm optimization
method such that these parameters are varying automatically according to the
changes of the dynamics of the system. The tracking performance of the system
yielded by integration of back-stepping and sliding mode controller is compared
with its output performance produced by classical sliding mode controller. The
results show that assimilation of back-stepping and sliding mode controller for the
chosen system generates better performance than sliding mode controller itself
which is evaluated in terms of tracking output and tracking error.

Keywords: Back-stepping � Sliding mode controller � External disturbance �
Tracking error � Particle swarm optimization

1 Introduction

Back-stepping is a type of the recursive design controller which is designed by step
back toward the control input starting with the scalar equation. The design process of
this controller starts at the known-stable system because of this recursive structure and
back out new controllers that progressively stabilize each outer subsystem. The process
will terminate when the final external control is reached. The advantage of back-
stepping is that is has the availability to avoid cancellations of useful nonlinearities and
pursue the objectives of stabilization and tracking rather than that of linearization
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method [1]. In addition, back-stepping approaches relaxes the matching conditions on
perturbations which means that the perturbation doesn’t have to appear in the equation
that contains the input of the system [1]. For tracking problem, usually, back-stepping
will use the error between the actual and desired input to develop the design process
[1]. The fundamental concept of back-stepping method is introduced in [1, 2]. This
control method was used in numerous applications such as flight trajectory control [3],
industrial automation systems, electric machines, and nonlinear systems of wind
turbine-based power production and robotic system. It is also shown to be an effective
tool in adaptive control design for estimating parameters [4] and optimal control
problems. Besides, the observer based on back-stepping technique is also designed for
force control of electrohydraulic actuator system [5] and guarantees the convergence of
the tracking error. This control technique is also used as an observer to control DC
servo motor by combining back-stepping observer with adaptive and sliding mode
controller [6] and as controller for electro-hydraulic active suspension system [7].

Sliding mode control is a nonlinear control technique that changes the dynamics of
a nonlinear system by introducing a discontinuous control signal which forces the
system to slide along a cross-section of a system’s normal behavior. It is a variable
structure control method. The multiple control structures are designed so that trajec-
tories always move toward an adjacent region with a different control structure. The
ultimate trajectory will not exist entirely within one control structure. Instead, it will
slide along the boundaries of the control structures. The motion of the system as it
slides along these boundaries is called sliding mode. Sliding mode control has been
applied for several systems such as coupled tanks [8], active suspension system [9],
robotic system [10], underwater applications [11], electromechanical plant [12],
induction motor [13] and hydraulic system [14].

Since both back-stepping and sliding mode controllers have their own strength and
weakness, there are studies which integrate these two robust methods together as a
single controller. Combination of back-stepping and sliding mode controller can be
seen in [15] which have been applied to improve the speed dynamic tracking perfor-
mance of permanent magnet synchronous motor control system. Combination of
back-stepping and sliding mode controller has been proved that it has certain robust-
ness with respect to the external disturbances and good adaptability with respect to
parameter uncertainty of a coupled two tank system [16]. The assimilation of these two
control method is also has been applied for tracking control of a vane-type air motor
X-Y table motion system [17]. Besides, the integration of these two control techniques
also has been applied to overcome chaotic problem [18]. In the paper, back-stepping is
designed in order to achieve new equilibrium point while combination of back-stepping
and sliding mode control techniques is used to control the system to another equilib-
rium point. In addition, the integration of these two control techniques also has been
combined with neural networks in order to design controller for nonlinear systems in
strict feedback form with unknown nonlinearities and uncertain disturbances [19].
Another assimilation of these two control methods also can be found in [20, 21].

This work presents a controller design for nonlinear system which combines two
robust controllers, back-stepping and sliding mode controller in order to improve the
tracking performance of the chosen system. Particle Swarm Optimization (PSO) is
integrated to the designed controller such that it has the ability to adjust the control
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parameters automatically regarding to the dynamic changes of the system. The dynamic
of the chosen system is considered by injecting constant force to the system’s actuator.
The assessment of the tracking performance of the system is presented by its tracking
output and tracking error. Sum of squared error (SSE) is used as performance index of
the system. This evaluation is compared with the design of classical sliding mode
controller for the system in terms of similar index performance.

2 Dynamic Model of the System

Electro-hydraulic actuator (EHA) is a non-linear system with uncertain dynamics. The
dynamics characteristic of the system comes from either the system itself or external
environment such as disturbance. This research considers electro hydraulic actuator
system (EHA) with external disturbance injected to its actuator as numerical example
since the position tracking of this system is highly nonlinear [22].

The dynamic of the system’s actuator is represented by

m€xp ¼ SPL � f _xp � kxp � FL ð1Þ

where m is load at the rod of the system, xp is the displacement of the piston, k is the
coefficient of aerodynamic elastic force, f is the coefficient of viscous friction, S is the
piston area and FL is the external disturbance injected to the system’s actuator. The
control applied to the spool valve is proportional to the spool position [23] by assuming
that high-response servo valve is used in the system. Its equation is given as

xv ¼ kvu ð2Þ

with xv is the opening of the valve, kv is the coefficient of the servo valve and u is the
input voltage. The dynamics of cylinder oil flow can be expressed as

QL ¼ _PL þ 2bS
V

_xp ð3Þ

where QL is the different between supplied flow rate to the chambers, PL is the different
pressure between two chambers, V is the volume of the chamber and b is the effective
bulk modulus of the fluid. The difference of the flow rate to the chambers is given as

QL ¼ 2b
V

cdw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pa � PL

q
xv

s
� klPL

" #
ð4Þ

with cd is the coefficient of volumetric flow of the valve port, Pa is the supply pressure,
q is the oil density and kl is the coefficient of internal leakage between the cylinder
chambers. Based on these equations, the dynamics of electro hydraulic actuator servo
system with external disturbance injected to its actuator is represented as

_x1 ¼ x2 ð5Þ
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_x2 ¼ � k
m
x1 � f

m
x2 þ S

m
x3 � FL

m
ð6Þ

_x3 ¼ � S
kc
x2 � kl

kc
x3 þ c

kc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pa � x3

2

r
kvu ð7Þ

x1 is displacement of the load, x2 is load velocity and x3 is differential pressure p1 − p2
between the cylinder chambers caused by load. FL is external disturbance given to the
system and it can be constant or time varying signal. The parameter of electro hydraulic
actuator servo system is shown in Table 1.

3 Design of Robust Back-Stepping Sliding Mode Controller

A robust control for a plant with uncertainty might be designed by using a combination
of back-stepping and sliding mode control techniques. In this section, a systematic
design procedure is proposed to develop these two control techniques. The design
process is started by defining the tracking error for each state x1, x2 and x3 as

ei ¼ xi � xid ð8Þ

i is equal to 1, 2 and 3 which represent the state of the system, x1d is the reference input
and x2d and x3d are virtual control of back-stepping. The control objective is to have
EHA track of a specified x1d position trajectory so that e1 ! 0. Let the Lyapunov
function as

V1 ¼ 1
2
e21 ð9Þ

V2 ¼ V1 þ 1
2
e22 ð10Þ

Table 1. Parameter of electro hydraulic actuator servo system

Load at the EHS rod, m 0.33 Ns2/cm
Piston area, S 10 cm2

Coefficient of viscous friction, f 27.5 Ns/cm
Coefficient of aerodynamic elastic force, k 1000 N/cm
Valve port width, w 0.05 cm
Supply pressure, Pa 2100 N/cm2

Coefficient of volumetric flow of the valve port, cd 0.63
Coefficient of internal leakage between the cylinder chambers, kl 2.38 � 10−3cm5/Ns
Coefficient of servo valve, kv 0.017 cm/V
Coefficient involving bulk modulus and EHA volume, kc 2.5 � 10−4 cm5/N
Oil density, q 8.87 � 10−7Ns2/cm4
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V3 ¼ V3 þ 1
2
s2 ð11Þ

with sliding surface,

s ¼ c1e1 þ c2e2 þ e3 ð12Þ

with c1, c2 > 0. The vitual control signal, x2d and x3d and control signal, u are obtained
as

x2d ¼ �k1e1 þ _x1d ð13Þ

x3d ¼ m
S

�e1 þ k
m
x1 þ f

m
x2 þ FL

m
þ _x2d � k2e2

� �
ð14Þ

u ¼ kc
ckv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

pa � x3

s
k3s� c1x2 þ c1 _x1d þ c2k

m
x1 þ c2f

m
x2 � c2S

m
x3 þ � � �

�

� � � c2FL

m
þ c2 _x2d þ S

kc
x2 þ kl

kc
x3 � e2 � gsgnðsÞ

� ð15Þ

4 Sliding Mode Controller Design

Sliding mode controller design starts with defining its sliding surface, s as

s ¼ x2 þ x3 þ c1e ð16Þ

With

e ¼ x1 � x1d ð17Þ

Taking derivative of s,

_s ¼ _x2 þ _x3 þ c1 _e ð18Þ

Derivative of error, e is taking as

_e ¼ _x1 � _x1d ¼ x2 � _x1d ð19Þ

Sliding mode controller is designed by having s ¼ _s ¼ 0 and satisfies the condition of
reaching law

_s ¼ �esgnðsÞ � k1s ð20Þ
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with k1 > 0. The following control law satisfies these conditions.

u ¼ kc
ckv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

pa � x3

s
�esgnðsÞ � k1sþ k

m
x1 þ f

m
x2 � S

m
x3 þ � � �

�

� � �FL

m
þ kl

kc
x3 � c1x2 þ c1 _x1

� ð21Þ

For stability analysis, let

V ¼ 1
2
s2 ð22Þ

Derivative of V is given as

_V ¼ s_s

¼ sð�esgnðsÞ � k1sÞ
¼ �e sj j � k1s

2 � 0

ð23Þ

with e is the parameter of reaching law. Equation (23) proves the stability analysis of
the designed controller on the chosen system.

5 Particle Swarm Optimization

The particle swarm optimization (PSO) algorithm is a population based search algo-
rithm based on the simulation of the social behavior of birds within a flock [24]. PSO
had been used for tuning back-stepping controller of power systems [25]. An adaptive
back-stepping controller is designed for stability enhancement of multi-machine power
systems. In addition, PSO also is integrated with back-stepping technique to design
speed controller for permanent magnet synchronous motor based on adaptive law [26].
Simulation results show that the controller has robust and good dynamic response. An
adaptive back-stepping control technique with acceleration feedback is designed in
order to reject the uncertainties and external disturbances for Dynamic Positioning
System with slowly-varying disturbances [27]. The research shows that controller
parameters and acceleration feedback parameters are optimized using PSO. PSO also
has been implemented to optimize the sliding coefficient of sliding mode controller for
a buck converter [28] control parameters of robotic system [29] and industrial appli-
cation [30]. Another integration of PSO and sliding mode control technique also can be
found in [31].

In this work PSO is integrated with the designed back-stepping sliding mode
controller and sliding mode controller in order to acquire the suitable value for each
control and reaching law parameters so that good tracking performance and smaller
error will be achieved. In the process of designing controller for tracking performance,
the tracking error is important. The tracking error, e(t) represents the different between
reference inputs and real output. This error signal is used in Lyapunov functions to
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develop controller for the chosen system. The same signal also being used in the
optimization process. In this study, Sum of Squared Error (SSE) is used as an objective
function in optimization of control and Lyapunov parameters. The formula of SSE is
given by Eq. (24).

SSE ¼
Xn

i¼1
xi � yref
� �2 ð24Þ

where

SSE = sum of square error,
i = number of iteration,
xi = system output iteration,
yref = reference input.

A good tracking response will give smaller SSE.

6 Simulation Results and Discussion

Analysis on the tracking performance of the designed controller is presented in this
section.

The top plot in Fig. 1 illustrates the system’s output produced by integration of
back-stepping and sliding mode controller while the output of the system yielded by
sliding mode controller is presented in the bottom plot of Fig. 1. Referring to Fig. 1,
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integration of back-stepping and sliding mode controller produced good system’s
output with almost zero tracking error. The output of the system with sliding mode
controller in the bottom of Fig. 1 also follows the shape of the reference input.
However, its tracking error is bigger than the top plot. In addition, there is small
oscillation in the early of the simulation process. This situation also can be seen in
tracking error plot in Fig. 2.

Top graph in Fig. 2 shows the tracking error yielded by back-stepping sliding mode
controller while the bottom graph demonstrates the similar signal generated by sliding
mode controller. By looking at Fig. 2, it can be seen that assimilation of back-stepping
with sliding mode controller produced zero tracking error while bigger tracking error is
produced by sliding mode controller itself. Figure 3 illustrates sliding surface of sliding
mode controller, s obtained for each back-stepping sliding mode controller and sliding
mode controller respectively.

Referring to Fig. 3, the top plot illustrates the sliding surface, s used for designing
back-stepping sliding mode controller while s for sliding mode controller is shown in
the bottom plot. Both plots proved that the condition s ¼ _s ¼ 0 is fulfilled in order to
design sliding mode controller for the chosen system. The control signal, u for each
designed controller can be seen in Fig. 4.

By looking at Fig. 4, the top graph illustrates control signal, u produced by com-
bination of back-stepping and sliding mode controller while the bottom plot shows
similar signal generated by sliding mode controller. It can be seen that smooth control
signal is produced by integration of back-stepping sliding mode controller compared to
similar signal generated by sliding mode controller with small chattering along the
control signal.
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7 Conclusion

This research presents the design of robust controller for chosen nonlinear system by
integrate back-stepping with sliding mode controller. Particle swarm optimization
(PSO) technique is applied to search for optimum value of control and reaching law
parameters such that these parameters of the designed controller varying automatically
based on the nonlinearities of the system. The results are compared with nonlinear
classical sliding mode controller designed for similar system. Based on the results, the
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tracking performance of the chosen system with back-stepping sliding mode controller
is better than its performance with classical sliding mode controller. This is proved by
smooth tracking output, small tracking error and zero chattering of the control signal. In
addition, the stability of the controller was verified by proper selection of the Lyapunov
function. As a conclusion, the designed back-stepping sliding mode controller with
good adaptation ability of the changing of system’s parameters produced better output
than the classical sliding mode controller.

Acknowledgement. Highest appreciation to Universiti Teknikal Malaysia Melaka (UTeM) for
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Abstract. Building Research Establishment (BRE), United Kingdom have
carried out several full-scale experiments of vehicle fire as to address the fire
spread between vehicles. Thus, this paper aims to investigate the capability of
the B-RISK zone modelling software to simulate the BRE multiple vehicle fire
spread test. Using the information gathered from the work by BRE, series of
simulations have been conducted. The results of the simulations are compared
with the results from the experiments. Analysis shows that the predicted results
from the B-RISK simulations give slightly faster time of ignition to the ones
obtained using hand calculation. This could be due to B-RISK includes the
radiation effect from the underside of the hot upper layer. As a conclusion, the
analysis shows that using the B-RISK simulation software with additional
radiation effects does not improve the result as compared to using the hand
calculation considering the level of uncertainties which required to be assumed
on some input parameters e.g. HRRPUA, heat of combustion, and/or latent heat
of gasification.

Keywords: Zone model � Vehicle fire � Fire spread simulation

1 Introduction

Vehicle fires in car parking buildings can impact on the life safety of the vehicle
occupants as well as the building occupants whom are in the vicinity of the fire.
Vehicle fires in car parking buildings can also result in material losses in terms of the
vehicles itself, to the building structure as well as to the neighbouring property.
Recently, there have been several significant fires in car parking buildings involving
multiple vehicles and in some cases these have led to fatalities. For example, in 2006
seven fire fighters were killed in a fire in an underground car park in Gretchenbach,
Switzerland [1]. Also in 2006 there was a car park fire in Bristol, United Kingdom
where 22 vehicles were destroyed in the incident and one person died in the occupancy
above the car park [1]. Therefore it is prudent to understand the risks of vehicle fires
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and the need to potentially reduce their probability of occurring probability and/or
mitigate the severity if a fire does occur.

In a performance–based engineering environment, it is still a question whether a car
parking building should be designed differently based on the type and functionality of
the buildings i.e. shopping center parking, airport parking, residential parking etc. or just
use the generic design for all types of parking. Thus, this work is part of a larger research
investigation into risk-based fire safety of passenger road vehicles in car parking
buildings being undertaken at the University of Canterbury which will try to answer the
prior question. The earlier part of the research has compiled 42 single passenger vehicle
fire test data from available sources [2]. These data were then analysed to produce sets of
distribution of heat release rate peak for single passenger vehicles which could be used
for design purposes. Currently, in New Zealand, the specific design fire for car parking
buildings from the verification method is medium t-squared fire [3]. In another earlier
part of the research has produced a method of generating reasonable vehicle scenarios
using fire risk analysis [4]. Thus, the question is then, how well these fire scenarios
formed could produce reliable results for further use?

The previous research has led to this work, where the main objective is to inves-
tigate the capability of the B-RISK zone modelling software to simulate the Building
Research Establishment (BRE) multiple vehicle fire spread tests. The B-RISK zone
modelling software uses a probabilistic Monte-Carlo sampling technique with deter-
ministic fire zone model calculation engine to automate repeat iterations of a fire
scenario, each time sampling inputs from user-defined statistical distributions [5]. This
zone model approach has been chosen here because of its relative simplicity as the
creation of a risk-based approach is already complicated, so it is important to keep the
level of detail consistent for each part throughout the whole research.

1.1 B-RISK Zone Modelling Software

The B-RISK zone modelling software is a part of a larger project that was funded by
the Ministry of Science of Innovation (MSI) of New Zealand, Building Research Levy
and Department of Building and Housing (DBH) of New Zealand involving Building
Research Association of New Zealand (BRANZ) and the University of Canterbury.
The main goal of the project was to produce a tool to support future risk-based building
fire safety regulations and designing with B-RISK as one of the outcomes.

B-RISK is developed based on an existing deterministic fire zone modelling software
named, BRANZFIRE. The development of B-RISK incorporates three primary areas of
enhanced functionality as compared to BRANZFIRE [6, 7]. The three primary areas are;
the ability to conduct probabilistic simulations rather than deterministic simulations,
capability of incorporating fire safety systems reliability and efficacy into the B-RISK
modelling predictions and the software is also capable of automatically generating unique
designs of fire input for every loop iterations processes. After getting all the necessary
input, the Design Fire Generator (DFG) can be either be randomly populated across the
room or the user can enter the exact position of the items in the room. Once these item
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placements are done, the user can determine which item is to be ignited first. The DFG
predicts the time of ignition of the second item to be ignited using ignition criterion and
radiation models programmed in the software [7].

2 Full-Scale Multiple Vehicle Fire Experiment

Two full-scale multiple vehicle fire experiments identified as suitable for the purpose of
simulation using B-RISK. Experiment H and Experiment I i.e., the identification
number are used instead of ‘Test 1’ and ‘Test 3’ respectively from the original report
which is by BRE [1]. The experiments were considered suitable due to the com-
pleteness of information as an input to perform simulation using B-RISK.

The experiments were conducted in a test rig that has a floor area of 72 m2 with a
height of 2.9 m from the floor. The structure of the rig comprised of a steel frame with
breeze block infill and the roof was made of hollow-core concrete slabs. One end of the
rig was open, but with a down stand of 0.5 m. Windows which allow ventilation were
provided along one side and the back wall. At one end of the roof, a 1.6 m wide
window channels the smoke via a deflector into the 9 m high calorimeter hood.

An example of the diagram and the instrument schematic of Experiment I is shown
in Fig. 1. From the diagram, there were several instruments installed in the test rig for
the purpose of results collection. The orange arrows in the diagram were the heat flux
measurement gauges, the blue crosses were the slab temperature gauges, the yellow
triangles were the gas samples collectors, the red stars were the thermocouple trees, and
the green arrows refer to flow measurement and temperature gauges. The specific
vehicles used in the experiments were also mentioned in the literature source whereas
this piece of information is important for the simulation as input in recreating the
experiment in the software.

Fig. 1. The diagram and instrument schematic for Experiment I (Reproduced from BRE [1])
(Color figure online)
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‘No.’ indicated in both tables corresponds with the number shown in Fig. 1. The
vehicles used in the experiments were in full working order where all components such
as gas struts, air bags, pressurised or pyrotechnic components were left in place except
for the air condition gas which was removed. The fuel tanks for each of the vehicles
were left with 20 litres of fuel.

2.1 Procedure

This section provides information in order to recreate of the experiments using the
B-RISK software. The inputs, simplifications and assumptions in using the software are
explained in detail.

2.1.1 Input – Room Design and Ventilation
In B-RISK, the user has to manually enter the information of the room and its venti-
lation in the room design tab. The test rig for the experiment is represented by a single
room with certain dimensions. Also required by the software for the room is the surface
material for wall, floor and ceiling. The inputs are: (Tables 1 and 2)

For the ventilation in the test rig, there are 13 windows, a main door and a ceiling
vent on the test rig served as ventilation ports.

Table 1. Input for room design and ventilation

Attribute Description

Room name Test rig
Length 12 m
Width 6 m
Minimum height 2.9 m
Maximum height 2.9 m
Elevation 0 m

Table 2. Room surface materials

Attribute Description

Wall material Concrete
Wall thickness 100 mm
Ceiling material Concrete
Ceiling thickness 100 mm
Floor material Concrete
Floor thickness 50 mm
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2.1.2 Input – Properties for the Burning Items
In the fire specification tab, the user is able to enter the details about the experiments.
This includes the number of items in the room, the dimensions of the items, the position
of the items, the material geometry and chemical properties, the Flux-time Product
(FTP) properties and the heat release rate curves.

In the simulation, the vehicles, which are the main burning items, were considered a
simple geometrical rectangle shape in which the heat source is fixed at the centre of the
rectangle. The vehicles are treated as a single type of material, which represented the
first component possibly to be exposed to the radiant heat flux. The dimensions and the
position of the vehicles were obtained from the report [1]. However, the chemical
properties of the vehicles have to be assumed due to being unreported in the literature.
The best way to assume the chemical properties such as heat of combustion and latent
heat of gasification is by estimation since there are no specific studies on mentioned
properties of a vehicle.

A review by Taub [8] shows that in the 2000s, a typical vehicle usually consists of
around *70% metals and *30% polymers, glass, rubbers, and ceramics. A study by
Swift [9] shows that combustible materials in vehicles such as polymers take around
8.0–9.7% as the percent of the total weight of a vehicle from the 2000s while rubber
ranges from 4.3–6.2% of the total weight of a vehicle. Large parts of the polymers are
polypropylene, polyurethanes, and nylon.

The work by Harper compiles heat of combustions for selected polymers and states
that the heat of combustions of polymers ranges from 6.4 MJ/kg to 44.0 MJ/kg.
Polypropylene is listed at 42.6 or 44.0 MJ/kg, polyurethane at 24.7 MJ/kg, and nylon
at 27.9 MJ/kg. Thus, for the simulation a minimum value of 24.7 and maximum value
of 44.0 will be selected for the heat of combustion of a vehicle.

Mark [10] listed the latent heats of gasification of polymers where the latent heat of
gasification for polypropylene is 2.0 MJ/kg and for nylon is 2.4 MJ/kg. There was no
latent heat of gasification for polyurethane was found. Thus, for the simulation a range
of values between 2.0 and 2.4 is estimated since there were only two available data on
latent heat of gasification.

Finally, the averaged heat release rate per unit area (HRRPUA) for each of the
vehicles are estimated using the probability distributions of design fire for different
classifications introduced in the work by Tohir and Spearpoint [2]. The HRRPUA
could not be obtained from the full-scale experiment heat release rate curves results due
to complication of the curves which were a combination of three vehicles rather than
one.

For the soot yield and the CO2 yield, default values for a generic vehicle
pre-programmed in the fire object database of the software are used. It was decided to
use the generic values for the two parameters since at this stage, the focus on the results
are on the prediction of time of ignition. The radiative fraction for all the vehicles are
set at 0.3. With the dimensions known and the chemical properties have to be assumed
for each vehicle in the simulation, the burning items properties for both experiments
can be filled with attributes as follows: (Tables 3 and 4)
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Work by Tohir [11] suggested that bumper trim to be used as the component to be
ignited first in a multiple vehicle fires simulation. The FTP properties of bumper trim
are 2.0 for power law index (Table 5).

Table 3. Information for the 3 vehicles for Experiment H

Attribute Vehicle 1 Vehicle 2 Vehicle 3

Detail description Renault laguna Renault clio Ford mondeo
Length 1.8 m 1.6 m 1.8 m
Width 4.6 m 3.8 m 4.8 m
Height 1.4 m 1.4 m 1.5 m
Elevation 0 m 0 m 0 m
x-axis coordination 9.5 m 7.2 m 3.5 m
y-axis coordination 0.5 m 0.5 m 0.5 m
Combustible mass 1455 kg 975 kg 1357 kg
Heat of combustion 24.7 or 44 kJ/g 24.7 or 44 kJ/g 24.7 or 44 kJ/g
Soot yield 0.03 g/g 0.03 g/g 0.03 g/g
CO2 yield 1.27 g/g 1.27 g/g 1.27 g/g
Latent heat of gasification 2.0 or 2.4 kJ/g 2.0 or 2.4 kJ/g 2.0 or 2.4 kJ/g
Radiative fraction 0.3 0.3 0.3
HRRPUA 248 kW/m2 137 kW/m2 168 kW/m2

Table 4. Information for the 3 vehicles for Experiment I

Attribute Vehicle 1 Vehicle 2 Vehicle 3

Detail description Renault espace Peugeot 307 Land rover freelander
Length 1.8 m 1.7 m 1.9 m
Width 4.4 m 4.4 m 4.5 m
Height 1.7 m 1.6 m 1.7 m
Elevation 0 m 0 m 0 m
x-axis coordination 9.5 m 7.1 m 3.5 m
y-axis coordination 0.5 m 0.5 m 0.5 m
Combustible mass 1660 kg 1070 kg 1425 kg
Heat of combustion 24.7 or 44 kJ/g 24.7 or 44 kJ/g 24.7 or 44 kJ/g
Soot yield 0.03 g/g 0.03 g/g 0.03 g/g
CO2 yield 1.27 g/g 1.27 g/g 1.27 g/g
Latent heat of gasification 2.0 or 2.4 kJ/g 2.0 or 2.4 kJ/g 2.0 or 2.4 kJ/g
Radiative fraction 0.3 0.3 0.3
HRRPUA 258 kW/m2 157 kW/m2 248 kW/m2

Table 5. FTP properties for bumper trim

Component Power law index FTP ( kWsn
m2

� �
_q0cr (kW/m2)

Bumper trim 2.0 21862 3.1
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2.1.3 Input – Heat Release Rate
In B-RISK, the user can choose the heat release rate from a generic item from the fire
object database, or they can manually provide own heat release rate. The heat release
rates from the experiments are used to predict the time of ignition of the secondary
vehicle, thus manually entered in the fire specification section. The heat release rate
curves from Experiment H and I exhibit the collective heat release rates for the whole
three vehicles’ fire. Therefore, for both experiments, only heat release rates for the first
vehicle up until the second vehicle ignites are possible to be identified in isolation.

In both experiments, the heat release rates for the first vehicle are assumed to be the
curve from the beginning of the experiment up until the observed time the secondary
vehicle ignited. This is because that from the beginning of the experiment up until
second vehicle ignites, during that time it was only one vehicle that was on fire and the
recorded results should show the heat release rate for only a single vehicle. After the
ignition of the second vehicle, it is assumed that the heat release rate is a combination
of the first vehicle and the second vehicle. Finally, after the ignition of the third vehicle,
it is assumed that the heat release rate is a combination of first, second and third vehicle.

However, it has to be considered that there will be uncertainty in the observed time
of ignition due to human observational error. Thus, an error of ±30 s is taken into
consideration for the observed time based on greatest possible error (GPE) calculation
which is equal to one-half of the precision of the measure [12].

The input for the heat release rates of the vehicles in Experiment H are shown in
Fig. 2 where the blue line represents the heat release rate of Vehicle 1 up until the
observed time of ignition of second vehicle at 20 min, the red line is the combined heat
release rates for Vehicle 1 and 2 up until observed time of ignition of the third vehicle
at 22–25 min, and the green line represents the combined heat release rates for Vehicle
1, 2 and 3. The green line with black dash indicate the possible range of time of ignition
which is from 22–25 min. Since the time of ignition of the second and third vehicle
were uncertain, ±30 s time of ignition were added and indicated as error bars in Fig. 2.

Fig. 2. Heat release rate for Experiment H B-RISK input. (Color figure online)
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The input for the heat release rates of the vehicles in Experiment I are shown in
Fig. 3 where the blue line represents the heat release rate of Vehicle 1 up until the
observed time of ignition of second vehicle at 5 min, the red line is the combined heat
release rates for Vehicle 1 and 2 up until observed time of ignition of the third vehicle
at 10 min, and the green line represents the combined heat release rates for Vehicle 1, 2
and 3. Since the time of ignition of the second and third vehicle were uncertain, ±30 s
time of ignition were added and indicated as error bars in Fig. 3.

Other inputs which are needed for the simulation run are mainly in B-RISK
CONSOLE where the information about how many iterations which for this simulation
are set to be 1000 runs, how long is duration of the simulation, output intervals, and
other options are asked to the user.

3 Results and Analysis

This section presents the results obtained from the simulation of the experiments using
B-RISK software with the inputs mentioned in previous section. The results from the
simulations were compared with the full-scale experiments results as well as with the
ones obtained using hand calculation using the PSM and FTP methods in the work by
Tohir and Spearpoint [11].

3.1 Experiment H and Experiment I

3.1.1 Variation of Heat of Combustion and Latent Heat of Gasification
Input
Tables 6 and 7 shows the results of the simulation of Experiment H and Experiment I
where four different simulations with a variation of combination of heat of combustion
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Fig. 3. Heat release rate for Experiment I B-RISK input. (Color figure online)
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and latent heat of gasification. The brackets in the table imply what the minimum and
maximum values of the possible range for heat of combustion and latent heat of
gasification explained in Sect. 2.1.3.

From the results, it was shown from both of the simulations that increasing the heat
of combustion (using both latent heat of gasification minimum and maximum range
value) shortens the time it took to ignite the second and third vehicles. Though for most
cases the time of ignition did not change by much, the prediction of time ignition could
lead to a possible 23% change by varying the heat of combustion.

Also from the results, it was demonstrated from the simulation for both experiments
that the increase of latent heat of gasification by 0.2 did not change the time of ignition.
This signifies that the selection of latent heat of gasification from the available range
does not give any changes.

3.1.2 Comparison of B-RISK and Hand Calculation Results
Figures 4 and 5 shows the comparison for the time of ignition between the observed
time of ignition, the predicted time of ignition from B-RISK simulation, and predicted
time of ignition performed using hand calculation for Experiment H and I respectively.
In the figures, the bar with black diagonal pattern indicates the observed time of
ignition from the experiment. In Fig. 4, the error bar for the third vehicle observed time
of ignition indicates the possible range of ignition times.

For the predicted time of ignition from B-RISK simulation, the ranges of possible
time of ignition using the variation of heat combustion and latent heat of gasification in
Tables 6 and 7 were used, therefore the range is shown in the error bars in the figures. It
has to be noted that in B-RISK, the heat source position is assumed to be at the centre
of the burning object, hence, the result for heat source position ‘2-Centre’ from the

Table 6. Simulation results of Experiment H

Simulation 1 2 3 4

Heat of combustion, DHc (kJ/g) 24.7 (MIN) 44.0 (MAX) 24.7 (MIN) 44.0 (MAX)
Latent heat of gasification, Lg (kJ/g) 2.0 (MIN) 2.0 (MIN) 2.4 (MIN) 2.4 (MIN)
Time of ignition for second vehicle
(min)

6.8 5.8 6.8 5.8

Time of ignition for third vehicle (min) 16.7 15.0 16.7 15.0

Table 7. Simulation results of Experiment I

Simulation 1 2 3 4

Heat of combustion, DHc (kJ/g) 24.7 (MIN) 44.0 (MAX) 24.7 (MIN) 44.0 (MAX)
Latent heat of gasification, Lg (kJ/g) 2.0 (MIN) 2.0 (MIN) 2.4 (MIN) 2.4 (MIN)
Time of ignition for second vehicle
(min)

5.0 4.5 5.0 4.5

Time of ignition for third vehicle (min) 8.6 6.8 8.6 6.8
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hand calculation is used for comparison. This is decided as to being consistent with the
radial distance used in both methods, even though it was suggested that ‘2-Far’ gave
the best results for the hand calculation. For the third vehicle prediction, the result from
‘3-Centre’ heat source position.

In Fig. 4, it can be seen that comparing the time of ignition predicted by using
B-RISK for both second and third vehicle ignition are 0.9 and 4.2 min faster respec-
tively than using hand calculation. The slight difference of results from the simulation

Fig. 4. Comparison of time of ignition for Experiment H

Fig. 5. Comparison of time of ignition for Experiment I
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and hand calculation could be due to the radiation effects from the underside of hot
upper layer and burning rate enhancement feature in the simulation which provides
additional heat flux to the targeted item. The analysis also shows that the predicted time
using B-RISK gives bigger difference to the observed time as compared to the results
from hand calculation. Figure 5 shows some consistency with the prediction of the
results where the prediction of results using hand calculation is within the range pre-
dicted by using B-RISK. The third vehicle prediction again shows that the ranges of
results calculated by B-RISK are faster than both observed time and the hand calcu-
lation time.

The analysis shows that the predicted time of ignition using B-RISK in both
experiments gives quicker time of ignition for the second and the third vehicle. This
could be due to B-RISK includes the radiation effect from the underside of the hot
upper layer. This shows that hand calculation gives better match for the comparison on
the observed time for these two experiments.

3.1.3 Sensitivity Analysis
Three sensitivity analyses have been carried out to assess the effects of changing
parameters in the software.

3.1.3.1 Burning Rate Enhancement
As a sensitivity analysis, simulations for both experiments with the burning rate
enhancement function being disabled were conducted. For the comparison with the
predicted results with burning rate enhancement function turned on, heat of combustion
at 44.0 kJ/g and latent heat of gasification of 2 kJ/g were selected. Table 8 shows the
results of sensitivity analysis on burning rate enhancement function. It can be seen that
in both simulations, disabling the burning rate enhancement function could delayed the
time of ignition from 4.9% and up to 15%.

Although disabling the burning rate enhancement function could delay the time of
ignition up to 15%, it has to be reminded that the heat of combustion and latent heat of
gasification have to be known or at least made a justified assumption for the function to
be working. In the case of the heat of combustion and latent heat of gasification are
unknown and impossible to be assumed, then it would be better to disable the function.

3.1.3.2 Distance Change Between Vehicles
The distances between the first and second vehicle for both experiments taken from the
literature were 0.7 m. In this sensitivity analysis, the consequences of varying the
distances by ±0.1 m were assessed. This value was selected using the greatest possible
error (GPE) method. Therefore for this purpose, the distance was increased by 0.1 m as

Table 8. Results of sensitivity analysis on burning rate enhancement function.

Experiment Experiment H Experiment I

Burning rate enhancement ON OFF ON OFF
Time of ignition for second vehicle (min) 5.8 6.1 4.5 5.3
Time of ignition for third vehicle (min) 15.0 15.6 6.8 7.5
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well as being decreased by 0.1 m to be 0.8 m and 0.6 m respectively. In this sensitivity
analysis, other input parameters were fixed.

Tables 9 and 10 show the predicted time of ignition results from the simulations
with different distances between the first and second vehicles and the percentage dif-
ference from the initial distance of 0.7 m. It is evident from both simulations that an
increase of 0.1 m in the distance delays the time of ignition of the second vehicle to at
least 4.2% and possibly up to 6.6%. Likewise, the decrease of 0.1 m in the distance
speeds up the time ignition to at least 4.4% and possibly up to 5.1%. This sensitivity
analysis concludes that it is important to have the exact position of the vehicles (if
known) as an input for the simulation since a slight change on the distance will possibly
affect the end results.

3.1.3.3 Variation of Radiative Fraction
Another sensitivity analysis conducted was on the variation of the radiative fraction as
an input parameter for B-RISK. In this analysis, the consequences of varying the
radiative fraction from the initial value of 0.3 by ±20% based on a study by Davis [13]
was conducted. Therefore, for this analysis, the radiative fraction used in the simulation
were 0.24, 0.30 and 0.36. For the simulations in this sensitivity analysis, other input
parameters were fixed.

Tables 11 and 12 show the time of ignition of the second vehicle and the percentage
difference from the initial radiative fraction of 0.3 for both experiment simulations. For
both simulations, the decrease of 20% of the radiative fraction delayed the time of
ignition by 7.9% for Experiment H and 10% for Experiment I. While increasing 20% of
the radiative fraction sped up the time of ignition by 10.3% for Experiment H and 8.9%
for Experiment I. In the end, the selection of sensible radiative fraction is important
since a change of ±20% could lead to a possible 10.3% difference in the time of
ignition.

Table 9. Varied distance sensitivity analysis for Experiment H

Distance between first and second vehicle d = 0.6 m d = 0.7 m d = 0.8 m

Time of ignition of second vehicle (min) 5.5 5.8 6.3
Percentage difference from 0.7 m −5.1% – +6.6%

Table 10. Varied distance sensitivity analysis for Experiment I

Distance between first and second vehicle d = 0.6 m d = 0.7 m d = 0.8 m

Time of ignition of second vehicle (min) 4.3 4.5 4.7
Percentage difference from 0.7 m −4.4% – +4.2%

Table 11. Varied radiative fraction sensitivity analysis for Experiment H

Radiative fraction kr = 0.24 kr = 0.30 kr = 0.36

Time of ignition of second vehicle (min) 6.3 5.8 5.2
Percentage difference from kr = 0.30 −7.9% – +10.3%
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4 Conclusion

The main objective of this work is to examine the capabilities of B-RISK software in
regards to whether it will be able to reproduce the time of ignition in the real
experiments. The analysis in Sect. 3.1 shows that the predicted results from the
B-RISK simulations give slightly faster time of ignition to the ones obtained using
hand calculation. This could be due to B-RISK includes the radiation effect from the
underside of the hot upper layer. As a conclusion, the analysis shows that using the
B-RISK simulation software with additional radiation effects does not improve the
result as compared to using the hand calculation considering the level of uncertainties
which required to be assumed on some input parameters e.g. HRRPUA, heat of
combustion, and/or latent heat of gasification. Another aspect that currently lacks on
B-RISK is the ability to have probabilistic design fire as input hinders the usage of the
software at this stage. Therefore, to keep the consistent level with the simple approach
used in the fire risk tool in the work by Tohir [4], it is suggested that the application
using hand calculation to predict time of ignition of subsequent vehicle is adequate at
this stage.

From the sensitivity analyses, it was found that enabling the burning rate
enhancement will speed up the time of ignition of the subsequent vehicle. However,
assumptions and justifications have to be made for the heat of combustion and latent
heat of gasification in order to enable the function. Also from the sensitivity analysis, it
was found that it is better to have the exact position of the vehicles (if known) as an
input for the simulation since a slight change i.e. 0.1 m on the distance will possibly
affect the end results by up to 6.6%. Finally, from another sensitivity analysis, it was
found that the selection of sensible radiative fraction is important since a change
of ±20% could lead to a possible 10.3% difference in the time of ignition. It can be
concluded that the analyses are able to give an indication that in a risk based research,
wide range of inputs will possibly resulting in large range of answers.
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Abstract. Route planning is widely used in public transportation, military and
other fields. However, the mainstream algorithm adaptability is not compre-
hensive for the terrain, especially in barrier dense areas, such as A* algorithm,
ant colony algorithm and so on. In these algorithms, time-consuming may be too
high and planned route may be not optimal. To solve this problem, we propose a
novel route planning algorithm based on polygon fusion (RABP). The basic
principle of RABP is based on the plane geometry of the shortest line between
two points, so the algorithm has strong guidance. Therefore, the algorithm has
the advantages of low time-consuming and short route length. At the same time,
because of the complex polygon fusion, too strong guidance would not make
route planning cannot be accomplished. The algorithm needs to merge the
barriers to avoid them and carry on route planning. Meanwhile, it will use the
simplified operator to remove the redundant points on the planning route, so the
final route is smoother and the route length is shorter. The experiment result
shows that the RABP algorithm is more adaptive than A* algorithm and ant
colony algorithm to dense barrier areas, the planning route is shorted and
consumes less time.

Keywords: Polygon fusion � Route planning � Routing algorithm

1 Introduction

Route planning is to find an optimal collision free route from the starting point to the
target point. It could provide an accessible and optimal route in complex terrain. It
provides convenience for people to travel in the life, provides the basis for the com-
mander’s decision in the military, and meet the needs of the people.

Route planning depends directly on the routing algorithm. After decades of
development, there have been a lot of mature routing algorithms, such as A* algorithm,
ant colony algorithm and so on. However, there are some deficiencies in the existing
routing algorithm, which are not comprehensive enough for terrain. Especially in dense
barrier areas, the algorithms would have some problems such as low time efficiency,
long planning route and so on. But the dense barrier area is a kind of common terrain,
so it becomes more important to research the routing algorithm in dense barrier areas.
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Polygon fusion is a kind of technology to fuse many complex polygons in space
[1, 2]. Therefore, we propose RABP algorithm. Compared with the traditional routing
algorithm, it can be more adapted to barrier dense areas, and the planning route is
shorted and less time-consuming.

The structure of this paper is as follows. The first section is the introduction. In
Sect. 2, the related work is shown. In Sect. 3, RABP algorithm is described. In Sect. 4,
the advantage is proved by experiments. In the last section, a summary is made for this
paper.

2 Related Work

There are a lot of mature routing algorithms, such as A* algorithm, ant colony algo-
rithm, and so on. These algorithms have been applied in many fields, but in some cases,
the above algorithms may not be able to solve the problem well [3].

A* algorithm is an effective direct search algorithm for solving the shortest route in
the static road network. By setting the appropriate heuristic function, A* algorithm can
get the optimal solution. However, in barrier dense areas, it will be extremely difficult
for A* algorithm to mapping the grid, and it could lead to a long route and low time
efficiency [4, 5].

Ant colony algorithm is an ant colony foraging algorithm. The parameters such as
heuristic factors are set according to different terrain, and different parameters have
different effects on the performance of the algorithm. The search effect of the algorithm
is very good, and under certain conditions, it can get the optimal solution. However, ant
colony algorithm will fall into the optimal solution, but has strong randomness and
requires a large number of iterations. Therefore, compared with A* algorithm, the time
consuming of algorithm is higher [6–8].

In a word, although the mainstream algorithms have strong abilities of route
planning, in barrier dense areas, there are still some problems to be solved, such as long
route and high time consuming.

3 RABP Algorithm

In this paper, RABP algorithm is proposed to solve the problem of barrier dense area.
The algorithm is divided into three stages: Pretreatment, route planning, optimization.
The pretreatment consists of two parts: the construction of the chain and the fusion of
the barrier trees. Route planning is based on the starting and the target point, and find a
collision free routing after pretreatment. Optimization is to use the simplified operator
to optimize the planning route. Therefore, the algorithm can also be divided into the
following four process: construction of ring chain, obstacle fusion, route planning,
simplified operator.

The basic principle of RABP is based on the plane geometry of the shortest line
between two points. So the algorithm has strong guidance. It will go as far as possible
from the shortest route of the target point. Compared to other intelligent algorithms, the
planned path will be more optimized. Moreover, the algorithm only needs to preprocess
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the barrier trees, and achieves the fusion of intersecting obstacles. When planning
route, it does not need to traverse the whole trees, so that the time efficiency of the
algorithm becomes higher. At last, we use the simplified operator, and simplify the
selection of inflection points on the route. Therefore, the final route is smoother and the
route length is shorter (Fig. 1).

3.1 Construction of Ring Chain

Since it is difficult to represent all points on the circular arc, an external polygon is used
instead of the circle. At the same time, denote the polygon in the form of ring chain and
determine the complete polygon with the chain order of vertexes (Fig. 2).

For each tree, there will be an external polygon. And each vertex of the polygon has
an edge corresponding to it. So as long as the vertices of the polygon are in a certain
order to express, it can only determine the polygon.

The use of the form of the ring chain on the polygon representation is applicable to
the case of arbitrary polygon. And in the polygon shape change, the insertion of nodes
and other operations, it is very easy to simplify the operation by using ring chain.

Construction of ring chain

Start

End

Obstacle fusion

Route planning

Simplified Operator

Pretreatm
ent

Route planning
O

ptim
ization

Fig. 1. RABP algorithm flow chart

54 J. Luan et al.



3.2 Obstacle Fusion

In order to avoid the mutual influence of the polygons, the polygons should be fused
with each other, and the fused polygons will be independent from each other (Fig. 3).

For i = 1 to Point number of A
For j = 1 to Point number of B
If(IsIntersect(Connect(point(i),point(i+1))
Connect(point(j),point(j+1))
Insert(Intersection point) -> Correspondent(A)
Insert(Intersection point) -> Correspondent(B)

End If
End for
End for

Choose a datum point of A -> O 
Insert(O) -> route list
NextPoint(O,A) -> Current point
While(Current point !=O)
Insert(Current point) -> route list
If(Current point == Intersection point) 
A  B 
NextPoint(Current point,A) -> Current point

End If
End While

End

A B

C D

A B

C D

Fig. 2. Construction of ring chain

A

B B

A

O New point
Fused 

polygons

Fig. 3. Sketch of polygon fusion
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3.3 Route Planning

Mark the barrier trees and merge them with their own surrounding trees, and then,
proceed with the route planning to get the planning route (Fig. 4).

If(IsNotEmpty(A,B))
Connect(A,B) -> Line L
GetIntersectionPoint(L,rectangle close to A) -> A’,B’
Get two route lists along rect from A to B -> R1,R2
ShorterRouteList(R1,R2) -> R 
Add(R) -> Final route list
B’ -> A 

End If
End

3.4 Simplified Operator

The planning route, obtained through the above steps, will bring a large number of
inflection points, and it will result in that the route is not smooth enough. So the
simplified operator is used to optimize the planning route (Fig. 5).

Fig. 4. Construction of ring chain
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B
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X
X

Fig. 5. Sketch of simplified operator
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Choose start point -> A
Choose end point -> B
While(1)
If(A==B)
If(A==End Point)
Break

Else
NextPoint(A) -> A
End Point –> B

End If
Else
If(HaveObstacle(A,B))
BeforePoint(B) -> B

Else
Delete point from A to B
B -> A
End Point -> B

End If
End If
End While

End
Using the simplified operator to simplify the planning route, although it will

consume a little time cost, the route obtained by the algorithm is highly optimized to
eliminate a large number of path inflection points, and the final route length is shorter.

4 Test and Evaluation

Test data us a region of the 2D plan, in which the black circle represents the area of
trees, the red line represents the planning route, the measured distance is the needless
route length in order to avoid obstacles. The RABP algorithm is compared with A*
algorithm and ant colony algorithm, and the effect is shown as follows (Figs. 6, 7 and 8
and Table 1):

Fig. 6. RABP algorithm (Color figure online)
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In the above experiment environment, the density of trees is about 71%. It can be
seen that the RABP algorithm has more advantages than the A* algorithm in the two
aspects of the route length and time efficiency. Compared with ant colony algorithm,
the RABP algorithm is much better than the ant colony algorithm, although the length
of the route, the ant colony algorithm is slightly better, in terms of time efficiency
(Figs. 9, 10 and 11 and Table 2).

Change the source point and the target point, and the density of trees is about 53%.
It can be seen that the ant colony algorithm is trapped in the local optimal solution,
which leads to the poor efficiency of the algorithm and the longer length of the planning
route. However, the RABP still maintains a high performance, and the planning effect
is better than the ant colony algorithm and the A* algorithm.

Fig. 7. A* algorithm (Color figure online)

Fig. 8. Ant colony algorithm (Color figure online)

Table 1. Experiment data

RABP algorithm A* algorithm Ant colony algorithm

Length (m) 120.57 154.01 105.13
Time (ms) 1279 24024 79123
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Fig. 9. RABP algorithm (Color figure online)

Fig. 10. A* algorithm (Color figure online)

Fig. 11. Ant colony algorithm (Color figure online)
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Through the above test results, we can see that the RABP algorithm has the fol-
lowing advantages:

1. The strong route guidance makes the final planning route as optimal as possible, at
the same time, in the time efficiency, it will also reduce the avoidance of redundant
barriers, and improve the efficiency of time.

2. The algorithm does not need to search the grid, and does not need to traverse a large
number of grid maps, which makes the time efficiency greatly improved.

3. The stability of the algorithm is strong, so it can keep the high performance, not
easy to fall into the local optimal solution.

5 Conclusion

In this paper, the RABP algorithm is proposed to solve the problem that the existing
mainstream algorithms have poor searching results in barrier dense areas. Based on the
polygon fusion of barrier trees, the algorithm does not need to be rasterized and large
area search in the process of route planning. Therefore, not only the planning route is
shorter, but also the time efficiency is greatly improved.
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Abstract. Pedestrian motion behaves stochastically, causing difficulties in
modelling the appropriate proxemics for effective and efficient service robot
navigation. Intruding the pedestrian social space can affect the social acceptance
of a service robot. In this paper, a new proxemics model, Social-Force Gaussian
Pedestrian Proxemics Model is presented to model the pedestrian social space
and to improve the service robot navigation in dynamic human environment.
This model was simulated and validated in a pedestrian simulator with both low
and high pedestrian density environments. Results showed that the proposed
model (i) improved proxemics representation of pedestrians, (ii) enhanced the
robot performance in respecting the social norm and (iii) increased the efficiency
in achieving a given task. This paper also presents the methods for parameter
selections for the model without the requirement of complex tuning.

Keywords: Proxemics model � Social force model � Dynamic human
environments � Service robot

1 Introduction

Robots start to co-exist in human environment, moving out from industry into popu-
lated restaurants, shopping malls and health care centers [1–3]. The design of service
robot needs to consider the invisible social rules that govern the human social
behaviors. Navigation framework of a service robot can be very complex, in which it
involves knowledge from path planning, human tracking and detection, human-robot
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interaction to machine learning algorithms [4]. The proxemics model proposed by Hall
[5] is another important component to be included in the navigation framework in order
to respect the human management of social space. This paper focused on enhancing the
pedestrian proxemics model that represents the social space around a pedestrian. A new
proxemics model is presented in this paper, named as the Social-Force Gaussian
Pedestrian Proxemics Model (SF-GPPM) which uses a Gaussian function with Social
Force Model (SFM). The proposed model improves the robot navigation by following
the human social rules and increases the efficiency in robot task completion. The rest of
the article is organized as follows: Sect. 2 introduces previous works related to this
study. Section 3 describes the design of SF-GPPM. Simulation results and discussion
are presented in Sect. 4. The performance of the model is concluded in Sect. 5, with
some suggestions for future works.

2 Related Works

Various researches were done by incorporating human social elements in constructing
pedestrian proxemics model. Kirby et al. [6] used two Gaussian functions to represents
the proxemics model [5] and also included pass-on-the-right social-convention into the
model. Kollmitz et al. [7] assigned multiple layers of social space to capture the
dynamic motion of human over time, but with the trade-off of larger memory required
to store the information at different time. Nishitani et al. [8] used a similar concept by
introducing an additional time axis to the x and y grid map to predict human motion
and avoid intruding human personal space. Lu and Smart [9] used a linear model that
assigned higher cost to human pathway which opposed robot navigation direction, and
was able to demonstrate an effective social-aware navigation. In another study, Lu et al.
[10] designed a semantically-separated layered costmap for an open source platform,
the Robot Operating System (ROS) [11] and introduced a social costmap layer by
applying the model from Kirby et al. [6], easing human-robot navigation implemen-
tation. However, these models are designed for less crowded scenarios such as single
human encounter in corridors and hallways.

There were studies focused on Social Force Model (SFM) by Helbing and Molnar
[12], that could capture the invisible force governing the human motion behavior. SFM
is utilized to perform robot navigation amidst human environment. Ferrer et al. [13]
proposed a navigation method based on SFM to accompany humans to their destina-
tions. An improved SFM, the collision prediction SFM (CP-SFM) [14] was used by
Shiomi et al. [15] to demonstrate a socially-acceptable navigation in a shopping mall.
However, these methods required prior information about the available destinations in
the test scenario and required pedestrian datasets for training.

SF-GPPM proposed in this paper improves the pedestrian proxemics model using
SFM to adapt to different pedestrian motions and densities without the need for prior
information on the environment and does not require complex parameter tuning.
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3 Social-Force Gaussian Pedestrian Proxemics Model
(SF-GPPM)

3.1 SF-GPPM

The proposed pedestrian proxemics model, SF-GPPM used to represent the pedestrian
social space is as follow:

fSF�GPPM x; y; v;uiq; t
� � ¼ fiq tð Þ � x uiq

� � � fns x; y; vð Þ ð1Þ

where fiq tð Þ is the magnitude of the vector quantity, repulsive force f iq tð Þ [16] while
x uiq

� �
[17] is the anisotropic factor, where both terms are from the Social Force Model

(SFM) [12]. fns x; y; vð Þ is a non-symmetrical Gaussian function [6], these components
are further described in Sect. 3.2. i and q represent pedestrian and robot respectively as
shown in Fig. 1. The fSF�GPPM model is used to represent the pedestrian social space
which the robot should avoid, with the larger the magnitude of fSF�GPPM , the greater the
need for the robot to avoid the social region. The amplitude dynamically varies based
on the SFM components fiq tð Þ and x uiq

� �
to cater for pedestrians with various posi-

tions and orientations (Figs. 2 and 3).

3.2 Components of SF-GPPM

The main component of SF-GPPM is a non-symmetrical Gaussian function (Eq. 2)
proposed by Kirby et al. [6].

fns x; y; vð Þ ¼
A � exp � x2 þ y2

2r2

� �
; x\0

A � exp � x2
2 1þ cvð Þr2 þ y2

2r2

� �� �
; x� 0

8<
: ð2Þ

where A is amplitude, r is variance, x and y is human position, v is the human velocity
and c is the velocity scaling factor.

Fig. 1. A scenario where robot q encounters pedestrian i
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Another component in fSF�GPPM is the SFM repulsive force fiq tð Þ.

fiq tð Þ ¼ Ase
d�diq tð Þ

B ð3Þ

where As denotes the strength of the repulsive force and B scales the interaction range,
d is the sum of the “radii” of i and q while diq is the magnitude of distance vector
between the pedestrian and the robot ðdiqÞ as shown in Fig. 1. Figure 2 demonstrates
the effect of the component fiq tð Þ on the amplitude of fSF�GPPM .

x uiq

� �
, the SFM anisotropic factor [17] is another component in fSF�GPPM .

x uiq

� � ¼ kþ 1� kð Þ 1þ cos uiq

� �
2

 !�����
0� k� 1

ð4Þ

where uiq is the angle between velocity vector vi and distance vector �diq as shown in
Fig. 1, k is used to scale the anisotropic factor. Figure 3 depicts various amplitude of
fSF�GPPM affected by x uiq

� �
.

Fig. 2. The closer the pedestrian to the robot, the stronger the repulsive force fiq tð Þ, the greater
the need for the robot to avoid the region

Fig. 3. The smaller the uiq, the larger the anisotropic factor x uiq

� �
which implies a greater

avoidance is required
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3.3 Parameter Consideration of SF-GPPM

The parameters in SF-GPPM include A, r, c, As, B, d and k, can impact representation
of the pedestrian proxemics which in turn affects the robot navigation in the pedestrian
environment.

Considerations of A, r and c. Parameters A, r and c can be selected based on Eq. 5
proposed by Lu et al. [18].

P
Ac

¼
ffiffiffi
p
2

r
ŷ
r
exp � ŷ2

r2

� 	
ð5Þ

where P is the constant cost of traverse of a path planning algorithm, ŷ represents the
closeness between a robot and a pedestrian, and Ac is the amplitude of fSF�GPPM .

Independent of As and d. To fulfilled the constraints of Eq. 5, fiq tð Þ should be kept
within 0 � fiq tð Þ � 1, which results in the following equation:

As ¼ e�
d
B ð6Þ

Combining Eqs. 6 and 2, fiq tð Þ is then independent of As and d.

fiq tð Þ ¼ e
�diq tð Þ

B ð7Þ

Consideration of B. According to Hall [5], when density increases, the social space of
the pedestrians reduces. Hence, parameter B is proposed to be dynamically changing
based on the pedestrian density to adjust the repulsive force fiq tð Þ. A relationship
between parameter B and pedestrian density q is introduced.

B nð Þ ¼ e
Cq
q nð Þ ð8Þ

where Cq is the density coefficient that reflects the strength of the density q in affecting
parameter B and p nð Þ is the pedestrian density used by Vasquez et al. [19] with the
following equation:

q nð Þ ¼ n
pr2

ð9Þ

where n is the number of pedestrians in a circular area with radius r from the centre of
the robot.

Consideration of k. The term k in the anisotropic factor x uiq

� �
is selected based on

the implementation of the limiting safety distance dlimit of a robot approaching a
pedestrian from behind before a detour is needed. k can be selected based on the
following constraint:

Gaussian Pedestrian Proxemics Model with Social Force 65



k[
costmin
Ac

exp
d2limit
2r2

þ dlimit
B

� 	
ð10Þ

and should be kept within the range of 0� k� 1.

4 Simulation and Discussion

4.1 Simulation Setup

Simulations were done to compare the performance of the SF-GPPM, fSF�GPPM with
the non-symmetrical Gaussian model (fns) proposed and implemented in previous
studies [6, 10]. The simulations were carried out using a 3D pedestrian simulator [19]
on ROS [11] platform. A corridor scene was selected to have a fair comparison
between SP-GPPM and previous works [6, 7, 9]. The corridor was 4 m wide and 20 m
long. The pedestrian velocity was set to 1:26 ms�1 [20] and an average body radius of
0.25 m [21] was selected. The radius of the service robot was chosen based on a robotic
platform for ROS, the Turtlebot2, with radius of 0.177 m, 0.25 m was used instead to
account for possible extruded robot parts. In consideration of the limitation of robot
dynamics, the robot maximum speed was set to the Turtlebot2 speed limit of 0:7 ms�1.
In the simulation, the robot had to complete of task of planning a path from point A to
point B separated 10-m apart as shown in Fig. 4, under different variation of pedestrian
densities. Standard non-modified A* global planner [22] and elastic band local planner
[23] from ROS were used to eliminate experimental variation as suggested by a pre-
vious work [24]. Based on Sect. 3.2, the fSF�GPPM parameters used in the simulation
are shown in Table 1 (Fig. 5).

Table 1. Parameter values of SF-GPPM for the performance comparison simulation

Parameters Value

Aset 60

r2 0.25

c 5
Cq 0.3
k 0.26

Fig. 4. Simulation setup (top view)
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4.2 Performance Metrics

The performances of the pedestrian proxemics models are evaluated based on the
metrics used in previous studies [7, 19, 25] (Table 2).

4.3 Results

Simulations were carried out with 1, 5, 10, 15, 20 and 25 pedestrians for 10 times each
for both fSF�GPPM and fns which total up to 120 runs. The means of the performance
metrics were plotted in Figs. 6a, b, c, d, e, 7a, b and 8a, b, c. Independent samples
T-test (Tables 3 and 4) was carried out to check whether the difference in performance
of fSF�GPPM and fns is significant.

Table 2. Metrics to evaluate the efficiency of the robot in task completion and to quantify the
robot social-awareness and understanding of the pedestrian motion behaviors

Metrics Description

Distance travelled Distance travelled by the robot
Maximum path
deviation

Maximum y-coordinate deviation from the middle

Cumulative heading
change (CHC)

Orientation change of the robot

Time Robot task completion time
Zero crossing Smoothness of the robot motion and detection of move-stop-move

and freezing robot scenarios [26]
Number of stops Total number of stops during the task
Maximum stop time Maximum stop time during the task
Closest distance Closest distance between the robot and pedestrian
Intimate intrusions Number of times the robot enters the intimate space of the

pedestrians based on the proxemics model [5]
Personal (close phase)
intrusions

Number of times the robot enters the close-phase personal space
of the pedestrians based on the proxemics model [5]

Fig. 5. Close view of the simulated environment

Gaussian Pedestrian Proxemics Model with Social Force 67



The metrics in Fig. 6 are used to evaluate the efficiency of the service robot in task
completion, a lower value in these parameters indicates higher efficiency. Figure 6a and
Table 3 show improvement of distance travelled metric where the distance travelled
using fSF�GPPM is significantly shorter (p < 0.05) as compared to fns when pedestrian
density increases. Path deviation metrics (Fig. 6b) is improved where fSF�GPPM requires
less path deviation as compared to fns. The number of stops and maximum stop time are
greatly reduced by using fSF�GPPM (Fig. 6c, d). Figure 6e shows that fSF�GPPM has
significant better completion time as compared to fns in different pedestrian density.

For the metrics CHC and zero crossing, higher values indicate poorer path
smoothness where the robot needs to perform more turning, accelerations and decel-
erations. Metrics CHC and zero crossing for both fSF�GPPM and fns increase as the
pedestrian density increases (Fig. 7), and have no significant path smoothness
improvements (Table 4) in all scenarios of pedestrian densities.

The metrics in Fig. 8 are used to evaluate the social-awareness of the service robot
which the robot requires to distances itself away from pedestrians and avoid
social-space intrusions. Larger values in closest distances and lower number of
social-space intrusions indicates better social-awareness. Figure 8a, b, c show the when
the pedestrian density increases, the distance between the robot and pedestrian reduces,
and the number intrusions into the social space increases. Based on the independent
samples T-test (Table 4), the intimate and personal space intrusions show significate

(a) Distance travelled (b) Maximum path deviation   (c) Number of stops

(d) Maximum stop time                    (e) Time

Fig. 6. Comparison of performance metrics distance travelled, maximum path deviation,
number of stops, maximum stop time and time between fSF�GPPM and fns
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improvements in certain density scenarios. For the closest distance metric, fSF�GPPM

performed significantly better (p < 0.05) when the number of pedestrians is increased
to 15, 20 and 25.

(a) Closest distance (b) Initimate intrusions (c) Personal (close phase) 
intrusions

Fig. 8. Comparison of performance metrics closest distance, intimate intrusion and personal
(close phase) intrusion between fSF�GPPM and fns

(a) Cumulative heading change          (b) Zero crossing 

Fig. 7. Comparison of performance metrics cumulative heading change and zero crossing
between fSF�GPPM and fns

Table 3. The p-values of independent samples T-test to test for significant difference between
fSF�GPPM and fns for the metrics path travelled, path deviation, time, number of stops and
maximum stop time

Pedestrians Path travelled Path deviation Time Number of stops Maximum stop time

1 0.33 0.00* 0.00* 0.63 0.8
5 0.01* 0.83 0.03* 0.54 0.21
10 0.02* 0.03* 0.00* 0.00* 0.02*
15 0.00* 0.00* 0.00* 0.00* 0.03*
20 0.01* 0.03* 0.00* 0.00* 0.01*
25 0.04* 0.09 0.01* 0.42 0.01*
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4.4 Discussion

When the number of pedestrians increased, the amplitude of fns was maintained high,
causing the social costmap to be over populated (Fig. 9a) with cost penalties, however
fSF�GPPM was able to highlight the only social space that should be avoided (Fig. 9b).
This enabled the robot using fSF�GPPM to travel a shorter distance, had a lesser path
deviation and shorter task completion time by following the suitable pedestrian flow
towards the goal, instead of avoiding all the pedestrians. fSF�GPPM also had a higher
chance in providing feasible paths during the task with less stops and shorter maximum
stop time to mitigate the freezing robot problem [26].

CHC and zero crossing for both fSF�GPPM and fns increased as the pedestrian density
increased, thus showing that fSF�GPPM was unable to address the path smoothness
problem as the pedestrian density scaled up.

The overpopulated problem using fns caused the path planner ended up choosing a
shorter path with a lower total travel cost and move closer to the pedestrians. The same
scenario was captured by the metrics intimate intrusion and personal (close phase)

Table 4. The p-values of independent samples T-test to test for significant difference between
fSF�GPPM and fns for the metrics cumulative heading change, zero-crossing, closest distance,
intimate intrusion and personal (close phase) intrusion

Pedestrian CHC Zero
crossing

Closest
distance

Intimate
intrusion

Personal (close phase)
intrusion

1 0.00* 0.02* 0.22 n/a 0.56
5 0.48 0.34 0.62 0.8 0.77
10 0.07 0.24 0.08 0.84 0.36
15 0.00* 0.53 0.01* 0.01* 0.38
20 0.01* 0.84 0.00* 0.02* 0.18
25 0.18 0.09* 0.03* 0.23 1

(a) Overpopulated social space using (b) Non-overpopulated social using −
Fig. 9. The social space (proxemics) formed based on fns and fSF�GPPM .
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intrusion where fSF�GPPM was able to avoid overpopulating the costmap, planning path
further away from the pedestrians and thus has a lower number of intrusions as
compared to fns.

5 Conclusions and Future Work

Service robot navigation in dynamic human environment is a multi-objective problem
where the robot has to perform its task and at the same time abide to social rules.
Understanding the pedestrian behavior can provide advantage in both increasing the
navigation efficiency and respecting the social cues. The contribution of this paper is a
new proxemics model - SF-GPPM that enables robot to perform better in its task
completion and in following the social norm. The metrics (distance travelled, maxi-
mum stop time, closest distance) at pedestrian density of 0:83 m�2 (an environment of
25 pedestrians), showed significant improvements (p\0:05), presenting the advantage
of using SF-GPPM over the frequent employed non-symmetrical Gaussian model for
navigations in human dynamic environments. This study also shows that the param-
eters of the SF-GPPM can be selected without the need of complex tuning method.
Future work can consider designing a different model for local planner to improve the
robot path smoothness. This model focus on human-robot collision-avoidance, future
studies can include other social elements such as human-robot interaction.
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Abstract. Ant colony algorithm can be used for the automatic path planning of
complex terrain. However, most of the current ant colony algorithms are based
on 2D terrain, without considering the influence of terrain slope on path
selection. In addition, the parallelism of the algorithm is not used, which makes
the algorithm time-consuming. Aiming at the above problems, this paper pro-
poses an improved ant colony algorithm 3D-PACA. First of all, we raster the
map using bilinear interpolation method and translate the 3D terrain into 2D
terrain according to the given slope threshold. And then we combine OpenMP
parallel programming technology to accelerate this algorithm by mining the
concurrency of ant colony algorithm using the idea of parallel computing. The
simulation results show that compared with the traditional ant colony algorithm,
the improved algorithm can effectively adapt to the three-dimensional terrain,
and can get a speedup of about 3 times.

Keywords: Ant colony algorithm � 3D terrain � Path planning � Parallel
acceleration

1 Introduction

With the rapid development of the unmanned vehicle, path planning technology, as one
of the key techniques for unmanned vehicle control system has received great attention
[1]. Among the existing algorithms [2], ant colony algorithm proposed by Dorigo et al.
provides a good solution for us. This algorithm searches for a feasible path by simu-
lating the foraging process of many ants in the nature. However, current ant colony
algorithm is mainly aimed at the two-dimensional terrain, without considering the
influence of the slope. In practical applications, different human and different machines
have different adaptability for a given topographic gradient. If we ignore the influence
of the topography on the path during the path planning process, we may obtain an
unavailable result. At the same time, the traditional ant colony algorithm has some
shortcomings in dealing with complex path problems, such as the long calculation time.

Grid modeling is one of the commonly used techniques for modeling the map,
which can be used to abstract the target area effectively. In this paper, we use bilinear
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DOI: 10.1007/978-981-10-6463-0_7



interpolation to raster the map and deal with the influence of topography on the path by
estimating the height of grid vertex and the midpoint of each side. By computing the
gradients between each inflection point, we can integrate the gradient information into
the ant routing process, when the three-dimensional problem would be transformed into
two-dimensional problem. As the traditional ant colony algorithm is time-consuming,
we use the idea of parallel computing to mine the concurrent natural in ant colony
algorithm. Through combining with OpenMP technology in the process of program-
ming, we improve the efficiency of the algorithm and get a speedup of about 3 times.

The structure of this paper is as follows: The Sect. 2 is related work. The Sect. 3 is
the 3D-PACA (Parallel Ant Colony Algorithm for 3D) algorithm. The Sect. 4 is the
comparative analysis of the simulation results of the algorithm. The Sect. 5 is the
summary of the whole article.

2 Related Work

Since the ant colony algorithm proposed by Dorigo, the domestic and foreign scholars
have done a lot of work to improve the algorithm. Stutzle et al. proposed a max min ant
system algorithm [2] to prevent the premature phenomenon; Botee and Bonabeau
studied deeply on combinatorial optimization [5] of the parameters in ant colony
algorithm using genetic algorithm; Liu et al. adjusted the heuristic function according
to the target position in order to improve the convergence speed [6]; Aiming at the
premature and local optimum problem prone to the traditional ant colony algorithm,
Pan et al. fused genetic factor [9] in ACA and used crossover and mutation operators to
expand the search space of [7] the solution.

But at present, most of the work focused on the improvement of the ant colony
algorithm and the selection of parameters, without taking into account how the algo-
rithm can optimize the path under the condition of three-dimensional terrain. At the
same time, they did not consider the use of the complexity of the ant colony algorithm
itself and [4, 8] idle computer resources to accelerate the process of calculating. At the
same time, the concurrency of the ant colony algorithm was not fully utilized.

3 Parallel Ant Colony Algorithm for 3D Terrain

In this paper, an improved ant colony algorithm is proposed, called 3D-PACA, which
can be applied to 3D terrain. The algorithm is divided into two parts: map modeling
and parallel optimization. The purpose of map modeling is to abstract the terrain and
the obstacles existing in the region, and provide the data basis for the next path
optimization. The purpose of parallel optimization is to exploit the natural concurrency
of ant colony algorithm and accelerate the computation process. The algorithm flow is
shown in Fig. 1.

As showing in Fig. 1: PNG file stores the elevation information. XML file stores
the obstacle information. M refers to the number of ants. Nc refers to the maximum
number of iterations and the other parameters in the algorithm are explained in the third
section.
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3.1 3D Terrain Modeling Method

In the practical application of path planning, the terrain slope will have a great impact
on the choice of path. Taking an unmanned vehicle as an example, it cannot cross a
large mound slope or a big fissure. This puts forward a high demand for path planning
in 3D Terrain.

For practical applications, we use PNG grayscale map to describe the terrain height
and use XML documents to describe the distribution of trees and buildings. The
adjacent pixels of PNG gray scale are sampled at 8 m, and the gray value of each pixel
is from 0 to 255. 0 represents the actual lowest elevation of the region and 255
represents the actual highest point in the region above sea level.

In the process of map grid, we take each pixel as the center of the grid and label the
grid from left to right, from top to bottom. The width of each grid is the sampling
interval of the PNG file, that is, 8 m. The height of each pixel can be read from the
PNG file, while the height of the four vertices of the grid cannot be read. In this paper,
bilinear interpolation is used to approximate the height of the grid vertices and the
edges.

As shown in Fig. 2, A, B, C, D are center points corresponding to the adjacent four
grids and their heights are obtained from PNG file. In order to obtain the height of the

Set algorithm 
parameters

PNG File

XML File

Rasteriza on

... ...

Parallel ant 
search

1 i M

The number of 
itera ons is less than 

Nc

Y

Output op mal 
path

N

Update pheromone

Import map 
informa on

Set start and stop 
points

Fig. 1. 3D-PACA algorithm flow
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vertex O, we first need to use the linear interpolation method to obtain the height of the
center point P1 of the AC segment and the height of the center point P2 of the BD
segment. Calculating formulas are given as follows:

Height P1ð Þ ¼ Height Að ÞþHeight Cð Þð Þ=2 ð1Þ

Height P2ð Þ ¼ Height Bð ÞþHeight Dð Þð Þ=2 ð2Þ

In the formula, Height(P1) represents the height of the P1 point and the others are
similar. Then the linear interpolation is used again to obtain the height of the center
point O of the P1P2 segment.

Height Oð Þ ¼ Height P1ð ÞþHeight P2ð Þð Þ=2 ð3Þ

After the completion of the map modeling process, it is necessary to introduce the
information of the XML file into the map. In the XML file, trees are abstracted as
cylindrical objects, and buildings are cuboids. The XML file format is shown in Fig. 3,
where attributes X and Y represent the coordinates of the center of the building. The
information of trees is similar.

A B

C D

P1 O P2

Fig. 2. Schematic diagram of bilinear interpolation

Fig. 3. Building information screenshot
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In the XML file, the distribution of trees and buildings is without any rules and
these obstacles may be not just in one or a few grids. In the process of introducing the
obstacle information into the map, we determine whether the grid can be passed by the
calculation of the area covered by obstacles. If the covered area of a grid is reached or
exceeds 30% of the grid area, the grid is considered to be an obstacle grid.

3.2 Parallel Ant Colony Algorithm

The ACA algorithm proposed by Dorigo et al. is a random search algorithm which
simulates the foraging behavior of ants in nature. The ants will choose the route of
walking according to the pheromone left by foregoing ants. Based on the positive
feedback mechanism and the parallel ability of the pheromone concentration, we can
find an adoptable path. Traditional ant colony algorithm steps [2] are as follows:

ALGORITHM 1: Traditional ACA Algorithm
Initialize algorithm related parameters
While number of iterations i is less than maximum number of iterations Nc, do

Generate M ants at the starting point
 For k (k=1,2,…M), do

While ant k does not reach the end and has an optional path, do
Calculate the transition probability according to formula 4 and 
find the next grid to go

End
Record the path of ant k and the length of the path

k=k+1
End 
Update the pheromone matrix in accordance with formula 5 and formula 6

End

Among them, Pk
ij tð Þ represents the transition probability of ant k going to the

neighboring grid j from the grid i at the time t. The calculation formula is as follows:

Pk
ij tð Þ ¼

saij tð Þgbij tð ÞP
s2C sais tð Þgbis tð Þ

0

(
j 2 C
j 62 C

ð4Þ

In the formula,

gij tð Þ ¼
1
dij

ð5Þ

sij tð Þ is the pheromone value from grid i to j in the t iteration.
gij tð Þ is the heuristic degree from grid i to j in the t iteration.
dij tð Þ is the distance from grid i to grid j in the t iteration.
C is a set containing all the neighboring grids of grid i, in which each grid is
accessible and has not been visited by ant k.
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After one loop, the pheromone matrix is updated according to the following
formulas.

sij ¼ qsij tð ÞþDsij t; tþ 1ð Þ ð6Þ

Dsij t; tþ 1ð Þ ¼
X

k2V Ds
k
ij t; tþ 1ð Þ ð7Þ

Dskij t; tþ 1ð Þ ¼ Q=Lk
0

�
ant k passed i; jð Þð Þ

ant k did not pass i; jð Þð Þ ð8Þ

In the above formula, Q is the total pheromone strength on the path left by the ant,
and it can affect the convergence rate of the algorithm. Lk is the total length of path of
ant k in this iteration.

V is a collection of ants that arrive at the end point.
When considering the effects of topography, ants need to not only consider whether

the adjacent grid is obstacle grid or has been visited, but also consider whether the
slope between current grid i to adjacent grid s exceeds the threshold. In Fig. 2, for
example, B, C and D are adjacent to the current grid A. If the next grid is D, you must
meet:

(1) D is accessible, that is, it is not the barrier grid.
(2) D has not been visited by current ant.
(3) The slope values of A-O and O-D are less than the given threshold value.

In the inner loop, M ants find the road independently based on pheromone and map
information. There is no correlation between the ants and it is a highly concurrent
behavior. The traditional ant colony algorithm is only a series of implementations of
each routing process. In this paper, the idea of parallel computing is used to mine the
natural concurrency of ant colony algorithm, and the OpenMP programming tech-
nology is introduced in the process of programming. OpenMP (Open Multi-Processing)
is a technology that belongs to the shared memory programming model. Because of its
advantages of simple structure, good portability, high scalability and support for par-
allel development, it has become the standard of parallel programming in shared
memory system.

In the programming process in realizing the 3D-PACA algorithm, we use matrix
sij to characterize the pheromone between grid i and adjacent grid j. During an iterative
process, each ant independently looks for the path, and determines the next step by
reading the pheromone value and the map information. In the implementation of the
operation to read the pheromone, it will not change its content, so it will not cause
conflicts between the various threads access. Due to the randomness of the ants, some
ants may end up in a dead end because of bad luck and end the search process early,
while others will come to an end point after a lot of computation. If the thread is
statically allocated to the task in parallel, the load is very likely to be unbalanced, which
will affect the acceleration effect. To solve this problem, this paper uses the way of
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dynamic allocation. After the completion of the current task of each thread, they will
get new tasks from the task pool, which can effectively avoid the problem of load
imbalance.

4 Simulation Results and Analysis

In this paper, we use C++ programming language to implement the above algorithm on
the VS2010 platform. The machine has 4 cores. In actual programming, we take the
number of ants as 100, take the number of iterations as 10, take the slope threshold as
30°. A set of suitable values of other parameters of ant colony algorithm is found by
using the control variable method. The specific values are as follows: the information
elicitation factor is 1, the expected heuristic factor is taken as 8, the pheromone volatile
factor is taken as 0.5, and the pheromone intensity is taken as 200. The map size is
100 � 100. The starting point is set to the upper left corner, and the end point is the
lower right corner. The path planning results are shown in the following figure, where
the black grid represents the obstruction and the white indicates the passage (Fig. 4).

In the figure above, the red line is a feasible path based on the algorithm. It is
obvious that the path is close to the connection between the starting point and the
termination point. However, the planning time is too long, so it is necessary to
introduce parallel. In the process of parallelization, we use the OpenMP statement to
create 4 threads, and take 20 � 20, 50 � 50, 100 � 100, 200 � 200, 300 � 300 as
the scale of the map. The corresponding time and acceleration ratio curves are as
follows

Fig. 4. Schematic diagram of path planning (Color figure online)
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It can be seen from Table 1 and Fig. 5 that the parallel mechanism can significantly
reduce the running time of the algorithm and improve the computing efficiency. At the
same time, when the size of the map gradually increases, the cost of the time spent on
the creation of the thread is gradually reduced and the acceleration ratio is slowly
approaching 4. However, some parts of the algorithm can only be serially operated and
the creation and destruction of the thread itself also takes time, so the speedup cannot
reach 4.

5 Conclusions

In this paper, a modified ant colony algorithm (3D-PACA) is proposed and applied to
3D terrain. First of all, the bilinear interpolation method is used to model the 3D terrain,
which provides the data base for the next step to deal with the terrain slope. At the same

Fig. 5. Speedup curve

Table 1. Time comparison under different scales

Map scale With parallelism/s Without parallelism/s

20 � 20 5.18 3.71
50 � 50 46 27
100 � 100 181 95
200 � 200 840 336
300 � 300 2494 785
400 � 400 4177 1266
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time, through the introduction of the parallel mechanism in the traditional ant colony
algorithm, we accelerate the implementation of the algorithm and improve the effi-
ciency of the algorithm effectively. The simulation results show that the 3D-PACA
algorithm can be well applied to the path planning problem in 3D terrain, and can
achieve speedup of about 3 times compared with the traditional algorithm.
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Abstract. This paper presents the development and application of hybrid
particle swarm optimization and gravitational search algorithm (PSOGSA) using
cooperative technique (CPSOGSA). In this work, the algorithm is used for
functions optimization problem. The CPSOGSA is developed with multiple
groups using master-slave architecture. Six benchmark functions were tested to
verify the effectiveness of the optimization algorithm. The developed algorithm
was compared with the existing PSO, GSA and hybrid PSOGSA. The results
indicate that the proposed technique produces better optimization solution
compared to the conventional optimization algorithms.

Keywords: PSO � GSA � PSOGSA � Cooperative � Optimization � Functions

1 Introduction

In recent years many heuristic optimization algorithms were created based on the nature
characteristic. These algorithms are become more attractive because its ability to solve
many optimization problems. There are several well-known algorithms reported on the
successful implementation of the heuristic optimization technique.

Particle swarm optimization (PSO) is well-known heuristic optimization technique.
PSO algorithm is a proven technique to solve optimization problem in many fields.
This algorithm originally was developed in [1], however the algorithm had some
problem in balancing the exploration and exploitation capability. Since then, many
modification of the algorithm have been made by researchers to enhance the PSO
capability.

Gravitational search algorithm (GSA) [2] is another optimization algorithm that
getting more attention in solving many optimization problems. This algorithm was
inspired from the gravitational theory in space that attracted to each other. The
Recently, many works were done to improve GSA algorithm such as in [3–5]. The
combination of hybrid approach of GSA with other algorithms is among the best option
to consider from various researchers. Khadanga and Satapathy [6] developed a hybrid
GSA with GA algorithm to improve the original GSA technique. The authors applied
the algorithm to tune the controller damping in a power system application.
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Work by Mirjalili et al. [7] investigated the application of hybrid PSO and GSA
(PSOGSA) to train the feed forward neural network (FFNN). The authors find out the
hybrid method can relatively give better solution compared with PSO and GSA indi-
vidually. Mirjalili and Hashim in [8] compared the PSOGSA, PSO and GSA for
optimized the benchmark functions. The propose PSOGSA is able to improve most of
the functions minimization compared with the PSO and GSA.

Jayaprakasam et al. [9] proposed PSOGSA with new updated velocity equation
which applied to beam pattern optimization in collaborative beam forming. The authors
claim that their approach provides more explorative capability of the algorithm when
combining the social thinking ability of PSO and the explorative capability of GSA.

This work presents the improvement of PSOGSA algorithm using the master –slave
cooperative approach. The slaves are divided into a few groups and the best slave
performance will have the opportunity to assist the master group. The equation for the
master group is also proposed.

The organization of the paper as follow: In Sect. 2, the existing PSO and GSA
algorithm is presented. Section 3 explains the development of the cooperative
PSOGSA (CPSOGSA). Section 4 is where the optimization functions are explicated.
The next section is the result and discussion of the finding. Finally, Sect. 5 is presents
the conclusion of the paper.

2 Optimization Algorithm

2.1 Particle Swarm Optimization

The PSO used a linear function of weight in the velocity equation. The velocity Vid,

equation is presented in Eq. (1) where C1 and C2 are the constant, while gBest and
pBest are the personal and global best solution respectively.

Vidðtþ 1Þ ¼ wVidðtÞþC1 pBest � Xidð Þ � rand1 þC2 gBest � Xidð Þ � rand2 ð1Þ

The positions Xid update equation is given by:

Xid tþ 1ð Þ ¼ Xid tð ÞþVid ð2Þ

The inertia weight w is represent by liner equation

w ¼ wo�w1ð Þ max iter � iteration=iterationð Þþw1 ð3Þ

where wo is the initial weight, w1 is the value of final weight, max_iter is the maximum
iteration.
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2.2 Gravitational Search Algorithm (GSA)

The algorithm system consists of N agent where the position of the agent is represented
by Eq. (5)

Xi ¼ x1i ; . . .; x
d
i ; . . .; x

n
i

� �
; i ¼ 1; 2; . . .;N: ð4Þ

where xdi represents the ith agent in the dth dimensions. Equation (6) represents the
force acting on mass i from mass j.

Fd
ij tð Þ ¼ G tð Þ Mpi tð Þ �Maj tð Þ=Rij tð Þþ e

� �� �
xdj tð Þ � xdi tð Þ
� �

ð5Þ

where Maj is the active gravitational mass related to agent j, Mpi is the passive gravi-
tational mass related to agent i, G(t) is agravitational constant at time t, e is a small
constant, and Rij(t) is the Euclidian distance between two agents i and j.

Rij tð Þ ¼ Xi tð Þ;Xj tð Þ
�� ��

2 ð6Þ

The total force on agent i is represents in Eq. (8).

Fd
i tð Þ ¼

XN

j¼1;j 6¼1
randj F

d
ij tð Þ ð7Þ

where rand is the random function from 0 to 1. The acceleration of the agent i, is given
by Eq. (8). Mij (t) is the inertial mass of agent ith.

adi tð Þ ¼ Fd
i tð Þ=Mij tð Þ ð8Þ

The velocity update of the agent is calculated from Eq. (9) where the updated
velocity is obtained from current velocity multiply with random number 0 to 1 added
with the mass.

Vd
i tþ 1ð Þ ¼ randi � Vd

i tð Þþ adi tð Þ ð9Þ

Therefore, the position of the agent can be calculated using Eq. (10).

Xd
i tþ 1ð Þ ¼ Xd

i tð ÞþVd
i tþ 1ð Þ ð10Þ

The gravitational and inertial masses of the algorithm are updated using Eqs. (11)
and (12).

Mai ¼ Mpi ¼ Mii ¼ Mi; i ¼ 1; 2; . . .;N:

mi tð Þ ¼ fiti tð Þ � worsti tð Þ=best tð Þþworst tð Þ ð11Þ
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Mi tð Þ ¼ mi tð Þ=
XN

j¼1
mj tð Þ ð12Þ

The fiti (t) represent the fitness value of agent i at time t. For minimization problem
the best(t) and worst(t) are calculated as follow:

best tð Þ ¼ minj� 1;...;Nf g fitj tð Þ ð13Þ

worst tð Þ ¼ maxj� 1;...;Nf gfitj tð Þ ð14Þ

2.3 Hybrid PSOGSA

Hybrid PSOGSA optimization technique developed by Mirjalili and Hashim [8] has
shown great improvement over the existing PSO and GSA in minimizing mathematical
functions. The algorithm improves exploration and the exploitation capability in the
evolvement equation where the best solution position is included in the velocity update
equation. In hybrid PSOGSA optimization technique the velocity update equation is
given by (15).

V tþ 1ð Þ ¼ wV tð Þþ c1rand1 aci tð Þþ c2 gBest � Xi tð Þð Þrand2 ð15Þ

Position update for the PSOGSA is given by:

Xi tþ 1ð Þ ¼ Xi tð ÞþV tþ 1ð Þ ð16Þ

3 Cooperative PSOGSA (CPSOGSA)

Decentralize cooperative technique has shown successful implementation in impro-
vised the PSO algorithm [10]. The proposed CPSOGSA the fundamental approach of
the algorithm allows more groups with different advantages to search for the best
solution. Each of the groups can adopt any velocity update equations. The cooperative
technique in this work is described by the interaction between master and slaves. The
number of slave groups can be generated accordingly depending on the complexity of
the optimization problem. Figure 1 shows the relation between master and slave

……
…….

Fig. 1. CPSOGSA architecture
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groups. Each of the slave groups will look for the best fitness and this fitness value will
be compared among the slave group. The best fitness of the slave group will be
compared again with the master group and the best fitness agent will be utilized for the
velocity update calculation using Eq. (17).

The proposed master group velocity update equation is given by:

VMðtþ 1Þ ¼ wVMðtÞ rand1 þ C1 a rand2 þC2 b1 gBestSlave � Xidð Þ rand3
þC3 b2 gBestMaster � Xidð Þ � rand4

ð17Þ

Thus, the position of the master group is updated using:

XM tþ 1ð Þ ¼ XMðtÞþVM tþ 1ð Þ ð18Þ

The competitive between the slave and the master which adopted in [10] is also
applied in this algorithm, where the pseudo code of the algorithm are:

If ðgBestSlave [ gBestMasterÞ
b1 ¼ 1; b2 ¼ 0;

elseif ðgBestSlave\gBestMasterÞ
b2 ¼ 0; b2 ¼ 1;

elseif gBestSlave ¼ gBestMasterð Þ
b1 ¼ 0:5; b2 ¼ 0:5;

end

The proposed framework of CPSOGSA can be described as the following steps:

Step 1. Initialize the population of the slave and master groups position.
Step 2. Evaluate the current fitness of the agents.
Step 3. Find the personal best and worst in each of the groups.
Step 4. Find b1 and b2 using competitive algorithm.
Step 5. Calculate and for groups with M and a using Eqs. (8) and (12).
Step 6. Update velocity and position for all groups with master group by using

Eqs. (17) and (18).
Step 7. Compare if meet the optimization criteria. If not, return to step 2
Step 8. Return to the best solution.

In this work, two slave groups are used in the functions optimization. The first slave
group is the GSA algorithm while the second slave group is used PSO algorithm.
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4 Functions

In this work six benchmark functions were used to test the optimization algorithm.
Each of the function has different difficulty and complexity. The functions also have
been used in many optimization algorithm testing performance such as in [8, 11]. The
dimensions for F1 to F4 are 30, while F5 and F6 are 4.

F1ðXÞ ¼
Xn

i¼1
X2
i¼1 ð19Þ

F2ðXÞ ¼
Xn�1

i¼1
½100ðXiþ 1 � X2

i Þ2 þðXi � 1Þ2� ð20Þ

F3ðXÞ ¼
Xn

i¼1
½X2

i � 10 cosð2pXiÞþ 10� ð21Þ

F4ðXÞ ¼ �20 exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1
X2

r !
� exp

1
n

Xn

i¼1
cosð2pXiÞ

� 	
þ 20þ e ð22Þ

F5 ¼
X11

i¼1
ai � x1ðb2i þ bix2Þ

b2i þ bix3 þ x4


 �2
ð23Þ

F6ðXÞ ¼ �
X5

i¼1
½ðX � aiÞðX � aiÞT þCi��1 ð24Þ

The iterations for the functions optimization are set to 1000 except for F5 and F6

where the iterations are set to 500. All functions (F1–F6) have a minimum value of 0
except for F5 and F6 where the minimum value are at 0.0003075 and −10 respectively.
The functions are optimized with 10 independent runs.

5 Results and Discussion

The functions are tested by ten independent runs of the algorithms which are GSA,
PSO, POGA and the proposed CPSOGSA. Generally, CPSOGSA algorithm performs
better compared with others optimization method. The CPSOGSA algorithm produces
the best result in all functions tested. Table 1 presents the full optimization results in
term of its best, worst and average performances.

Table 1. Function optimization result

Func. Algorithm Average Best Worst

F1 GSA 2.5050e−17 1.7800e−17 3.1067e−17
PSO 3.8600e−16 2.4320e−18 1.0700e−13
PSOGSA 1.1979e−18 2.5745e−20 4.9519e−17
CPSOGSA 2.2165e−24 1.8697e−24 2.6935e−24

(continued)
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F1 minimization result it shows that the CPSOGSA perform far better that other
tested optimization techniques. Comparison between with other techniques indicate
that the CPSOGSA perform better with the best result is at 1.8697e−24. The average
performance in minimizing F1 for CPSOGSA is at 2.2165e−24. The worst perfor-
mance of CPSOGSA is at 2.6935e−24. The second best performance is the PSOGSA
where the best performance is at 2.5745e−20, average is at 1.1979e−18 and worst is at
4.9519e−17. Figure 2 shows the convergent curve of the F1 minimization for all
algorithms. In F1 minimization, the third best performance is given by the standard
GSA followed by PSO algorithm.

Table 1. (continued)

Func. Algorithm Average Best Worst

F2 GSA 26.4362 25.8364 28.1328
PSO 49.2527 20.2521 133.8378
PSOGSA 36.5722 24.2744 80.9237
CPSOGSA 13.9923 2.6541 19.4269

F3 GSA 13.9318 13.4000 14.5000
PSO 24.1035 10.9445 55.3184
PSOGSA 22.4851 12.9345 28.8538
CPSOGSA 8.5569 2.9849 9.9496

F4 GSA 3.5909e−9 3.8820e−9 3.8528e−9
PSO 6.1121e−9 1.4113e−9 6.2568e−9
PSOGSA 6.7992e−9 5.5301e−9 9.8094e−9
CPSOGSA 4.9048e−10 3.3755e−10 7.9484e−10

F5 GSA 0.0044 0.0015 0.0067
PSO 3.981e−4 3.0750e−4 3.3094e−4
PSOGSA 4.343e−4 3.0707e−4 5.5090e−4
CPSOGSA 3.0706e−4 3.0750e−4 3.0800e−4

F6 GSA −6.4066 −10.1532 −2.6829
PSO −4.5893 −5.0552 −2.6828
PSOGSA −5.7686 −10.1532 −5.0552
CPSOGSA −10.1532 −10.1531 −10.1532
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F2minimization also indicates the CPSOGSA algorithms outperform the benchmark
existing standard algorithms. The CPSOGSA algorithm performs best performance is at
2.654, the worst performance at 19.42 and average performance of this algorithm is at
13.9923. This performance is much better compared with the PSO, PSOGSA and GSA
where the best performance is given by 17.2521, 24.2744 and 25.8364 respectively.
Figure 3 shows the minimization performance from all algorithms.
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F3 function minimization indicate small different between the best performance of
CPSOGSA and PSO after 10 independent runs. The best performance of CPSOGSA is
at 2.9849 while the PSO is at 10.9445. The CPSOGSA also exhibits more consistent
performance compare with the PSO. The average performance of CPSOGSA is 8.5569
and PSO is at 24.1035. Figure 4 presents the performance of F3 minimization per-
formance after 10 runs.
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From the F4 minimization results, it can be observed the similar performances were
achieved by the conventional PSO, GSA and PSOGSA. The best results from these
three algorithms are at 1.4113e−9, 1.4113e−9 and 5.5301e−9 respectively. The pro-
posed CPSOGSA shows better performance with the best result is at 3.3755e−10. The
average and worst results are at 4.9048e−10 and 7.9484e−10 respectively. Figure 5
presents the minimization result for F6 function for all algorithms.
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Performance of F5 minimization indicates that, three algorithms achieved the
minimum fitness which are CPSOGSA, PSOGSA and PSO algorithm. This best result
is achieved by CPSOGSA with 3.0750e−4; average performance is at 3.0786e−4 while
the worst result is at 3.0800e−4. Figure 6 shows the minimization performance of F5
function.
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Result for F6 optimization shows three algorithms can achieve the minimum value
which is 10.153. The algorithms are CPSOGSA, GSA and PSOGSA. From 10 runs, the
results indicate the CPSOGSA can achieve minimum result for all 10 runs compare
with the PSO and PSOGSA. The average result for PSO and PSOGSA are −5.7686 and
−6.4066 while the CPSOGSA is at −10.1532. Figure 7 shows the minimization per-
formance for all the algorithms.
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6 Conclusion

This paper presents the cooperative PSOGSA (CPSOGSA) in optimizing the mathe-
matical functions. The algorithm adopted master-slave cooperative technique. In this
work, PSO and GSA are used in the slave group. The results showed the proposed
algorithm is able to improve the optimization result compared with the existing GSA,
PSO and PSOGSA.
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Abstract. The study on 5G massive MIMO (maMIMO) systems has garnered a
lot of research interest. Several research works are ongoing and some of which
include, the development of mathematical models, performance evaluation,
algorithm development and basic prototyping work. However, the framework
for a unified simulation platform and methodology has not been established. The
need for a massive MIMO simulation platform that can be used for comparative
study and analysis purpose of different deployment scenarios of maMIMO
systems is envisaged. Hence, in this paper, a framework for massive MIMO
simulation platform (MMSP) for 5G cellular systems is proposed. To achieve
this, key research areas related to massive MIMO were identified from the
literature and a taxonomy which consists of three non-overlapping branches:
(1) System configuration, (2) System processing and (3) System analysis is
advocated. Preliminary results are presented using a developed prototype from
the proposed framework.

Keywords: 5G � Framework � Massive MIMO � Spectral efficiency �
Simulation � Software tools

1 Introduction

The drive for increased capacity in wireless communications required to meet the
increasing demand for mobile wireless data has made massive multiple-input multiple
output (maMIMO) of great interest to researchers both in the academia and industry.
The maMIMO is a communication system where base station (BS) with a few hundred
arrays of active antennas simultaneously serves many tens of user terminals (UTs) with
lower number of antennas in the same time-frequency resource. See Fig. 1. The
maMIMO technology is an enabler for the development of future broadband (fixed and
mobile) networks, which will be energy-efficient, secure, robust, and will allow for
efficient utilization of the spectrum [1, 2]. The benefits of maMIMO have been dis-
cussed in detail in [3, 4]. In order to ascertain the potential of maMIMO systems,
several algorithms, analysis and performance evaluations, mathematical models based
on different scenarios, basic prototyping work have been widely carried out which
include the testbed jointly developed by Linköping University and Lund University [1],
a flexible 100-antenna testbed for maMIMO developed by Lund University [5],
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the Argos testbed developed at Rice University in cooperation with Alcatel-Lucent [6],
and the Ngara testbed developed in Australia [7].

The research areas regarding maMIMO systems include, but not limited to, prop-
agation and measurement campaign, transmitter and receiver designs, pilot contami-
nation, pilot allocation, spectral and energy efficiency, frequency spectrum, transmission
and new air interfaces, backhauling and user association, security, mobility, and wireless
energy transfer. Currently, there are no specified standards for maMIMO systems but as
the work in maMIMO systems advances, there is a need for conceptual framework for a
common simulation platform which can be used for comparative study and analysis
purposes.

Simulations have been used extensively as an engineering tool for design, mod-
elling and optimization of radio networks. Simulations enable investigations of much
more complex, detailed and realistic scenarios, and facilitate comparison of different
algorithms under identical conditions. Some simulation tools are identified in this
paper, and a summary of their functions and limitations are presented. From our survey,
there exists no simulation platform that accounts for all design aspect for research areas
for maMIMO systems. The existing simulation platforms which are potential candidate
for 5G system simulations identified are: the NYU open source 5G channel simulation
software (NYUSIM), the Vienna LTE simulators (VLS), SystemVue, LTE system
toolbox and LTE PHY Lab.
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Fig. 1. Illustration of massive MIMO systems
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The NYUSIM [8] is a 5G channel simulation tool that covers extensive measure-
ments and 5G millimeter wave channel models developed from 2 to 73 GHz. It consists
of a complete statistical channel model and simulation code for generating realistic
spatial and temporal wideband channel impulse responses. The VLS which is a sim-
ulation suite for link-level and system-level simulation aims to facilitate reproducibility
of research results and to bridge the gap between researchers and standardization
experts in LTE and LTE-Advance (LTE-A) [9]. Currently, the VLS can only support
4G systems simulations. SystemVue, a product of KEYSIGHT technologies, is a
focused electronic design automation (EDA) environment for electronic system-level
(ESL) design. It enables system architects and algorithm developers to innovate the
physical layer (PHY) of wireless and aerospace/defense communications systems and
is an invaluable tool to RF, DSP, and FPGA/ASIC implementers [10]. SystemVue
consists of the 5G baseband exploration library and 5G forward baseband verification
bundles, both of which are targeting to assist pre-5G investigations and research. This
simulation tools are limited to specific research areas and can only be used to simulate
certain aspects of physical level of maMIMO systems. However, there is a need for a
platform that can be used to investigate and simulate different deployment scenarios of
maMIMO systems especially at system levels. In view of this, we propose a simplified
framework that can be used to develop a massive MIMO simulation platform that aims
to reduce cost, time and provide a means to comparative analyses of different
deployment scenarios of maMIMO technologies in 5G network.

Our major task in this paper is to establish a unified framework for simulation
platform for maMIMO systems. To define the framework, first, an extensive survey of
published works in maMIMO systems was carried out. Secondly, based on our survey,
we categorize the research work into major areas. In addition, we propose a taxonomy
which could serve as a framework that accounts for all design aspects of the MMSP. The
advocated taxonomy consists of three non-overlapping branches: (1) System configu-
ration, (2) System processing and (3) System analysis. This article also highlights the
modules in the framework for system simulation and features of MMSP. Finally, we
provide simulated results of possible case studies using the proposed MMSP.

The rest of this paper is organized as follows: Sect. 2 identifies the existing massive
MIMO technologies, the taxonomy used in developing the framework for MMSP and
key features of the proposed platform is discussed. Section 3 covers the prototype of
the MMSP. In Sect. 4, the simulated results and analysis is presented. Section 5
concludes this paper.

2 Proposed Framework

In this section, the process for establishing a unified framework for a common simu-
lation platform for maMIMO systems is presented. First, we identify the research areas
in maMIMO technologies. Then the framework for a massive MIMO simulation
platform (MMSP) is presented.
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2.1 Massive MIMO Technology

The massive MIMO technology has attracted a lot of research interest and vast research
area has been investigated. A survey of advances in massive MIMO technology was
carried out to establish the key research areas. They included but not limited to,
propagation and measurement campaign [6]; transmitter and receiver designs [7]; pilot
contamination [11]; spectral and energy efficiency [12]; frequency spectrum – mil-
limeter wave [13]; new air interfaces such as multiple access techniques (example,
non-orthogonal multiple access) and various waveforms (examples, filter-bank based
multi-carrier [14]); backhauling and user association [15]; security [16]; mobility [17];
and wireless energy transfer [18]. The details of our survey on these research areas are
outside the scope of this paper. Each of these research areas requires extensive sim-
ulations for investigation of much more complex, detailed and realistic scenarios and to
facilitate comparison of different algorithms under identical conditions.

2.2 Proposed Taxonomy

We develop a taxonomy, which could serve as a framework that accounts for all design
aspects of the simulation platform and may be used for evaluating and simulating the
performance of maMIMO systems. A high level abstraction of the top-down design
systems is shown in Fig. 2. It illustrates the advocated taxonomy, which consists of
three non-overlapping branches: (1) System configuration, (2) System processing and
(3) System analysis.

System Configuration: The system configuration defines all the tuneable parameters
that are needed for the maMIMO systems. The parameters can be selected based on the
areas of maMIMO to be studied. We classify the systems configurations based on the
following: simulation parameter, network topology, network distribution, transceiver
design, transmission mode and user association. This system configuration abstraction
allows for researchers to study the performance of maMIMO systems based on different
system parameters and different scenarios.

System Process: The system process abstraction provides an avenue for researchers to
engage with the system. At this level, the behaviour of the maMIMO systems can be
explored under certain conditions such as the effect of pilot contamination, physical
layer attacks and mobility of UT. In addition, measured data from propagation or
prototypes can be imported into the system and analysed. New algorithms can be
developed and compared with existing algorithms in the platform. In addition, the
different optimization techniques can be explored using the MMSP.

System Analysis: In the system analysis, the performance of the maMIMO system can
be evaluated based on selected metrics. This enables the users of the proposed platform
to investigate how the system performs under certain preselected or defined scenarios.
Key metrics are needed to access the performance of maMIMO systems. The system
capacity, achievable rates, energy efficiency, energy efficiency and other performance
metrics such as outage/coverage probability, QoS, and fairness [21] can be examined
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using established information theory. In addition, the cost efficiency of deploying
certain maMIMO technology can be compared as this would be useful not only to
researchers but also to the industry.
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Fig. 2. Advocated taxonomy and high-level abstraction of the MMSP framework
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Since maMIMO is one of the technologies to be featured in 5G networks, the
results from the MMSP should be presented in formats that can be used for further
analysis in combination with other 5G networks technology (where it is applicable).

Features of the MMSP: To make the simulation platform achieve its objectives of
enabling reproducibility, enhancing research outcome, opening new research areas in
maMIMO and engaging researchers, certain features need to be implemented in the
platform. These includes graphic user interface (GUI), code generation and integration,
parallel processing, system level simulation, detailed documentation, validation, cost
analysis and collaborative development.

In addition, the platform will allow integration of m-script files from other open
source simulations tools. Example, the investigation of performance analyses using the
channel models from the NYU open source channel simulation software can be
incorporated into the proposed platform.

3 Prototype of MMSP

In this section, we show example of use case scenario studied using the advocated
MMSP. There are several scenarios in maMIMO which can be simulated such as
spectral efficiency, the effect of pilot contamination, the effect of propagation factors,
energy efficiency, and various deployments of maMIMO scenarios. We show prototype
of the MMSP developed and preliminary simulated results due to limited space.

Fig. 3. Screen shot of the MMSP prototype
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3.1 Graphic User Interface

The graphic user interface is developed to allow for simulations, selection and con-
figuration of different system parameters. To achieve this, we developed a graphic user
interface for the MMSP using Matlab 2014a. The Guide toolbox was used to design the
layout of the system according to the system specification and requirements. Figure 3
shows the screen shot of the prototype.

The GUI allows user to select different systems parameters, simulate and visualize
results. Example is selection of network topology i.e. distribution of UT and BS in
either deterministic cells (hexagonal cells) or irregular cells (using poison point pro-
cess). The prototype of the GUI in Fig. 3 consists of two axes that enable viewing of

(a) BS in Voronoi tessellations cells (left) and BS in centroid of the cell using llyods 
algorithm (right)

(b) BS in hexagonal cellular cells (left) and BS with UTs in hexagonal cellular 
(right)
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Fig. 4. Example of network topology
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the distribution of user terminals and mobile base stations, and results of performance
analysis. There are panels that consist of the systems configurations parameters, and
buttons that support different functions such as generation of m-script codes, advance
settings, save, selection of different topologies and selection of different types of
performance analysis as shown in Fig. 2. Due to limited space, the details and codes of
this prototype are excluded from this paper but we hope to make it available in the
future publication.

3.2 Network Topology

The different topology of the distributions of user terminals and base station can be
explored using the proposed platform. Example in Fig. 4, the distribution of base
station is presented. Figure 4(a-left) shows the Voronoi tessellation of point process for
random distributed BS within a service area and Fig. 4(a-right) shows the BS placed in
the center of the Voronoi cells using Llyod’s method [19]. Figure 4(b-left) shows the
distribution of BS in a hexagonal cell while Fig. 4(b-right) shows the distribution of BS
and UTs in the hexagonal cell.

4 Simulated Results

In this section, the performance of the maMIMO systems using the developed proto-
type is presented. The system model and some simulated results are shown.

4.1 System Model

The system encompasses arbitrary UT location and distance-dependent pathloss, and
considers varying number of UTs in each cell within a multi-cell system where each
cell is assigned an index within a set L, where the cardinality Lj j is the number of cells.
Each cell has a BS which is equipped with array of M active antennas and commu-
nicates with K UTs with single antennas. The UTs are distributed randomly in its
serving cell l2L with geographical position blk 2 R

2 of UT k 2 f1; . . .; Kg. The
time-frequency resources are divided into frames with coherence time Tc and coherence
bandwidth Wc. The coherence interval sc has the length sc ¼ TcWc. The uplink spectral
efficiency for the multi-cell can be expressed as

yðupÞl ¼
X
l2L

XK
k¼1

ffiffiffiffiffiffiffiffi
pu;lk

p
hlkslk þ nl; ð1Þ

where yðupÞl is the receive signal in each cell l, slkC is the transmitted vector by UT k in
cell l, pu;lk [ 0 is the uplink transmit power corresponding to signal that is normalized as

E slkj j2
n o

¼ 1. The nl 2 C
M is modeled as the additive noise nl �CN 0; r2IMð Þ, where

r2 is the noise variance. hlk is the channel model which is considered to be independent.
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The propagation factor from the kth UT of the lth cell (surrounding cell) to the mth
antenna of the BS in the home cell or desired cell represented by jth cell is denoted as
hj;k;l;m ¼ ffiffiffiffiffiffiffiffiffi

bj;k;l
p

gj;k;l;m. fgj;k;l;mg is the small scale fading factor which is independent and
identical distributed (i.i.d) zero mean, and circularly-symmetric complex Gaussian
CN 0; 1ð Þ random variables. The fbj;k;lg large scale fading coefficient and it accounts for
geometric attenuation and shadow fading of each kth user that changes slowly and can
remain constant over a coherence time interval.

The spectral efficiency for kth UT in a multi-cell system can be expressed as

Rup;k ¼ 1� sp
sc

� �
Efbgflog2ð1þ SINRðulÞ

jk g ½bit=s=Hz�; ð2Þ

where Efbg expectation with respect to UT position, sc the coherence interval while the
sp is the fraction of samples in each coherence interval that are allocated for pilot
transmission. The allocated pilot sp is determined by the number of K UTs and pilot

reuse factor. The SINR ulð Þ
jk is the effective signal-to-interference-and-noise ratio for a

multi-cell scenario for a UT k in cell j can be expressed as

SINRðulÞ
jk ¼

pu;;jk Efhg aHjkhjjk
n o��� ���2

P
l2L

PK
k
pu;lkEfhg aHjkhjlk

��� ���2
� �

� pu;;jk EfhgfaHjkhjjkg
��� ���2 þ r2Efhg aHjk

��� ���2
� � ;

ð3Þ

where r2 is the noise variance and Efhgf�g is the expectation of channel realization.

4.2 Simulated Results

The proposed MMSP can be used for investigation of different deployment scenarios of
massive MIMO systems. Examples are the performance of massive MIMO systems with
symmetric number of BS antenna, aggregate network performance in terms of spectral
efficiency, energy efficiency and economic efficiency. The effect of systems parameters
on network planning and scheduling and how this affect the aggregate network

Table 1. System parameters

Description Values Description Values

Number of UTs (K) 25 Coherence time 2 ms
Number of BS antennas (M) 1000 Coherence bandwidth 210 kHz
Cell type Hexagonal multi-cell Coherence interval 420
Transmission Uplink Pilot reuse factor 1, 3, 4
No. of tiers 2 Number of cells L = 19
Pathloss coefficient 3.76 Linear detector MR and ZF
Cell radius 300 m Minimum distance UT to BS 35 m
SNR 5 dB
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(a) Uplink Spectral efficiency, reuse factor of 1,3,4 with MR receiver 

(b) Uplink spectral efficiency, reuse factor of 1,3,4 with ZF receiver 
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Fig. 5. Uplink spectral efficiency using the MR and ZF linear receivers with pilot reuse factor of
1, 3, and 4.
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performance. Using the system several questions such as whether the massive MIMO
should be deployed based on spectral efficiency or energy efficiency or spectral-energy
efficiency trade-offs. Due to limited space, we present simulated result of spectral effi-
ciency using two linear receivers which are maximum ratio (MR) and Zero-forcing
(ZF) combining for uplink communication with different reuse factors. Using Eqs. (1–
3), existing algorithm and system parameters identified in [20, 21] and we provide
preliminary results using the proposed framework and MMSP prototype (Table 1).

The results in Fig. 5(a) and (b) shows the per-cell spectral efficiency for reuse
factors of 1, 3 and 4 for a home-cell or desired-cell surrounded by interfering cells in a
two-tier hexagonal network. In the first-tier, the home-cell is surrounded by 6 inter-
fering cells while in the second-tier has 12 surrounding cells. The reuse factor of 1
delivers lowest spectral efficiency compared to reuse factors of 3 and 4. This is due to
inter-cell interference from surrounding cells. Although it is expected that higher reuse
factors should provider higher spectral efficiency, this is not necessary the case as
shown in the Fig. 4. The inter-cell interference reduces but the number of UTs K that
can be scheduled reduces due to the coherence interval. Hence, the reuse factor or 3 is
delivers higher spectral efficiency compared to reuse factor 4. The ZF performance in
Fig. 5(b) is better than the MR performance due to its ability to actively reject intra-cell
interference reduction within the cell.

5 Conclusion

Research work in massive MIMO covers development of several algorithms, testbeds,
physical level simulations, performance and evaluation of different technology and
algorithms to explore the gains of maMIMO for the 5G network. Hence, we envisaged
the need for a massive MIMO simulation platform that can be used for comparative
study and analysis purpose. To achieve this, we proposed a framework for the
MMSP. The development of a MMSP will allow 5G researchers to thoroughly validate
new technology concepts, quantify baseband/RF performance margins, and develop
new 5G proposals. In the future, further work will be carried out to on the MMSP
prototype to allow for more complex simulations and analysis. More importantly, we
hope that this proposed framework will result into a platform that will allow researchers
to collaborate and share research outcome of maMIMO technology in the nearest future.
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Abstract. The process of C2 architecture design needs to consider the factors
such as changeable battlefield environment, so the designed C2 architecture
should be flexible, adaptive and so on. The theory of Enterprise Command and
Control (EC2) concerns application of systems science collaborative processes
of command and control. It can describe the C2 process and the entity function
models of the organization, and analyze the performance of the architecture.
However, in the simulation and optimization of the organizational structure is
powerless. Multi-Agent Systems (MAS) has become a natural tool for modeling
and simulating complex systems, these systems usually contain a great number
of entities interacting among themselves, and acting at different levels of
abstraction. In this context, it seems unlikely that MAS will be able to faithfully
represent complex systems without multiple granularities. The holonic paradigm
has proven to be an effective solution to several problems with such complex
underlying organizations. The objective of this paper is to propose a preliminary
framework of a holonic multi-agent model for the C2 architecture design. Which
satisfies the characteristics of Holon’s self-similarity, and combines the advan-
tages of EC2, realized the mechanism of perception, decision-making and
execution of C2 architecture and entity function models from different
granularity.

Keywords: C2 architecture � Framework � Holonic MAS � Enterprise
command and control

1 Introduction

The theory of EC2 is concerned with effective governance systems supporting value
production in distributed intelligent enterprises, about increased institutional awareness
and its ability to facilitate more effective, responsive and sustainable unilateral and
multilateral action. Additionally, EC2 is about improved integration of human pre-
rogatives and distributed computational systems that, acting in concert, are competent
to establish and maintain viability of large-scale, dynamic and increasingly complex
enterprise systems. The theory maintains that intelligent enterprises are not possible
without a formal EC2 infrastructure, one based on a unified command and control
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framework. To this end, the theory of EC2 offers a framework for enabling collabo-
rative, distributed and time-critical service-centric operations [1].

MAS has become a natural tool for modeling and simulating complex systems,
these systems usually contain a great number of entities interacting among themselves,
and acting at different levels of abstraction. In this context, it seems unlikely that MAS
will be able to faithfully represent complex systems without multiple granularities. The
holonic paradigm [2] has proven to be an effective solution to several problems with
such complex underlying organizations [3–5]. Holons are defined as self-similar
structure composed of holons as substructure. They are neither parts nor wholes in an
absolute sense. The organizational structure defined by holons, called holarchy, allows
the modelling at several granularity levels. Each level corresponds to a group of
interacting holons. From the structure, the holonic and EC2 have a consistent form, are
self-similar and progressive.

The objective of this paper is to propose a preliminary framework of a holonic
multi-agent model for the C2 architecture design. Combining the holonic concepts that
can be modeled at different levels of abstraction and EC2 on collaborative and orga-
nizational entity functional models. The next section summarizes the features of EC2
and holonic and lists some applications. Section 3 analyzes some common features of
EC2 and holonic. Section 4, the two methods are briefly combined, and then the
following section is dedicated to a case study. Finally, the paper concludes with a
summary of the current results, and an outlook on future research activities.

2 Related Works

2.1 EC2 Theory and Applications

2.1.1 The Theory of Enterprise Command and Control
Bayne et al. Proposed the EC2 theory [6] in the 2003, followed public a number of
articles and books [9, 12, 13]. EC2 theory is concerned with real-time enterprise
governance and its requirements for a service-oriented C2 architecture (C2/SOA)
capable of improving interoperability between and among interdependent enterprises.
An EC2 framework comprising six key elements: (i) a coherent enterprise model,
(ii) command (actor) interfaces, (iii) command services, (iv) control services, (v) per-
formance measurement services and (vi) interfaces to legacy operational systems. The
object of EC2’s attention, includes operation of an enterprise, an abstract or virtual
machine [7] is a value production unit (VPU). A VPU represents an object (service)
encapsulating a well-defined and manageable capability [8].

An enterprise include a lot of VPU, called federated, every VPU introduces a
naming (indexing) scheme that supports the requirement that each enterprise be
uniquely identifiable. The focus of the figure is the central enterprise designated VPU
[j, k, l]. Index “j” identifies the operational domain (i.e., federation, or community of
interest), “k” denotes the horizontal position in the federation’s collaboration network
and “l” represents the location in its vertical command network. One of the more
important context-sensitive issues for command to monitor in an enclave is the set of
federation rules (policies) that constrain its prerogatives. Enterprises and the federations
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to which they belong may operate under a wide range of policies (rules of engagement,
civil laws, military doctrines, etc.).

Inside the VPU, there is a control processing and a command processing, the left of
Fig. 1 introduces three primary enterprise control processing stages: situation assess-
ment, plan generation and plan execution. Situation assessment includes processes of
observation (measurement), awareness (recognition) and analysis (understanding). Two
functions define plan generation; they are responsible for policy compliance and
resource allocation to proposed courses of action, respectively. Plan execution services
(PES) of a VPU include two primary processes. Policy-validated and resource-
allocated plans of record enter. The individual C2 service steps of a given VPU may
participate in the C2 processing of other allied VPUs.

The enterprise command structure, diagrammed in the right of Fig. 1 and enu-
merated in Table 1. Enterprise governance structures exist throughout a federated
system [12]. Each VPU contains a command structure capable of self-governance.
Command structures, typically co-located in mobile or fixed command “enclaves,” are
actor teams that operate semi-independently with a high degree of autonomy. These
per-VPU actors list in Table 1.

Fig. 1. Enterprise C2 services

Table 1. Principle EC2 actors

Label Services Roles and Responsibilities

E5 Command Mission goals and objectives, policy and command authority
E4 Analysis/planning Modeling, situation assessment and plan generation
E3 Operations Plan execution and capability management
E3* Audit Program and process performance assessment
E2 Regulation Plan (task) and resource synchronization
E1 Direction Plan (task) execution management
E0/P Process Embedded [value] production process
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The embedded enterprise command framework (ECF) C2 structure within VPU
have more details:

1. Each VPU contains two or more embedded VPUs
a. At least one supply chain process (VPUs)
b. At least one asset chain process (VPUa)

2. Each VPU contains a regulator (E2) responsible for
a. Regulating (synchronizing with) peers through its “C” port
b. Regulating (synchronizing its) subordinates through its “Ha” and “Ja” ports

3. Each VPU communicates with its view of the “outside world” through its “U” and
“V” ports

4. The navigator (E4) perceives the global context for the VPU through its “P” and
“R” ports

5. Coupling the VPU commander (E5) to its superior is via the “A” and “B” ports
(command axis)

6. Embedded VPUs synchronize with their peers (collaborators) through their “Hs”
and “Js” ports (Fig. 2).

2.1.2 EC2 Related Applications
Bayne et al. present an enterprise command and control (EC2) framework designed to
provide DOD enterprises, exemplified by a Joint Task Force (JTF) [9], with shared
network-accessible C2 services. JTF EC2 includes a precise definition of enterprise, an
associated enterprise command structure (ECS) and a specific set of control processing
services (CPS). The proposed framework is consistent with the DOD’s stated goal of
migrating to network-centric (i.e., GIG-mediated) operations (NCO). In support of
collaboration in jointly managed activities, agile JTF enterprises benefit from
service-oriented capabilities along their vertical command (accountability) axes and
along their horizontal production (logistics) axes, allowing them to support a wider

Fig. 2. VPU details
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range of NCO functions while simultaneously participating in and influencing behavior
of multiple communities of interest (COIs).

The Joint Task Force is the organizational entity responsible for management of
joint US warfighting activities, inherently collaborative affairs. Furthermore, JTF
entities may operate in allied or coalition structures. Principal actors in the JTF model
align with their EC2 model ounterparts as described in Table 2.

Through the proposed model, can be performance measurement for JTF organi-
zation. The JTF ECS model includes a performance measurement framework
(PMF) that includes two classes of metrics (ref. Fig. 3, “to-metrics”).

Table 2. Principle EC2 command actors in the JTF model

ECS element JTF command element Command function

E5 CJTF Commander
E4 DCJTF + J5 JPG Deputy Commander
E3 COS + J3 Chief of Staff
E3* JOC Joint Operations Center
E2 JFE Joint Fires Element
E1-E0 JFACC Joint Force Air Component Command
E1-E0 JFLCC Joint Force Land Component Command
E1-E0 JFMCC Joint Force Maritime Component Command
E1-E0 JSOTF Joint Special Operations Task Force
E1-E0 JPOTF Joint Psyops Task Force

Fig. 3. JTF performance indices
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The first class includes measures that define a JTF’s performance in terms of its
capability and actual performance. The second class of metrics defines a JTF’s utility,
its ability to meet plan completion-time requirements. Performance defines throughput
(task completion rate); utility defines the value of the task to the overall mission. Both
classes are required to scale vertically along the command axis and horizontally along
the production axis. Table 3 summarizes the primary performance indices.

2.2 Holonic Model and Specification

The concept of “Holon” is proposed by Koestler in the book “The Soul of the
Machine.” A holon is a whole-part construct that is composed of other holons, but it is,
at the same time, a component of a higher level holon reflecting the entity at the same
time with the overall autonomy and part of the collaboration, cannot simply as a whole,
and cannot simply as part of it. Since the concept of Holon has been proposed, because
of its self-similarity, autonomy, cooperation, the advantages of system analysis, design
and implementation have been discovered and developed. In recent years the Holonic
method has been applied in a wide fields, such as manufacturing system, virtual
organization, MAS and so on.

Holon provides a recursive representation concept of the system, based on this
method that part and whole is not considered to be a different entity. The dichotomous
relationship between this part and the whole can be reflected at every level of the
hierarchy, and it is evident in the biological system and human society. Based on the
recursive nature of Holon, a Holon is part of another Holon, and it contains some other
Holons, and these Holon form a Holon system, known as the Holonic system
(Holarchy).

The Holonic system has the advantages that most of the holistic design methods
lacked, such as robustness to internal and external interference have damaged, high
efficiency of resource utilization, and adaptability to environmental changes. Holon’s
advantages have been effectively applied and embodied in flexible manufacturing
systems, including stability, adaptability, flexibility and so on. A holon is a self-similar
structure composed of holons as sub-structures and the hierarchical structure composed
of holons is called a holarchy. Figure 4 shows a holonic system arranged in four
holarchical levels [10].

Table 3. JTF performance indices

Metric Function

Potential Design (architectural) limits
Capability Deployed (e.g., funded) level of capacity
Actuality Actual (instantaneous) performance
Latency Latent potential (unused, unfunded) design potential
Productivity Utility of deployed (used, funded) capability
Performance Absolute performance of the enterprise as designed
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Holonic systems offer the possibility to model a system from a high-level
coarse-grained perspective to a low-level fine-grained one. On the other hand, using
holons as modelling approach for a small close system may not always be recom-
mended. If the system does not require multiple levels of granularity, holons will
probably introduce an unnecessary overhead. Before applying any approach to model a
system, the designer should analyse the adequacy of the under-lying concepts. Hence,
holonic systems are well suited for analysing and modelling of large systems where
multiple levels of abstraction exist. Another type of systems are those that can be
decomposed recursively into smaller sub-components [11].

3 Some Common Features

Figure 5 is a typical, albeit simplified, view of the command or accountability hier-
archy of the DOD enterprise. It reaches from the highest level (“L5”) of the President to
the lowest level (“L0”) of a warfighter or semi-autonomous piece of warfighting
equipment. The highest levels are primarily focused on policy (i.e., strategy), the
middle levels on operations, and the lowest levels on mechanism (i.e. tactics) [12].

As diagrammed in Fig. 5, this C2 loop operates simultaneously at every node in the
policy domain hierarchy, and is what is typically meant by the authority given to a
manager of some activity. It implies a fundamental and critical requirement for dis-
tributed real-time C2 systems – their ability to synchronize (i.e., coordinate) along the
federation’s asset and supply chains. Synchronization requires that policy-based C2, in
addition to its other objectives, be fundamentally about scheduling – both in time (e.g.,
rendezvous at a given deadline) and with respect to the effective sharing of resources
(e.g., use of resource locks in implementing task resource scheduling) [13].

The system of systems (SoS) of C2 organization is relative to the hierarchical SoS,
it has distribute, intelligent, diversity, self-organization and other characteristics [14].
Organizational entity coordination through the “contract network”, “auction” and other
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Fig. 4. A holarchy composed of four holarchical levels

Amalgamating EC2 Theory and Holonic MAS to Design of Command 115



market mechanisms. Each VPU in the EC2 theory through publish - subscription way
to coordinate [policy]. Similarly, Holon theory, but also through the contract network
agreement and others assigned tasks.

To sum up, EC2 theory and holonic are similar in the following aspects:

1. Both of which have recursive features that provide a way to model the different
granularity views. And are nestable and allow dynamic reorganization during
runtime. That is both with the characteristics of flexibility.

2. Allocation of tasks are used on the market consultation mechanism, and through a
specific role to complete the process (In EC2 is E2-E1 loop, and holonic is
super-holon).

In addition, the two theories (methods) complement each other, EC2 provides a
detailed description of the C2 architecture, the architecture can be tested and time
analysis. HMAS features just conform to the characteristics of EC2, and can guide the
modeling and optimization of C2 architecture.

Fig. 5. DOD command axis
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4 Amalgamating EC2 and Holonic

In the face of increasingly complex, drastic changes and uncertain modern battlefield
environment, flexible C2 organizational structure control SoS is the basis of establish
and maintain the overall competitive advantage of the organization.

C2 organizational behavior includes two aspects: holistic behavior (organizational
behavior) and local behavior (entity behavior). Our ultimate goal is to effectively
control the overall behavior of the organization and to ensure that the local behavior of
organization self-cognitive evolution. EC2 provides a good description, analysis and
design approach for the C2 architecture, and makes the C2 architecture better mea-
sured. But the C2 architecture established by EC2 will be not easy to model and evolve.

In theory, the Holonic system is the same as the EC2 theory, a holon in the system
is both a whole and a part. It is stable in the face of interference, adaptable in the face of
change, and can make the most use of access to resources to maximize the compre-
hensive benefits.

Analyze the enterprise command framework (ECF) in each VPU through EC2
theory, specifying the possible input and output between VPUs. HMAS as means of
modeling and simulation to avoid falling into the local optimal [13], according to the
need to find the overall optimal C2 architecture. The C2-architecture simulation evo-
lution model based on EC2 and Holonic will have the advantages of flexible, reliable
and efficient, as shown in Fig. 6, which meets the requirements of HMAS in the form
and inside the entity the C2 process is described in detail. As shown in the C2
architecture, can do some tests like time, performance through EC2 method.

• • • 

• • • 

• • •    • • •

Strategy

Action

H
ig

he
r 

ab
st

ra
ct

io
n 

le
ve

ls

Fig. 6. Combine EC2 and holarchy
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5 Case Study

Since the Gulf War, the US military has opened the new military revolution from the
industrial age to the information age war with the guidance of the new military theory
of “network-centric warfare”. o achieve the transformed ability through army trans-
form, trying to build the US Army to the most sophisticated equipment, the highest
degree of modernization and strongest. The future force with adaptability, innovation,
flexibility, versatility– “The army in 2020”.

In this background, the US military combat force composition and combat
equipment system is undergoing a comprehensive update, the main implementation of
the way is transformation divisions to modular forces brigades, and its information
technology network system and weapons systems supporting equipment molding.

The units of the long-range fire brigade include the brigade and the brigade
headquarters company, target reconnaissance company, communication (signal) com-
pany, tactical unmanned aerial vehicle company, brigade security battalion and the
rocket/missile battalion. During the combat readiness phase and the combat phase, the
long-range fire brigade can also be programmed or assigned to 1 to 6 rockets/missiles
and barrels battalion. Figure 7 is the basic structure of the US long-range fire brigade.

Figure 8, from top to bottom is from the strategy to action process, the top is
control loop of the brigade, the bottom is combat, reconnaissance and other specific
actions. Four layers from the functional division can be divided into: mission, planning,
tasks and platform layer. It can be seen that the second layer, including the fight and
protection holon, the third layer is subdivided of the second layer, the forth layer is
specific combat unit (The lower part of the figure is L3 left holon magnification, we can
see holon internal communication and holon communication with the outside).

Fig. 7. US military Fire brigade organization chart
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6 Conclusions and Future Work

Based on the characteristics of Holon’s self-similarity, the C2 architecture designed of
this paper describe the perception, decision-making and implementation process
mechanism at different levels, and based on the EC2 theory describes the organizational
entity function model of each granularity Our ultimate goal is to get an optimized
flexible C2 architecture. Therefore, the late work mainly has three aspects, one is the
generation and decomposition of the task to drive the evolution of C2 architecture; the
second is based on the existing EC2 theory, considering the constraints of resource
allocation and the coordination strategy between the entities; the third is the cognitive
evolution of the C2 architecture based on the description of models and tasks and
constraints.

Fig. 8. Example of US fire brigade C2 architecture
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Abstract. This paper presents the optimal formation control for a group of
quadrotors based on particle swarm optimization (PSO) algorithm. This is
motivated by the conventional approaches that still involve a certain degree of
trial and error approach which may not give the optimal performance. The
parameter optimization using PSO utilizes the linear quadrotor model obtained
from feedback linearization technique. Simulations are conducted on the
parameter optimization, followed by implementation of the optimal parameters
for formation control of multiple quadrotors. The results show the effectiveness
of the proposed technique.

Keywords: Formation control � Quadrotor � Quadcopter � Optimal control �
Particle swarm optimization � UAV

1 Introduction

Quadrotor, also known as quadcopter is gaining popularity in the military and civilian
applications due to the ability to take off and landing vertically, omnidirectional, and
safer to interact in close proximity [1, 2]. This type of vehicle is being used in various
applications including crop monitoring and spraying, surveillance, border patrol,
photography, videography and much more. Although a single quadrotor can be utilized
in these applications, it is believed that greater benefits can be achieved by a group of
quadrotors that are working in a coordinated manner such as in a formation.

Rapid advancement on miniaturized computation, communication, sensing, and
actuation technology have accelerated the study on cooperative control of multiple
autonomous vehicles. As compared to the single agent system, autonomous vehicles
that work cooperatively is more robust to single agent failure and flexible in performing
the task required [3, 4]. Formation control is one of the main research areas in coop-
erative control of multiple vehicles. It is concerned with designing a controller that
make a group of autonomous vehicles to form up and move in a desired geometrical
shape [5]. Autonomous vehicles that are in formation will increase the robustness of the
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system and improve the communication properties. In addition, the reconfiguration
ability and structural flexibility are also a favorable advantage of the system [6].

One straightforward way of implementing quadrotors’ formation control is by using
the leader-following approach as presented in [7–12]. However, the proposed works
require the leader’s state (e.g. position) to be known to all the followers, or every
quadrotor knows the states of other quadrotors in the network. This requirement will
impose communication constraint when the number of quadrotors in the network is
large. Therefore, many researchers have turned to the formation control based on graph
theory. This approach allows formation control of multiple vehicles in a distributed
manner using local communications which can be described as a matrix via graph
theory.

One of the common approaches in formation control of multiple quadrotors based
on graph theory is by using simplified or linearized quadrotor model at the operating
point as presented in [13–15]. However, since the quadrotor model is linearized at a
certain operating point, this approach does not guarantee the stability of the quadrotor
outside of the operating point. Thus, it is more desirable to implement a nonlinear
controller for the quadrotor model as proposed in [16]. The authors obtained a linear
decoupled model of the quadrotor system by using feedback linearization technique.
Then, a controller based on graph theory is implemented for the formation. This
approach simplified the overall control design by separating the single quadrotor design
with formation control design, as opposed to the nonlinear single layer approach
implemented in [17].

This paper proposes an optimal formation control for a group of quadrotors. The
conventional approach of finding formation control parameters are by using pole
assignment or linear-quadratic-regulation (LQR) approach. However, pole assignment
approach still relies on trial and error to meet the desired response. Besides, the
selection of weight matrices in the cost function of LQR still requires manual tuning to
achieve the desired response. Therefore, both conventional approaches often require a
few iterations before a desirable system response is obtained [18, 19]. These issues are
more significant when the system has more degree. Therefore, the objective of this
study is to optimize the control parameters to ensure the agents (quadrotors) optimally
converge to the desired formation. Artificial intelligence based optimization using
particle swarm optimization (PSO) is implemented to achieve this objective. The
advantage of PSO is its simplicity in finding the optimal value without the need to have
detail description of the system dynamics.

The main contribution of this paper is the utilization of PSO for optimal formation
control of multiple quadrotors. A new algorithm is proposed for finding the fitness
function of the formation based on the convergence time of the quadrotors’ formation.
To the authors’ best knowledge, this is the first attempt of the PSO implementation for
optimizing feedback gain in the formation control based on graph theory. This paper is
organized as follows. Firstly, formation control of linearized quadrotor model using
feedback linearization technique is presented in Sect. 2. Then, an overview of PSO
technique and its implementation for optimizing formation control parameters are
presented in Sect. 3. Simulations for the optimization and the implementation on
quadrotor formation are discussed in Sect. 4. Finally, Sect. 5 gives some conclusions of
the work.
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2 Formation Control of Multiple Quadrotors

This section presents the linearization of a nonlinear quadrotor model using feedback
linearization technique. Consequently, formation control algorithm and the configu-
ration for the formation control of quadrotor are presented.

2.1 Feedback Linearization of Single Quadrotor System

Consider the configuration of a quadrotor shown in Fig. 1. The absolute position and
the orientation of the quadrotor are denoted as px; py; pz

� �
and /; h;wð Þ, respectively,

while F1;F2;F3;F4ð Þ are the lift forces generated by the four rotors.

By considering the translational and rotational components, the 6-DOF dynamics of
a quadrotor are given as follow [13]:

€px ¼ D
u 1f g

M
ð1Þ

€py ¼ E
u 1f g

M
ð2Þ

€pz ¼ �gþF
u 1f g

M
ð3Þ

€/ ¼ _h _w
Iy � Iz
Ix

� �
þ 1

Ix
u 2f g ð4Þ

€h ¼ _/ _w
Iz � Ix
Iy

� �
þ 1

Iy
u 3f g ð5Þ

Fig. 1. Quadrotor configuration of a quadrotor with the earth fixed frame E and body fixed
frame B.
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€w ¼ _/ _h
Ix � Iy
Iz

� �
þ 1

Iz
u 4f g ð6Þ

where

D ¼ c/shcwþ s/sw

E ¼ c/shsw� s/cw

F ¼ c/ch

with abbreviations s �ð Þ ¼ sin �ð Þ, and c �ð Þ ¼ cos �ð Þ; u ¼ u 1f g; u 2f g; u 3f g; u 4f g� �T
are the

control input of the system, while If f ¼ x; y; zð Þ, M and g denote the moment of inertia
along each axis, the mass, and the gravitational acceleration, respectively. Notice that
the quadrotor is an underactuated and highly unstable nonlinear system. This makes the
controller design for the system is a challenging task. Fortunately, the dynamics of this
system can be simplified by using feedback linearization approach.

In general, feedback linearization is a transformation method of a nonlinear system
into the equivalent linear system. It can be achieved by using nonlinear coordinate
transformation and nonlinear state feedback, rather than by linear dynamics approxi-
mations in Jacobian (conventional) linearization. In this paper, we are interested in
controlling the formation of quadrotors in terms of relative positions and heading.

Hence, absolute position of the quadrotor px; py; pz
� �T

and the heading angle, w are
selected as the desired output to be controlled.

Using the feedback control u given in [16] and [20] which renders a linear input–
output map between the new input v 1f g; v 2f g; v 3f g; v 4f g� �

and the output

y ¼ px; py; pz;w
� �T

, the equivalent linear equation of the quadrotor system using the
dynamic feedback linearization approach is given as follows:

d
dt

vpx
� � ¼ v 1f g ð7Þ

d
dt

vpy
� � ¼ v 2f g ð8Þ

d
dt

vpz
� � ¼ v 3f g ð9Þ

d
dx

_w
� 	

¼ v 4f g ð10Þ

Block diagram which illustrates the configuration of the feedback linearized
model is shown in Fig. 2. After using feedback linearization technique, each quadrotor
in the formation can be treated as a linear decoupled sub-system. This allows the
implementation of the well-established linear controller for the formation control layer
which will be discussed in the next section.
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2.2 Formation Control of Multiple Agents

This section presents the formation control algorithm using relative information from
the neighboring agents. The objective of the algorithm is to ensure the states of each
agent in the network converge to a predefined geometric pattern. Consider N agents i
modelled by a linear dynamic in state space form given as follows:

_xi ¼ Axi þBvi; i ¼ 1; 2; . . .;N ð11Þ

where A 2 R
nxn and B 2 R

nxp are constant matrices, while xi 2 R
n; vi 2 R

p are the state
vector and control input of quadrotor i respectively which related to the positions
ðpx; py; pzÞ and heading wð Þ of the quadrotor presented earlier. It is assumed that the
agents have identical dynamics. Therefore, the overall dynamics of the multi-agent
system can be represented collectively as follows:

_x ¼ IN � Að Þxþ IN � Bð Þv; i ¼ 1; 2; . . .;N ð12Þ

with x ¼ x1; x2; � � � ; xN½ �T ; v ¼ v1; v2; � � � ; vN½ �T ;� is a Kronecker product, and IN is
N � N identity matrix. Let the state errors for agent i is given as follows:

ei ¼ �
X
j2N i

aij xij � hij
� �

; i ¼ 1; 2; � � � ;N ð13Þ

with xij ¼ xi � xj and hij ¼ hi � hj (desired relative state), while N i denotes the set of
neighbors for agent i which it can communicate to. If the agent i receives the state of
neighboring agent j, then aij ¼ 1. Else, aij ¼ 0. The interaction between the agents can
be represented as a matrix using graph theory (brief overview of the graph theory is
presented in the appendix). Then, Eq. (13) can be written collectively as follows:

e ¼ � L� Inð Þ x� hð Þ ð14Þ

with e ¼ e1; e2;���;eN
� �T

; L is the Laplacian matrix which represent the interaction

between agents, In is the n� n identity matrix, x ¼ x1; x2; � � � ; xN½ �T and
h ¼ h1; h2; � � � ; hN½ �T . To ensure the quadrotors achieve the desired geometric pattern, a
formation control algorithm is implemented based on the work in [21] given as follows:

Fig. 2. Block diagram illustrating the feedback linearization of the quadrotor system.
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vi ¼ Kiei ð15Þ

Or collectively,

v ¼ � IN � Kið Þ L� Inð Þ x� hð Þ ð16Þ

with v ¼ v1; v2; � � � ; vN½ �T and Ki is the feedback gain matrix to be designed. Hence, by
substituting (16) into (12) yields

_x ¼ IN � Að Þx� IN � Bð Þ IN � Kið Þ L� Inð Þ x� hð Þ; i ¼ 1; 2; � � � ;N ð17Þ

The agents are said to be in the desired formation h if and only if
limt!1 ei ¼ 0; i ¼ 1; 2; � � � ;N. According to [21], the stability of the system which is
associated with eigenvalues of (17) are the union sets of eigenvalues of the following:

A� kiBKi; i ¼ 1; 2; � � � ;N ð18Þ

with ki is the eigenvalue of Laplacian matrix L. The interaction topology in this paper is
assumed to be fixed. Hence, we are interested to identify the selection of matrix
Ki ¼ k1; k2; � � � ; kn½ � on the convergence of the formation using PSO algorithm which
will be presented in the next section.

3 Parameter Optimization in Multi-agent Formation Control

A brief overview of PSO algorithm is presented at the beginning of this section. Then,
implementation of the algorithm for the parameter optimization of the formation
control discussed earlier is described.

3.1 Overview of Particle Swarm Optimization

Particle swarm optimization (PSO) is an optimization technique based on Swarm
Intelligence (SI). It was first introduced in [22] and inspired by the social behavior of
bird flocking and fish schooling. In this optimization technique, each particle is a
potential solution to the optimization problem. The particles move in the search space
using adaptable velocity which is influenced by their current velocity, their previous
experience and the experience of the neighbors. Basically, the implementation of PSO
algorithm involve several steps given as follows [23]:

i. Generate random positions pQid
� �

and velocities vQid
� �

of the particles in the swarm
at initial conditions within the specified minimum, pmin and maximum, pmax
values, given as follows:

p0id ¼ pmin þ rand � pmax � pminð Þ
v0id ¼ pmin þ rand � pmax � pminð Þ ð19Þ
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with the subscript and superscript represent idth particle at iteration Q respectively,
while rand is a variable with a random value between 0 and 1.

ii. Update the particle velocity at iteration Qþ 1 based on the current position and
current velocity. Besides, the velocity update also depends on the best position of
each particle over the iteration Pbestð Þ and the best global value in the current
swarm Gbestð Þ based on the fitness value. The velocity updates are given as
follows:

vQþ 1
id ¼ Iw � vQid þ c1 � rand � Pbest � pQid

� �þ c2 � rand � Gbest � pQid
� � ð20Þ

where c1 is the self-confidence factor, c2 is the swarm-confidence factor, and Iw is
the reduced inertia weight given as [24]

Iw ¼ Iwmax �
ðIwmax � IwminÞ

Qmax
Q ð21Þ

with Iwmax and Iwmin are the maximum and minimum inertia weight, respectively,
while Qmax is the maximum number of iterations.

iii. Update the particle position at iteration Qþ 1 using the following equation

pQþ 1
id ¼ pQid þ vQid ð22Þ

3.2 Optimal Formation Control of Multi-agent System

In multi-agent systems, one of the most important performance indexes is the con-
vergence time which is when the agents get into the desired formation. Let the total
square error between agents is E ¼ 1 � e2, where 1 is a matrix of ones with size
1� N � nð Þ. In this work, a new algorithm is proposed to obtain the convergence time,
tconv given as follows:

Initialize timer, t=0 
Initialize simulation stop time, T 
While t is less than or equal to T 
Calculate the total square error, E 
If E is more than 

Insert t into storage S 
Else  

Insert 0 into storage S 
End  

Increase t 
End 
Set tconv with maximum value of storage S 

with r is the minimum convergence threshold. In this study, the optimization objective
is find the value of gains that gives the minimum fitness value which is tconv. This is
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obtained by executing the simulation of multi-agent formation for a period of T . Then,
the fitness value which is associated with the particles are used in the PSO algorithm to
find the optimal control parameter Ki. The optimization flow of the quadrotor formation
carried out by PSO algorithm is shown in Fig. 3.

4 Simulations

The simulation results of the formation optimization using PSO algorithm is presented
where the simulation setup are also described.

4.1 Optimization of the Formation Control

PSO is utilized to find the optimal parameters, Ki for the formation control of multiple
quadrotors. To reduce the simulation time for finding the optimal control parameters,
linear quadrotor models (7)–(9) are used instead of the nonlinear quadrotor model with
feedback linearization controller. For the formation control in term of position
ðpx; py; pzÞ, the optimization objective is to minimize the fitness function defined as
Jp ¼ tconv. On the other hand, fitness function utilized by PSO algorithm to find the
optimal feedback matrix for heading control, (10) is defined as Jh ¼ tconv.

Fig. 3. Flowchart for the optimization of quadrotor formation based on PSO algorithm.
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The fourth-order integrator models in (7)–(9) can be represented in state-space
Eq. (11) where matrix A and B are given as

A ¼
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

2
664

3
775;B ¼

0
0
0
1

2
664

3
775 ð23Þ

Similarly, the second-order integrator model for heading (10) is transformed into state
space equation with the following matrices

A ¼ 0 1
0 0


 �
;B ¼ 0

1


 �
ð24Þ

Based on the parameters adapted from [23], the following values are used for the
controller optimization in this study:

i. Dimension of search space
a. Quadrotors’ position: 4, i.e. Ki ¼ k1; k2; k3; k4½ �
b. Quadrotors’ heading: 2, i.e. Ki ¼ k1; k2½ �

ii. Maximum iteration, Qmax ¼ 40
iii. Number of particles, Pmax ¼ 20
iv. Simulation stop time, T ¼ 30 s
v. Self and swarm confident factor, c1 ¼ c2 ¼ 2
vi. Inertia weight with maximum, Iwmax ¼ 0:9 and minimum Iwmin ¼ 0:4
vii. Search space with minimum pmin ¼ 0:1 and maximum pmax ¼ 2
viii. Minimum convergence threshold, r ¼ 0:05.

Figure 4(a) and (b) respectively, show the variation of fitness function with the
number of iteration for the translation formation ðpx; py; pzÞ and heading synchro-
nization of the quadrotors w. In 40 iterations, both fitness functions decrease with the
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Fig. 4. Variation of fitness function with respect to iteration.
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number of iterations until they reach the minimum values. The parameters that are
associated with the minimum value of fitness function are tabulated in the Table 1.
Optimization of the control parameters are conducted by using MATLAB/Simulink
simulation tool in a computer with Intel i5-6200 2.4 GHz CPU and 4 GB RAM.

4.2 Implementation on Quadrotor Formation

Once the optimal formation control parameters have been identified, the values are used
for the simulation of the quadrotor formation that uses nonlinear quadrotor model (1)–
(6). The overall structure of the simulation is shown in Fig. 5, while Table 2 listed the
simulation parameters [13].

Table 1. Optimal parameters.

Control objective Fitness Optimization time
(minutes)

Optimal control parameters

Position
px; py; pz
� � Jp ¼ 9:8286 8.4167 Ki ¼ k1; k2; k3; k4½ �

¼ 0:4380; 1:4665; 2; 1:3147½ �
Heading ðwÞ Jh ¼ 3:3064 4.23 Ki ¼ k1; k2½ �

¼ 2; 1:7678½ �

Fig. 5. The overall block diagram for the formation control of multiple quadrotors.
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Let the number of quadrotors, N ¼ 5. The communication between quadrotors in
producing the formation is shown in Fig. 6. The desired formation (relative positions)
between quadrotors are hx ¼ 0; 2; 2; 0; 1f g, hy ¼ 0; 2; 2; 0; 1f g, hz ¼ 0; 0; 0; 0; 0f g and
hw ¼ 0; 0; 0; 0; 0f g. Since the common task in formation control is to achieve desired
geometric pattern with zero rates, the desired higher derivatives of the positions and
headings are set to zero.

Figure 7 shows that the quadrotors moved from their initial positions to the desired
formation in the horizontal (x and y) plane. Meanwhile Fig. 8 shows that the quadrotors
achieve consensus or formation with zero offsets on altitude and heading, respectively.
Table 3 tabulates the performance comparison for the quadrotor formation optimized
using parameters from PSO and LQR in [16]. Clearly, the quadrotor formation using
parameters that have been optimized by PSO converge faster than the LQR.

Table 2. Quadrotor parameters.

Parameter Descriptions Values Units

M Mass 0.6 kg
g Gravitational acceleration 9.81 ms−2

Ix Roll inertia 0.005796 kg m2

Iy Pitch inertia 0.005796 kg m2

Iz Yaw inertia 0.010296 kg m2

Fig. 6. Interaction topology between quadrotors.

Fig. 7. Quadrotors achieve the desired horizontal formationwhere ‘*’ indicate the initial positions.
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5 Conclusions

This paper is concerned with the optimal formation control of multiple quadrotors. The
quadrotor’s nonlinear and underactuated model is transformed into linear decoupled
equations using dynamic feedback linearization approach. Then, a linear formation
control algorithm based on graph theory is implemented on the linearized quadrotor
model. To find the optimal controller parameters for the formation control, optimization
method based on PSO is proposed. A new algorithm for finding the fitness function
based on the convergence time is presented. The simulation conducted on the
parameter optimization, followed by implementation on the quadrotor formation show
the effectiveness of the proposed optimization technique.
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Fig. 8. Quadrotors (a) achieve a consensus on altitude, (b) synchronize to one heading.

Table 3. Comparison of the formation between LQR and PSO.

Output Convergence
time (s)
LQR PSO

px 13.6600 8.6400
py 10.5800 7.9200
pz 11.5800 9.3000
Heading ðwÞ 6.4800 2.1800
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Appendix: Graph Theory

The interaction topology in multi-agent system can be modeled using directed graph G,
with the set of agents denoted as V ¼ V1;V2; � � � ;Vnf g and E is the set of edges Eij

connecting two neighboring agents. If agent i receives information from agent j, there
will be an edge Eij in E. The set of neighbors of agent i which it can communicates to
excluding itself is denoted by N i. The adjacency matrix A ¼ aij

� � 2 R
nxn is defined

such that aij [ 0 if Eij 2 E, and aij ¼ 0 otherwise. Meanwhile the degree matrix is
e ¼ diag d1; � � � ; dNð Þ with di is the in-degree of the i-th agent. In multi-agent system,
the frequently used matrix to represent the interaction topology is Laplacian matrix
L ¼ D�A. For example, consider the interaction topology given in Fig. 9.

The unweighted Laplacian matrix of the interaction is given as follows:

L ¼ D�A ¼

2 0 0 0 0

0 2 0 0 0

0 0 2 0 0

0 0 0 2 0

0 0 0 0 2

2
6666664

3
7777775
�

0 1 1 0 0

1 0 1 0 0

0 1 0 1 0

0 0 1 0 1

1 0 0 1 0

2
6666664

3
7777775

¼

2 �1 �1 0 0

�1 2 �1 0 0

0 �1 2 �1 0

0 0 �1 2 �1

�1 0 0 �1 2

2
6666664

3
7777775

ð25Þ
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Abstract. A well-designed modeling framework can improve the efficiency of
modeling, which is of great significance to improve the reusability, scalability
and combinability of model. The current popular simulation model representa-
tion specifications, such as BOM (Base Object Model) and SMP2 (Simulation
Model Portability Standards 2), provide some modeling frameworks for mod-
eling work. However, according to these modeling frameworks, either it is
difficult to support the behavior description of model, or it is difficult to map the
behavior description directly to the implementation of model, reducing the
model development efficiency. To solve this problem, this paper presents a
component-based modeling framework with hierarchical structure. This frame-
work classifies the components according to their function. In addition, we
propose a State Chart based on combined-actions in this framework to realize
the mapping from the behavior description to the implementation of model
directly. Analysis shows that the framework has good reusability, decoupling,
scalability and combinability, which can greatly improve the development
efficiency of model.

Keywords: Modeling framework � Component-based � CGF (Computer
Generated Forces) � State chart � Behavior description

1 Introduction

In order to meet the construction of large-scale complex simulation application system,
support the domain independence, platform independence, reusability, scalability,
interoperability and combinability of simulation models, and provide simulation
architecture description and simulation development approach, simulation experts has
put forward a number of typical simulation model representation specifications, like
HLA (High Level Architecture), BOM and SMP2, that provide us with some good
modeling frameworks. Although these simulation model representation specifications
have their own characteristics and have been widely used, however, HLA and SMP2
cannot support the behavior description of model. And BOM can just support model
behavior description in the concept through the provision of state information table,
which makes it difficult to be mapped to implementation of model automatically [1].
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For a long time, component-based modeling and simulation technology [2] has
been the focus in the simulation domain. Based on the construction of component
model, the component model is created through the component model code framework,
and the component model that has been created can be re-customized according to the
change of demand, which greatly improves the comprehensibility, scalability and
modularity of the simulation model. In the aspect of model reuse, development effi-
ciency, system maintenance and so on, it has obvious advantages. Since the granularity
definition of a component is variable, a system, an object, a sub-model, or even a
process, a function can be called a component. This paper defines the default com-
ponent similar to the concept of “sub-model” [3], that is, each component only per-
forms a single well-defined task.

In order to solve the problem that the behavior description of the model cannot be
automatically mapped to the implementation of model, we design a component-based
CGF simulation modeling framework. Firstly, we introduce the composition structure
of the component-based modeling framework in detail. Secondly, we describe the
behavior of the CGF based on the State Chart according to the modeling framework.
Finally, we explain the automatically mapping from the behavior description of the
CGF to the component-based modeling framework.

The rest of this paper is organized as follows. The second section discusses the
related work. The third section introduces the structure of the component-based
modeling framework. The fourth section explains how to complete the automatically
mapping from the behavior description of the CGF to the component-based modeling
framework based on State Chart. The fifth section summarizes the whole work of this
paper.

2 Related Works

At present, the most commonly used modeling frameworks are provided by HLA [4],
BOM [5] and SMP2 [6].

HLA is developed by the United States Department of Defense, used to solve the
interoperability and reusable problems in the distributed simulation. HLA consists of
three parts, namely, Framework and Rules, Federate Interface Specification, and Object
Model Template-OMT. HLA owns the characteristics of distributed interactive
heterogeneity, communication efficiency and efficient development specification.
However, the degree of reusability of the model supported by HLA is relatively limited,
and it does not support the behavior description of the model.

SISO organization in 2006 published the BOM (Base Object Model) to promote
combinability, scalability, interoperability, manageability, and reusability of simulation
model. The BOM template has four main template components: Model Identification
Information, Conceptual Model Definition, Model Mapping and Object Model Defi-
nition, that provides a standard description specification for simulation model. The
simulation model is designed as a component with high cohesion and low coupling
characteristics by component method, which can be reused and interoperable in various
simulation systems. However, BOM can just support behavior description of models
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conceptually through the provision of state information table, which makes it difficult
to be mapped to the model implementation automatically.

SMP2 is a new generation of simulation model introduced by the European Space
Agency. It has absorbed many advanced achievements in many fields of software
engineering and simulation engineering, such as MDA [7] (Model Driven Architecture)
and CBD (Component-Based Development). SMP2 aims to improve the portability,
maintainability and reusability of the simulation model, and to realize platform inde-
pendence and cross-simulation platform reuse and integration. Compared with HLA
and BOM, SMP2 has stronger reusability, support model design, model integration
description and dynamic model integration, but SMP2 also does not support the
behavior description of the model.

3 Modeling Framework

This paper presents the component-based CGF modeling framework which has hier-
archical structure, as shown in the Fig. 1. It needs to be emphasized once again that
each component only performs a single well-defined task. It can be seen that this
modeling framework consists of the following categories of functional components:

3.1 Motion Component

The motion components provide the movement function and calculate the location and
speed information for the CGFs when they are scheduled. Mainly include: ground 3D
motion component, air 3D motion component, surface 3D motion component and
submarine 3D motion component, as shown in the Fig. 2. (Air 3D motion component
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Fig. 1. The component-based CGF overall modeling framework.
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can also mainly include aircraft motion component, rocket motion component and so on.
Due to the limited space, only one hierarchy expanded.) As we can see, air 3D motion
component can be reused as submarine 3D motion component, because between their
movement functions, the existing differences are just the different value of parameters
(Also due to the limited space, the similar situations are no longer described).

3.2 Target Selection Component

The target selection components provide the target selection function for the CGFs.
Mainly includes: navigation target selection component, electronic countermeasure
target selection component, incoming weapon target selection component and
incoming CGF target selection component, as shown in the Fig. 3.
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Fig. 2. The main compositive components of the motion component.
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Fig. 3. The main compositive components of the target selection component.
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3.3 Sensor Component

The sensor components provide perceptual function for the CGFs. Mainly includes:
radar component, sonar component, visual sensor component, thermodynamic sensor
component, laser sensor component, electromagnetic sensor component and enemy
identification sensor component, as shown in the Fig. 4.

3.4 Electronic Countermeasure Component

The electronic countermeasure components provide electronic countermeasure function
for the CGFs. Mainly includes: electronic reconnaissance component, electronic
interference component and electronic defense component, as shown in the Fig. 5.
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Fig. 4. The main compositive components of the sensor component.
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3.5 Weapon Component

The weapon components provide weapon models for the CGFs. Mainly includes:
statistical weapon component and platform weapon component, as shown in the Fig. 6.
The statistical weapon component is designed to calculate the weapons impact point
and impact time like gun, bomb and rocket. The platform weapon component is
designed to generate a virtual platform (with the relevant body parameters such as size
and detectability), like missile and torpedo (Clearly, missile’s motion component can
also reuse air 3D motion component).

3.6 Damage Component

The damage component provides damage calculation function for the CGFs. Mainly
includes: collision damage component and blasting damage component, as shown in
the Fig. 7. Collision damage component assesses the damage between CGF and CGF
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Fig. 6. The main compositive components of the weapon component.
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Fig. 7. The main compositive components of the damage component.
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or CGF and terrain. Blasting damage component assesses the damage effect of the
CGFs through the type and blasting position of weapons.

3.7 Communication Component

The communication component provides communication function for the CGFs based
on different frequency channels.

3.8 Fuel Component

The fuel components provide the calculation function of fuel consumption for the
CGFs based on the platform type and velocity and the fuel consumption parameters.

Through the subscription of the above functional components, the assembly of the
CGF entity can be completed. For example, a fixed-wing aircraft can be assembled by
subscribing the components, as shown in the Fig. 8.

It is obvious that each class of functional components also contains multi-layer
sub-components, and there is inheritance relationship between the upper layer and the
lower layer. So this modeling framework has a good hierarchical structure. There is no
coupling relationship between different types of functional components for each
functional component only performs a single well-defined task, greatly reducing the
coupling between components, and improving the combinability. At the same time,
take the motion component as an example. The submarine 3D motion component can
easily reuse the air 3D motion component, and missile motion component can easily
reuse the torpedo motion component. So this modeling framework has good
reusability. When a new CGF class needs to be added and the currently existing

Mo on 
Component

Fuel 
Component

Damage 
Component

Communica on 
Component

Weapon 
Component

 Rotary-Wing 
Aircra

 Rotary-Wing Aircra
3D Mo on Component

Fire Control Radar 
Component

Ground CGF Target 
Selec on Component

Target Selec on 
Component

Sensor 
Component

 Sta s cal Weapon 
Component

Fig. 8. Through the functional components, the assembly of fixed-wing aircraft can be
completed.

142 Y. Bao et al.



component cannot fully meet its needs, for example, the existing motion component
cannot satisfy the need of the rotary-wing aircraft. Under this circumstance, we only
need to add the rotary-wing aircraft motion component in the specific level, and the
others functional components of the rotary-wing aircraft can just reuse existing func-
tional components. Besides, setting the subscription and publish relationship for the
rotary-wing aircraft. In this way, the rotary-wing aircraft can be added into this
framework easily. So the modeling framework has good scalability.

4 Behavior Description Based-on State Chart

State Chart [8] is a kind of object behavior description method proposed by Harel,
which is an extension of FSM (Finite State Machine) [9]. The method can support
nested state, guard condition, historical state, concurrency state, broadcast event and
propagation transfer. In addition, it is easier to describe the concurrent and asyn-
chronous behavior of system than FSM, especially reactive system. Therefore, State
Chart is a better means of CGF behavior description. This section explains the mapping
from the behavior description to the implementation of model directly according to a
kind of specific State Chart. First, the specific State Chart needs to be introduced.

Action, which is atomic, cannot be interrupted. It is executed when the state enters,
exits, or transfers. In this paper, each action corresponds to the functionality provided
by a (class of) component. For example, the action “flying at a specified speed toward
the target” of an aircraft is executed by one motion component.

State, which is a stage in the object’s life cycle that satisfies certain conditions,
performs certain actions, or waits for some events to occur. In this paper, we define the
state as a stage of performing certain actions. For example, for an aircraft’s “Fire to
Enemy CGF” state, we can define the state corresponded to some actions, as shown in
Fig. 9. It can be seen that each action of the state of aircraft corresponds to a certain
types of functional component.

Transfer, which is a movement of an object that leaves from one state to another
state.

Event, which changes the state of the CGF object once it happens. Events are
generally divided into four categories: change events (a specified condition never set up
to set up), signal events (receive asynchronous events of other objects), schedule events
(scheduled by other object) and timed events (after a specified time interval). In this
paper, the transition of the state is triggered by change events, and the execution of the
actions is triggered by schedule event.

Actions corresponding to each state of CGF can be classified and designed
according to the functional components, and then CGF objects can own complete
description of behavior through the State Chart. In this way, the behavior of CGF can
be directly mapped to the implementation of the CGF functional components, so as to
construct a reasonable CGF object. At the same time, detailed behavior description in
turn will help us to further enrich the modeling framework.
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5 Conclusion and Future Work

This paper proposed a component-based CGF modeling framework. Firstly, we
introduced the structure of the component-based modeling framework in detail. Then,
we introduced the definition of specific State Chart and explained how to realize the
automatically mapping from the behavior description of the CGF to the implementation
of functional components. Analysis shows that the framework has good reusability,
decoupling, scalability comprehensibility, and combinability, which can greatly
improve the development efficiency of model.

In the future, we plan to research the interface specification of functional compo-
nents and interactive relationship of functional components based on this modeling
framework.
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Abstract. Simulation result validation is a crucial work in simulation credi-
bility assessment. The result validation metric is a measure of agreement
between simulation output and experimental observations. Sometimes the
observations maybe derive from different data sources such as the actual system
output, credible hardware-in-the-loop simulation system output and the expert
opinions and so on. Then the agreement analysis results of system response
would be multiple certainly. To solve the simulation result validation with
multi-source data, the paper proposes a result validation method based on evi-
dence combination. First, the evidence representation methods for multi-source
data on the structure of evidence space are proposed. Then the multiple evidence
bodies are aggregated based on evidence combination rules and the integrated
validation result could be achieved. In the end, the application process and
effectiveness of this validation method is illustrated through a numerical
example.

Keywords: Simulation result validation � Multi-source data � Evidence
representation � Evidence combination

1 Introduction

Simulation models are increasingly being used to solve practical problems and to aid in
decision-making. The developers and users of these models are all rightly concerned
with whether a model and its results are “correct”. This concern is mainly addressed
through model validation. Simulation model validation is usually defined to mean
“substantiation that a simulation model within its domain of applicability possesses a
satisfactory range of accuracy consistent with the intended application of the model”
[1]. The simulation model validation includes the conceptual model validation and
simulation result validation which is accomplished by measuring the extent of agree-
ment between the model output and experimental observations. Nowadays, the research
on result validation method has become a frontier subject in simulation field.

The complexity of simulation models has increased during the last years, some
result validation metrics have been proposed to measure the extent of agreement
between the simulation output and the experimental observations.
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Existing validation metrics have been classified into five sorts such as classical
hypothesis testing [2], Bayes factor [3], Mahalanobis distance [4], area metric [5] and
Bayes network [6]. They are usually used to solve the multivariate validation, the
validation and analysis of uncertain system responses and the reliability inference of
complex simulation system. For instance, Zaman et al. researched the representation,
quantification and propagation of data uncertainty in reliability analysis of engineering
systems [7]. Zhan et al. proposed a multivariate result validation method based on
Bayesian considering the uncertainty of dynamic Systems [8]. Jiang et al. developed a
hierarchical result validation metric based on Bayes network [9].

However the experimental observations of system output of interest maybe derive
from different sources such as the actual system, Hardware-in-the-loop (HITL) simu-
lation system and expert opinions. Then the integration of multiple results of agreement
analysis between simulation output and multi-source observations is necessary in the
simulation result validation. The existing solution is just using the Weighted Sum
Method (WSM) to achieve the comprehensive validation result [10], but the strong
subjectivity involved in this method will cause the inaccurate validation conclusion. In
this study, we propose a new result validation method to aggregate the multi-source
validation results taking advantage of evidence combination.

This paper is organized as follows: Sect. 2 gives the problem description of
multi-source simulation result validation and reviews the knowledge about evidence
theory and evidence combination rules. A new result validation method based on
evidence combination is proposed in Sect. 3. In Sect. 4, a numerical example is per-
formed to verify the proposed method and an explicit comparison analysis between the
proposed method and WSM is given. Finally, the conclusion and some thoughts for the
future research are summarized.

2 Problem Description and Theoretical Background

In this section, we analyze the problem of simulation result validation with multi-
source data and give the mathematical description firstly. Then the necessary theory
background about the proposed validation method is given including the evidence
theory and evidence combination rules.

2.1 Problem Description

In practical applications of simulation result validation, the experimental observations
of system response usually derive from multiple sources such as the output of actual
system and HITL simulation system, expert opinions and historical data. Then the
agreement analysis result between the simulation output and experimental observations
would be multiple certainly. So how to aggregate the multi-source data (i.e., multiple
agreement analysis results) of system response and give a comprehensive validation
conclusion need to be researched. An appropriate mathematical description of this issue
is given as follows.

Let X ¼ x1; x2; . . .; xnf g stands for the common input of simulation model, Ss, and
several referenced systems, Sri; i ¼ 1; 2; . . .; n. And the corresponding system response
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under the same input condition are defined as Ys and Yri, i ¼ 1; 2; . . .; n represent the
ith referenced system. Then the extent of agreement between Ys and Yri is defined as
Ci Ys;Yrið Þ. Besides, the experts could give the subject opinions which defined by
Cj Ys;Yrið Þ, j ¼ 1; 2; . . .;m denotes the jth expert opinion. The main issue is that
determining the ultimate validation result, Cu, through Ci Ys;Yrið Þ and Cj Ys;Yrið Þ, i.e.,

Ci Ys;Yrið Þ
Cj Ys;Yrið Þ

�
) Cu ð1Þ

This paper develops a result validation method based on evidence combination to
aggregate the multi-source data and determines the ultimate validation result. Evidence
combination is a professional approach to meaningfully summarize and simplify a
corpus of data whether the data is coming from a single source or multiple sources. The
multi-source data are respectively represented as evidence bodies on the frame of
evidence theory primarily. Then the multiple evidence bodies are aggregated as an
evidence body that represents the ultimate validation result. The foundational infor-
mation of evidence theory and evidence combination rules is introduced briefly in next
section.

2.2 Evidence Theory

The theory of evidence also called Dempster-Shafer Theory (DST) has been originally
developed by Dempster [11] in his work on upper and lower probabilities, and later on
by Shafer [12]. Evidence theory belongs to an imprecise reasoning theory and is often
used to solve the reasoning problem under uncertainty. We consider the problem of the
identification of an object which can take N possible values. In traditional probability
theory, evidence is associated with only one possible object. In DST, evidence can be
associated with multiple possible objects, e.g., sets of objects [13]. As a result, evidence
in DST can be meaningful at a higher level of abstraction without having to resort to
assumptions about the objects within the evidential set.

Besides, the evidence is designed to cope with varying levels of precision regarding
the information and no further assumptions are needed to represent the information. It
also allows for the direct representation of uncertainty of system responses where an
imprecise input can be characterized by a set or an interval and the resulting output is a
set or an interval. The basic concepts of DST are introduced as follow.

Let H be the set of N elements corresponding to the N identifiable objects, i.e., the
finite set of N mutually exclusive and exhaustive hypotheses [14]. This set is called the
frame of discernment

H ¼ 1; 2; 3; . . .;Nf g ð2Þ

The power set of H is the set containing all the possible subsets of H, represented
by P Hð Þ. This set consists of 2N elements A, each representing the event “the object is
in A”.
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P Hð Þ ¼ £; 1; . . .;N; ð1; 2Þ; ð1; 3Þ; . . .; ðN � 1;NÞ; ð1; 2; 3Þ; . . .Hf g ð3Þ

where £ denotes the empty set. The N subsets containing only one element are called
singletons. A BPA (basic probability assignment) is a function from P Hð Þ to [0,1]
defined by:

m : P Hð Þ ! 0; 1½ �; A 7! m Að Þ ð4Þ

And which satisfies the following conditions:

X
A2P Hð Þ

m Að Þ ¼ 1; m £ð Þ ¼ 0 ð5Þ

Because evidence theory considers the subsets of the set of N objects, it could then
be stated: “m Að Þ represents our confidence in the fact that all we know is that the object
belongs to A”. In other words, m Að Þ is a measure of the belief attributed exactly to A,
and to none of the subsets of A. So m Að Þ ¼ 1 expresses the certainty that the object is
in Að Þ, but this alone does not allow to distinguish among the elements of Að Þ and
identify the object. To obtain total certainty of an object’s identity, the following two
conditions must hold: (1) m Að Þ ¼ 1 and (2) Aj j ¼ 1, where �j j denotes the cardinality
function. Only then, it can be stated with certainty that A ¼ h�, where h� is the object to
be identified. On the other hand, m Að Þ ¼ 1 and Aj j ¼ N correspond to total
uncertainty.

The elements of P Hð Þ that have a non-zero mass are called focal elements, and the
union of all the focal elements is called the core of the m-function.

A body of evidence (BOE) is the set of all the focal elements, each with its BPA:

B;mð Þ ¼ A;m Að Þ½ �; A 2 P Hð Þ andm Að Þ[ 0f g ð6Þ

Given a BPA m, a belief function Bel is defined as:

Bel : P Hð Þ ! 0; 1½ �; A 7!Bel Að Þ ¼
X
B�A

m Bð Þ ð7Þ

Bel Að Þ measures the total belief that the object is in A. In particular, we have
Bel £ð Þ ¼ 0 and Bel £ð Þ ¼ 1:

Given a belief function, a plausibility function Pl is defined as:

Pl : P Hð Þ ! 0; 1½ �; A 7!Pl Að Þ ¼
X

A\B6¼£

m Bð Þ ð8Þ

It can also be stated that Pl Að Þ¼ 1� Bel Acð Þ, where Ac is the complement of
A. Pl Að Þ measures the total belief that can move into A. In particular, we have Pl £ð Þ ¼
0 and Pl £ð Þ ¼ 1:
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2.3 Evidence Combination Rules

Two BPAs m1 and m2 (i.e., two bodies of evidence or two belief functions) can be
combined to yield a new BPA m, by a combination rule. The more classical one is the
Dempster rule of evidence combination [11], also called orthogonal sum, noted by
m ¼ m1 � m2 and defined by:

m Að Þ ¼
P

B\C¼A
m1 Bð Þm2 Cð Þ
1� K

ð9Þ

With

K ¼
X

B\C¼£

m1 Bð Þm2 Cð Þ ð10Þ

where K is a normalization constant, called conflict because it measures the degree of
conflict between m1 and m2. K = 0 corresponds to the absence of conflict between m1

and m2, whereas K = 1 implies complete contradiction between m1 and m2. Indeed
K = 0, if and only if no empty set is created when m1 and m2 are combined. On the
other hand, K = 1 if and only if all the sets resulting from this combination are empty.

The Dempster rule of combination is not the only rule to combine two BPAs.
Ferson proposed the Mixing (or p-averaging or averaging) rule, which describes the
frequency of different values within an interval of possible values in the continuous
case or in the discrete case, the possible simple events [13]. The formula for “mixing”
combination rule is just

m1;...;n Að Þ ¼ 1
n

Xn
i¼1

wimi Að Þ ð11Þ

where mi is the BPA for the ith belief structure being aggregated and the wi is the ith
weight assigned according to the reliability of the ith source. Insofar as averaging of
probability distributions via mixing is regarded as a natural method of aggregating
probability distributions, it might also be considered as a reasonable approach to
employ with Dempster-Shafer structures, and that is why it is introduced here.

3 The Result Validation Method for Multi-source Data

In this Section, we present a new result validation method to conduct the multi-source
validation results. The multi-source data is represented as the multiple evidence bodies.
Then these evidence bodies are aggregated based on evidence combination rules as a
single evidence body, and the ultimate validation conclusion is achieved naturally.
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3.1 Evidence Representation for Multi-source Data

In this method, Ci Ys;Yrið Þ and Cj Ys;Yrið Þ need to be represented as evidence bodies on
the frame of evidence theory primarily. Two types of evidence representation methods
for multi-source data are developed according to the different sample sizes. The data sets
are classified into two categories on the basis of the sample size: the large sample set is
defined as the sample size is more than 30, otherwise is the small sample [15].

a. Evidence representation for large sample data

Let X ¼ fx1; x2; . . .xng; n� 30 be a set of large sample data set, f
_

n xð Þ be the
estimate to the probability density function of variable x, ½a; b� be the interval of X.
Then ½a; b� is divided into k sub-intervals which are shown as

X ¼ fci ¼ ½ai; bi�; i 2 ½1; 2; . . .; k�g ð12Þ

Assume that a frame of discernment H, includes a focal set Di ¼ fAi ¼ ðx 2 ciÞg,
Then the BPAs of the focal element Ai is calculated as

mðAiÞ ¼
Z
x2ci

f̂nðxÞdx ¼
Z bi

ai

f̂nðxÞdx ð13Þ

b. Evidence representation for small sample data

Suppose that X ¼ fx1; x2; . . .; xng; n	 30 be a set of small sample data set, �m ¼
ðx1 þ x2 þ . . .þ xnÞ=n be the mean value of X. Then the k minimum intervals focused
on �m are determined as A1;A2; . . .;Ak , which could be represented by
½�m� D1; �mþD1�, ½�m� D2; �mþD2�; . . . ½�m� Dk; �mþDk�. The probabilities that the
test value dropped in the kth intervals are defined as p1; p2; . . .; pk�1; 1, where
D1\D2\. . .\Dk and p1\p2\. . .\pk�1\1. Then
BelðA1Þ ¼ p1;BelðA2Þ ¼ p2; . . .;BelðAk�1Þ ¼ pk�1, BelðAkÞ ¼ 1, and the BPAs of focal
element Ai is defined as

mðA1Þ ¼ BelðA1Þ
mðAiÞ ¼ BelðAiÞ � BelðAi�1Þ ð2	 i	 kÞ ð14Þ

Then the sample data are represented in form of an interval and a corresponding
probability.

3.2 Aggregation of Multi-source Evidence Bodies

The purpose of integration of the multi-source evidence bodies are to meaningfully
summarize and simplify a corpus of validation results (i.e., Ci Ys;Yrið Þ, Cj Ys;Yrið Þ)
and achieve the ultimate validation result, Cu. The validation result could be achieved
by some agreement analysis methods such as classical and Bayes hypothesis test
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methods for static data, TIC, GRA and spectrum analysis methods for time series. After
evidence representation of multi-source data, two types of evidence combination rules
are used to aggregate the multi-source evidence bodies as follows.

Let C1;mð Þ and C2;mð Þ be the BOEs of C1 Ys;Yr1ð Þ and C2 Ys;Yr2ð Þ respectively,
the BOE of ultimate validation result, Cu, is calculated based on Eq. (9).

m Cuð Þ ¼

P
C1 \C2¼Cu

m1 C1ð Þm2 C2ð Þ

1� K
; K ¼

X
C1 \C2¼£

m1 C1ð Þm2 C2ð Þ ð15Þ

where the denominator, 1 − K, is a normalization factor. This has the effect of com-
pletely ignoring conflict and attributing any probability mass associated with conflict to
the null set. Consequently, this operation will yield counterintuitive results in the face
of significant conflict in certain contexts. So Eq. 8 will be used to aggregate two
evidence bodies when no significant conflict among them.

Whereas, there are some significant conflicts between two BOEs, the Mixing rule
will be used to aggregate the BOEs based on Eq. (11).

m1;...;n Cuð Þ ¼ 1
2

w1m1 C1ð Þþw2m2 C2ð Þð Þ ð16Þ

where w1 and w2 are the weights of two BOEs. This mixing operation provides dif-
ferent intervals and different BPAs than Dempster rule and could be used to aggregate
the conflictive BOEs. The intervals are either equal to the Dempster intervals or in most
cases wider. Then Cu is represented in form of BOE that indicates the true value of
agreement extent between model output and experimental observations belongs to a
certain interval with the corresponding probability.

4 The Numerical Example

A numerical example on multi-source simulation result validation is cited to verify the
proposed validation method. Let Ys be the simulation output, Yr1 and Yr2 denote the
experimental observations of actual system and credible HITL simulation system which
are regarded as the reference system. Now the multiple validation results such as
C1 Ys;Yr1ð Þ and C2 Ys;Yr2ð Þ could be achieved based on the agreement analysis
methods for static data and time series and are listed in Table 1.

Then the two teams of validation results are represented as the evidence bodies,
m Að Þ and m Bð Þ, based on Eq. (14). The evidence representation forms are described in
Table 2. Furthermore, Fig. 1 gives the cumulative belief and plausibility function of the
two evidence bodies.

Next, the two evidence bodies are aggregated based on the Dempster rule and the
ultimate validation result, Cu, is given as follows (Table 3).
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Table 1. Multi-source validation results.

Experiment number C1 Ys;Yr1ð Þ C1 Ys;Yr2ð Þ
1 1.000 0.993
2 0.999 0.903
3 0.962 0.925
4 0.948 0.892
5 9.948 0.915
6 0.944 0.961
7 0.952 0.914
8 0.921 0.931
9 0.973 0.925
10 0.977 0.913

Table 2. Evidence representation for multi-source validation results.

m Að Þ m Bð Þ
Focal element BPA Focal element BPA

[0.948 0.973] 0.5 [0.925 0.931] 0.3
[0.944 0.977] 0.2 [0.913 0.961] 0.4
[0.921 1.000] 0.3 [0.892 0.993] 0.3
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Fig. 1. Cumulative belief and plausibility function of C1 Ys;Yr1ð Þ and C2 Ys;Yr2ð Þ (left and
right)

Table 3. Evidence representation of aggregation result, Cu.

Focal element BPA

[0.925 0.931] 0.114
[0.948 0.961] 0.253
[0.944 0.961] 0.101
[0.921 0.973] 0.152
[0.948 0.973] 0.190
[0.944 0.977] 0.076
[0.921 0.993] 0.114
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The cumulative belief and plausibility function of Cu are described in Fig. 2.
Simultaneously the Cumulative Distribution Functions (CDF) of C1 Ys;Yr1ð Þ and
C2 Ys;Yr2ð Þ are depicted to demonstrate the effectiveness of proposed method.

The uncertainty of multi-source validation results could be represented by the area
surrounded by C1 Ys;Yr1ð Þ and C2 Ys;Yr2ð Þ. The ultimate validation result Cu is rep-
resented as a rigorous evidence body that determines the probability of the agreement
extent belonging to a certain interval. As we see, the uncertainty exist in Cu is less than
the primary multi-source validation results. Consequently, the uncertainty interval of
Cu is reduced further.

In the past, the simulation result validation with multi-source data is often con-
ducted by WSM simply, and the single value of ultimate validation result could be
achieved. But the subject opinion (i.e., the weights determination) is introduced nat-
urally and the uncertainty information is ignored in integration process certainly. This
will cause the inaccurate result validation conclusion. The proposed method could be
used to tackle the aggregation of multi-source validation results objectively. The
reduction of subject certainly causes the increase of data uncertainty. Consequently, the
uncertainty exist in multi-source data is considered sufficiently taking advantage of the
evidence representation method. And the precise intervals of true value of the ultimate
validation result are achieved based on the evidence combination rules. In summary,
the complete analysis result of validation with multi-source data could be calculated
based on the proposed validation method.

5 Conclusion

In order to solve the simulation result validation with multi-source data, a validation
method based on evidence combination rules is presented. The multi-source data are
represented as evidence bodies on the frame of evidence theory firstly. Then the
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Fig. 2. Cumulative distribution function of C1 Ys;Yr1ð Þ and C2 Ys;Yr2ð Þ, and the cumulative
belief and plausibility function of Cu.
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multiple evidence bodies are aggregated based on the evidence combination rules
including the Dempster rule and the Mixing rule, and the ultimate validation result is
achieved in form of evidence body. The numerical example shows that the uncertainty
in multi-source data could be considered in the ultimate validation result using the
proposed method instead of WSM.

It should be noted that the ultimate validation result is represented in form of
evidence body (i.e., the focal elements and BPAs). The more validation information is
necessary if we want to achieve the true value of validation result, and the interval of
uncertainty will be decreased further. Moreover, this method is used to tackle the result
validation with the multi-source data of univariate output, the multivariate simulation
result validation problem still need to be researched in future work.

Acknowledgements. This research is supported by the National Natural Science Foundation of
China (Grant No. 61403097).
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Abstract. Crowd model has been very important in the investigation and study
of the dynamics of a crowd. Crowd analysis using simulation models such as the
Social Force Model (SFM) in representing crowd dynamics is instrumental in
this study where experiments with real humans are not practical. However, the
SFM lacks features that can represent more detailed individual characteristics
and realistic movement when dealing with multi-room environment. Therefore,
in this paper, we propose some modifications to the original SFM with a
magnetic model approach that also integrates a path finding feature to produce a
more realistic simulation of individuals’ movements in the crowd. Results show
that common collective crowd behaviours have been produced by the modified
crowd model in a multi-room environment.

Keywords: Crowd simulation model � Magnetic model � Path finding � Social
force model

1 Introduction

Crowd is a collection of individuals that are present in a common environment at the
same time [1], and usually share some common goals [2]. However, the definition of
crowd is not simply a collection of individuals. Each of the individuals may exert
collective types of behaviours such as physical, psychological and social characteristics
that influence the crowd to behave dynamically [3]. How to predict and control the
behaviour of a crowd in various events and in different situations (i.e. normal or
emergency) are some of the intriguing questions faced by many psychologist, sociol-
ogist, physicists and computer scientists [3].

The development of crowd models has been very important in the investigation and
study of the dynamics of a crowd. Crowd modeling is a simulation study where small
to large number of movement of entities or individuals, including their physical, social,
psychological behaviours factors and activities can be simulated. These works are
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particularly important in predicting crowd behaviours in the virtual environment where
experiments with humans are too dangerous to be tested and experimented with [3].
Thus, crowd models are capable of giving insight into human movement pattern and
used by, for example, architects, space designers or safety engineers, as a tool to assist
them in buildings or facilities design before the actual implementation [4]. This is why,
up to recent years, crowd modeling and simulation tools have been widely used in
investigating crowd dynamics and behaviours. Various types of crowd simulation
models have been developed with a variety of objectives and approaches.

In developing crowd models, the model type and the modeling approach must suit
the modeling objectives [3]. Different environments (e.g. in a train station, a bus
station, a concourse hall a platform area and a narrowed pathway) and situations
(during normal or peak hours, panic or emergency) will produce different types of
human behaviours, thus, requiring different modeling objectives and approaches. In
general, there are two types of crowd modeling approaches reported in various previous
works. They are the ‘macroscopic’ and ‘microscopic’ approaches. Each of these
approaches carry different crowd modeling objectives and model representations. For
the macroscopic approach, modelers treat the crowd as a continuous flow of elements
and usually aims to look at the movement pattern of the crowd, as one unit [5, 6]. There
are several models that apply this approach in their simulation models such as the flow
tiles model [7] and the continuum model [8]. The objective of using this approach is to
study the movement pattern of the crowd, for example, in the evacuation process for
huge and dense crowds. The Evacnet4 is one of the most common crowd model
applications that has been successfully developed using the macroscopic approach.
This approach uses vector fields to represent the impact of environmental factors on the
crowd movement. The crowd movement is described by using complex differential
equations representation [9]. To form vector fields and differential equations, some
hypothesis for crowd motion [8] and statistical assumption are needed [10]. However,
their validity with complex mathematical representation is often debatable [3]. This
approach also omits the internal and external characters of individual behaviours
where, by including this factor into a crowd model may affect crowd decision move-
ments and trajectories. Therefore, this approach is more suitable for modeling large or
huge crowd, due to the computational cost involved. The main limitation of this
approach is that it requires extensive computational and processing demand.

Meanwhile, in the microscopic approach, the modelers particularly focus on the
heterogeneous character of an individual in the crowd that is integrated with a variety of
individual behavioural factors [11]. Modelers are able to assign different levels of
granularity details, such as the specified velocity, the current position, the destination
and the field of view (FoV) of each individual. This approach is capable of supporting
complex simulated environment (i.e. including the obstacle and barrier) [12]. This
approach can be implemented using two methods, which are the Cellular Automata
(CA) [13–15] and the physical force model [16–18]. CA has the limitation of not
reflecting the real behaviour of the individuals as CA model is using heuristic approach
in updating individual movement rules [19]. One of the physical force model is the
Social Force Model (SFM) introduced by Helbing’s [20]. In SFM, the individual motion
was governed by the Newton’s equations. Most recent works have applied the SFM in
simulation analysis as it is capable of simulating medium-large scale of crowd that also
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include the socio-psychological behaviours, under emergency cases [21, 22]. Thus,
various types of crowd behaviours under panic situations can be produced such as
arching, clogging and the ‘faster is slower’ effect. However, most recent SFM models
were applied to test for only simple rectangular rooms [23]. Hence, by involving more
complex room design (i.e. multi-room or multi-floor) in the case studies, movement of
crowd using the original SFM may not be properly captured and simulated. To over-
come this problem and to reduce the complexity of the algorithm, this work will modify
the original model by combining the magnetic force approach to reduce computational
cost involved and an embedded path finding feature in the simulation model. Detailed
analysis on multi-room environment will be included in the simulation analysis to study
the effect of the path finding feature in the simulation model. Validation on modification
of SFM with the magnetic force model will also be described in this paper.

2 Methodology

The SFM has been used to simulate interactions between crowd movements in complex
systems. In developing the model for crowd basic movement, the mathematical model
includes the individual movement that results in a motivational force (F0 tð Þ), the
repulsion force with other individuals in the crowd (Fij tð Þ) and the repulsion force with
an obstacle (Fiw tð Þ).

Inspired by Helbing’s SFM, in this work, the individual physical and
socio-psychological interaction to move is described by the Newton Second Law [11],
which has the following equation:

F tð Þ ¼ m
dv
dt

ð1Þ

Based on Eq. (1) above, the movement of an individual is influenced by three main
forces, as described in the following equation:

F tð Þ ¼ F0 tð Þþ
X
i6¼j

Fij tð Þþ
X

w
Fiw tð Þ ð2Þ

where F0 tð Þ represents the motivational force for an individual in moving to its desired
target, Fij tð Þ and Fiw tð Þ are the repulsion forces to evade other individuals and obsta-
cles, respectively.

2.1 Individual Movement Motivational Force

In Eq. (2), the motivational force, F0 tð Þ is represented by the following equation:

F0 tð Þ ¼ m
v0 tð Þe0 tð Þ � v tð Þ

t
ð3Þ

where, m is the mass of the individual, v0 tð Þ is the desired speed of the individual, e0 tð Þ
is the desired direction, which is obtained by normalizing the individual vector position
with the destination point, and v tð Þ is the current speed of the individual at time t.
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2.2 Repulsion Force with Individual

As a modification to original SFM, the proposed model in this work utilizes the concept
from the magnetic model, by including the individual Field of View (FoV) and the
predefined boundary to repulse. Particularly, the modification was made by replacing,
Fij tð Þ in the original SFM by the proposed magnetic model. Therefore, the new
equation for a basic individual movement to repulse other individuals, Fij tð Þ, is given
by the following formula:

Fij tð Þ ¼ kr
MiMj

x2
:nij ð4Þ

where, kr is the repulsion constant, Mi and Mj are the social mass constant for the ith

and jth individuals, respectively. Thus, nij is a normalized vector perpendicular with the
individual. The repulsion constant, kr is represented by a positive number which can
take any value between 0 and 10, i.e. 0 < kr � 10. This range has been selected as it
was suitable to represent the amount of repulsive force to be exerted in the individual
movement. As an initial assumption in this work, Mi and Mj are assumed to be unity in
order to prove the similarity between the proposed and the original models. To cal-
culate the distance, x, between two individuals in in Eq. (4), the Eqs. (5) and (6) are
used:

Dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yi � yj

� �2q
ð5Þ

x ¼ Dij � Ri � Rj ð6Þ

where {xi, yi} and {xj, yj} are the position coordinates of the ith and jth individuals,
respectively, Ri and Rj are the radii of the ith and jth individuals, respectively, and Dij is
the distance between the centres of the two individuals. In Fig. 1 shows how to cal-
culate the distance between two individuals. From the modified model in Eq. (4), the
condition for an individual to repulse is based on its navigation FoV as well as the
pre-defined comfort area, as depicted in Fig. 2.

Fig. 1. Individual distance (from top view)
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In the proposed method, if an individual underlies within FoV and the pre-defined
boundary to repulse, denoted as A in Fig. 2, the latter will start to exert a repulsion
force instantaneously. Otherwise, no repulsion force is exerted.

2.3 Repulsion Force with an Obstacle

In this section, the modification was made by replacing Fiw tð Þ from original SFM
model by the proposed magnetic model. Therefore, using the same strategy in calcu-
lating the repulsion forces among individuals described in section above, the repulsion
force between an individual and an obstacle can be found in Eqs. (7) and (8):

Fiw tð Þ ¼ kw
x2w

:niw ð7Þ

xw ¼ ri � rwj j ð8Þ

where kw is a constant, rw is the individual distance check based on the individual
comfort area, x as described in Eq. (8). niw is the normalized vector perpendicular to the
individual if the repulsion force is exerted, ri; rw are the positions of the individual and
the obstacle, respectively. Similar to the range used for the repulsion constant, kr, in
Eq. (4), the range of kw used in this work is given by 0 < kw � 10. In this work, the
strategy adopted to avoid obstacles is depicted in Fig. 3 where additional normalized
vector is introduced in calculating Fiw tð Þ when an obstacle is encountered within the
individual condition to repulse. More precisely, the normalized vector, which is per-
pendicular to the obstacle, is included in the calculation of the new repulsion force to
evade. This modification will guarantee that no body contact will happen between the
individual and the obstacle.

Fig. 2. Individual operation to repulse (FoV)

Fig. 3. Repulsion condition between individual and obstacle
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Fig. 4. Dijkstra flowchart
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2.4 Path Finding Feature

Path finding feature is proposed in this work as a modification to the original model.
The aim of this feature is to guide an individual in selecting the shortest route towards
its target destination. For this purpose, the ‘Dijkstra Algorithm’ was adopted to achieve
the path finding feature. This algorithm uses simplified nodes calculation in all
directions of the individual movement. The Dijkstra Algorithm has been successfully
applied in various applications. Furthermore, this algorithm is fast and the node’s
explorations propagate until the desired point is reached. Hence, it is adopted in this
work. As depicted in Fig. 4, represent the flowchart of Dijkstra Algorithm integrated
with the proposed model.

3 Results and Discussions

In this section we discuss the numerical simulation analysis based on two types which
are:

(i) Qualitative analysis: through observing effect of collective behaviours.
(ii) Quantitative analysis: effect of path finding feature for multi-room environment.

3.1 Qualitative Analysis – Clogging Behaviour

Clogging behaviour are more likely to occur in a crowd of higher density. In this
situation, when passing through a narrowed exit such as door, the more dense crowd
will cause the slower individual can move. The exit door becomes clogged while the
crowd will forms an arch-shape as depicted in Fig. 5.

We have constructed similar scenario of environment from the original model so
that it can be directly compared with the approach in [20] to validate our proposed
method. The environment of the simulation model is a single room of size
15 m � 15 m, with a single exit of width 1 m. A crowd of 50 individuals is considered

Fig. 5. Clogging and arching behaviour at a narrow exit door
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in the room, and is randomly distributed using the parameters described in
Table 1 below. The simulation is conducted in a 2-dimensional (2-D) space. Each
individual in the crowd is positioned in (x, y) coordinates. The maximum desired speed
of individual is set to 1.5 ms−1, similar to that used in [20].

By replacing the original mathematical model with the proposed magnetic approach
for Fij tð Þ and Fiw tð Þ in the SFM, qualitative type of analysis such as arching and
clogging behaviour can be observed in the simulation results, which are as same as
those produced in [20, 24, 25]. This can be shown through snapshots of the crowd
movement at t = 0 s, t = 10 s, t = 20 s and t = 30 s in Fig. 6. The total time taken for
the crowd to escape in the simulation analysis is t = 34.5 s. It shows that the proposed
mathematical model provides a good representation for crowd movement, hence

Fig. 6. Simulation snapshot for (a) t = 0 s (b) t = 10 s (c) t = 20 s (d) t = 30 s

Table 1. Parameters used in the modified model

Symbol Representation Value

m Individual body mass 80 kg
r Individual body radius 0.25–0.35 m
s Reaction time 0.5 s
kr Repulsion force with individual 0 < kr � 10
kw Repulsion force with obstacle 0 < kw � 10
Mi and Mj Social mass 1
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allowing various details of individual characteristic such as the FoV (180°) and
pre-defined boundary (2 m) to repulse other individual to be included.

This phenomena, arching and clogging, happens due to higher physical interaction
between individuals to evacuate through a single narrow exit. This effect can also cause
individual speed to slowly decrease, hence, the time duration for the individual to
escape from the environment are delayed. Figure 7 shows the comparison of qualitative
analysis for the benchmark test produced by the developed model, original models
[20], Helbing’s Model and previous works [24, 25].

3.2 Quantitative Analysis – Dijkstra Algorithm for Path Finding
in Multi-room Environment

To test the effectiveness of the proposed path finding feature in the model where we
have considered a multiple rooms on a single floor problem in the simulation envi-
ronment. There are 6 rooms (5 m � 5 m) with 1 main exit constructed in the model as
represented in Fig. 8.

Fig. 7. Benchmark test for qualitative analysis (a) developed model, (b) SFM, (c) other model

Individual 1

Main Exit 

Individual 2 Individual 3

Individual 4 Individual 5Individual 5 Individual 6

Room 4 Room 5 Room 6

Room 1 Room 2 Room 3

Fig. 8. Multi-room environment
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All the individuals will escape from each room by moving towards the main exit
door. Each of the rooms and main exit door sizes were assigned with 1 m, which is the
standard door size in residential/office buildings. For initial testing, we used 6 number
of individuals that are randomly placed in the room. The individual used the generated
waypoint from the ‘Dijkstra Algorithm’ to move towards the main exit door. The total
time taken and generated waypoints for them to move towards the exit door have been
compared with the original SFM. The experiment was repeated for 5 times by changing
the initial individual position in the environment randomly. The results are as depicted
in Figs. 9 and 10 and tabulated in Table 2.

Fig. 9. Generated waypoint for the individual using Dijkstra algorithm

Fig. 10. Snapshot of the individual movement in the environment at (a) t = 1 s (b) t = 4 s
(c) t = 6 s (d) t = 10 s
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By using path finding feature integrated with the proposed model, the time taken
for all individuals to evacuate through the main exit door is in between 11.5–12.2 s.
Generated waypoint from the ‘Dijkstra Algorithm’ will guide the individual to the exit
door. Hence, proposed ‘Dijkstra Algorithm’ will be benefit to be used in finding
shortest path for the individual in selecting route to evacuate. Meanwhile, by using
original SFM, the task for the individual to evacuate safely through main exit was not
completed. This is due to individual waypoint for path finding feature to move in
complex environment was not defined in the model. Other than that, individual
movement was treated as a particle to move to search the target destination without
guidance thus, will take longer time to end the simulation. Furthermore, it will not
represent on how the real individual in the crowd will behave.

4 Conclusion

This paper presents a modified SFM with magnetic model and path finding feature in
representing detailed characteristics of individuals in a crowd moving in a simulated
environment. From the simulation studies presented, the proposed model has shown its
effectiveness in producing realistic movement of individuals in the multi-room envi-
ronment with waypoints to guide them towards the target destination. Furthermore, the
modified SFM with the magnetic model has reduced the complexity of the mathe-
matical model while including details characteristic (FoV and repulsion boundary) of
the individual to represent more detailed real human characteristics. Eventhough the
original model has been modified, common collective behaviours such as arching and
clogging at the main exit door can still be produced from the proposed model. The
main limitation of this model is that the values of individual parameters kr, kw, Mi and
Mj need to be tuned in order to represent realistic crowd movement.
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Abstract. Spatial cluster detection of infected areas is widely used for disease
surveillance, prevention and containment. However, the commonly used cluster
methods cannot resolve the conflicts between the accuracy and efficiency of
detection. We present an improved method for flexibly shaped spatial scanning,
which can identify Irregular spatial clusters much more accurately and effi-
ciently. First, we convert geographic information to a graph structure. Next, we
approximately locate the disease regions. And then, based on the approximately
located regions, we detect arbitrarily shaped and connected clusters in the graph
based on likelihood ratio. Finally, we check the significance of the identified
regions by Monte Carlo method. The algorithm is tested by an agent based
simulation of H1N1 influenza data in Beijing. The results show that compared
with the previous spatial scan statistic algorithms, our algorithm performs better
in terms of shorter time and higher accuracy.

Keywords: Agent-based simulation � Graph mining � Cluster detection �
Spatial statistics � Disease surveillance

1 Introduction

In the area of public health security, the space disease surveillance study was conducted
to identify and predict the spatial distribution of disease transmission at the beginning
of the disease outbreak, which can help disease containment.

To illustrate this scenario, Fig. 1 depicts the disease outbreak problem, which
shows the cholera outbreak along a winding river floodplain. In the left part, each
region represents a county. We convert the left part to a connected graph G = (V, E)
where nodes v 2 V represent the regions with features values xv representing the patient
number, which is shown in the right part. Our goal is to find the most possible outbreak
regions over all connected sub-graphs.

Common spatial cluster detection algorithms search the epidemic regions by setting
the scan window to a specific shape, such as circle [1, 2] (CircleScan), rectangle [3],
and oval [4]. These algorithms are fast, but the outbreak regions can be irregularly
shaped, many regions without decease outbreak are often included in detection, it has
been recognized that this can result in loss of detection performance [5].
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In order to solve the problem of the above algorithms, Tango et al. proposed a spatial
cluster algorithm that can detect arbitrary shape outbreak regions, called “flexibly
shaped spatial scan statistic” [5] (FlexScan). Compared with the previous algorithms,
the FlexScan algorithm detects the epidemic regions more accurate. However, since the
FlexScan algorithm needs to traverse the entire region and its nearest K−1 regions, the
computational efficiency of the algorithm will be very low when K � 20.

Some scholars hope to use the heuristic algorithm to accelerate the process of
detection. Duczmal et al. used simulated annealing algorithms to check criminal
clusters in large cities [6]. Neill et al. proposed a fast space scanning algorithm (LTSS)
by build scoring functions to accelerate the calculation process [7]. Although the
heuristic algorithms have fast computing speed, so far, most of the heuristic algorithms
will detect regions which is much larger than the actual outbreak regions or get multiple
non-connected outbreak regions, the accuracy is still lower than common algorithms.

In the field of disease surveillance algorithm test, it is difficult to distinguish
between epidemic disease and general disease, for they have similar symptoms.
Scholars always use simulation data for algorithm performance test. Neill et al., by
assumed that the number of patients increases linearly within the duration of the
outbreak but the range of disease transmission does not change over time [8], which is
inconsistent with the real situation. While other data generation methods based on
previous outbreaks of data require a lot of historical data support [9] and are complex
for researchers in non-simulation areas.

The main contribution of this paper is to balance the accuracy of detection and the
efficiency of computation, and use an agent-based simulation for algorithm perfor-
mance test. We explore the improved flexibly shaped spatial scan statistic (IFlexScan)
algorithm by combining the CircleScan algorithm and the FlexScan algorithm. And
according to an agent-based simulation model of Beijing [10–12], the performance test
data is generated.

2 Improved Flexibly Shaped Spatial Scan Statistic

Spatial cluster detection algorithms generate a large number of scanning windows, and
the regions which are covered by the window are called candidate regions. We assume
that the number of patients subject to Poisson distribution, and select the candidate

Fig. 1. Convert the real map to a connected graph.
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region, which has the largest likelihood function of patients, as a predicted disease
epidemic region.

For any given region i, the CircleScan algorithm generates a set of concentric circles
as the scanning window. In order to improve the accuracy of detection, the FlexScan
algorithm generates subsets of the candidate regions in the CircleScan algorithm, which
can be arbitrarily shaped, as their candidate regions. For any given region i, we denote
the maximum of neighbor regions is K, then the computational complexity of the
FlexScan algorithm is O 2Kð Þ, and the CircleScan algorithms is O (K). Therefore, the
FlexScan algorithm takes much more time than the CircleScan algorithm.

It is shown that in the case of K greater than 30, the operation time of FlexScan
algorithm will more than a week [5]. Therefore, FlexScan algorithm is not suitable for
discovering large epidemic regions.

2.1 Criteria for the Surveillance Epidemic Regions

If there is spatial clustering of the diseased population, then we believe that there is at
least a region A in the candidate regions set Z, in which the proportion of the disease
will be higher than outside. Then we can establish the following hypothesis test as
shown in formula (1):

H0 : E N Að Þ½ � ¼ n Að Þ; 8A 2 Z;H1 : E N Að Þð Þ[ n Að Þ; 9A 2 Z ð1Þ

where N represents the observed number of patients in the region, and n represents the
expected number of patients in region.

The test statistic is constructed by using the likelihood function according to the
Poisson distribution, as shown in (2):

L ¼ supA2Z
n Að Þ
n Að Þ

� �n Að Þ n A0ð Þ
n A0ð Þ

� �n A0ð Þ
Iðn Að Þ
n Að Þ [

n A0ð Þ
n A0ð ÞÞ ð2Þ

where A′ represents the regions except region A, n represents the observed number of

patients in region, Iðn Að Þ
n Að Þ [

n A0ð Þ
n A0ð ÞÞ denotes an instruction function.

To test the significance of A, we use Monte Carlo simulation to generate 999 groups
of data, which obey the null hypothetical. Then we calculate the corresponding L value
of each group, if the L value of A is greater than 95% of the simulation data, we can
determine that the region A is the disease outbreak region.

2.2 Narrow the Scope of Surveillance and Precisely Identify Outbreak
Regions

Figure 2 shows the spatial scanning process of the IFlexScan algorithm, where the
circle regions represent the approximate range of the epidemics. Note that there must be
intersecting nodes between the circle regions. The dark gray region represents the
precise positioning of the epidemics. The criteria for determining the epidemic regions
are described as above.
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For the nodes inside the approximate range of the epidemics. We use a set of
Boolean values to represent the scan window, where 0 indicates the node is outside the
scan window, 1 indicates the node belongs to the scan window. Generate all possible
combinations by traversing, and the connectivity of nodes is judged by the adjacency
matrix.

As can be seen from Fig. 2, although the IFlexScan algorithm and FlexScan
algorithm both used traversal search method, the surveillance scope of IFlexScan
algorithm is significant reduction. In addition, CircleScan limits the search direction of
the IFlexScan algorithm, so that the IFlexScan algorithm is more efficient than the
FlexScan algorithm when the maximum of regions K is same.

3 The Generation of Simulation Data

Disease outbreak is hard to predict. In real situation, it is difficult to distinguish H1N1
from common cold, because they have similar symptoms. And we cannot evaluate the
performance of detection algorithms. Simulation data can help us solve this problem.
We use an agent-based simulation model to build artificial Beijing that contains
10 million people [10–12]. And then we set the initial patient of the H1N1 flu, and then
carried out simulation for 100 days.

3.1 The Simulation Model of Beijing

We divided Beijing into 309 areas according to streets, use the distribution of resi-
dential buildings and corporations which we found on the internet, to simulate the
population in Beijing [10–12], as shown in Fig. 3.

The generation of daily activity schedules depends on the daily activity pattern.
According to literature [13–15] generate their daily activities schedule, as shown in
Table 1. Based on a city survey, the percentage is derived from [15]. In the actual
simulation, an entertainment or medical activity will replace O (others).

Fig. 2. IFlexScan algorithm spatial scanning process
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The required movement time can be dynamically estimated, taking into account
starting point and end point. In addition, an agent’s infectious status will affect their
behavior and then be reflected in the activity schedule. For example, if agents were
infected, it will be extended to stay at home time, reduce working hours, to avoid
crowded places such as entertainment place. Therefore, the parameters of the generated
activity can be adjusted to suit different situations.

3.2 The Simulation of H1N1 Flu

The contact between agents may cause H1N1 infection. The course of disease devel-
opment can be described by SIR model, as the following stages shown:

(1) Susceptible: Agents not infectious;
(2) Infected: Agents are infectious, and can infect others;
(3) Recovered: Remove agents from model.

In stage 2, agents can transmit H1N1 flu to others, we assume that each agent in
stage 2 has the same infectivity. We describe the infection process by basic regener-
ation number R0, which means during symptom period, average number of agents can
be infected by an infected agent. We introduce three parameters Dincubation, Dsymptom

(a) residential buildings (b) corporations

Fig. 3. Distribution of residential buildings and corporations.

Table 1. Agent activity schedule, where H means home, W means workplace, O means others.

Activity mode Percentage

HWH 53.4
HWHOH 10.3
HWOWH 2.7
HWHWH 27.1
HWHWHOH 6.5
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and Dvaccination for stage 2, represent the duration of incubation, symptom and vacci-
nation respectively. For H1N1 flu we can set Dincubation = 1–2, Dsymptom = 1–7,
Dvaccination = 7–21 according to [16].

We set the basic regeneration number R0 = 1.86, according to [17]. And we chose
10 residents from different streets, as the initial patient of the H1N1, and then carried
out simulation for 100 days. Recording the regions where all patients were located from
the beginning of the simulation to the day which has largest patient growth rate, as the
H1N1 outbreak regions. The detailed information of simulation is shown in Table 2.

The range of H1N1 influenza transmission is shown in Fig. 4, where the dark gray
regions represents the street where the initial patients were located and the light gray
regions represents the street under the H1N1 flu spread.

We injected the simulated data into real-world fever data. This allows us to take into
account the noisy nature of real world. The fever data were counted by 10 tertiary hospital
in Beijing, fromMay 1, 2016 to July 31, 2016. The data had a daily mean of 35 case, and
were analyzed by one-way ANOVA, the P value was less than 0.001. Therefore, there
was no significant correlation between the number of patients and the time.

Table 2. The detail information of agent-based simulation in Beijing H1N1 flu

No. Initial patient’s
location

Record time
(day)

Cumulative number
of patients

Number of regions
within H1N1

1 Ganjiakou 23 849 11
2 Chongwenmen 18 1136 15
3 Tiantan 25 1527 15
4 Qinglong bridge 31 462 12

(a) Ganjiakou (b) Chongwenmen

(c) Tiantan (d) Qinglong bridge

Fig. 4. Influenza-transmitted regions of experiment (1)–(4), respectively.
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4 Experimental Results

We present empirical results of IFlexScan’s detection power and running time, using
the simulation data above. And we compare the results with CircleScan and FlexScan
to show the advantages of our proposed algorithm.

4.1 Comparison of Algorithms Performance

We measured the performance of the algorithm by recall rate and precision. In order to
illustrate the significance of the recall rate and precision, we set the outbreak regions as
the positive samples, and no outbreak regions as the negative samples. The introduction
of the relative conceptions is shown as below:

(1) TP (True Positive): Indicates the number of positive samples correctly predicted
by the algorithm.

(2) TN (True Negative): Indicates the number of negative samples correctly predicted
by the algorithm.

(3) FP (False Positive): Indicates the number of negative samples that were incor-
rectly predicted by the algorithm as positive samples.

(4) FN (False Negative): Indicates the number of positive samples that were incor-
rectly predicted by the algorithm as negative samples.

Let recall ¼ TP
TPþFN , precision ¼ TP

TPþFP. In the problem described in this paper, the
number of positive samples are relatively small, which belongs to the class imbalance
problem. To measure the performance of the algorithm, the above two indicators
combined as an indicator, called F1 value, which is defined as follows:

F1 ¼ 2 � recall � precision
recallþ precision

ð3Þ

Table 3 shows the computational performance of the three algorithms for the four
experiments when K = 25.

It is can be seen from Table 3, in experiment 1 and experiment 2, outbreak regions
showed relatively regular shape, CircleScan algorithm has a higher F1 value. In
experiment 3 and experiment 4, outbreak regions showed a relatively irregular shape,
CircleScan algorithm has a lower F1 value. Therefore, CircleScan algorithm cannot
accurately determine the epidemic regions for the irregular shape. FlexScan and
IFlexScan algorithms have good performance for any shape of the epidemic regions.

Figures 5 and 6 show the results of the three algorithms in Experiment 3 and
Experiment 4 when the F value is maximum respectively. The outbreak regions of the
correct classification (TP) are colored by blue. The non-outbreak regions of the correct
classification (TN) are colored by white. The outbreak regions which are incorrectly
classified as non-outbreak regions (FN) are colored by yellow. The non-outbreak
regions which are incorrectly classified as outbreak regions (FP) are colored by red.
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Through Figs. 5 and 6, we find that for irregular outbreak regions, CircleScan’s
classification regions are approximately circular and therefore CircleScan has a high FP
value which lead to a lower F1 value. In contrast, FlexScan and IFlexScan classification
regions are more consistent with the actual situation, and IFlexScan has a better
surveillance effect.

Table 3. Comparison of algorithm performance

No. Algorithm TP TN FP FN Recall Precision F1

1 CircleScan 11 296 2 0 1 0.85 0.92
FlexScan 11 298 0 0 1 1 1
IFlexScan 11 298 0 0 1 1 1

2 CircleScan 10 294 0 5 0.67 0.91 0.77
FlexScan 13 294 0 2 0.87 1 0.93
IFlexScan 15 294 0 0 1 1 1

3 CircleScan 11 280 14 4 0.73 0.44 0.55
FlexScan 11 293 1 4 0.73 0.92 0.81
IFlexScan 13 293 1 2 0.87 0.93 0.90

4 CircleScan 9 285 12 3 0.75 0.43 0.55
FlexScan 10 297 0 2 0.83 1 0.91
IFlexScan 12 296 1 0 1 0.92 0.96

(a) CircleScan (b) FlexScan (c) IFlexScan

Fig. 5. The detection results of the three algorithms in experiment 3. (Color figure online)

(a) CircleScan (b) FlexScan (c) IFlexScan

Fig. 6. The detection results of the three algorithms in experiment 4. (Color figure online)
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4.2 Comparison of Algorithms Run Time

We use a personal computer (windows 8, CPU i5-5257U, 2.7 GHz) to compare the
running time of IFlexScan, FlexScan and CircleScan, according to experiment 4. In
Fig. 7, we present average run time for the three different algorithms.

It can be seen from Fig. 7, when K� 13, the three algorithms can find outbreak
regions within 10 s. The running time of CircleScan algorithm is level off with the
change of K value. The running time of FlexScan algorithm and IFlexScan algorithm
starts to increase rapidly when K � 13 and K � 17 respectively. But compared to the
FlexScan algorithm, our proposed algorithm is about 10 times faster, when K is same.
Therefore, our proposed algorithm can cover a larger range of monitoring when the run
time is allowed.

Table 4 shows the best performance achieved by FlexScan and IFlexScan, as well
as the required running time, in each experiment.

Through Table 4, we find that for the irregular regions in this article, compared to
FlexScan, IFlexScan required much shorter running time.
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Fig. 7. Run time analysis for the three algorithm.

Table 4. The best performances and running time

No. Algorithm K F1 Running time (seconds)

1 FlexScan 11 0.95 3
IFlexScan 15 0.91 2

2 FlexScan 19 0.92 223
IFlexScan 15 0.93 4

3 FlexScan 25 0.81 2616
IFlexScan 25 0.9 382

4 FlexScan 23 0.91 741
IFlexScan 19 0.91 6
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5 Conclusion

We convert geographic information to a graph structure and present IFlexScan algo-
rithm to detect the most possible outbreak regions over all connected sub-graphs.
According to the agent simulation model to establish artificial Beijing [10–12], and
generated H1N1 influenza simulation data, for algorithm test.

Compared with the FlexScan algorithm, the IFlexScan algorithm reduces the
running time of the spatial clustering regions detection by narrowing the scope of
surveillance. When the maximum neighborhood size K � 20, IFlexScan algorithm can
get the operation result in 10 s. When the maximum neighborhood size K[ 20,
IFlexScan algorithm still has a relatively fast computational speed, which means
IFlexScan can find a wide range of spatial clustering.

For irregular shape outbreak regions, our proposed algorithm also has a higher
surveillance performance. For example, in experiment 3, the real epidemic regions
present long strip shape, IFlexScan algorithm F1 [ 0:9, higher than the previous space
scanning algorithms. This indicates that the IFlexScan algorithm can position the
spatial clustering regions more accurate.

We believe, that in the field of disease surveillance algorithm test, compared with
the previous data generation, the simulation model based on agent, has certain
advantages. The agent-based simulation model data generation method is relatively
simple, only researchers need to set a few parameters, can they can generate simulation
data that similar to the reality. It has valuable reference for the future performance test
of spatial clustering algorithm.
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Abstract. The software agent technology is one of the human assistive tech-
nologies that enables team working. In the process of achieving the team goals, an
agent may need help from its teammate to perform its remaining task’s activities in
order to meet the task’s deadline. However, certain conditions are needed to be
fulfilled for the task transfer even though these would be a burden to the teammate.
This paper shows the use of aWorkloadManager for handling signals to allow the
agent getting help from its teammate. It is also used to identify the available
teammate agents that can really help. In this paper also, we simulate the transfer of
the remaining task’s activities from one agent to another and demonstrate the
process of awarding merit points to the agent that sincerely helps its teammate.

Keywords: Task � Task transfer � Teammate agent � Workload � Sincerity

1 Introduction

The existence of intelligent technologies such as drones and robots which are autho-
rized to make decisions at a certain level eases many burdens of humans especially in
performing tasks. With these technologies, task performances are accelerated and at the
same time are maintained at high quality of delivery and output. One of the autono-
mous technologies that support these intelligent technologies is the software agent
technology. A software agent is able to work individually or in a team to accomplish its
assigned objectives [1]. The ability of a software agent to collaborate with its teammate
and react to its environment is one of the keys that accelerate and improve task
performance. It is also capable of performing multiple tasks at a certain time. This
autonomous technology has proven its advantages in many fields such as healthcare,
energy consumption, manufacturing and military [2–5].

While the advantages of software agent technology have been proven in many
fields, the mechanism to avoid imbalance of task delegation among agents in a com-
munity should be taken into account in designing the intelligent system. The situation
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is worst if the tasks involve deadlines which cause problems to an agent. One solution
to this problem is for the agent to transfer some of its tasks to a teammate agent.
However, in certain situation this can be a burden to the teammate agent, especially if it
is having a heavy workload. The agent may face problem to identify a suitable
teammate agent which is willing to cooperate in completing the task.

This paper discusses the method of designing the process of task transfer in a
software agent community by considering the total workload of each agent. We pro-
pose a Workload Manager that calculates an agent’s workload but also determines the
right time for the agent to get help from a teammate agent. The Workload Manager also
identifies a suitable agent which can offer help to the agent. This paper also shows the
process of awarding merit points to an agent which helps its teammate to sincerely
perform the task.

This paper presents the work-in-progress of our research in modeling sincerity for
software agents. The rest of this paper is organized as follows: The next section
discusses the related work in this area. We show the design of task transfer in a
software agent community. We then animate the process as a simulation to validate the
design. Finally, we conclude the paper.

2 Related Work

A software agent is a component that supports autonomous technology. It can work
individually or in a group to meet some assigned objectives [1, 6]. The characteristics
of software agent such as reactive, autonomous, communicative, goal-oriented,
learning, mobile and flexible supports the software agent to work in dynamic envi-
ronment [1, 6–9]. It also interacts with its community via negotiation, coordination and
cooperation activities.

The ability of a software agent to work in a team is an advantage of this technology
to deliver a much faster output and with higher quality. It can also build teams in
dynamic environments. These advantages provide humans with the confidence to
authorize agents in making decisions at certain levels and assist humans [4, 10].

Although working as a team brings many benefits to software agent in achieving the
goals, the coordination among agents in a community should be designed properly.
Since agents may have individual and shared goals, designers in agent-based systems
should design the coordination of agents to avoid conflicts in achieving the individual or
shared goals [1]. The situations of multi-agent systems’ organization should be carefully
studied because collaboration within the community depends so much on it [11].

Conflicts could become worst if the tasks that are handled by the agents involve
tight schedules with deadlines. The problem of tasks with the deadlines involve issues
such as resources problems that need to be managed to avoid conflicts in performing
tasks individually or in groups [12]. The agents may face with issues in managing to
achieve individual or team goals. In this situation, the agents should find ways to
balance the effort of fulfilling the individual and the team goals [11]. Here, agents’
workloads could be considered in solving this problem. The workloads could be an
indicator to identify the percentage of burden for each agent, which enforces com-
munity awareness between the agents and their environments [13].
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In order to motivate the agents to take action ethically, the ethical behaviour such as
human sincerity should be instilled in software agent environments. Machine ethic is
one of the applied ethics that is created to ensure the machine such as robot, drone or
autonomous system to function ethically. The increasing of autonomous machines
usage in taking over humans’ tasks is a signal to us to include the machine ethics in
autonomous machines, especially in the role of decision making [4, 14, 15]. Adapting
human behaviour to the machine environment is a solution to develop ethical machine
behaviour that is more human user-friendly. Previous researches had proven that
adapting human behaviour to machine environment brought a lot of advantages to
human livelihoods [16, 17].

3 Task Transfer Between Agents

The process of task transfer involves a group of agents that consist of worker agents
and their teammate agents. In this environment, we propose a Workload Manager
(WM) that computes a workload for each agent. This Workload Manager will monitor
the each task under every agent and also the performance of overall tasks. The mon-
itoring activity of each task is to identify the needs of favour completing it before the
deadline. From here, the Workload Manager will be able to use the signal to worker
agent to get help from another teammate agent. While monitoring the overall task
performance of all agents, the Workload Manager, at the same time, will be able to
identify the teammates that could offer help to worker agent. The details of Workload
Manager processes have been discussed in the previous research [18].

Figure 1 shows the process of transferring a remaining task from a worker agent to
its teammate agent. Based on the workload of each agent, the Workload Manager
broadcasts a signal when a worker agent is allowed to get help from its teammate

Fig. 1. Sequence diagram of transferring remaining task from one agent to another
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agents. We constrain this signal to avoid a worker agent from overly depending on its
teammate agents in performing tasks. In this research, the system broadcasts the signal
when a worker agent achieves the percentage of a task completion; CT <= 50% and
the remaining deadline of the task; DL <= 40%.

In order to avoid the burden to the other agents which are having heavy workloads,
the Workload Manager calculates all agents’ workloads to identify their availabilities.
In this system, a worker agent can only get help from a teammate agent which does not
have a heavy workload. The system considers an agent as having a heavy workload if
the total workload of all tasks assigned to it exceeds 100%. The current task, Tc, and the
incoming task, Ti, (the task that will be transferred to the agent) is summed up to
determine whether the workload exceeds 100%. The agent with a heavy workload is
considered as an indispensable agent.

From the list of available agents, a worker agent chooses a teammate agent, which
would give a supportive response to the request. If the available agent is more than one,
the worker agent chooses the one with the lowest workload among the available agents.
The worker agent then sends a request and waits for the decision from the selected
teammate agent. The teammate agent decides whether to accept or reject the request.
Once the teammate agent agrees to help, the worker agent transfers its remaining task’s
activities to the teammate agent.

In this system, we implement the awarding of merit points to a teammate agent and
Fig. 2 shows the sequence diagram of the process. Merit points are used to analyze and
gauge the sincerity of a teammate agent when it gives help to a worker agent. We use
the point system as a mechanism to formulate the sincerity of agents in the environment
[18–20].

Fig. 2. Sequence diagram of awarding merit point to the agents
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The system starts to analyze the merit point gains when a teammate agent delivers
the output of a task it has agreed to help. Two criteria are considered when giving the
merit point; (i) fulfilling the deadline, and (ii) the condition from the teammate agent.
The teammate agent gets 1 merit point if the task is completed on time or earlier and the
teammate agent does not give any condition for performing the task completely. The
agent is considered as sincere agent if it fulfills these criteria. However, the agent gets 0
merit point if it fails to meet these criteria, which shows the agent’s insincerity.

4 Simulating Task Transfer Between Agents

To validate the design, we create a simulation using Java and the JADE platform. We
exploit the POSTGRESQL as a database for this system.

In the simulation, we create three agents: Agent_1, Agent_2 and Agent_3 that are
involved in production works such as printing and packaging of products. In this
simulation Agent_1 and Agent_2 have two tasks while Agent_3 is free. The tasks’
information for Agent_1 and Agent _2 is stated in Table 1. Figure 3 is an example of
an interface for inserting the task’s information.

Subsequent to the entry of the task assigned to each worker agent, the system shows
the total workload for each agent. Currently, the worker agents’ information shows that
the total workload of Agent_1 and Agent_2 is 17.77% each while the total workload of
Agent_3 is 0.00%. Figure 4 shows the total workloads for all agents.

Figure 5 shows that there is a worker agent, which needs help to perform and
complete its task. On 2017-04-04, the system detects that Agent_1 needs help to
perform the printing task. The deadline for this task is 2017-04-07 and the completion
status is 0/3, which shows that the activities are not completed for this task. Agent_1’s
workload also increases to 44.44%. These situations fulfill the condition for the agent
to get help from its teammate.

Based on the Workload Manager, the available agent that can give help is dis-
played. In this case, Agent_2 and Agent_3 are available to give help to Agent_1. If the
number of available agents that can offer help is more than one, the system compares
the total workload among these available agents. Based on the communication between
the agents as shown in Fig. 6, the system chooses Agent_3 because its workload is
0.00% while Agent_2’s workload is 17.77%.

Table 1. The tasks’ information for Agent_1 and Agent_2

Agent Task Task deadline No. of activities

Agent_1 Printing 4/7/2017 3 activities
Packaging 4/13/2017 5 activities

Agent_2 Printing 4/7/2017 3 activities
Packaging 4/13/2017 5 activities
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Then, the remaining task’s activities are transferred to Agent_3. The workload of
Agent_1 is reduced and the Agent_3’s workload is increased. Figure 7 shows the
changes to both workloads of Agent_1 and Agent_3 after the task transfer.

As mentioned earlier, the teammate agent gets 1 merit point if it completes the task on
time or earlier without putting any condition and is considered as a sincere agent. In this
case, Agent_3 successfully completes the task on time without putting any condition.

Fig. 3. An example of interface for inserting a task

Agent_1’s Workload Agent_2’s Workload Agent_3’s Workload

Fig. 4. Workload of agents
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Thus, Agent_3 gets 1 merit point because it actions shows that it is a sincere agent.
Figure 8 shows the merit point earned by Agent_3.

The simulation shows that the Workload Manager works well in delegating tasks
and managing help. The simulation also shows the validity of the task transfer design to
streamline the imbalances of workloads among agents.

Fig. 5. Agent_1 needs help for performing its task

Fig. 6. The communication of agents at the time of choosing the available agent
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5 Conclusion and Future Work

Team working is one of the keys for agents in accomplishing shared objectives. It
provides many benefits in supporting autonomous agents to perform tasks faster and
with higher quality. However, the problem of workload imbalances among agents can
be a serious one. Indirectly, it would negatively affect the accomplishment of the
objectives to perform scheduled tasks. Consequently, the transfer of the remaining
task’s activities from one agent to another should be crucially designed, which this
research has attempted to achieve.

The implementation of the Workload Manager in this process somewhat eases this
problem and at the same time ensures that the agents are able to deliver the tasks’
output as scheduled. The use of merit points for awarding teammate agents which help
the worker agents sincerely presents a positive strategy in motivating agents to help
each other in its community.

However, the enforcement of sincerity behavior in software agents should be for-
mulated properly to ensure that it works in its environment. As a perspective for further
research, we plan to integrate all formulation of instilling sincerity in software agents
and simulate it to study the effectiveness of this formulation. In future, the cumulative
of sincerity merit point will be used to calculate the sincerity level of agent. This
sincerity level will be used to identify how the agent will react to its environment when
its teammate facing problems while performing the task.

Fig. 7. The changes of workload for Agent_1 and Agent_2

Fig. 8. The Agent_3 gets 1 merit point from the system
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Abstract. This paper discusses the application of artificial neural networks
(ANN) in terms of eye diagram modeling, where ANN models are trained to
predict the eye height and eye width, which are useful information for signal
integrity inspection. This paper also presents an improved version of the
adaptive sampling method which is used in the data collection process. The
proposed adaptive sampling manages to reduce the number of training and
testing samples needed to train the neural model, thus reducing the time needed
to simulate the data. In addition, the proposed adaptive sampling can generate
training and testing samples more evenly across the whole design space,
reducing the risk of oversampling and undersampling.

Keywords: Neural network � Eye diagram � Transmission line � Adaptive
sampling

1 Introduction

Recently, neural networks have been used in modeling signal integrity (SI) issues
[1–4]. As the signal rate increases, signal integrity evaluation based on eye height
(EH) and eye width (EW) requires a huge amount of computational power. Neural
network can be used as a fast and accurate solution to the problem. One of the most
widely used neural network structure for microwave modeling is the multi-layered
perceptron (MLP) [5]. Theoretically, a 3-layered MLP is capable of modeling any
highly non-linear function [6]. However, for a function with a high non-linearity and
high dimensionality, a large amount of training data might be needed.

In [3], the design of experiment (DOE) technique is used to train an MLP model to
model a high-speed interconnect system. However, using the DOE technique does not
prevent the number of training samples from growing rapidly when the dimension starts
to increase. An approach called the reduced training set (RTS) is presented in [4]. RTS
only uses samples that contribute to the values of maximum, minimum, and nearest to
the median of that of the frequency response at selected frequencies. Thus, RTS has its
number of training samples independent of the dimension of the design space. Despite
that, RTS still requires an initial generation of a large sample set before reduction, and
this can be prohibitive if sample set generation is computationally expensive.
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Another method to reduce the amount of training samples is the adaptive sampling
technique [7]. This technique starts the training process of the neural network with a
small amount of training data, and then computes the accuracy/performance of the
model at each region of the design space to identify the regions with high non-linearity.
Then, more training samples are added to the non-linear regions. However, the adaptive
sampling can sometimes focus on generating too many samples in the already iden-
tified non-linear region while completely missing the other regions. A simple modifi-
cation is proposed in this work to improve the original adaptive sampling by dividing
the errors of every region with weights where their values are dependent on the volume
of the regions.

2 Multilayer Perceptron

Artificial neural networks (ANN) is a computational model consisting of a number of
simple, highly interconnected processing units called neurons or nodes. The main
advantage of a neural network is its ability to learn and adapt during the training
process, and then store the acquired knowledge in the form of an interconnection
strength between neurons known as the weights. Multilayer perceptron (MLP) is a type
of neural network with an input layer, an output layer, and one or more hidden layers.
In this work, MLPs with one hidden layer are used (Fig. 1). Usually, hidden neurons
have non-linear activation functions which are continuously differentiable such as the
tansig function as shown in Fig. 2, whereas the output neurons have linear transfer
functions. In this work, the Levenberg-Marquardt backpropagation algorithm [8] is
used to create and train neural network models. The purpose of the training process is
to adjust the weights of a neural network so that the errors between the desired outputs
from the training samples and the modelled outputs by that neural model are mini-
mized. More details on neural network computation and its training process can be
found in [9], while [10] presents a survey on applications of neural network in
microwave and RF design modeling.

Fig. 1. An example structure of a 3 layer MLP.
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2.1 Selection of the Number of Hidden Neurons

A trial-and-error approach is used to find the optimum number of hidden neurons. First,
a total of Ntrials neural models with Hmin hidden neurons are created and trained. Then,
this process is repeated by creating Ntrials neural models with their number of hidden
neurons, H increase by dH until H = Hmax. The Nguyen-Widrow method is used to
generate initial weight and bias values for a layer so that the active regions of the
layer’s neurons are distributed approximately evenly over the input space. All neural
models are trained using the Levenberg-Marquardt backpropagation algorithm. During
training, early stopping with a validation set is used to improve the generalization
capability of the neural model. Each time a neural model is created, it is evaluated
based on its test performance. The neural model with the best test performance is
selected as the final design. The pseudo-code in MATLAB for implementing the
trial-and-error method is shown below:

for H = Hmin:dH:Hmax
for index = 1:Ntrials
net = neural model with H hidden neurons;
train net with training samples;
test net with testing samples;

end
end
bestNeuralModel = neural model with lowest test error

3 Eye Diagram Measurement

An eye diagram is a representation of high-speed signals that allows SI engineers to
examine and determine the quality of the signal. An eye diagram is constructed by
slicing the time-domain (TD) signal waveform into sections that are a small number of
symbols in length, and overlaying them. Then, signal metrics such as the height of the
eye opening and width of the eye opening are extracted from the eye diagram.

Fig. 2. Tansig activation function of hidden neurons.
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A MATLAB script is developed to generate an eye diagram and measure its eye height
and eye width. The steps involved in the generation of the eye diagram are presented
below.

Step 1. Use 1 dimensional interpolation to generate more points for the voltage
waveform. This has the same effect as increasing the sampling rate by a factor
of 4. Thus, the resolution of the eye diagram is improved.

Step 2. Overlay the sliced TD signal waveform on top of each other to form a matrix
with a size of NT � NS as shown below:

V1;1 . . . V1;NS

..

. . .
. ..

.

VNT ;1 � � � VNT ;NS

0
B@

1
CA ð1Þ

Step 3. The matrix is then binned to 1000 levels. Level 1 represents the minimum
voltage of the TD waveform, Vmin, whereas level 1000 represents the maxi-
mum voltage of the TD waveform, Vmax.

Step 4. The binned matrix is then mapped onto another matrix with a size of
1000 � NT, where each of its members represents a pixel in an eye diagram.

Step 5. Image processing techniques such as morphological closing are then used to
join any disconnected line and thicken the line so that the eye diagram is
completed.

This method allows us to quickly generate the eye diagram and makes integration
between data collection and neural model generation easier. Image processing tech-
niques are then used to analyze and measure the eye height and eye width of the eye
diagram. Figure 3 shows the eye diagram before and after morphological closing. First,
the maximum horizontal eye opening is identified as the eye width. Then, the vertical
eye opening is measured based on the user defined option. There are two measurement
options which the user can define. The first option named “MidPoint” defines the eye
height measurement time axis marker at the midpoint between the left and right eye

Fig. 3. Eye diagram before (left) and after (right) morphological closing
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crossings while the second option named “BestHeight” defines the eye height mea-
surement time axis marker at the sampling time that gives the largest eye height. The
difference in both methods is visualized in Fig. 4. In this paper, the “MidPoint option is
used.

4 Adaptive Sampling

The original concept on adaptive sampling is first proposed in [7] and is used in [11].
The main advantage of adaptive sampling is that the highly non-linear regions can be
identified easily, and training and testing samples can be generated depending on the
linearity of the regions. Thus, redundant training and testing points can be avoided,
saving precious simulation time. This is especially important when the generation of
training/testing samples involves computationally expensive simulations such as the
eye diagram with a long bit sequence.

The sampling algorithm considers the original bounded n-dimensional input space
as a group of 2n regions of equal-volume. Training and test data are systematically
generated for each region in a pre-defined way, for example, using a star distribution
[12]. In this work, the training points are generated using a star distribution whereas the
testing points are generated using a rotated star distribution, which is done by rotating
the training points by 45° at the center of the region. A total of (2n + 1) training points
and 2n testing points are generated. The training process starts with a small amount of
training data, and then slowly adds more samples to the non-linear regions as the
training continues. The training process usually starts with 2n regions, and then sam-
ples within these regions will be used to create an intermediate neural model. The
intermediate neural model is used to determine the degree of the non-linearity of each
region using the testing samples. After that, the region with the worst performance will
be identified and it will be split into 2n new regions. Figure 5 shows the splitting
process of a region, R* into 4 new regions, R. Each time a region is split, the total

Fig. 4. Eye diagram measurement using the “MidPoint” option: eye height = 0.3457 V, eye
width = 0.96 ns (left). Eye diagram measurement using the “BestHeight” option: eye height =
0.4328 V, eye width = 0.96 ns (right).
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number of regions will be increased by (2n − 1). Figure 6 shows the regions after the
first splitting process. The algorithm will be terminated once the desired accuracy of the
neural model is reached.

4.1 Weakness of Adaptive Sampling

The original adaptive sampling does not take the volume of the regions into consid-
eration during the selection of the worst performing region. Regions with large vol-
umes usually mean that the amount of uncertainty about its non-linearity is large as
well. Adaptive sampling would focus in generating more samples in already identified
non-linear regions and can actually provide very good representations of that region
[13]. However, it can easily miss other non-linear regions as well. For example, the
algorithm might be ‘trapped’ inside a highly non-linear region, in a case where there is
a large change in the electrical properties when small changes are made to its geo-
metrical parameters. This problem can also happen if the measurement or simulation
error is large for a certain set of design parameters. If this happens, the algorithm is
very likely to generate large amount of samples around the area with the erroneous
measurement, while completely ignoring other regions. Figure 7 shows the distribution
of the training samples when the sampling algorithm is ‘trapped’ around the circled
area for a microstrip line modeling problem (where its width and length are varied).

Fig. 5. Worst performing region, R* is split into 4 new regions, R.

Fig. 6. Regions after the first splitting process.
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4.2 Proposed Adaptive Sampling

This paper proposes a simple modification to the adaptive sampling so that the algo-
rithm takes the volume of the regions into consideration when determining the worst
performing region. A term named region error, Er is defined as below:

Er ¼
mse yN;r � tN;r

� �
nr

ð2Þ

where mse(yN,r − tN,r) is the mean squared error between the normalized outputs of the
neural model yN,r and the corresponding normalized desired outputs tN,r respectively,
and nr is the weight given to a region r according to its volume. The value of nr can be
computed as follows.

nr ¼ log2n
volume of entire design space

volume of region r

� �
þ 1 ð3Þ

volume of region r ¼
Yn
i

xmax;i � xmin;i
� �

; xi 2 r ð4Þ

where xmax,i and xmin,i are the maximum and minimum values of the ith design
parameter or the ith ANN input in the region r.

Figure 8 shows the value of nr for each region. The original region (before any
splitting) has nr value of 1. The region with the largest Er would be identified as the
worst performing region. This simple modification allows the adaptive sampling
algorithm to split the region more evenly in terms of volume, thus preventing it from
being “trapped”. In addition, the whole process will not terminate immediately when
the desired accuracy is achieved, but it will be terminated only if the desired accuracy is
reached continuously for a certain amount of iterations. The performances of neural

Fig. 7. The sampling algorithm generates a large amount of training points around the circled
area resulting in oversampling, but completely ignores other regions.
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models in this work are all measured using the coefficient of determination. Both the
predicted outputs and desired outputs are also normalized because the value of the eye
height (as high as 0.35 V) and eye width (as high as 1 ns) have varying ranges.

The pseudo-code for implementing the proposed modified sampling is presented
below:

define regions;
passIteration = 0;
while(passIteration < numOfpassIterationNeeded)
generate training points;
generate testing points; 
create and train a neural model;
compute testPerformance; 
if testPerformance >= desiredAccuracy
passIteration++; 

end
compute Er using the neural model and testing points; 
identify worst performing region R* using Er;
split R* into 2^n new regions;
update regions;

end

5 Examples

In this paper, the proposed adaptive sampling is tested on eye height and eye width
prediction problems with the geometrical parameters of a microstrip line as the vari-
ables using neural networks. This can be visualized in Fig. 9. A circuit consisting of a
microstrip transmission line in a 50 X system (50 X source and load impedances) with
an additional 10 pF capacitor at the load is used in the simulation of the output signal
waveform, which is used to generate the eye diagram. Some of the geometrical
parameters of the microstrip line are kept constant such as the relative permittivity of
the dielectric (4.4), dielectric thickness (12 mils), physical thickness of microstrip (1.2
mils), loss tangent of dielectric (0.02) and conductor conductivity (58000000 S/m).

Fig. 8. The values of nr for each region for a 2-dimensional problem
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The voltage source used in the circuit is a pseudo-random pulse train defined at discrete
time steps with a symbol rate of 1 GHz and a sampling rate of 100 samples per symbol.
Each eye diagram is generated using 5000 symbols. MATLAB RF toolbox [14] is used
to create the circuit and carry out the transient simulation, while the neural models are
created using the MATLAB Neural Network Toolbox [15]. All of the simulations are
done using MATLAB R2016a, on a PC with Intel(R) Xeon(R) CPU E5-2603 v2
(1.8 GHz) with 8 GB of RAM.

5.1 1-Dimensional Problem

In this example, the width of the microstrip is fixed at 80 mils and the length is varied
from 600 mils to 2000 mils. Two equal-volume starting regions are used. Additionally,
141 samples are generated separately to evaluate our neural models. Figure 10 shows

Fig. 9. MLP with geometrical parameters as input and eye height and eye width as outputs.

Fig. 10. Correlation of the simulation results and ANN predictions using original adaptive
sampling for 1-dimensional problem.
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the distribution of the training and testing samples, the simulation results and the ANN
predictions of the eye height and eye width using the original adaptive sampling. The
results obtained using the modified adaptive sampling are presented in Fig. 11 and the
comparisons between both methods are tabulated in Table 1. In this table, the ANN
structure is presented in the form of number of input: number of hidden neurons:
number of outputs. It is shown that the proposed method reduces the amount of training
and testing samples, thus reducing the time needed to train the neural model.

5.2 2-Dimensional Problem

In this example, both the length and width of the microstrip are varied. The width is
varied from 60 mils to 100 mils and the length is varied from 600 mils to 2000 mils.
We use 4 starting regions with equal volumes for both the original adaptive sampling
and the proposed adaptive sampling. 705 additional samples are generated indepen-
dently and are used to evaluate both neural models. Table 2 compares the models

Fig. 11. Correlation of the simulation results and ANN predictions using proposed adaptive
sampling for 1-dimensional problem.

Table 1. Models comparisons for 1-dimensional problem.

Original adaptive
sampling

Proposed adaptive
sampling

Number of iterations before
termination

7 6

Test performance 0.9970 0.9953
Number of training samples 17 15
Number of testing samples 16 14
ANN structure 1:8:2 1:6:2
Simulation time 240.66 s 213.35 s
Training time 425.00 s 309.77 s
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generated using the original adaptive sampling and the proposed adaptive sampling. It
is shown that the proposed adaptive sampling can achieve a similar level of accuracy as
the original adaptive sampling but with fewer training and testing samples, thus
reducing the time needed for the simulation and training process. This is especially
helpful when the samples are expensive in terms of computational power and time.
From Fig. 12, it can be seen that the samples are more evenly generated when the
proposed adaptive sampling is used. Also, there exist a single region with a large
volume (80 mils < Line Width < 100 mils, 1400 mils < Line Length < 2000 mils)
when the original adaptive sampling is used. This indicates that the risk in under-
sampling is increased, which means that the samples might not be adequate to accu-
rately represent the problem in the entire design space. Figure 13 confirms this problem
where the neural model cannot accurately predict the outputs in the region noted above.
Figure 14 shows that the neural model created using the proposed adaptive sampling
can successfully model the entire design space.

Table 2. Models comparisons for 2-dimensional problem.

Original adaptive
sampling

Proposed adaptive
sampling

Number of iterations before
termination

8 7

Test performance 0.9913 0.9952
Number of training samples 122 104
Number of testing samples 100 88
ANN structure 2:15:2 2:12:2
Simulation time 1667.80 s 1206.80 s
Training time 1878.80 s 1334.70 s

Fig. 12. Distribution of training and testing samples for original adaptive sampling (left) and
proposed adaptive sampling (right). The blue colored lines are borders of the regions. (Color
figure online)
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6 Conclusion

In this paper, artificial neutral networks are used to predict the eye height and eye width
of the eye diagram by using an improved adaptive sampling technique. The proposed
method takes the volume of the region into account when determining the worst
performing region. Results show that the proposed method can reduce the amount of
training and testing samples which leads to a reduction in the training and simulation
time. This is especially beneficial when the data generation process is time expensive.
Other than that, the chances of oversampling and undersampling are also reduced, thus
improving the performance of the neural model. Future work will focus on applying the
proposed method on more complex systems and other real word design problems.

Acknowledgments. This work is supported by the Universiti Sains Malaysia under the
Research University Grant (RUI) grant no. 1001/PELECT/8014011.

Fig. 14. Correlation of the simulation results and ANN predictions using proposed adaptive
sampling. Five different values of line width are shown (top to bottom: 60, 70, 80, 90, and 100
mils).

Fig. 13. Correlation of the simulation results and ANN predictions using original adaptive
sampling. Five different values of line width are shown (top to bottom: 60, 70, 80, 90, and 100
mils).
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Abstract. For a complex simulation system with little or no simulation data,
the credibility evaluation of simulation system is mainly based on the expert
experience to grade the simulation system. However, the existing evaluation
methods do not take into account the uncertainty of the evaluation result. To this
end, a D number-goal programming method is proposed for complex simulation
systems. This method not only handles the uncertainty, but also simplifies the
whole evaluation procedure. Finally, the proposed evaluation method is vali-
dated by a practical system to illustrate the effectiveness of the proposed
method.

Keywords: Credibility evaluation � Complex simulation systems � D number �
Goal programing

1 Introduction

Simulation systems has been widely used in various fields, such as industrial, agri-
cultural, commercial, military [1–3]. The credibility evaluation of simulation system
plays an important role in modeling and simulation. The simulation system credibility
refers to the degree to which the simulation system adapts to the simulation purpose,
which is determined by the similarity between the simulation system and the prototype
system [4]. For a specific simulation system with a clear purpose, the credibility of
simulation system is certain, and will not change with the attitude of the evaluators and
the evaluation methods. For complex simulation systems, the credibility assessment
process is very complicated, involving the construction of evaluation indicators system,
the measurement and evaluation of a large number of qualitative and quantitative
indicators, the judgment of individual expert as well as the integration of expert
evaluation opinions. A specific evaluation method is required to manage and aggregate
such measurements and evaluations for obtaining the final evaluation result.

© Springer Nature Singapore Pte Ltd. 2017
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Over the past few decades, many evaluation methods are proposed to evaluate the
credibility of simulation systems. Delphi Method [5] is a method used to evaluate
complex simulation system, which is mainly prepared by investigators, questionnaires,
in accordance with established procedures, respectively, the members of the expert
group are consulted by letter and their views are submitted anonymously (letters). After
repeated consultation and feedback, the opinions of the members of the expert group
gradually became centralized, and finally the collective judgment results with high
accuracy were obtained. The chief drawback of Delphi method is that it is easy to
ignore the opinions of a few people, which may lead to the result of prediction devi-
ating from reality; BP network [6] is a multilayer feedforward network trained by error
back propagation, which adjusts the network structure according to the existing inte-
grated samples, and thus the indicator synthesis mechanism is determined. However,
the training of neural networks requires a large number of integrated samples while it is
often difficult to obtain these training data for complex simulation systems due to the
difficulty of simulation data acquisition or the absence of reference systems. Analytic
Hierarchy Process (AHP) [7] is a complicated multi-objective decision making problem
as a system, the target is decomposed into multiple objectives or criteria, and then
divided into multi indicator (or criterion, some constraints) level, through qualitative
indicator fuzzy quantitative method to calculate the level of single weight and the total
order for the target, which is characterized by making the decision-making process
mathematically based on less quantitative information so as to provide a simple
decision-making method for complex decision problems with multiple objectives.
Because the data available of complex simulation system is less, AHP is applicable to
the credibility evaluation of complex simulation systems, like underwater vehicle
simulation system [8], missile simulation system [9], guidance simulation system [10].

However, AHP has strong subjective, the group AHP(GAHP) [11] are developed to
overcome this drawback. However, GAHP is only used to calculate the weights of
indicators, and the credibility scores of the indicators are mainly determined by expert
consultation in [11]. There are three limitations for the evaluation method in [11] as
follows: (1) The determination of indicator credibility score is very subjective.
(2) Because each expert has different experience and knowledge, which leads to the
uncertainty of the evaluation result. which is not considered in [11]. (3) The deter-
mination of the indicator weight and the indicator credibility score is independent,
which is not consistent with the actual evaluation process. For the first limitation,
multiple experts are invited to evaluate the credibility score of the indicators inde-
pendently to reduce the subjectivity. For the second limitation, D number [12], a new
mathematic tool to deal with uncertainty, was proposed by Deng Yong in 2012, which
has been widely used to describe the uncertainty of expert opinions [12, 13]. In
addition, D number can also link the weights of the indicators with the credibility
scores of the indicators so as to overcome the third limitation. After that, the deviation
function between the credibility obtained by expert evaluation and the true credibility is
constructed. The smaller the deviation, the closer the evaluation results to the true
credibility. Finally, the credibility of the simulation system is obtained by goal pro-
gramming method. The proposed method has three main advantages: (1) it is also
applicable to the previous evaluation procedure. (2) the evaluation opinions of all
experts are retained as far as possible, which is helpful to avoid the consensus of expert
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opinions. (3) the original evaluation opinions of the indicators are aggregated directly,
without integrating the evaluation opinions of the indicator weight and the indicator
credibility score respectively, which reduces the uncertainty of the evaluation results.

The remainder of the article is arranged as follows. Section 2 introduces foundation
theory of the D number. In Sect. 3, the credibility evaluation model of complex sim-
ulation system is presented. In Sect. 4, three evaluation procedures are introduced
including the proposed evaluation method based on D number. In Sect. 5, a real system
is evaluated to illustrate the effectiveness of the proposed method. And the conclusion
and future research are discussed in Sect. 6.

2 Preliminaries

2.1 D Number

Let X be a finite nonempty set, D number is a mapping formulated by [12]

D : X ! ½0; 1� ð1Þ

with

X
B2X

DðBÞ� 1 and DðuÞ ¼ 0 ð2Þ

where, u is an empty set and B is a subset of X.
Furthermore, for a discrete set X ¼ fb1; b2; � � � ; bi; � � � ; bng; bi 2 R and bi 6¼ bj if

i 6¼ j, a kind of special D number can be expressed as follows [12]:

Dðfb1gÞ ¼ v1
Dðfb2gÞ ¼ v2
� � �
DðfbigÞ ¼ vi
� � �
DðfbngÞ ¼ vn

ð3Þ

which is denoted by D ¼ fðb1; v1Þ; ðb2; v2Þ; � � � ; ðbi; viÞ; � � � ; ðbn; vnÞg with vi [ 0 andPn
i¼1

vi � 1.

2.2 Integration of D Number

For D number D ¼ fðb1; v1Þ; � � � ; ðbi; viÞ; � � � ; ðbn; vnÞg, the integration of D number is
defined as [12]

IðDÞ ¼
Xn
i¼1

bivi ð4Þ
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where,

bi 2 R; vi [ 0;
Xn
i¼1

vi � 1: ð5Þ

3 General Evaluation Procedure in AHP

In AHP, the general evaluation procedure mainly consists of 3 parts: the construction of
hierarchical evaluation indicator system, the determination of indicator weight as well
as the determination of indicator credibility score. The previous evaluation procedure is
mainly concentrated in the indicator weights, ignoring the effects of the indicator
weight on the indicator score. The proposed evaluation procedure considers the
influence between the indicator weight and the indicator score.

3.1 Previous Evaluation Procedure

In the previous evaluation methods, the weight of the indicator and the credibility score
of the indicator are respectively determined, then the credibility score of the simulation
system are obtained by the integration of the weight and score. The whole evaluation
procedure is shown in Fig. 1.

The detailed evaluation process is as follows.

Step 1. Construct hierarchical evaluation indicator system
Following the general principles of indicators system establishment, the simulation

model user, simulation model developers as well as domain experts construct hierar-
chical simulation system credibility evaluation indicator system in terms of the purpose
of simulation system through repeated communication and consultation. It is worth
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expert weight in 
expert group 1
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by integrating 

individual 
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The determination of 
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determination of 
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by individual 
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group 1
The determination 

of simulation 
system credibility 
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Step 1

Step 2 Step 3 Step 4

Step 5

Step 6

Fig. 1. Traditional credibility evaluation procedure
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noting that the bottom indicators in the indicator system can be quantified, either
measured directly or scored by experts.

For the convenience of statements, we will use three-layer evaluation indicator
system, which is shown in Fig. 2.

Step 2. Determine expert weight
The invited experts should cover all aspects of the problem domain and the whole

life cycle of simulation system development. Because experts have different back-
ground knowledge and experience level, experts should endow different weights.

Step 3. Determine indicator weight by individual expert
In terms of the influence degree of the indicator to the simulation purpose, every

expert makes a pairwise comparison of indicators by Saaty’s rating scale, then calculate
indicators’ weights using AHP.

Step 4. Integrate expert opinion to determine final indicator weight
Integrate all expert opinions into a group opinion. Then based on group opinion, the

final indicator weight is determined.

Step 5. Determine indicator credibility score
The indicator credibility score is determined by expert group negotiation according

to the analysis results of the verification and validation of the simulation models.

Step 6. Calculate the credibility score of complex simulation system
Combine the weight of the indicator with the credibility score of the indicators to

obtain the credibility score of complex simulation system.
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Fig. 2. The evaluation indicator system of complex simulation systems

206 G. Yang et al.



3.2 The Proposed Evaluation Procedure

The proposed evaluation procedure does not calculate the weight and score of indi-
cators respectively but achieve them simultaneously based on raw evaluation opinion
of experts.

The whole evaluation procedure is shown in Fig. 3.

The first three steps are the same as the previous evaluation procedure, the
remaining steps are as follows:

Step 4. Individual expert provides the credibility score of indicators from according
to the weight of indicators independently based on verification and validation of
simulation system.
Step 5. Integrate indicator weights and indicator credibility scores to obtain the
credibility score of the simulation system.

4 A Method Based on D Number-Goal Programing (DNGP)

For the novel evaluation procedure, we proposed a method called DNGP to evaluate
the credibility of complex simulation systems, which is elaborated below.

4.1 Description of Expert Opinion

The following is an introduction to the evaluation method of indicator C1, which is the
same as that of other indicators.

The credibility scores of the sub-indicators of indicator C1 are determined by
l experts according to the evaluation score scale (as shown in Table 1), which are
denoted by vectors s1; s2; � � � ; sl.
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The weights of the sub-indicators of indicator C1 are evaluated by k experts using
AHP independently, which are represented by vectors v1; v2; � � � ; vk , respectively.
where,vi ¼ fvi1; vi2; � � � ; vimig; i ¼ 1; 2; � � � ; k.

Any expert opinion on indicators’ weight is combined with any expert opinion on
indicators’ credibility score to obtain l*k evaluation opinions about the simulation
system credibility score, which can be described by D number as follow:

D11 ¼ fðv11; s11Þ; ðv12; s12Þ; � � � ; ðv1m1 ; s1m1Þg
D12 ¼ fðv11; s21Þ; ðv12; s22Þ; � � � ; ðv1m1 ; s2m1Þg

..

.

D1l ¼ fðv11; sl1Þ; ðv12; sl2Þ; � � � ; ðv1m1 ; slm1Þg
D21 ¼ fðv21; s11Þ; ðv22; s12Þ; � � � ; ðv2m1 ; s1m1Þg
D22 ¼ fðv21; s21Þ; ðv21; s22Þ; � � � ; ðv22; s2m1Þg

..

.

D2l ¼ fðv21; sl1Þ; ðv2m1 ; sl2Þ; � � � ; ðv1m1 ; slm1Þg
..
.

Dk1 ¼ fðvk1; s11Þ; ðvk2; s12Þ; � � � ; ðvkm1 ; s1m1Þg
Dk2 ¼ fðvk1; s21Þ; ðvk2; s22Þ; � � � ; ðvkm1 ; s2m1Þg

..

.

Dkl ¼ fðvk1; sl1Þ; ðvk2; sl2Þ; � � � ; ðvkm1 ; slm1Þg

ð6Þ

where,

Xm1

p¼1

vip ¼ 1; i ¼ 1; 2; � � � k;

0� sjq � 1; j ¼ 1; 2; � � � ; l; q ¼ 1; 2; � � � ;m1

ð7Þ

4.2 Construction of Goal Programming Function

Assuming that the true credibility score of the simulation system is z�, according to the
integration operation of D number, k*l evaluation opinions can be obtained, which is
denoted by z1; z2; � � � ; zkl.

Table 1. Evaluation score scale

Credibility
level

Very
credible

Relatively
credible

Credible Relatively
uncredible

Uncredible Very
uncredible

Evaluation
score

0.9–1 0.7–0.9 0.6–0.7 0.5–0.6 0.3–0.5 0–0.3
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where,

z� ¼ IðD�Þ

D� ¼ fðd�1 ; s�1Þ; ðd�2 ; s�1Þ; � � � ; ðd�m1
; s�m1

Þg;
Xm1

i¼1

d�i ¼ 1; 0\s�j\1; j ¼ 1; 2; � � � ;m1
ð8Þ

where, d�i ði ¼ 1; 2; � � �m1Þ are indicators’ weight determined by expert group, and
s�j ðj ¼ 1; 2; � � �m1Þ are indicators’ true weight credibility score by expert group.

We define the total deviation between individuals and groups as follows:

e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
kl

Xkl
t¼1

ðzt � z�Þ2
vuut ð9Þ

d�i ; s
�
j can be worked out from (9). z� can be obtained by D number integration.

5 Illustrative Example

Take the credibility of the data unit of the model algorithm in the equipment level
combat simulation system for example, evaluation indicator system is shown in Fig. 4.

We invite two expert groups to evaluate the weights of indicators and the credibility
score of indicators and the original evaluation opinions of experts are shown in the
appendix.

Combine the i-th indicator weight opinion with the j-th indicator credibility score
opinion to obtain an evaluation opinion on simulation model credibility, which is
expressed by Dij. For example, D11 is an evaluation opinion on simulation model
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credibility which combine the 1-st indicator weight opinion with the 1-st indicator
credibility score opinion, which is written as D11 ¼ 0:44; 0:95ð Þ; 0:39; 0:8ð Þ;f
0:17; 0:97ð Þg.

Finally, 225 evaluation opinions on simulation model credibility is obtained.
(4) Calculate IðD11Þ; IðD12Þ; � � � ; IðD1;15Þ; � � � ; IðD15;1Þ; IðD15;2Þ; � � � ; IðD15;15Þ and

the approximate true value of simulation model credibility is 0.9035, which can be
worked out by the formula (9).

The evaluation results of DNGP and the method in [13] are as shown in Table 2.

From Table 2, we can be seen that there are two integrations in [13], which result in
greater deviation between the evaluation result and the true credibility value of sim-
ulation system because each integration leads to deviations from the original evaluation
opinion. In addition, comparing with the verified simulation system which has been
proved to be very credible, the evaluation result of the proposed method is closer to the
true evaluation result since 0.9035 > 0.8699. Therefore, the proposed method is more
reasonable.

6 Conclusion

In this paper, we presented a novel evaluation model considering the relationship
between the indicator weight and the credibility score for complex simulation systems.
Based on this model, a new credibility evaluation method called D Number-Goal
Programing is proposed. First, we described the expert opinion using the D number
through synthesizing all evaluation opinion on the indicator weight and the indicator
credibility score, then constructed the deviation function between evaluation score and
true score of complex simulation system credibility and worked out approximate true
credibility score through the goal programming method. The proposed method not only
considers the influence relation between the weight of the indicator and the credibility
score of the bottom indicator, making the evaluation result more reasonable. However,
when the real system does not exist, the proposed method is not available. In the future
work, we will develop a specific theory to validate the effective of the suggested
approach for evaluating the credibility of complex simulation systems.

Acknowledgements. This work was supported by the National Natural Science Foundation of
China (No. 61374199) and the National High-Tech Research Development Plan of China
(No. 2015AA042101)

Table 2. Comparison between DNGP and the method in [13]

The method in [13] DNGP

Indicator weight integration Yes No
Indicator score integration Yes No
Integration of indicator weight and indicator score No Yes
Evaluation result 0.8699 0.9035
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Appendix

The opinions of expert group on the weight of indicators are as follows.

A1 ¼
1 1 3

1 1 2

1=3 1=2 1

0
B@

1
CA;A2 ¼

1 2 3

1=2 1 2
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0
B@

1
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1 1=2 3

2 1 3

1=3 1=3 1

0
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1=5 1=3 1

0
B@

1
CA;A6 ¼

1 3 3

1=3 1 2

1=3 1=2 1

0
B@

1
CA;A7 ¼

1 1 5

1 1 3

1=5 1=3 1

0
B@

1
CA;A8 ¼

1 1 4

1 1 3

1=4 1=3 1

0
B@

1
CA;

A9 ¼
1 3 1=4

1=3 1 1=5

4 5 1

0
B@

1
CA;A10 ¼

1 4 3

1=4 1 1

1=3 1 1

0
B@

1
CA;A11 ¼

1 4 3

1=4 1 1=2

1=3 2 1

0
B@

1
CA;A12 ¼

1 4 5

1=4 1 1

1=5 1 1

0
B@

1
CA;

A13 ¼
1 1=4 3

4 1 5

1=3 1=5 1

0
B@

1
CA;A14 ¼

1 1=3 2

3 1 5

1=2 1=5 1

0
B@

1
CA;A15 ¼

1 1=2 3

2 1 5

1=3 1=5 1

0
B@

1
CA:

The weight of the indicator is obtained by AHP as follows.

w1 ¼ ½ 0:4434 0:3874 0:1692 �;CR1 ¼ 0:0158\0:1

w2 ¼ ½ 0:5396 0:2970 0:1634 �;CR2 ¼ 0:0079\0:1

w3 ¼ ½ 0:3325 0:5278 0:1396 �;CR3 ¼ 0:0462\0:1

w4 ¼ ½ 0:6483 0:2297 0:1220 �;CR4 ¼ 0:0032\0:1

w5 ¼ ½ 0:5816 0:3090 0:1095 �;CR5 ¼ 0:0032\0:1

w6 ¼ ½ 0:5936 0:2493 0:1571 �;CR6 ¼ 0:0462\0:1

w7 ¼ ½ 0:4806 0:4054 0:1140 �;CR6 ¼ 0:0251\0:1

w8 ¼ ½ 0:4579 0:4161 0:1260 �;CR6 ¼ 0:0079\0:1

w9 ¼ ½ 0:2255 0:1007 0:6738 �;CR6 ¼ 0:0739\0:1

w10 ¼ ½ 0:6337 0:1744 0:1919 �;CR10 ¼ 0:0079\0:1

w11 ¼ ½ 0:6250 0:1365 0:2385 �;CR11 ¼ 0:0158\0:1

w12 ¼ ½ 0:6908 0:1603 0:1488 �;CR12 ¼ 0:0048\0:1

w13 ¼ ½ 0:2255 0:6738 0:1007 �;CR13 ¼ 0:00739\0:1

w14 ¼ ½ 0:2297 0:6483 0:1220 �;CR14 ¼ 0:0032\0:1

w15 ¼ ½ 0:3090 0:5816 0: 1095�;CR15 ¼ 0:0032\0:1
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The opinion of expert group on the credibility scores of indicators are as follows.

S1 ¼ 95 80 97½ �; S2 ¼ 97 85 90½ �; S3 ¼ 75 70 85½ �; S4 ¼ ½ 96 92 96 �;
S5 ¼ ½ 78 90 76 �; S6 ¼ 85 75 96½ �; S7 ¼ 84 92 91½ �; S8 ¼ ½ 73 79 86 �;
S9 ¼ ½ 92 89 98 �; S10 ¼ 91 90 99½ �; S11¼ 90 89 92½ �; S12 ¼ 75 88 90½ �;
S13 ¼ ½ 96 89 78 �; S14 ¼ ½ 85 87 93 �; S15 ¼ ½ 84 89 94 �
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Abstract. Input uncertainty always exists in most engineering problems and
leads to output response uncertainty for model predictions. Several global
sensitivity analysis methods are utilized to measure the importance of input
aleatory uncertainty which influence output the most. However, the aleatory
uncertainty often involves epistemic uncertainty in the distribution parameters
due to the lack of knowledge. In this paper, an improved moment independent
approach coupled with auxiliary variable method is presented to separate alea-
tory and epistemic terms of hybrid uncertainty. The importance measure is
derived to compute the individual contributions of aleatory and epistemic
parameters to model output’s uncertainty. Considering the high computation
costs of moment independent method, a double loop sampling method is applied
in the numerical codes to alleviate simulation. A modified Ishigami function is
take for instance for demonstrating the effectiveness and rationality of proposed
method and high efficiency of sampling algorithm.

Keywords: Hybrid uncertainty � Global sensitivity analysis � Moment
independent method � Latin hypercube sampling

1 Introduction

Sensitivity analysis (SA), especially for global SA, is frequently used in the high
critical engineering problems, such as structural mechanics, aerospace science and
material engineering, [1, 2]. SA, also termed as importance measure, aims at estimating
the contribution of model output uncertainty sourced from the uncertainty in the model
input. In other words, SA methods are used to determine which element of input
variables influence output the most [3]. Methods to efficiently represent and propagate
from input to output uncertainty is of vital importance, which including the probability
theory, fuzzy set, possibility theory, and evidence theory [4]. The probabilistic
approach is the most widely known and regarded as the most rigorous approach in
engineering design due to its consistency with the theory of decision analysis. Input
uncertainty is always formulated by a random variable based on the mathematics of
probability theory. Besides, input uncertainty, also called aleatory uncertainty, irre-
ducible or stochastic uncertainty, is derived from the variation that aroused in physical
system or surrounding environment. This type uncertainty cannot be reduced or
eliminated with the restriction of certain condition [5].
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M.S. Mohamed Ali et al. (Eds.): AsiaSim 2017, Part I, CCIS 751, pp. 213–224, 2017.
DOI: 10.1007/978-981-10-6463-0_19



SA techniques, dealt with the uncertainty problems, should satisfy three require-
ments: global, quantitative, and model free. Three types of SA approaches including
variance based methods, non-parametric techniques and moment independent methods,
share the requirements mentioned above [3]. With respect to these methods, some
researchers pointed out some non-parametric methods (regression based methods and
Spearman rank correlation coefficient) depends on the model from. The variance based
methods take a priority compared with the rest two type methods in efficient and
computation costs which consisting of Sobol’ method, Extended Fourier Amplitude
Sensitivity Test (EFST), and high dimensional model representation (HDMR) [6–8]. In
these methods, the output variance is decomposed into assembles of individual input
variable and interaction terms, which make it easy to identify their contributions.
However, the variance based methods rely on the assumption of independent input. To
tackle with correlated variable, several works have been conducted to obtain the sen-
sitivity index for models, see [9–11] for more detail.

In fact, variance based method implicitly assume that the low central moment or
variance is sufficient to describe output variability. An alternative way for sensitivity
measure is the moment independent methods which take the entire distribution of the
output response into account. The moment independent index refers to the entire
distribution and not to one of its moments. Several of works, including Chun-Han-Tak
(CHT) importance measure [12], Entropy-Based Importance Measure [13], Borgonovo
method [3] and Kullback-Leibler divergence based method [14], have been established
to identify the sensitivity indicator. The high computation costs to estimate the indi-
cator is biggest obstacle to prevent the prevalent of these methods. Some useful
techniques are investigated to avoid the “curse of dimensionality” problem, which
involves modified estimation of indicator, screening method to reduce the insensitivity
variables and efficient sampling methods.

These methods all take the input variables as pure aleatory uncertainty with
ignoring epistemic uncertainty. Nevertheless, epistemic uncertainty, which also refer-
red to reducible uncertainty and subjective uncertainty, always aroused with sparse or
imprecise system data in the real engineering problems due to the lack of state of
knowledge. Taking knowledge the state of the staff into consideration, the input
variable is always represented by hybrid uncertainty, which consists of aleatory and
epistemic uncertainty. Here the hybrid uncertainty is modeled as a family of known
distribution with unknown parameters in a given interval. The traditional methods
mentioned above cannot afford to compute the sensitivity where the uncertainty is
described as a family of distributions. In this work, an improved moment independent
approach is proposed, coupling with auxiliary variable method to depart aleatory and
epistemic uncertainty from hybrid uncertainty. The improved method can measure the
importance of individual uncertainty and hybrid one. Meanwhile, a double loop
sampling (DLS) method based on Latin hypercube sampling (LHS) is adapted to
alleviate the computation in the importance measure.

This paper is structured as follows: Sect. 2 reviews some traditional sensitivity
analysis methods including variance based method and moment independent method.
Section 3 proposes a moment independent method to solve the hybrid uncertainty
problem. In Sect. 4, a numerical example is performed to demonstrate the effectiveness
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and rationality of proposed method. Finally, the conclusion and future work are
summarized.

2 Global Sensitivity Analysis

The variance based and moment independent methods are discussed in this section,
while the non-parametric one is not considered. For the variance based methods, Sobol’
made a clear understanding of the meaning of global SA, and gave a widely acceptable
definition of sensitivity indices [15]

Si ¼ VarXi EX� i Y Xð ÞjXið Þ½ �
Var Y Xð Þ½ � ð1Þ

where, Si is the sensitivity value of input parameter Xi, Y and X� i denotes the output
response and input vector X from which Xi has been deleted, notation VarXi and EX� i

represent the mathematical expectation and variance with respect to probability density
of Xi and X� i, respectively. Besides, for the parameters Xi and Xj, importance measure
Sij is defined as

Sij ¼
VarXi;j EX� i;j Y Xð ÞjXi;j

� �� �
Var Y Xð Þ½ � ð2Þ

where, X� i;j denotes the vector X from which Xi and Xi;j have been deleted. The
notation Sij represents the contribution of output uncertainty with respect to parameters
Xi and Xj. An alternative measure of SA is the total sensitivity index, which is given by

STi ¼ EX� i VarXi Y Xð ÞjX� ið Þ½ �
Var Y Xð Þ½ � ¼ 1� Var�Xi EXi Y Xð ÞjX� ið Þ½ �

Var Y Xð Þ½ � ð3Þ

The variance based methods aim at exploring individual or interaction contribution
of the output variance. Thus, it’s necessary to assure the input variables are indepen-
dently distributed, which determines the uniqueness form of variance decomposition.
Meanwhile, the moment independent method concentrates on the entire probability
distribution of output response. Chun et al. [12] proposed a famous moment inde-
pendent based sensitivity indicator, which is represented by

CHTi ¼
R

yia � y0a
� �2

da
h i1=2

E Y0½ � ð4Þ

where, yia is the ath quantile of output Y for the sensitivity case, and y0a is the ath
quantile of Y for the base case. Indicator CHTi denotes the area related to a shift in
cumulative distribution function of output response from the base case to the sensitivity
case. Hence, CHTi concerns on the parameter that provokes the greatest change in the
distribution of output Y . Besides, some similar indicators or improved methods can be
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found in the moment independent methods. In the next section, an improve moment
independent method is proposed to deal with hybrid problems.

3 Importance Measure Under Hybrid Uncertainty

3.1 Hybrid Uncertainty Model Formulation

A discipline-independent mathematic model is considered here in the form of:
Y ¼ f Xð Þ, where Y ¼ Y1; Y2; . . .; Yn½ � is the output vector of the model. It’s note that
the single output is considered since the requirement of sensitivity analysis. Notation f
corresponds to simulator, e.g. an algebraic equation, Partial differential Equation, or
even some surrogate models. X ¼ X1;X2; . . .;Xmð ÞT is a m-dimensional vector of input

with parameter set h ¼ h1; h2; . . .; hmð ÞT . hi ¼ hi;1; hi;2; . . .; hi;mi

� �T
, i ¼ 1; 2::;mð Þ is

the distribution sub-parameters of random variable Xi with sub-parameters number mi.
In the domain of uncertainty quantification, the random input Xi is also called

aleatory uncertainty due to the irreducible property determined by model itself. If these

distribution sub-parameters hi ¼ hi;1; hi;2; . . .; hi;mi

� �T
are precisely recognized, then

each input variable has a precise probability density function (CDF). However, due to
the lack of knowledge or sparse data, sub-parameters hi;j i ¼ 1; . . .;m; j ¼ 1; ::;mið Þ
cannot be determined accurately. The uncertainty in hi;j is referred as epistemic
uncertainty. Many representations, such as interval theory, probable theory and fuzzy
theory, are widely used to characterize epistemic uncertainty. Here, epistemic uncer-
tainty in sub-parameter hi;j is measured by a uniform random variable within interval

hLi;j; h
U
i;j

h i
. The random variable Xi of input satisfies a family of distributions, which also

term hybrid uncertainty, consists of epistemic uncertainty and aleatory uncertainty [16].
Some most widely known importance measure methods, especially variance-based
moment techniques cannot be applied to measure the importance of input random
variable Xi, since the output variance is unknown. The traditional moment independent
method is based on the aleatory uncertainty without considering the epistemic
part. Hence, an improved moment independent method is proposed to solve the
problem.

3.2 Uncertainty Operation with Auxiliary Variable Method

For an input variable Xi with hybrid uncertainty, the initial step is to separate the
aleatory and epistemic part from the mixed uncertainty. Let fXi xjhið Þ and FXi xjhið Þ
denote the probability distribution function (PDF) and cumulative of input variable Xi

with hybrid uncertainty in the given sub-parameters hi, Ui is taken as an auxiliary
variable to represent the aleatory uncertainty in Xi. A novel auxiliary variable method is
introduced to separate the aleatory and epistemic parts from the mixed uncertainty [17].
According to probability integral transform theorem, Ui 2 0; 1½ � is uniform distributed
and written as
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Ui xð Þ ¼ FXi xijhið Þ ¼
Z xi

�1
fXi xjhið Þdx ð5Þ

where, xi is a realization of random variable Xi. With the auxiliary variable Ui, the
individual contributions of aleatory uncertainty and epistemic uncertainty in Xi is
distinguished in the form of

xi ¼ F�1
Xi

uijhið Þ ð6Þ

where, xi and ui is the realizations of random variable Xi and Ui, respectively.
F�1
Xi

uijhið Þ is the inverse function of Xi ’s CDF. Then the model input X is transformed
into a general form

X ¼ F�1
X1

u1jh1ð Þ;F�1
X2

u2jh2ð Þ; . . .;F�1
Xm

umjhmð Þ
� �T

¼ F�1
X Ujhð Þ ð7Þ

where U ¼ U1;U2; ::;Umð ÞT . Note that pure aleatory uncertainty Ui can be treated as a
special case of which the interval of sub-parameter hi;j reduces to a fixed point and
corresponding Ui becomes insignificance.

3.3 An Moment Independent Based Importance Measure

As aforementioned, the aleatory and epistemic uncertain in Xi can be represented by the
auxiliary variable Ui and sub-parameters hi. For a given realization u�i of aleatory
parameter Ui, the input of model X ¼ F�1

X Ujhð Þ is changed into the form of
X ¼ F�1

X U1;U2; ::Ui�1;Ui ¼ u�i ; ::;Umjh
� �

, corresponding conditional PDF and CDF
of output Y are respectively denoted by fY jUi¼u�i yð Þ and FY jUi¼u�i yð Þ. As shown in Fig. 1,
the red and green lines respectively denote the model output’s unconditional PDF fY yð Þ

( )Yf y ( )*|
|

i i
iY U u

f y u
=

Y

Fig. 1. Unconditional PDF fY yð Þ and conditional PDF fY jUi¼u�i yð Þ (Color figure online)
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and conditional PDF fY jUi¼u�i yð Þ in any arbitrary distribution. The difference between
fY yð Þ and fY jUi¼u�i yð Þ can be measured by the area shown in Fig. 1, which is expressed
by

V u�i
� � ¼ Z

fY yð Þ � fY jUi¼u�i yð Þ
��� ���dy ð8Þ

Equation (8) shows that V uið Þ depends on ui, and is a function of random variable.
Thus, the expectation of V ui

� �
is measured by

E V ui
� �� � ¼ Z 1

0
fUi uið Þ

Z
fY yð Þ � fY jUi¼u�i yð Þ
��� ���dydui ð9Þ

As the auxiliary variable Ui is uniformly distributed with fUi uið Þ ¼ 1, the expec-
tation of V ui

� �
is simplified in the form of

E V ui
� �� � ¼ Z 1

0

Z
fY yð Þ � fY jUi¼u�i yð Þ
��� ���dydui ð10Þ

It’s obviously that the larger value of E V ui
� �� �

, the more importance of auxiliary
variable Ui with respect to the output Y . According to the study of Borgonovo [3],
E V ui

� �� � 2 0; 2½ �, then the importance metric SUi is defined as

SUi ¼ 1=2
Z 1

0

Z
fY yð Þ � fY jUi¼u�i yð Þ
��� ���dydui ð11Þ

Similarly, for the epistemic sub-parameters hi;j, the importance metric Shi;j can be
constructed as

Shi;j ¼ 1=2
Z hUi;j

hLi;j

fhi;j hi;j

� �Z
fY yð Þ � fY jhi;j¼h�i;j yð Þ
��� ���dydhi;j ð12Þ

Generally, the input variable Xi includes several distribution parameters hi ¼

hi;1; hi;2; . . .; hi;mi

h iT
with joint probability density

fhi;1;::;hi;mi hi;1; . . .; hi;mi

� �
¼

Z
K
Z

fh hð Þ
Ymi

j¼1

dhi;j ð13Þ

Then the importance indicator of the epistemic uncertainty parameter hi is con-
structed as
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Shi ¼ 1=2
Z hUi;1

hLi;1

. . .

Z hUi;mi

hLi;mi

fhi;1;::;hi;mi hi;1; . . .; hi;mi

� �Z
fY yð Þ � fY jhi;1;...hi;mi yð Þ
��� ���dyYmi

j¼1

dhi;j

ð14Þ

Furthermore, since a realization xi of Xi is xi ¼ F�1
Xi

uijhið Þ, the distribution of input
Xi is determined by random variable Ui and hi. The sensitivity or importance of input
variable Xi is also calculated by

SXi ¼ 1=2
Z 1

0

Z hUi;1

hLi;1

. . .

Z hUi;mi

hLi;mi

fhi;1::;hi;mi hi;1; . . .; hi;mi

� � Z
fY yð Þ � fY jhi;1...;hi;mi yð Þ
��� ���dyYmi

j¼1

dhi;jdui

ð15Þ

3.4 Numerical Computation

After deriving the importance measure for aleatory and epistemic uncertainty, the most
challenge is to code numerical method to compute the multiple integral in indicator Sli ,
Shi;j or Shi . Take epistemic uncertainty parameter hi for instance, the importance metric
Shi is generally estimated by a Monte Carlo (MC) method

bShi ¼ 1
2N

XN
j¼1

Z
fY yð Þ � fY jh j

i¼h�i
yð Þ

��� ���dy
¼ 1
2N

XN
j¼1

XK
k¼1

bfY ykð Þ � bfY jh j
i¼h�i

ykð Þ
��� ���Dy

ð16Þ

where, N and K are the sampling number for parameter hi and density estimation,
respectively. fY jhli¼h�i

yð Þ is the conditional output density with given parameter hli ¼ h�i
at the lth sampling. Notation y, referred to a realization of output Y , is computed by

y ¼ f F�1
X ujhð Þ

� �
with given parameters u and h. Dy is the interval distance to compute

the integral part. Density functions fY yð Þ or fY jh j
i¼h�i

yð Þ is replaced by its kernel density

estimation in the form of

bf yð Þ ¼ 1
Ph

XP
p¼1

K y� yp
� � ð17Þ

where, K is one dimensional Gaussian kernel [18]. Some other analogous density
estimate, like Rosenblatt estimation, Nearest Neighbor estimate or histogram estimate,
can also be applied in this process.

However, the simulator model f is usually by a large computer code and the cost of
MC method is quite high. Some studies have proved that LHS performs better than
Monte Carlo in efficiency and convergence [19, 20]. Hence, a DLS method based on

A Moment Independent Based Importance Measure with Hybrid Uncertainty 219



LHS is proposed in this paper to compute importance metric Shi . The DLS based
importance measure process is given as follows:

(1) Define the input parameters sampling space X ¼ U; hð Þ.
(2) Latin hypercube sampling is conducted to get P sampling points in the entire

space X, then unconditional probability density fY yð Þ is calculated through Eq. (1)
after running simulator f .

(3) The next step is aiming at computing the conditional probability density fY jhi yð Þ.
Similarly, in the outer loop, LHS is used to generate N realizations of

sub-parameter hi ¼ hi;1; hi;2; . . .; hi;mi

h iT
, which make up sub-parameters set.

Meanwhile, for a specified sub-parameter point hi ¼ h�i , P samples of parameters
U and h� i is also obtained by LHS in the inner loop, where h� i denotes the
vector h except for hi. After DLS process, the conditional probability density
fY jhi yð Þ is determined.

(4) Samples with K numbers are considered to measure the shift between fY yð Þ and
fY jhi¼h�i yð Þ through MC methods. Repeat step 3 for N times until the whole
realizations hi are ran in the simulator. Then the importance metric Shi is com-
pleted by the process above.

4 Case Study

To illustrate the process and application of proposed importance measure, the Ishigami
test function sourced from [3, 21] is taken for instance. Due to nonlinearity and
non-monotony, this function is always regarded as an efficient function to assess the
performance of importance metrics. A modified Ishigami function expression is

Y ¼ f Xð Þ ¼ sin pX1ð Þþ a sin2 pX2ð Þþ b pX3ð Þ4sin pX1ð Þ ð18Þ

where a and b are constants assumed to be 5 and 0.1, respectively. The distribution and
parameters of input variables is shown in Table 1.

The input parameters X1�3 are independently and beta distributed between 0 and 1,
where the distribution parameters are represented by an unknown element of a given
interval due to imprecise knowledge. Considering the difficulty of traditional sensitivity
analysis method to tackle hybrid uncertainty, the proposed importance measure with
the LHS method can be used to compute the epistemic and aleatory uncertainty,

Table 1. Input variable parameters

Input variable Distribution Parameter

X1 X1 � b a1; b1ð Þ 1� a1 � 3; 2� b1 � 4
X2 X2 � b a2; b2ð Þ 2� a2 � 4; 1� b2 � 3
X3 X3 � b a3; b3ð Þ 3� a3 � 5; 2� b3 � 4
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respectively. In this case, the inner loop takes LHS with 500 sampling points to yield
the unconditional and conditional output PDF fY yð Þ and fY ja1¼2;b1¼3 yð Þ as shown in
Fig. 2.

In the outer loop, the conditional PDF is repeated for 100 times to compute aleatory
and epistemic parameters with LHS method. The Gaussian kernel is used to estimation
the density with the given value of output response Y , which is a key point to compute
the area enclosed by unconditional and conditional PDF. Figures 3, 4 and 5 gives out
the comparison of sensitivity indicator error between MC and DLS methods in variable
Xi; i ¼ 1; 2; 3.
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Fig. 2. Output PDF fY yð Þ and fY ja1¼2;b1¼3 yð Þ
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Fig. 3. Aleatory and epistemic sensitivity for X1

A Moment Independent Based Importance Measure with Hybrid Uncertainty 221



The importance measure of uncertainty input Xi i ¼ 1; 2; 3ð Þ is demonstrated in
Figs. 3, 4 and 5. For the comparison between MC and DLS methods, DLS trend to get
a higher accuracy than MC in the same sample sizes and perform better in the con-
vergence. The sensitivity indicators gradually converge to certain values with the
increased sampling numbers in the three charts. The DLS based LHS method is proved
to be an efficient sampling strategy to reduce the computation costs. The proposed
method also gives the sensitivity value of each sub-parameter and ranks their order with
the consideration of importance respect to output.
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5 Conclusion

Due to the epistemic uncertainty with insufficiency of knowledge is introduced into
model’s aleatory input. An improved moment independent method is presented in this
paper to solve the hybrid problem. The auxiliary variable method distinguishes the
aleatory and epistemic term from the hybrid uncertainty, respectively. The importance
indicators of aleatory and epistemic uncertainty are derived based on the distance
between unconditional and conditional output PDF, respectively. Furthermore, a DLS
method based on LHS is proposed to ease the computation challenge. The test function
shows that the DLS method performs well in sampling convergence and computing
accuracy. The aleatory and epistemic importance indicators can be efficiently obtained
by improved method, and the corresponding hybrid indicator is fitted with the reference
value, which approve the validity of the proposed method.

In the future work, more test functions and engineering examples will be taken to
investigate the property of this method. Besides, considerable attention will be also
given to the sampling strategy for improving sampling efficiency.

References

1. Guidance on the Development, Evaluation, and Application of Environmental Models,
Council for Regulatory Environmental Modeling. Technical report, U.S. Environmental
Protection Agency, Washington, D.C. (2009)

2. Rumpfkeil, M.P.: Optimizations under uncertainty using gradients, hessians, and surrogate
models. AIAA J. 51(2), 444–451 (2013)

3. Borgonovo, E.: A new uncertainty importance measure. Reliab. Eng. Syst. Saf. 92(6), 771–
784 (2007)

4. Chaudhuri, A., Waycaster, G., Price, N.: NASA uncertainty quantification challenge: an
optimization-based methodology and validation. J. Aerosp. Inf. Syst. 12(1), 1–25 (2015)

5. Oberkampf, W.L., Deland, S.M., Rutherford, B.M.: Error and uncertainty in modeling and
simulation. Reliab. Eng. Syst. Saf. 75(3), 333–357 (2002)

6. Rabitz, H., Alis, O.F., Shorter, J., Shim, K.: Efficient input-output model representations.
Comput. Phys. Commun. 117, 11–20 (1999)

7. Tarantola, S., Gatelli, D., Mara, T.A.: Random balance designs for the estimation of first
order global sensitivity indices. Reliab. Eng. Syst. Saf. 91, 717–727 (2006)

8. Tarantola, S., Koda, M.: Improving random balance designs for the estimation of first order
sensitivity indices. Procedia Soc. Bahav. Sci. 2, 7753–7754 (2010)

9. Xu, C., Gertner, G.Z.: Uncertainty and sensitivity analysis for models with correlated
parameters. Reliab. Eng. Syst. Saf. 93(10), 1563–1573 (2008)

10. Fang, S., Gertner, G.Z., Anderson, A.: Estimation of sensitivity coefficients of nonlinear
model input parameters which have a multinormal distribution. Comput. Phys. Commun.
157(1), 9–16 (2004)

11. Iman, R.L., Davenport, J.M.: Rank correlation plots for use with correlated input variables.
Commun. Stat. Simul. Comput. 11(3), 335–360 (1982)

12. Chun, M.H., Han, S.J., Tak, N.I.: An uncertainty importance measure using a distance metric
for the change in a cumulative distribution function. Reliab. Eng. Syst. Saf. 70(3), 313–321
(2000)

A Moment Independent Based Importance Measure with Hybrid Uncertainty 223



13. Tang, Z., Lu, Z., Jiang, B.: Entropy-based importance measure for uncertain model inputs.
AIAA J. 51(10), 2319–2334 (2013)

14. Park, C.K., Ahn, K.I.: A new approach for measuring uncertainty importance and
distributional sensitivity in probabilistic safety assessment. Reliab. Eng. Syst. Saf. 46, 253–
261 (1994)

15. Sobol’, I.M., Tarantola, S., Gatelli, D., Kucherenko, S., Mauntz, W.: Estimating the
approximation error when fixing unessential factors in global sensitivity analysis. Reliab.
Eng. Syst. Saf. 92, 957–960 (2007)

16. Oberkampf, W.L., Helton, J.C., Joslyn, C.A.: Challenge problems: uncertainty in system
response given uncertain parameters. Reliab. Eng. Syst. Saf. 85(1–3), 11–19 (2004)

17. Sankararaman, S., Mahadevan, S.: Separating the contributions of variability and parameter
uncertainty in probability distributions. Reliab. Eng. Syst. Saf. 112(112), 187–199 (2013)

18. Jourdan, A., Franco, J.: Optimal latin hypercube designs for the Kullback-Leibler criterion.
Adv. Stat. Anal. 94(4), 341–351 (2010)

19. Helton, J.C., Davis, F.J.: Latin hypercube sampling and the propagation of uncertainty in
analyses of complex systems. Reliab. Eng. Syst. Saf. 81(1), 23–69 (2003)

20. Fang, K.T., Ma, C.X., Winker, P.: Centered L2-discrepancy of random sampling and latin
hypercube design, and construction of uniform designs. Math. Comput. 71(237), 275–296
(1999)

21. Iman, R.L.: A matrix-based approach to uncertainty and sensitivity analysis for fault trees.
Risk Anal. 7(1), 21–33 (1987)

22. Xu, X., Lu, Z., Luo, X.: A kernel estimate method for characteristic function-based
uncertainty importance measure. Appl. Math. Model. 42, 58–70 (2016)

224 X. Shang et al.



Flood Water Level Modeling and Prediction
Using Radial Basis Function Neural Network:

Case Study Kedah

Mohd Anuar Abu Bakar(&), Fathrul Azarshah Abdul Aziz,
Shamsul Faisal Mohd Hussein, Shahrum Shah Abdullah,

and Fauzan Ahmad

Malaysia-Japan International Institute of Technology,
Universiti Teknologi Malaysia Kuala Lumpur, 54100 Kuala Lumpur, Malaysia

mohdanuar.abubakar@gmail.com

Abstract. Natural disasters are common nowadays and a major adverse event
resulting from natural process of Earth. Most of the natural disaster are beyond
control of human beings and cannot be predicted accurately when it occurs. For
instance, prediction of a river water level is essential for flood mitigation in
order to save people’s lives and property. However, it is very difficult to predict
river water level accurately since it is influenced by many factors and the
fluctuations are highly non-linear. To address this problem, a river water level
predictor utilizing the Radial Basis Function Network (RBFN) is proposed in
this study. The goal of this project is to design a neural prediction algorithm that
can forecast river water level prediction 7 h ahead with lower error. Result
shows Best Fit value of 82.43% and Root Mean Square Error (RMSE) of 1.571.

Keywords: Flood water level prediction � Artificial neural network � Radial
basis function network � Kedah river

1 Introduction

Flood are the most common occurring natural disasters that affect human and its
surrounding environment [1]. Floods are often cited as being the most lethal of all
natural disaster [2–4]. It is more vulnerable to Asia and the Pacific regions. It affects
social and economic stability of a country.

Floods become a huge effect around the world especially in Malaysia because it
causes suffering to human live and property loss [5]. Two major type of flood occur in
Malaysia are monsoon flood and flash flood. The monsoon flood occurs mainly from
Northeast Monsoon which prevails during the month of November to March with
heavy rains to the east coast states of Peninsula, northern part of Sabah and southern
part of Sarawak. Some of the recorded flood experiences in the country occur in 1926,
1931, 1947, 1954, 1957, 1963, 1965, 1967, 1971, 1973, 1983, 1988, 1993, 1998, 2001,
2006, 2007, 2010, 2013 and 2014. Report from Department of Irrigation and Drainage
stated that about 29,000 km2 or 9% of total land area and more than 4.92 million
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people (22%) is affected by flooding annually. Damage caused by flood is estimated
about RM 915 million.

While monsoon flood is governed by heavy and long duration rainfall, more
localized flooding which covers a large area has been reported in recent years. Most
countries in Malaysia suffer from floods during monsoon season especially Kedah,
Kelantan, Terengganu, Pahang and Johor. Flood of October 2–6, 2003 that affected a
large area in the north-western part of the Peninsula covering states of Kedah, Penang
and northern Perak. Flash flood is reportedly occurring quite rapid such as two events
occur in April 2002 and October in Kuala Lumpur which has been recognized due to
uncontrolled development and activities within the catchment and flood plain [6].
Large flood had damaged properties, public utilities, cultivation, loss of lives and
caused hindrance to social economic activities. Average annual flood damage is as
high as RM 100 million. Recently, 2014–2015 Malaysia floods hit Malaysia from
December 15, 2014 until January 3, 2015. More than 200,000 people affected while 21
killed on the flood [7]. Thus, flood prediction system is very important to help people to
evacuate prior to flood occurrence.

In recent years, the applications of Artificial Neural Network (ANN) has been
widely used for modelling and forecasting in various area. The Artificial Neural Net-
work (ANN) concept with neuron model was first developed by McCulloch and
Pitts [8]. Then, the ANN has become extremely popular around the world after the first
ANN training algorithm was introduced by Rosenblatt [9]. ANN models have the
ability to solve and estimate nonlinear system and hence become important tools to
solve diverse water resources problems [10, 11].

Several attempts to predict river water level in Malaysia has been done and the
model used are normally Artificial Neural Network based such as Neural Network
Autoregressive with Exogenous Input (NNARX), Elman Neural Network (ENN),
Adaptive Neuro Fuzzy Interface System (ANFIS) and Autoregressive Integrated
Moving Average (ARIMA). In this study, a river water level predictor utilizing the
Radial Basis Function Network (RBFN) is proposed.

The applications of RBFN models have been widely used for prediction and
forecasting. For example, Arora and Singhal [12] presented a study of application of
RBFN. It has been used in various real time application for making accurate prediction
such as weather forecasting, load forecasting, market analysis and many such appli-
cation. Santhanam and Subhajini [13] used RBFN to predict the weather conditions of
a place with an improvement in basic model.

RBFN has advantages of easy design, good generalization, strong tolerance to input
noise, and online learning ability. The properties of RBFN make it very suitable to
design flexible control systems. With this advantages of RBFN, this paper proposed a
7 h ahead flood water level prediction using RBFN structure. This paper is organized in
the following manner: Sect. 2 states the related theory, Sect. 3 explains the method-
ology, experimental result using RBFN and discussion are presented in Sect. 4 and
finally, Sect. 5 is conclusion.
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2 Related Theory

A Radial Basis Function Network (RBFN) is a special type of neural network that uses
a radial basis function as its activation function. RBFNs are very popular for function
approximation, curve fitting, time series prediction, control and classification problems
[14]. The RBFN is embedded into a 3-layered feedforward neural network comprised
of input layer, hidden layer, and output layers. It possesses only a single hidden layer
rather than multilayer structure, despite of this RBFN can solve complex problems
similar to a neural network with multiple intermediary layers. In RBFN, determination
of the number of neurons in the hidden layer is very important because it affects the
network complexity and the generalizing capability of the network. In the hidden layer,
each neuron has an activation function. The Gaussian function, which has a spread
parameter that controls the behavior of the function, is the most preferred activation
function [15]. A general block diagram of an RBFN is illustrated in Fig. 1.

The network consists of three layers: an input layer, a hidden layer, and output
layer. If the number of output, Q = 1, the output of the RBFN in Fig. 1 is calculated
according to

n x;wð Þ ¼
XM
k¼1

w1k/ x� ckk k2
� � ð1Þ

where x2<Rx1 is an input vector, Ø (−) is a basis function, || − ||2 donates the Euclidean
norm, w1k are the weight in the output layer, M is the number of neurons (and centers)
in the hidden layer and ck 2<Rx1 is the RBF centers in the input vector space.

Fig. 1. A radial basis function network.
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The center ck are defined point that are assumed to perform an adequate sampling of
the input space. Effects of different centers is shown in Fig. 2. From this figure too,
observe that the output is the weighted sum of the basis functions.

Thus, it is really important to find the correct second layer weight values so that the
weight sum of the basis functions can approximate the given training output samples
data.

Like Neural Networks and fuzzy interference system, Radial Basis Function Net-
work (RBFN) [16] were also proven to be universal approximator [14]. Radial Basis
Function Network (RBFN) and Multi-Layer Perceptron Network (MLPN) have dif-
ferent properties. First, RBFN is simpler than MLPN which usually have more complex
architectures. Second, RBFN are often easier to be trained than MLPN because of the
simple and fixed three-layer architecture. Third, RBFN act as local approximation
networks and the network output are determined by specified hidden units in certain
local receptive fields, while MLPN work globally and the network outputs are decided
by all the neurons. Fourth, it is essential to set correct initial states for RBFN, while
MLPN use randomly generated parameters initially. Last and most importantly, the
mechanisms of classification for RBFN and MLPN are different: RBFN clusters are
separated by hyper spheres, while in Neural Network, arbitrarily shaped hyper surfaces
are used for separation.

3 Methodology

3.1 Data Collection

Water level at flood location is influenced by many factors such as upstream river water
level, rainfall, water flow, and temperature. The flood location in this paper is Muda
River, located at Syed Omar Bridge. The most substantial influence for flood location

Fig. 2. Effects of different centers
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comes from four stations, water lever at two upstream rivers, Ketil River at Kuala
Pegang and Muda River at Jeniang and rainfall at two stations, Pulai and Jeniang
Klinik as shown in Fig. 3. Data used for developing this model were obtained from the
Department of Irrigation and Drainage Malaysia by their Supervisory Control and Data
Acquisition (SCADA) system. Water level at flood location was measured in real-time
of water level and rainfall data.

3.2 Data Used

For RBFN modelling, data used were divided into two sets namely: training and testing
samples data. In this study, prediction time starts from 1 h ahead, 3 h ahead, 5 h ahead
and 7 h ahead. Firstly, the RBFN model was train by training samples data. Then, in
order to evaluate the performance of RBFN model, testing samples data was used to fed
the model. For each prediction time hours ahead, the samples data used for RBFN
model training was in meters (m) for water level and millimeters (mm) for rainfall
from, 1/9/2012 00:00:15 till 20/9/2012 24:00:00 in 15 min time interval with the total
of 1920 samples data. These samples data were chosen because flood event was
occurring during this period of time and providing reliable water level and rainfall data.

Fig. 3. The flood location stations for case study at Kedah. (Retrieved September 2016, http://
infobanjir.water.gov.my/ve/vmapkdh.cfm)
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After training the samples data, the testing samples data were fed into the model to
verify and evaluate the performance of the RBFN model. These testing data samples
starting from 21/9/2012 00:00:15 till 30/9/2012 24:00:00 with 15 min time interval and
the total of 920 samples. Hence, with reliable condition of training and testing samples
data, optimal performance result was expected at the end of this study. The water level
at flood location was also consider as one of input parameter.

3.3 Flood Prediction Model

Figure 4 showed the block diagram of prediction time hour ahead of flood water level
prediction model at Kedah flood prone area using RBFN structure. Five inputs were fed
to RBFN model to predict the flood water level 7 h ahead of time. The input water
levels and rainfall were normalized between +1 and −1 before fed into the model to
keep the samples data within the same range. Later, the samples data were renormal-
ized back to obtain the actual predicted flood water level value at the output. WL1 and
WL2 represent river water level two upstream rivers; Ketil River at Kuala Pegang and
Muda River at Jeniang while RF1 and RF2 represent rainfall at two upstream stations;
Pulai and Jeniang Klinik. y represents water level at flood location. ŷ represents pre-
dicted water level at flood location.

In this study, we optimized the RBFN by fixed center selected at random. The
simplest and quickest approach for setting the RBFN parameters is to have their centers
fixed at M point selected at random from N data points, and to set all their widths to be
equal and fixed at an appropriate size for the distribution of data points. Specifically,
we can use normalized RBFN’s center at {ck} defined by

/k xð Þ ¼ exp � x� ckk k
2b2k

 !
ð2Þ

Fig. 4. RBFN for prediction time hours ahead of flood water level.

230 M.A. Abu Bakar et al.



where

ckf g � xpf g ð3Þ

And the bk are all related in the same way of the maximum or average distance between
the chosen center ck. Common choice are

bk ¼
dmaxffiffiffiffiffiffiffiffiffiffiffi
2max

p ð4Þ

or

bk ¼ 2dave ð5Þ

Which ensure that the individual RBFs are neither too wide, nor too narrow, for given
training data. For large training sets, this approach gives reasonable results.

4 Result and Discussion

Using the RBFN model, all the data were training and testing to predict 1 h, 3 h, 5 h,
and 7 h ahead of water level at flood location. The range of spread is 1 to 500 and
centers is 1–1920. The lowest RMSEs for every hour obtained result are summarized in
Table 1 for comparison purpose. From this table, it is concluded that the lowest Root
Mean Square Error using RBFN model is prediction at 7 h ahead of water level at flood
location with RMSE value is 1.5710. At this point, the center is 3 and spread is 10.

Figure 5 showed water level at two upstream rivers, Ketil River at Kuala Pegang
and Muda River at Jeniang, while Fig. 6 showed rainfall at Pulai and Jeniang Klinik.
Figure 7 showed the water level at flood location which is Syed Omar Bridge at Muda
River. Figure 8 showed the prediction result when center is 3 and spread is 10 using
RBFN model. The prediction result demonstrated optimal result with Best Fit value of
82.43%.

Table 1. Root Mean Square Error of prediction of water level at 1 h, 3 h, 5 h and 7 h ahead.

Time (hour ahead) Root Mean Square Error (RMSE)

1 3.0423
3 2.6947
5 2.2645
7 1.5710
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Fig. 5. Water level at Ketil River, Kuala Pegang and Muda River, Jeniang.

Fig. 6. Rainfall at Pulai and Jeniang Klinik.
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Fig. 7. Water level at flood location, Sungai Muda Jambatan Syed Omar.

Fig. 8. 7 h ahead flood water level prediction using RBFN model.
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5 Conclusion

The main goal of this study is to develop and design a neural prediction algorithm that
can forecast river water level prediction 7 h ahead with higher Best Fit value and lower
error. From this study, it showed that Radial Basis Functions Network model can
predict up to 7 h ahead river water level. Hence, this study provides a lot of time and
allows people to evacuate and save property before the flood occur. However, further
modifications are needed to give better result. For future work, it will be best to test for
one year data sample. In addition, comparison with other prediction model.
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Abstract. Polygon model scanner is developed to reconstruct a three-dimension
image of an object’s surface. Amongst is by installing five infrared sensors in the
sensor array as a medium to harvest data. All components used in the device then
are installed in a closed box to avoid any source of light. Next is ellipse, hemi-
sphere, cylinder and rectangle shapes were used to be tested in the developed
device. Results from the experiment showed that the device is capable to
reconstruct an image of a polygon model. As a whole, it requires 60 min to scan
the whole model which covers 10 cm of the height with a diameter of 5 cm.
Finally, Butterworth, Mean, Median filters and point fitting were used to deter-
mine which filters gives accurate dimension compared to the reference shape.

Keywords: Infrared sensor � Butterworth filter � Mean filter � Median filter �
Point fitting

1 Introduction

Advancement in radiological imaging techniques is pivotal in the medical fields
especially men are exposed to new illness which were not common before.
Three-Dimension (3D) image reconstruction for example is far more informative
compared to Two-Dimension (2D) image. It provides image(s) with x-, y- and z-axis
data. Device that capable to provide the 3D image of an object is a good choice for the
researcher or user to complete a task. Devices in the market offer a high resolution of an
image, able to reconstruct a complex shape of an object but high in cost.

Some of the device requires an expert to operate the system. These drawbacks lead
to the new development of a shape detector sensor that offers simpler operation at lower
cost but many similar functions with the existing devices in the market. Ultrasound
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(US), infrared (IR), 3D sensor and photo-diode are the sensors that usually used to be
installed in a device. It depends on the function and needs of the device itself. Com-
bination of sensors in the same device helps to overcome the weaknesses of each other
to obtain accurate results.

YAIR is a device developed by Benet et al. installed with US rotary sensor and 16
pairs of IRs. The device enables to draw a map accurately with a quick response. YAIR
only takes 2.5 s to scan the circular area with a 15 ms response time for a single
measurement. Figure 1 shows the installation setup of the YAIR device.

The US rotary sensor rotates every 1.8° with a precision less than 1 cm. The
rotation of the US sensor is to cover the whole circular area. The accuracy of the device
is 2.5 mm for every 11 cm of a distance measurement. Unfortunately, US sensor has its
drawbacks that leads to an error to the output data. Some of the disadvantages of the
US sensor are poor angulation resolution [2], wide beam-width, and sensitive to certain
surfaces [3].

The most suitable sensor to reconstruct the 3D geometry image is using 3D sensor
[4, 5]. Dugan et al. used this sensor to calculate the surface angle of an object from
multiple light sources [6]. However, it requires high computational power and data
from the camera to avoid any obstacle [2, 7]. The cost to operate the 3D sensor is very
expensive, and it is the main reason why researchers try to avoid using it.

Other than that, IR sensor can be combined with US, laser diode, 3D sensor and
Position Sensing Detector (PSD) for a better result in the experiment. Basically,
researchers used IR and US to avoid an obstacle accurately due to the ability of both
sensors to measure distance for a short and long range. US sensor has a frequency of
20,000 Hz, which is above human hearing range. Easy to operate and low in cost are
the main reasons why it has been used widely in a robotic system [8].

There are a number of researches that used IR sensors as a medium to harvest data
and display results. However, the function or objective of each research is different in
order to achieve the desired output. IR sensor can be used to measure distance [3],

Fig. 1. YAIR is installed with two types of sensors, IR and US are used to perfectly draw a map
with a fast response time [1].
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detecting movement of a target [9, 10], draw a map [11, 12], object’s detection [13, 14],
and localization purposes [8, 15]. Other than that, IR was combined with other sensors
to gain more accurate data and to overcome the drawback of the IR itself. IR is limited
to a certain distance; it is divided into two different type of sensors to detect a short and
long range.

Nurmaini [16] used five IR sensors installed in the device to detect an obstacle in
front of the device. All the IR sensors installed in a circular-shaped, and each sensor is
placed 45° respectively. The objective of this research is to detect an obstacle in a
complex corridor environment and to avoid any collision with the wall.

Meanwhile, Park et al. in their research used 12 pairs of IR sensor to detect any
open area between the obstacles. Time taken to scan the whole area for 360° is
shortened when using more than one IR in the device. Moreover, any small obstacles
can be noticed by rotating the sensor due to the narrow detection of the IR. Each IR has
the same detection area, since the sensors are installed in circular, the overlapping area
exist helps in detecting the obstacle accurately. Figure 2 shows the arrangement of 12
IR sensors installed in the device.

The overlapping area of each IR sensor confirmed that it could react to maximize an
area during the scanning process. An accurate data of an obstacle location was obtained
in the overlapped area. Lee et al. also applied the same concept of rotating and used
more than one IR in a device for shorter and faster scanning [18].

Based on the explanation regarding IR sensor and all of its advantages, this research
installed five sensors in a shape detector device to reconstruct the 3D image of an
object. Various shapes of a polygon model were designed and tested using the sensor
device. Distances between IR and the model surface were measured, and data were then
used in Matlab algorithms to reconstruct the image. Results and accuracy for each
model were displayed.

Fig. 2. Multiple rotating range sensors to detect any open area exist between the obstacles [17].
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2 Shape Detector Sensor Device Specifications

Shape detector sensor device developed in the experiment is capable to reconstruct the
3D image of an object’s surface. The device consists of IR sensor array, model plane,
motor drive, Arduino microcontroller, stepper motor and control board. During the
scanning process, an object is placed underneath the sensor array and on top of the
model plane. Figure 3 illustrates the position of an object in the sensor device.

The model plane rotates every 2° for the scanning purposes, meanwhile IR sensors
measure data between sensor and object surface. The idea to rotate the model plane is
to minimize a blind spot of the object surface when there is a curve or band exists on
the surface [17, 18]. In order to increase the height, a cardboard was slotted underneath
the object. A total of 50 cardboard layers were required to cover 10 cm height of an
object.

The components in a sensor device are set up in a closed box with no light source
when the device is turned ON. Each component installed in the sensor device has its
own function. The control boards itself is responsible to monitor the ON and OFF
condition of the IR sensors and transmit the output data to a microcontroller. Mean-
while, the sensor array holds the IR sensor to a fixed position during the experiment.
Motor driver is a driver to control the function of a stepper motor to rotate every 2°
after 20 s. The model plane is a casing to place the object to be reconstructed. Other
than that, the cardboard layer acts as an actuator to increase the height of the object.
Arduino UNO is a microcontroller in the sensor device to transfer data to a PC [19].

Fig. 3. Position of an object model placed underneath the sensor array [19].
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2.1 Conversion Equation

Data received by the sensor output is converted using Eq. (1), a smooth algorithm is
applied to filter the unnecessary signal. Point fitting technique is used in the smoothing
purpose. In this technique, both robust smooth and spline data were used to eliminate a
small fraction of outliers and connect each point between x- and y-axis.

D ¼ 9� 2914
V þ 5

� 1
� �

ð1Þ

From Eq. (1), coefficient 9 is distance length between IR sensor and the center of
the model plane [20]. Meanwhile, coefficient 2914 is a constant value for GP2D12
sensor. V is the output sensor value. Some experiments have been conducted to test the
accuracy of the Eq. (1). Where an object was placed in front of the IR sensor, and data
were then collected. After the conversion equation was applied to the sensor value,
results showed the actual distance was equal to the conversion. It showed that, Eq. (1)
could be used in the experiment to convert sensor output to distance in cm.

3 Result and Discussion

Four different filters were used to determine which filter gives higher accuracy from the
reconstructed image. Median, Butterworth, Mean, and point fitting filters were used in
the experiment. Results from the reconstructed image are displayed in a figure format,
and the accuracy for each model is calculated. Figures 4, 5, 6, and 7 shows the
reconstructed 3D image for cylinder object.

Fig. 4. Cylinder object data filtered using Median filter.
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Fig. 5. Cylinder object data filtered using Butterworth filter.

Fig. 6. Cylinder object data filtered using Mean filter.

Fig. 7. Cylinder object data filtered using point fitting.
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Result shows that, data filtered by Median, Butterworth, and Mean filters unable to
produced smooth line data compared to point fitting filters. Point fitting techniques
capable in providing smooth data to the captured sensor value. Smooth line data is
required to increase accuracy of a 3D reconstructed image of a polygon model. Results
from different filters were used to reconstruct 3D image as shown in Figs. 8, 9, 10, and 11.

3D image surface were reconstructed using 3D plot in Matlab. The high for each
image were fixed into 10 cm since the size of the object high did not change throughout
the experiment. The diameter for each polygon were varies based on the size of the
reference object. In this experiment, the x and y-axis of the 3D image were fixed into
5 cm due to the maximum and minimum size of the reference object itself.

Fig. 8. 3D reconstructed of a cylinder object using Median filter.

Fig. 9. 3D reconstructed of a cylinder object using Butterworth filter.
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From the reconstructed image, Point fitting technique contain of robust smooth and
spline data. Robust smooth can be used in smoothing data with an outliers without
changing the adjacent points. Meanwhile, spline data connect from point to a point. It is
specified to a smoothing parameter p, and the weights wi. Results from four different
filtered used to determine the best filter were shown in Table 1.

Results from Table 1 showed that the accuracy for all polygon shapes. The highest
accuracy percentage is the cylinder, which is 98.37%. Meanwhile, for ellipse, the
average accuracy is 60%. For hemisphere, the average accuracy is 60% and higher
accuracy was using point-fitting technique, 92.85%. Last but not least, the percentage
accuracy when using point fitting is 89.05%. It shows that the shape detector device has
successfully reconstructed 3D image of an object’s surface when using point-fitting
technique with the accuracy is above 95% in average.

Fig. 10. 3D reconstructed of a cylinder object using Mean filter.

Fig. 11. 3D reconstructed of a cylinder object using point fitting.
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4 Conclusion

Shape detector sensor device in the experiment could reconstruct the 3D image of
various polygon models, and the accuracy is above 95% in average. However, several
steps need to be considered, for example, during the scanning process, the surrounding
area cannot be exposed to any light source due to the sensitivity of the IR sensor.

Other than that, a total time requires to scan an object with 10 cm in height is
60 min. By applying more infrared sensor to the device could reduce the total time
required to scan an object. Slotting cardboard underneath an object during the exper-
iment requires extra attention from the researcher to avoid any delay. The installation of
an actuator to control the up and down movements of the model plane can help to
increase the height of an object.

A developed algorithm could filter unwanted signals and smooth the surface area of
a polygon model. Compared to Butterworth, Median and Mean filter, point fitting gives
better result in terms of accuracy to the 3D surface image reconstruction. Since the
entire object used in the experiment is polygon shape, an additional experiment is
required to use more complicated model for the image reconstruction purposes. By
doing this, the device can be claimed as a multipurpose shape detector device other
than focusing on the reconstruction of a polygon model.

Acknowledgments. This work have been supported by Universiti Teknologi PETRONAS
(UTP) and Universiti Teknologi Malaysia (UTM).

Table 1. Accuracy percentage for four different polygon model with four different filter used to
reconstruct 3D image of an object surfaces.

Polygon Filter Accuracy (%)

Cylinder Butterworth 74.83
Median 74.09
Mean 74.31
Point fitting 98.37

Ellipse Butterworth 58.15
Median 59.43
Mean 59.58
Point fitting 94.48

Hemisphere Butterworth 62.14
Median 60.57
Mean 62.00
Point fitting 92.85

Rectangle Butterworth 74.00
Median 73.57
Mean 74.14
Point fitting 89.05
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Abstract. This paper focuses on the impact of an opened or enclosed resi-
dential community on a congested road network. The two-dimensional cellular
automata-based model (CA) is used, combined with vehicle behavior such as
left-turning and waiting. Also, the traffic controller is an employed model in the
intersection. We divide the whole network into several basic modular structures,
which could be combined to simulate typical residential communities. Based on
these models, simulation of the real-world scenario is carried out. The results
include the average traffic density of the network and the running time of probe
cars. It is observed that, when we enclose the community during congested
traffic, the density is diminished. This means a Braess paradox emerges.
However, the average travel time of probe cars with a solid OD (origin and
destination) pair will decrease for the reason that added roads give probe cars
more choices.

Keywords: Enclosed residential community � Cellular automata � Microscopic
traffic simulation � Braess paradox

1 Introduction

With the increasing number of cars on the road, the requirement for a high capacity of
traffic networks is on the rise as well. We can see the compact-ordered traffic networks,
of Western-developed cities, in the picture below (Fig. 1).

After analyzing the structure of the majority of traffic networks as well as resi-
dential communities, we find several typical features: broad roads, enclosed residential
communities, and prohibited car entrance into those communities. This is because the
geomantic omen is taken into account when designing buildings. Therefore, the
ordered pattern of a building with the broad-long-straight road style creates lot of
rectangular residential communities in China. Further, these buildings are expected to
serve some functional activities as a whole, which lead to a continuous distribution of
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these building. In other words, it is not easy to divide them. The big-size building
pattern and road style reduce the connectivity of traffic networks in China. This makes
people have to pay extra cost to get to their destination, which may be difficult to
achieve by main road. The following pictures show the general enclosed residential
community from the Baidu map.

From the above comparison, it is clear that the open residential community and
rising density of the road might be helpful to reduce the congestion. This is the critical
problem we try to solve in this paper, i.e., evaluating the travel efficiency of traffic
networks, when we take the opening enclosed residential community policy. Currently,
most China communities are designed as enclosed residential communities (ERC).
However, as more cars are on the road, drivers’ adverse feelings are intensified due to
increased traffic jams. One suggestion from the public is to make better use of the road
resources in community, i.e., reconstructing the ERC to the open residential commu-
nities (ORC).

Adding new links to an existing traffic network is related to Braess paradox studies
[1]. In Braess’s settings, each agent routes selfishly, thus intending to minimize travel
time. This results in a so-called user equilibrium [2, 3]. Based on this assumption, we
try to formulate one typical type of road network topology surrounding a residential
community (RC) and simulate with CA (cellular automata) microscopic simulation [8].
CA was first proposed by Von Neumann, and it is used to simulate the self-replicating
function-in-life system [10]. Then it was applied to solve traffic problems via traffic
simulations [11–14]. Based on the former research, Nagel and Schreckenberg proposed
a stochastic discrete automaton model (NS model) to simulate freeway traffic [7].

Fig. 1. Compact community pattern of the developed city.

Fig. 2. General enclosed residential community.
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This model was then expanded to a two-dimensional cellular automata model (BML
model) [9]. In this paper, we improve upon the BML model as our basic model. In
order to obtain a comprehensive view of the result, we try to analyze from two aspects.
The average traffic density and the average speed of probe cars. Probe cars are always
used to solve traffic problems [4, 5], especially in analyzing road congestion [6].

The main contributions are as follows. First, typical networks adjacent to RCs are
generalized and analyzed, which represents the vast majority of RCs in China. Thus,
we can draw upon useful and practical results for developing traffic networks. Note that
we use modular road structure to combine different traffic networks, which means we
can intelligently and flexible form more general traffic networks. Second, CA-based
microscopic models are designed to simulate the effect of adding RCLs. Because a CA
model could exactly reflect an agent’s behavior when a new road is added, we use it to
achieve basic metrics and calculate it in the SL model. Third, for one certain scene, we
provide several practical scenarios, which are simulated with the CA model. Conclu-
sions are drawn with respect to different scenarios.

The paper is structured as follows. In Sect. 2, we present the related works in recent
years. In Sect. 3, CA-based microscopic models are prosed and formulated. Section 4
studies one typical network adjacent to RCs, which are generalized and analyzed, and
several practical scenarios are simulated. In Sect. 5, conclusions are drawn and future
works are generalized.

2 Brief Review of CA Model

All the notations used in this paper are summarized in the Table 1. In this paper, the
CA model is the basic model. Each cell is 4 m long and 4 m wide. One vehicle is
considered one cell. The vehicle state is updated by its behavior, speed, and the rule of
movements. The behavior determines the location where the vehicle will go, and the
speed and rule of movements determine the process of location changing. Each iter-
ation in the experiment represents an increase in the actual time. The abstract
description of the algorithm is as follows.

XiðtÞ!G Xiðtþ 1Þ ; ViðtÞ!G Viðtþ 1Þ ð1Þ

If the position is occupied by another vehicle, the speed of the current moving
vehicle will drop to zero and remain at the current place and wait:

Xi tþ 1ð Þ ¼ Xi tð Þ ; Vi tþ 1ð Þ ¼ 0: ð2Þ

For facilitating the discussion and analysis, all assumptions are listed below:
All agents drive on the right-hand side of the road. Non-motorized vehicles, which

have highly flexibility, make no contribution to the model used in this paper: these
vehicles include bicycles, motorcycles, etc. Vehicle preference difference and envi-
ronment condition are ignored in this paper. In other words, in our model, an SUV is
equal to a bus, and community of the same pattern in Beijing is equal to the one in
Shanghai. Inherent vehicles in the community are ignored in our model because they
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have a relative less quantity. Because of the limited dimension in the community, we
only consider that the two-way, two-lane road will be built inside the community.
Initial velocity is set at the same value for all agents in our model, i.e., CA model.
The CA model, in this paper, rules that agents running on the outer lane must turn right
when they reach the cross road. In other words, lane change reflects turning-right
behavior. In this paper, a two-way four-lane road means a two-way road with two lanes
in each direction, and a two-way two-lane road means a two-way road with one lane in
each direction. Basic constant set in our model (see Table 2).

3 Agent-Based Traffic Flow Simulation Model

The general road network structure is composed of roads and intersections. Thus, any
structure of a road network can be combined by different types of roads and inter-
sections. Based on this notion, we separate road networks into five parts. There are two
kinds of road: two-way, two-lane road; two-way, four-lane road. There are three kinds
of intersection: 2 * 2 cross road; 4 * 2 cross road; 4 * 4 cross road.

Table 1. Notations used in this paper.

Notation Definition

t Time in the model
i Number of vehicles in the model
j Different location in CA
G The movement behavior of CA
Xi The current location of CA
Vi The speed of CA
T Time of experiment
T′ Time of a position with a vehicle

T The average travel time of probe cars

S Path length of OD pairs
q The average traffic density
V0 Initial speed in CA model
V� The speed of probe cars

V� The average speed of probe cars

nðtÞ The number of moving probe cars
N The number of probe cars

Table 2. Basic constant set in CA model.

Notation Name Units

Initial velocity in CA model 50 Km/h
Waiting time of the controller 60 s
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3.1 Road Simulation

3.1.1 Two-Way Two-Lane Road
Modular structure is the notation of a dual carriageway with one lane in each direction.
In accordance with the real-world rules, vehicles in such a road could only go straight,
without making a turn, and the agents could decide whether to move or to be stopped
by the occupation of next apace. The representation of road and CA model is shown in
Fig. 3.

Vehicles can only go straight on the two-way two-lane road. When C1 and C2 are
at their position, as shown in Fig. 2, C1 could only move from S1 to S2 and C2 could
only move from S3 to S4.

3.1.2 Two-Way Four-Lane Road
Modular structure m2 is the notation of dual carriageway with two lanes in each
direction, which is common around residential communities. The outer lane provides
the chance of lane change, which provides more choices for an agent in the case of
congestion and demand of making a turn. Note that the agent running on the outer lane
can only turn right when it reaches a cross road. Only the agent running on the inner
lane can either turn left or go straight. The probability of lane change is noted P23. The
process is shown in Fig. 4.

There are two lanes in the same direction on the two-way four-lane road. According
to the driving rules, an agent could only turn right when it is on the right lane. Thus, if
the agent on the left lane wants to turn right, he has to change to the right lane, such as
S1!S3 and S4!S6. And S1!S2, S4!S5 represent going straight.

Fig. 3. Two-way two-lane road abstract and CA model.

Fig. 4. Two-way four-lane road abstract and CA model.
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3.2 Intersection Simulation

A cross road connects the linear road in different directions, which complicates agent
behavior. We also define agent behavior in the CA model according to the real situation
in different cross roads. The categories of cross road are 4 * 4 size cross road, 2 * 4
size cross road, and 2 * 2 cross road. For example, a 4 * 4 cross road means that two
two-way two-lane roads converge in one point. We have to illustrate that we add
controller in the 4 * 4 cross road, and the remainder do not due to size restrictions.

3.2.1 2 * 2 Cross Road
Intersection I is a crossing of two two-way two-lane roads. S1!S2!S3 means C1
passing through this intersection. If a vehicle wants to turn left, it needs to take the step
of S1!S2!S5!S6 and S1!S4 is turning right. Vehicles from the other direction
obey the same rule (Fig. 5).

3.2.2 4 * 2 Cross Road
When connecting the road network, we usually add a two-way two-lane road between the
two two-way four-lane. Thus, there will be T-intersection such as in Fig. 6. According to
the rule of driving, under this circumstance the vehicle from the two-way four-lane can
only turn right to go into the two-way two-lane road, so does the vehicle from the two-way
two-lane. If the vehicle C1 is at the position as shown in Fig. 6, it can take the step of

Fig. 5. 2 * 2 cross road and CA model.

Fig. 6. 4 * 2 cross road abstract and CA model.
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S1!S2. If the vehicle C12 at such position, it can take the step of S3!S4!S5. If the
vehicle wants to go straight, it needs to obey the rule at the road simulation part.

3.2.3 4 * 4 Cross Road
Modular structure m3 is the notation of the 4 * 4 cross road, which is common in
residential communities. A 4 * 4 cross road means that two two-way four-lane roads
converge in one point. According to the definition of the agent behavior on a two-way
four-lane road, we will give the permitted behavior in a cross road.

We define every permitted move for each grid. As shown in Fig. 7, the No. 6 route
presents the agent turning right. It is worth noting that the agent makes a turn to the
inner lane of the road instead of the outer lane; No. 7 routes show the agent going
straight to pass the cross road; No. 8 route presents the agent turning left.

The corresponding probabilities are:

Going straight: P31
Turning left: P32
Turning right: P33

Agent possible route and behavior in the CA model are shown in the following
pictures:

3.3 Road Network Under Consideration

The typical road network is shown in Fig. 8. The road network is divided into five
parts: two kinds of road and three kinds of intersection. Road I is the two-way two-lane
road, and Road II is the two-way, four-lane road. Intersection I is the crossing of the
two two-way two-lane road. Intersection II is a T-intersection of a two-way, two-lane
road and a two-way four-lane road. Intersection III is the crossing of two two-way
four-lane.

Fig. 7. 4 * 4 cross road abstract and CA model.

Pros and Cons of a Non-enclosed Community in Congested Traffic Networks 251



4 Road Network Simulation

4.1 Probe Cars with OD Pairs Setting

Based on the two angles of the whole network flow and the individual, we study the
influence of the ORC on the whole road network. Thus, we use the probe cars, and we
give the OD of the probe cars in each kind of road network. Let these probe cars in the
road network be in accordance with the constraints of the OD pair. We evaluate the
impact of ORC by monitoring the data generated by the probe cars during driving.

After creating an abstract of the selected road network, we set the OD pairs of probe
cars, as shown in Fig. 9.

Fig. 8. Typical road network reconstructed by traffic simulation agents.

Fig. 9. OD pair settings of probe cars in different road networks.
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4.2 Simulation and Results Analysis

We select the Wuzhong city Litong district Yuming community as a standard rect-
angular traffic network example. This traffic network could be reconstructed by four
4 * 4 intersections and some two-way four-lane roads. We use the CA model to
simulate the environment. A bird’s-eye view of the area and the surrounding road
structure are shown in Fig. 10 (left); the abstract graph is on the right.

Through the investigation of the real-world data in this community, we find the
relevant parameters of the auto vehicle driving behavior at the intersection of the cell
structure, as shown in the following figure. These data are our model input parameters
(Table 3).

We will take two steps to perform the simulation experiment.
First, we add one road to the community. This road connects the two main roads,

allowing the driver to drive through the community. This makes the road network more
complex.

The second step simulation is to open two roads in a residential community, which
connects the main road. The road network abstract is shown in Fig. 11. Such a structure
gives drivers more routes to choose for the destination. There will be a 2 * 2 inter-
section inside the residential community and four 4 * 2 intersections at the connection
area of main road and added road.

Fig. 10. Standard rectangular traffic network example and simulation result with CA model

Table 3. Relevant parameters used in the CA model.

Parameter Data Units

Turning left probability 18.2 %
Turning right probability 51.45 %
Going straight probability 30.35 %
Width of community 376 m
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4.2.1 Analysis from the Environment
According to the previous setting, we use the CA model to simulate. We will focus on
two aspects: the average traffic density and the average speed of probe cars. These
values can be calculated during the simulation process; the average traffic density is
calculated by formula (3):

qj ¼
T

0
j

T
ð3Þ

By plotting the density map of the road network under the condition of 25% input
traffic density in Fig. 12, we can analyze ERC opened before and after.

We can clearly see, at the intersection of road in the traffic density map, the density
is larger, which indicates that most of the road congestion occurs at the intersection.
This is because of the traffic light influence. The traffic lights coordinate vehicles in all
directions; thus, vehicles have to wait behind the intersection. The average traffic
density is lower, which is also reflected in the traffic density map. The traffic density on
the road is much lower on the road in the community. That is to say that most drivers
pretend to drive on the main road. Traffic jams are less likely to happen in the com-
munity. However, opening ERC could have an influence on the main road in the road
network.

The color bar shows the traffic density change in different situations. Before we
open ERC, the maximum traffic density in the traffic network is 0.6; after adding one
road, the maximum traffic density becomes 0.7 with an increase of 0.1. That is to say, a
Braess paradox appears. After opening ERC, two 4 * 2 cross roads appear at the same
time; thus, some drivers tend to choose the road inside the community, which means
that drivers spend more time at intersections. When opening two roads with two 4 * 2
cross roads and one 4 * 4 intersection added, we can see the average traffic density
maximum to 0.8. Such negative effect has a progressive effect: the more road it adds,
the less efficient it will be. Rather than relieve the stress on the road, with more
intersections added, vehicles take more time on the road, thereby making the road
network more congested. Thus, we can say it is unwise to open ERC for the reason it
has a negative impact on the road network. Such a result also reflects a Braess paradox.

Fig. 11. Standard rectangular traffic network with road added.

254 W. Shi et al.



4.2.2 Analysis from the Individual
After that, we analyze probe cars from the individual point of view. We acquire
simulation results of probe cars with a specific OD pair. Then we could perform an
analysis from a micro-level. The simulation scene is shown in Fig. 13.

Fig. 12. (a) Average traffic density map of ERC. (b) Average traffic density map of ORC with
one road added. (c) Traffic status inside ORC with one road added in detail. (d) Average traffic
density map of ORC with two roads added. (e) Traffic status inside ORC with two roads added in
detail. (Color figure online)
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We set the experiment to loop 2084 times, which means 500 s in the real world. We
monitor the average speed of probe cars and then analyze this speed based on these
data. The average travel time of probe cars is calculated by the following formula:

V�ðtÞ ¼ V0 � nðtÞN
; V� ¼

R V�
ðtÞdt

T
; T ¼ S

V� ð4Þ

Figure 14 shows that, for different road networks, when the road traffic density
increases, the average speed of probe cars with a fixed OD pair will decrease. Thus, the
average travel time of probe cars will increase. This is because the input traffic density
increases, which leads to more congested traffic conditions. As a result, the average
speed of vehicles will decrease.

In the actual traffic situation, vehicles could not turn left into the community with
an added road. Thus, when one road is added to the residential community, probe cars
could not turn into the ORC but drive on the main road, which accords with traffic

Fig. 13. Simulation procession with probe cars in black dots.

Fig. 14. (a) Relationship between average speed of probe cars and input traffic density.
(b) Relationship between average travel time of probe cars and input traffic density.
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regulations. Thus, we can see from the speed-density map that the average speed of
probe cars on the road network with one road added is lower than previously. More
road means more intersection added, which leads to congestion in the intersection,
which is analyzed above.

However, if the added road gives drivers more routes to choose, the average speed
of probe cars will increase, which will reduce the travel time. Because, relatively
speaking, the traffic density inside the community is much lower. Although the max-
imum average traffic density is larger. For individual vehicles, its average speed
increases. Under such circumstance, a vehicle achieves optimal speed.

5 Conclusion

We established the optimized CA model of different traffic modules (intersections and
roads), with extended cellular behavior, and made it more similar to the actual road. At
the same time, we develop the traditional road simulation model and create agent-based
traffic flow simulation. The combination of different modules can simulate different
road network structures, thus making the road simulation more convenient.

This paper analyzes from the two aspects of overall and individual. On the whole
structure of the road network, we use the average density of road network traffic to
measure, which can reflect the impact of ORC on a surrounding road network. At the
same time, we use probe cars to analyze individual speed. From the average speed and
the average travel time of probe cars with a solid OD pair, we can know the ORC’s
impact on an individual vehicle.

From the simulation result, the opening residential community will decrease the
efficiency of a surrounding traffic situation, which reflects the Braess paradox. Adding a
new road to the road network will make it become more congested and inefficient. Such
negative effect has a progressive effect: the more road it adds, the less efficient it will
be. However, for an individual, if the added road gives vehicles more routes to choose
from, an individual’s average speed will increase, which helps to achieve an individ-
ual’s optimal speed.
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Abstract. The primary aim of this paper is to assess the performance of k-e
turbulence models by means of adopting various near wall treatments to sim-
ulate the flow within a sharp 90° 3-D turning diffuser. The Computational Fluid
Dynamics (CFD) results were validated quantitatively and qualitatively with the
experimental results (using Particle Image Velocimetry (PIV)). The standard k-e
adopted curvature correction and enhanced wall treatment of y+ � 1.2–1.7
appears as the best validated model, producing minimal deviation with com-
parable flow structures to the experimental cases.

Keywords: Diffuser � Turbulence modeling � Near wall treatment � CFD � PIV

1 Introduction

Flow through a 90° turning diffuser is complex, apparently due to the expansion and sharp
inflexion introduced along the direction of flow. The inner wall is subjected to
curvature-induced effects where under a strong adverse pressure gradient, the boundary
layer on the inner wall is likely to separate, and the core flow tends to deflect toward the
outer wall region [1–6]. Despite extensive literatures on diffusers are available, less
attention has yet been given to three-dimensional (3-D) diffuser type [7–9]. A 3-D turning
diffuser is used widely in flow industries on account of its design flexibility offering
various ranges of outlet-inlet configuration [10, 11]. Nevertheless, the performance of
3-D turning diffuser has never been scientifically justified and is commonly estimated
using the guideline specifically established by Fox and Kline [1] for 2-D turning diffuser,
or even often without a sound theoretical basis merely based on rule of thumb.

Computational Fluid Dynamics (CFD) has been used to examine the performance
of diffusers since many years [7–9, 12–17]. The k-e turbulence model along with
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appropriate setting of grid and wall boundary conditions managed to predict the flow
within various type of diffusers [7, 8, 12–17]. There are also improved versions of k-e
turbulence models available for instance the model adopted by Mohamed et al. [18]
which took into account the extra strain rate produced by curvature. In addition,
ANSYS code Fluent provides other two improved k-e models namely renormalization
group k-e and realizable k-e. Both models are likely to deliver exceptional performance
for flows involving adverse pressure gradient, separation and recirculation [19].

Involving significant change of variables, the inner wall of turning diffuser should
be cautiously examined. The standard wall function was successfully applied by
Ibrahim et al. [17] to predict the performance of S-shaped diffuser. The first grid point
off the wall, 30 < y+ < 300 managed to adequately capture boundary layer separation
within the respective diffuser [17]. On the other hand, relatively dense mesh,
30 < y+ < 60 was prescribed for axisymmetric curve diffuser in order to reflect the
rapid change or much sharper gradient of flow field [14]. The non-equilibrium wall
functions were applied to improve the results for flows with higher pressure gradients,
separation and reattachment [19]. The enhanced wall treatments of y+ = 0.8 and 4.6
were respectively prescribed to cope with highly complex three-dimensional near-wall
flow phenomena of diffusers, i.e. 3-D diffuser and combined bend-diffuser [8, 9].

In the present work, the performance of k-e turbulence models namely standard
k-e (ske), renormalization group k-e (rngke) and realizable k-e (rke) by means of
adopting standard wall functions, non-equilibrium wall functions and enhanced wall
treatment to simulate the flow of a 90° 3-D turning diffuser is assessed. A 3-D turning
diffuser of area ratio (AR = 2.16), outlet inlet configurations (W2/W1 = 1.50,
X2/X1 = 1.44) and inner wall length (Lin/W1 = 3.99) operated at inflow Reynolds
numbers, Rein = 5.786 � 104 − 1.775 � 105 is considered.

2 Experimental Work

The rig was assembled as shown in Fig. 1 to incorporate with a settling chamber,
four unit square-mesh screens and a contraction cone of 1:6. No fittings were intro-
duced throughout the test section and the applied hydrodynamic entrance length,
Lh, turb � 28Dh. The actual outlet turning diffuser was extended 10 cm, as recom-
mended by Chong et al. [4] to obtain accurate measurements of velocity and pressure.
The rig was proven to provide steady, uniform and fully developed flow entering the
diffuser [20, 21].

The flow was admitted continuously to the system and measurement was taken
after 5 min, when the system reached a steady state. As shown in Fig. 2, a Pitot static
probe connected differentially to a digital manometer of resolution 1.0 Pa was used to
measure the central dynamic pressure (Pdync) that subsequently was employed to obtain
the mean inlet air velocity (Vin) [22]:

Vin ¼ 0:9 ð2Pdync=qÞ1=2 ð1Þ
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The local outlet air velocity (Vi) were obtained by means of a 3-D stereoscopic PIV.
As shown in Fig. 3, two CCD cameras were mounted according to Scheimpflug rules
at 30° angle on top of the target plane. The system was successfully calibrated via
aligning the 200 mm � 200 mm standard calibration target board at five different
positions and adopting image model fit (IMF)-Pinhole [23]. Seeding particles (Eurolite
smoke fluid, 1 µm diameter) were injected into the system and measurements were
made after 5 min to allow complete mixing between the air and the seeding particles.
The laser light was illuminated the target plane at the thickness of 20 mm and the

Fig. 1. Experimental test rig

Fig. 2. Mean inlet (Vin) and local outlet (Vi) air velocity measurement planes
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intensity of 10. The cameras were run in double frame mode with time between pulses,
Dt = 30 – 90 ls. 100 images per camera were captured and divided into interrogation
areas of 128 � 128 pixels. As shown in Fig. 4, the third velocity component, v (rep-
resented by colour-code contour plot) was determined by correlating the 2-D velocity
vectors, u and w obtained by camera 1 and 2 via stereo PIV processing.

A 2-D PIV was applied to visualise the flow structure at centre-longitudinal section
of the turning diffuser. The camera was arranged to be perpendicular to the target plane
(illuminated by the laser of thickness 2 mm) within a satisfied-calibrated distance that
the plane could be entirely captured. The system was calibrated via positioning the
calibration board exactly at the target plane and adopting image model fit (IMF)-DLT.
100 images per camera were captured and divided into interrogation areas of 64 � 64
pixels. Images captured were masked in order to get the best covered flow structure
within the turning diffuser as shown in Fig. 5.

As shown in Fig. 6, static pressure tappings of 2 mm diameter were located 5 cm
before and after the actual inlet and outlet turning diffusers respectively, and connected
to a digital manometer of resolution 1.0 Pa using a triple T-design tube piezometer to
provide the average static pressures at the inlet (Pin) and outlet (Pout). The outlet
pressure recovery coefficient, Cp was calculated as follows:

Cp ¼ 2 Pout�Pinð Þ=qV2
in ð2Þ

Fig. 3. 3-D PIV setup
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Fig. 4. 2-D velocity vectors, i.e. u and w captured by (a) camera 1 and (b) camera 2 were
correlated using stereo PIV processing to obtain (c) the third velocity component v (represented
by colour-code contour plot) (Color figure online)

Fig. 5. Centre-longitudinal flow structure
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3 Computational Work

A commercial software package, ANSYS 14.5 was used to perform the CFD works
including project and data management (Workbench), modelling (DesignModeler),
grid generation (ICEM CFD) and flow analysis (Fluent). Several experimental tests by
means of PIV were initially conducted to establish the actual data for the use of CFD
validation.

3.1 Geometrical Domain and Boundary Conditions

As shown in Fig. 7(a), the inner-wall and centre curves were constructed using quarter
circles of radii rin = 12 cm and rm = 15.6 cm respectively. The outer-wall curve was
shaped using circular-arcs tangent to the sequence of circles, thus an even area prop-
agation between the inner and outer wall passages could be established relative to the
centre [4]. A three-dimensional flow domain in Fig. 7(b) was created by extruding the
base object, i.e. solid line in Fig. 7(a) within angle of diffusion, h = 15.154°. The
actual outlet was extended by a length equal to the centre curve length, Lm to remedy
the flow, after which the pressure could be considered as atmospheric pressure.

Three types of boundary conditions were imposed. The Vin was varied in the range
12.92 to 39.66 m/s corresponding to the Rein = 5.786 � 104 − 1.775 � 105. This
represented to a turbulent intensity, Iin of 3.5–4.1%. At the outlet boundary, the
pressure was set at atmospheric pressure (0 gage pressure). At the solid wall, the
velocity was zero due to the no-slip condition.

Fig. 6. Average inlet (Pin) and outlet (Pout) static pressure measurement planes
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3.2 Governing Equations and Turbulence Modeling

The following three-dimensional steady-state Reynolds Averaged Navier Stokes
(RANS) equations were numerically solved for a Newtonian, incompressible fluid.

Continuity equation:
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Boussinesq proposed that the Reynolds stresses (si j ¼ �qu0
iu

0
j) are proportional to

mean rates of deformation:

Fig. 7. (a) Construction lines, i.e. dashed line of a 90° 3-D turning diffuser (b) Isometric view of
a 90° 3-D turning diffuser
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In order to close the RANS equations, the turbulence model applied should enable
to satisfactorily estimate the eddy viscosity, lt. The ske was the commonest turbulence
model used by previous researchers to examine the diffuser performance [7, 8, 12–18].
With appropriate setting of grid and near-wall treatment, this model managed to suf-
ficiently predict the flow within various types of diffusers. In the present work, the ske
along with two improved versions of k-e turbulence model namely, rngke and rke were
considered.

All these models solved transport equations for turbulent kinetic energy, k and total
energy dissipation rate, e. Due to insensitivity of the ske model to streamline curvature
and expecting further improvement of both the rngke and rke models, the curvature
correction option available in ANSYS Fluent was enabled. The empirical function
suggested by Spalart and Shur [24] to account for streamline curvature was defined as:

fcurvature ¼ 1 þ cr1ð Þ 2r�= 1þ r�ð Þ 1�cr3 tan�1 cr2rð Þ� �� cr1 ð8Þ

The function was limited in the range from 0 corresponding to a strong
convex/concave curvature with stabilized flow and no turbulence production, up to
1.25 (strong convex and concave curvature with enhanced turbulence production).

3.3 Solver Details

Each governing equation was independently solved using a double precision
pressure-based solver. A robust pressure-velocity coupling algorithm, SIMPLE which
uses a combination of momentum and continuity equations to derive an equation for
pressure (or pressure correction) was applied. To reduce numerical diffusion, the
QUICK scheme was employed for the discretization of the momentum equations, the
turbulent kinetic energy equation and the turbulent dissipation rate equation.
A PRESTO discretization scheme was applied for the continuity equation and a default
scheme, i.e. Green-Gauss Cell-based, was employed for the solution of the gradient.
Under-relaxation factors were kept as default, except several cases where under -
relaxation factors of 0.005 were prescribed mainly to stabilise the solutions to achieve
convergence. The solutions were considered converged when the scaled residual of all
simulated variables dropped to 10−6 and the conservation of overall mass balance
through the domain boundary exceeded 99%. Typical compute times of about a day
was consumed (PC used was Intel Core- i7 Processor 2.40 GHz, 8.00 GB of RAM).

3.4 Grid Independence Study

Involving significant change of variables, the near wall region of the turning diffuser
was cautiously examined by means of adopting three types of near wall treatments
namely standard wall functions, non-equilibrium wall functions and enhanced wall
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treatment. The first grid point off the wall, y+ should be respectively placed for the wall
functions and enhanced wall treatment within the range of 60 < y+ < 300 and y+ � 1.0
[19]. The location of the first grid point off the wall was determined by:

yþ ¼ y us
v

ð9Þ

The friction velocity, us was given by:

us ¼
ffiffiffiffiffiffi
s w

q

r
¼ V

ffiffiffiffiffiffi
C f

2

r
ð10Þ

The skin friction coefficient for duct, Cf was empirically estimated:

C f

2
� 0:039Re�1=4 ð11Þ

As depicted in Table 1, the first grid points of y+ � 63 and y+ � 1.2–1.7 were
respectively specified for the wall functions and enhanced wall treatment. High quality
numerical results for the wall boundary layer shall only be obtained if sufficient res-
olution of mesh normal to the wall (10–20 cells within the inner layer) is all through
provided [19]. In the present work, the number of cells around 10 was prescribed for
the wall functions and 27 cells for the enhanced wall treatment.

The grid independence study was conducted at five different Rein. The ske model
adopted standard wall functions and enhanced wall treatment was applied for three
kinds of grid, i.e. coarse, medium and fine. As shown in Fig. 8, in order to account the
effect of three-dimensional turning expansion, the grid for the 3-D turning diffuser was
sufficiently refined at the entire wall sides. The quality of the grid was inspected by
keeping the grid to be evenly distributed throughout the domain and the equiangle
skewness to be less than 0.3 for more than 95% of the control volumes. For highly
skewed cells above the specified tolerance, they would be converted to polyhedra. As
presented in Table 2, medium mesh provides relatively less percentage of error of Cp in
each case. In fact, there is insignificant change in the velocity profiles obtained by
medium mesh relative to fine mesh, as shown in Fig. 9. Therefore, the present work
chooses medium mesh as a final meshing to be adopted in future intensive simulations.

Table 1. The first grid point off the wall, y+

Rein Wall functions Enhanced
y (m) y+ y (m) y+

5.786 � 104 1.51 � 10−3 63 2.94 � 10−5 1.2
6.382 � 104 1.43 � 10−3 63 2.80 � 10−5 1.2
1.027 � 105 9.40 � 10−4 63 2.10 � 10−5 1.4
1.397 � 105 7.18 � 10−4 63 1.85 � 10−5 1.6
1.775 � 105 5.82 � 10−4 63 1.60 � 10−5 1.7
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Fig. 8. Hybrid grid, i.e. tetrahedral and wedge elements

Table 2. Grid independency check

Rein Mesh Standard Enhanced
Cells Cp Error (%) Cells Cp Error (%)

5.786 � 104 Coarse 96465 0.560 0.5 276553 0.246 12.3
Medium 106356 0.558 0.2 293402 0.216 1.4
Fine 149004 0.557 – 344568 0.219 –

6.382 � 104 Coarse 96421 0.567 1.1 277332 0.250 18.5
Medium 107173 0.565 0.7 294838 0.221 4.7
Fine 203461 0.561 – 324801 0.211 –

1.027 � 105 Coarse 101058 0.586 0.9 280896 0.235 22.4
Medium 120557 0.581 0.0 302809 0.205 6.8
Fine 186031 0.581 – 331442 0.192 –

1.397 � 105 Coarse 104871 0.604 1.9 276568 0.260 23.8
Medium 126719 0.598 0.8 299924 0.224 6.7
Fine 195299 0.593 – 331861 0.210 –

1.775 � 105 Coarse 108347 0.618 1.8 272953 0.239 37.4
Medium 131521 0.612 0.8 296726 0.192 7.9
Fine 199830 0.607 – 323982 0.178 –

Fig. 9. Velocity profiles by refining the grid at Rein = 5.786 � 104
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4 Results and Discussion

Validation of the CFD method was performed by quantitatively and qualitatively
comparing the simulation results with the experimental results. Parameters considered
for the validation purpose are local velocity on the centre-longitudinal axis of the actual
outlet plane, Vi and Cp. In addition, outlet velocity profiles on the centre-longitudinal
axis of the actual outlet plane and flow vectors throughout the centre-longitudinal plane
are also examined. Figure 10 shows the planes considered for the validation purpose.

As shown in Fig. 11, overall there is a promising resemblance between the ske
model and the actual velocity profiles while the other two models, rngke and rke
overestimate the scale of flow disruption within the inner wall region (Point 0–1 on the

Fig. 10. Validation planes

Fig. 11. Outlet velocity profiles of 3-D turning diffuser by applying various turbulence models
and near wall treatments (a) Rein = 5.786 � 104 (b) Rein = 1.775 � 105
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x-axis referring to the inner - outer wall sides of the actual outlet). Enabling the
curvature correction option absolutely helps to improve the sensitivity of the ske model
to streamline curvature. Nevertheless, it overrates the performance both of the rngke
and rke models due to the redundancy of including the effect of curvature which they
already have in their own terms.

Applying enhanced wall treatment further improves the velocity profiles particu-
larly in the vicinity of the inner wall. In the enhanced wall treatment, the near wall
region was subdivided into viscous sublayer (Re < 200) and fully turbulent layer
(Re > 200), where the turbulent viscosity of each region was defined differently. This
so-called two-layer zonal model together with the blended-law of the wall that were
applied in the enhanced wall treatment respectively to blend up the turbulent viscosities
from the two regions and to incorporate the pressure gradient effect absolutely helps to
improve the prediction of the near-wall flow. In brief, the ske model adopted enhanced
wall treatment satisfies qualitatively the experimental data. However assessing the
discrepancies quantitatively is more important.

The predictions of the inner wall region’s flow are notably improved by applying
the enhanced wall treatment in relative to the wall functions, with the optimal reduction
of deviation from 139% to 0% taking place at the closest point to the inner wall.
Table 3 presents the overall deviation of velocity distribution by applying ske model
with various near wall treatments. Specifying a fine resolution mesh, y+ = 1.2–1.7
really benefits the enhanced wall treatment to resolve any physical change of variables
on the near wall region.

The most optimum turbulence model is finalised by quantitatively assessing another
parameter, Cp when adopted enhanced wall treatment as depicted in Table 4. It is
proven that the ske model provided applying enhanced wall treatment and curvature

Table 3. Average deviation of velocity distribution (ske model + various near wall treatments)

Rein Near wall treatment Average deviation of Vi (%)

5.786 � 104 Standard 25.7
Non-equilibrium 3.2
Enhanced 2.0

6.382 � 104 Standard 25.4
Non-equilibrium 9.0
Enhanced 2.2

1.027 � 105 Standard 11.6
Non-equilibrium 8.1
Enhanced 4.6

1.397 � 105 Standard 7.9
Non-equilibrium 11.6
Enhanced 4.0

1.775 � 105 Standard 16.7
Non-equilibrium 2.1
Enhanced 4.3
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correction appears as the most optimum model, producing the least discrepancy range
of 1.0–2.9%. Comparisons of flow structures between experiment and CFD
(ske + enhanced wall treatment) are shown in Figs. 12 and 13. Similar flow structures
obtained for both methods further prove the reliability of the CFD methodology applied
in the current work.

Table 4. Deviation of cp (various CFD models + enhanced wall treatment)

Rein Model Cp Deviation (%)

5.786 � 104 Exp 0.210 –

ske 0.216 2.9
rngke 0.150 28.6
rke 0.151 28.1

6.382 � 104 Exp 0.217 –

ske 0.221 1.8
rngke 0.132 39.2
rke 0.155 28.6

1.027 � 105 Exp 0.203 –

ske 0.205 1.0
rngke 0.168 17.2
rke 0.149 26.6

1.397 � 105 Exp 0.219 –

ske 0.224 2.3
rngke 0.117 46.6
rke 0.168 23.3

1.775 � 105 Exp 0.194 –

ske 0.192 1.0
rngke 0.158 18.6
rke 0.147 24.2

Fig. 12. Flow structure within the turning diffuser operated at Rein = 5.786 � 104 (a) PIV and
(b) CFD (ske + enhanced wall treatment)
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5 Conclusion

In conclusion, the ske adopted curvature correction and enhanced wall treatment of
y+ � 1.2–1.7 appears as the best validated model, producing minimal deviation with
comparable flow characteristics to the actual cases. Therefore, this model is reliable to
be used in future to intensively simulate the performance of a sharp 90° 3-D turning
diffuser.
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Abstract. Based on deep reinforcement learning, an intelligent tactical decision
method is proposed to solve the problem of Unmanned Combat Aerial Vehicle
(UCAV) air combat decision-making. The increasing complexity of the air
combat environment leads to a curse of dimensionality when using reinforce-
ment learning to solve the air combat problem. In this paper, we employed the
deep neural network as the function approximator, and combined it with
Q-learning to achieve the accurate fitting of action-value function, which is a
good way to reduce the curse of dimensionality brought by traditional rein-
forcement learning. In order to verify the validity of the algorithm, simulation of
our deep Q-learning network (DQN) is carried out on the air combat platform.
The simulation results show that the DQN algorithm has a good performance in
both the reward and action-value utility. The proposed algorithm provides a new
idea for the research of UCAV intelligent decision.

Keywords: UCAV � Intelligent decision � Deep reinforcement learning �
Combat simulation

1 Introduction

For the purpose of ensuring pilots’ zero casualty in the future air combat, Unmanned
Aerial Vehicle (UAV) will be gradually transformed into the protagonist of directly
implementing the air combat mission from battlefield’s supporting role, and Unmanned
Combat Aerial Vehicle (UCAV) may even become the main force of air combat
replacing manned aircraft [1]. At present, the man-in-the-loop ground station control
system cannot meet the needs of increasingly complex and changeable environment of
modern air combat [2], so it is necessary to study an intelligent decision method for
UCAV air combat, which can evaluate the air combat situation and generate the
corresponding maneuver command to perform combat missions autonomously. Expert
system, one of the traditional methods in intelligent air combat maneuvering decision,
can only be used to solve the known problems, but still need people involved when
encountering the unknown problems, which is not fully autonomous decision-making
[3]. In addition, the influence diagram [4], differential game [5], genetic algorithm [6],
artificial neural network [7], which are widely used in the study of air combat
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maneuvering decision, are mostly applied to fighter’s assistant decision or the UAV
decision of ground station control mode. It remains to be verified whether these
methods meet the requirements of UCAV online decision-making.

Recently, the successful application of machine learning techniques in many fields,
such as games [8, 9], intelligent driving [10, 11], robots [12, 13], etc., has provided a
new idea for the research of intelligent air combat decision-making. It is a powerful
way to apply reinforcement learning (RL) in air combat domain since it can interact
with the environment through trial and error, and obtain the optimal strategy through
iteration [14].

However, traditional RL approach is not suitable for solving the large-scale Markov
decision processes (MDP) like air combat due to computational overload caused by the
curse of dimensionality. The approximate learning method, combining approximate
technology with reinforcement learning, can alleviate the problem caused by curse of
dimensionality to a certain extent, in which the key operation is to approximate the
value function or the state space through a function approximator, to avoid accurate
solution [15, 16]. The performance of the approximate learning method is determined
by the ability of function approximator, including linear fitting function [17], nonlinear
fitting function [18], classifier [19], neural network [20], etc., but these methods may
not accurate enough to identify the complex state space. In this paper, a multi-layer
stacking deep neural network (DNN) is employed as the function approximator to
represent the complex state space accurately, due to its robust and accurate capacity.
A number of typical researches using the combination of deep learning and rein-
forcement learning in Atari game and AlphaGo [8, 9], provide a good thinking for
applying this approach to air combat missions.

In addition, for the purpose of maximizing the cumulative reward, the tradeoff of
exploration and exploitation is the content we need to study. On the one hand, it is
necessary to choose the action of highest reward using the learned experiences, so that
the system moves to a better state. On the other hand, what we need is to fully grasp the
environmental information and avoid falling into local optimum. Only by fully
exploring the environment and using what we have learned can we maximize the
cumulative reward. Consequently, we improved the algorithm by combining the deep
learning with reinforcement learning and verify the feasibility of the algorithm by the
battle in the air combat simulation platform. It lays the foundation for the further
realization of UCAV autonomous air combat capability.

In this paper, the 1 versus 1 UCAV air combat scene is modeled in Sect. 2,
including aircraft dynamics equation, states, actions, features and rewards. In Sect. 3,
the reinforcement learning method is briefly reviewed, and the deep Q-learning net-
work is built using some measures, such as experience replay and e� greedy policy. In
Sect. 4, the experiment results validate the effectiveness of the proposed algorithm.

2 UCAV Air Combat Model

UCAV air combat platform involves two opponent planes (the roles of red and blue;
red is the side that applies the approach proposed in this paper). The aircraft dynamics
equation is shown as follows.
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_w ¼ g
vxy

tan £ð Þ

_x ¼ v � cos wð Þ
_y ¼ v � sin wð Þ
_h ¼ vz;

ð1Þ

where v is the velocity of the aircraft, and v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2z þ v2xy

q
, in which vz is in the vertical

direction and vxy is in the horizontal direction. w 2 ½�p; p� is the yaw angle at which
the flight of the aircraft deviates from north (along the y axis). £ 2 ½�p; p� is the roll
angle of clockwise direction, whose value is changed to add or subtract change rate
following the left or right scrolling of the aircraft. g is the gravitational acceleration.

Firstly, we can get each state in the air combat model, described with 12-dimension
vectors.

s ¼ fxr; yr; hr;£r;wr; vzr; xb; yb; hb;£b;wb; vzbg; ð2Þ

where subscript r and b represent red and blue respectively. And state moves from s to
s
0
after executing action of red and blue ður; ubÞ with Eq. (1).

s !
ur;ub

s
0
: ð3Þ

The actions taken in the simulation model consist of five single actions. The move
list is shown as follows.

movelist ¼ ½turnleftup ; turnrightup ; turnleftdown ; turnrightdown ;maintain�: ð4Þ

Secondly, the features were extracted by preprocessing the state data for the pur-
pose of making the convergence of approximate function faster and closer to the real
utility. The chosen features in this paper are related to pilot’s experience of determining
the air combat situation, shown in Table 1.

state !£ðsÞ feature; ð5Þ

where aspect angle (AA) is the angle between the connecting line from target to attacker
and the tail direction in body longitudinal axis of the target plane. Antenna train angle
(ATA) is the angle between the direction of nose in body longitudinal axis of attacking
plane and its radar’s line of sight (LOS). Relative range (R) is the relative distance [21].
Their geometric description is shown in Fig. 1.
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The reward function is also defined according to features.

R
0 ¼

1� AAj j
p

� �
þð1� ATAj j

p Þ
2

2
4

3
5e�ð Rj j�Rdkp Þ; ð6Þ

where Rd is the best shooting distance of airborne weapon. The constant k is used to
adjust the weight of the distance factor in the reward function (unit is m/rad).

3 Method

3.1 Reinforcement Learning

Reinforcement learning (RL) is one of machine learning methods that agent learns a
mapping from environmental state to behavior by interacting with the environment,
whose goal is to maximize the cumulative reward. The schematic diagram of the basic
principle is shown in Fig. 2.

Table 1. Feature vectors

Features Description

AA+ Symbol of AA
AAj j Absolute value of AA
ATA+ Symbol of ATA
ATAj j Absolute value of ATA
R The relative distance between the two planes
_AA The changing ratio of AA

A _TA The changing ratio of ATA

/r Red roll angle
/b Blue roll angle

AA

Enemy

My plane

Enemy

My plane

ATA

LOS of 
Radar

Fig. 1. The description of AA and ATA (Color figure online)
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RL’s mathematic model is Markov decision process (MDP), and air combat can be
described with five-tuples fS;A;P;R;Vg in MDP. S is the set of states, S ¼ fsg. A is all
optional actions in aircraft flight, A ¼ fag. P s; a; s

0� � 2 ½0; 1� is the state transition

probability from s to s
0
by performing action a. RðsÞ is the reward of the current state s.

VðsÞ is the utility function of the state s [22]. The goal of agent is to obtain optimal
policy to maximize the total expected reward:

V sð Þ ¼ maxpE R s0; a0ð Þþ cR s1; a1ð Þþ c2R s2; a2ð Þþ � � �� �
; ð7Þ

where c 2 ð0; 1Þ is the discount factor to make sure V converges eventually, which
indicates that the latter state has a smaller impact on the total reward. The
state-to-action mapping is defined as policy function p : S! A. In order to evaluate the
quality of policy, a value function V sð Þ or state-action value function Q s; að Þ is defined
as the expected discounted cumulative reward when performing policy p at the state s.

V sð Þ ¼ E R s0ð Þþ cR s1ð Þþ c2R s2ð Þþ � � � js0 ¼ s; p
� � ð8Þ

Vp s0ð Þ ¼ R s0ð Þþ c E R s1ð Þþ cR s2ð Þþ c2R s3ð Þþ � � �
� �� �

¼ R s0ð Þþ cVpðs0 Þ ð9Þ

VpðsÞ ¼ R sð Þþ c
X

s0 2S P
a
s;s0V

pðs0 Þ: ð10Þ

There is an optimal policy p to get an optimal V� sð Þ:
V� sð Þ ¼ maxpV

p sð Þ: ð11Þ

The Bellman equation of the above formula is as follows.

V� sð Þ ¼ R sð Þþmaxa2Ac
X

s0 2S P
a
s;s0V

�ðs0 Þ: ð12Þ

Then the optimal policy p� : S! A is as follows.

p�ðsÞ ¼ argmax
a2A

V� sð Þ ð13Þ

Agent

Environment

ac on
at

state
st

reward
rt

rt+1

st+1

Fig. 2. Reinforcement learning framework
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The relationship between value function and RL is shown in Fig. 3. RL updates the
value function by evaluating the policy, and uses the value function to determine the
policy. The optimal value function and policy can be found step by step through this
iteration.

In this paper, we select Q-learning, one of off-policy RL algorithms, to interact with
air combat environment, which replaces the value function V sð Þ with the state-action
value Q s; að Þ and update Q s; að Þ with Q� s; að Þ.

Q s; að Þ ¼ rþ c
X
s0 2S

Pa
s;s0 max

a0
Qðs0 ; a0 j a0 2 AÞ ð14Þ

Q� s; að Þ  Q s; að Þþ aðrþ c max
a0 2AðsÞ

Q s
0
; a
0

� �
� Q s; að ÞÞ ð15Þ

where a is the learning rate, and a ¼ 1:0 in this paper so that the iterative formula is
shown as follows.

Q� s; að Þ  rþ c max
a0 2AðsÞ

Q s
0
; a
0

� �
ð16Þ

3.2 Deep Q-Learning Network

In this paper, we built a deep Q-learning network (DQN) to approximate the
action-value function, which combines deep neural network with Q-learning algorithm.
The deep neural network (DNN) is a multi-layer structure and the connections between
layers are realized by the weights of multiple neurons. In the supervised learning, DNN
provide a complex and nonlinear hypothesis function hw;bðxÞ to fit the data by training
the sample set ðxðiÞ; yðiÞÞ. The parameters of model are recorded as ðW ; bÞ, in which W
represents the connecting weights between neurons and b is offset vector. In this paper,
activate function f : R! R is described as Rectified Linear Unit (ReLU) because of its
quick convergence velocity. And fully-connected layer is used to achieve the

Fig. 3. The relationship between value function and RL
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connection between the layers. And in the back propagation, we need define a loss
function to evaluate the difference between the output value of the network and the real
value, and optimize the objective function by parameter optimization, such as
stochastic gradient descent, to update the weights of the network. Dropout is used as a
measure to prevent overfitting. The parameters of function approximator are shown in
Table 2.

Some problems will be faced when combining deep learning with reinforcement
learning, including the strong correlations between the samples, noisy and delayed
reward signal and the changing data distribution with the new behavior. The method of
experience replay is proposed to overcome these problems, in which a replay memory
is established asMt ¼ fe1; � � � ; etg to store the agent’s experiences et ¼ st; at; rt; stþ 1f g
at each-time step in each training epoch (where the end of an epoch occurs when a
terminal state is reached). Then we obtain the experiences <s, a, r, s′> from the pool of
stored samples using uniform random sampling and use them to do mini-batch update.
During the experiment, we did not store all experiences due to memory limitations, but
maintained an experience queue M of length N following the rules of first in first out,
sampling samples from the queue when the update was performed. This approach
improves the utilization of data and avoids falling into local minimum.

In addition, e� greedy policy is proposed to balance the exploration and
exploitation by randomly selecting action. When selecting possible actions, agent will
select a best action from the current model with a probability of 1� e, and select a
random action with probability e. The value of e will gradually decrease over time.
Initial value of e is 1.0.

e ¼ max e� 1
total steps

; 0:1
	 


ð17Þ

action ¼ randint 0; 5ð Þ randomðÞ\e
argmaxQ others

�
ð18Þ

where the value of e will remain when reduced to 0.1. Action is selected from all
possible actions to collect environmental information for follow-up learning at the

Table 2. The parameters of function approximator

Name Description

Input layer A feature vector of 18 dimensions
1st-hidden layer The neuron number of 90 dimensions
2nd-hidden layer The neuron number of 36 dimensions
Output layer The Q-value of 5 actions
Activate function ReLU
Loss function MSE
Optimization function RMSProp
Dropout The probability is 0.2
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beginning of e close to 1. With the value of e decreasing, agent performs its learned
strategies when having more accurate prediction.

The process of DQN algorithm is shown below.

In this paper, we applied DQN approach to air combat scenario to evaluate our
agent. The overall framework of air combat model is shown in Fig. 4. With the agent’s
action, the UCAV Air Combat Model can generate a series of continuous states

Input 9 featuers

Fully 
connected

Fully 
connected

Fully 
connected

Output Q of 
ac on

12 states Make decision a based on 
the current model

UCAV Air Combat Model

Experience  replay memory

randomly sample to update weights

<s,a,r,s´>·····

Fig. 4. The framework of air combat model
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preprocessed as the inputs. The network is able to output the Q values of five actions,
only receiving the 9-dimonsion features. Then observed variables (current state, action,
reward, next state) are stored in the experience queue, from which the empirical
samples are sampled. These samples are transformed into tuples of training network to
update the weights according to the gradient information.

4 Experiment

To verify the validity of the algorithm, we take advantage of DQN agent fighting with
an enemy using the Min-Max algorithm in the air combat platform. The Min-Max
algorithm can make decisions by looking into future for steps [17]. Its depth is set as 3
steps in the simulation experiment taking into account the factors of computation time
and decision-making effect. We use the belligerent results of two agents at the same
simulation model, to demonstrate that our approach robustly learns more successful
policies with the following minimal prior knowledge: features and all possible actions.

The experiments are arranged as follows. The initial states are selected randomly in
Table 3.

The implementation of the experiment consists of two parts, training and testing,
after building DQN model. The training set is used to adjust parameters and improve
design, and testing set is used to evaluate the ability of DQN agent’s decision. Winning
or losing is determined by whether to enter the dominant area (that is 0:1\R\3 and
AAj j\1:105 and ATAj j\0:523). The value of is_win is set to 1 when red is dominant
position and is set to −1 when blue is dominant position.

In the training section, we trained 5000 air combat epochs, each of which consists
of one hundred steps, which means the Q-function is approximated after 500000 steps
of sampling. All hyperparameters in training model are provided in Table 4, which
consists of their values and descriptions.

In the testing section, we train 100 air combat epochs of 100 steps using the model
of every 5000 sampling steps to observe the merits of the strategy. The decision
performance is measured with 3 metrics: The average reward per epoch is defined that
the cumulative rewards of all steps in each war round are divided by the number of
fighting steps at the current round; The max Q-value, represents the expected discount

Table 3. Initial states

State Value

xr; xb [−20, 20]
yr; yb [−20, 20]
hr; hb [−10, 10]
£r;£b 0, horizontal fly
wr;wb [−p, p]
vzb; vzr 0, horizontal fly
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reward using the best action to the state S under the current model parameters; and the
total number of winning, losing and drawing in each epoch are recorded.

In order to observe the stability of the algorithm, the average reward in the training
process is represented through the broken line graph in Fig. 5. We use the weight
parameters of model every 5000 steps to test 100 air combat epochs and get average
reward of each model. It can be seen that the value of average reward is gradually
increasing with the optimization of model parameters, though there is still noise due to
random action selection of e� greedy. This demonstrates that the level of agent’s
decision-making is generally improved as the training epoch increases.

In order to evaluate the strategy more effectively, we observe the learning process
through another metric, that is action-value function. Before testing, a fixed set of air
combat states is collected to sample with 1 versus 1 air combat. Then we observe the
decision making of sampling states with the weight parameters of model every 5000
steps, which can be represented by the max Q value. The changes of this variable is
shown in Fig. 6. It can be seen that the max Q value is gradually increasing with the

Table 4. List of hyperparameters and their values in training model

Hyperparameters Value Description

c 0.9 Discount factor used in Q-learning update
e (0.1, 1.0) The range of e
Epochs 5000 The number of war rounds (where the end of an epoch

occurs when a terminal state is reached)
Batch size 500 The bitch of random sampling from experience replay

memory
Buffer size 50000 The length of replay memory
Observe 2000 The start size of replay
Total steps 5000 * 100 The number of all states

Fig. 5. Average reward per epoch

A Deep Reinforcement Learning Based Intelligent Decision Method for UCAV 283



improvement of air combat results. At the same time, the max Q value is gradually
converged to stability to demonstrate the feasibility of the learning model using deep
neural network to fit Q function.

The numbers of winning, losing and drawing are represented with red solid line,
blue dotted line, and green point broken line in Fig. 7, respectively. It is clear that the
numbers of winning and losing are almost the same at the beginning and the numbers
of winning are gradually increasing with the optimization of model parameters.

These results show that the approach combining deep neural network with rein-
forcement learning is effective and of high performance to resolve air combat problem.
The plane using DQN approach has a better ability of air combat decision-making
comparing with the plane using Min-Max approach.

Fig. 6. Max Q value

Fig. 7. Winning/lose/drawing numbers (Color figure online)
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5 Conclusion and Future Works

This paper studied the problem of UCAV air combat and employed an improved
Q-learning approach to interact with environment of 1 versus 1 air combat. The deep
neural network (fully connected layer) was used as the function approximator of DQN
approach. The selections of features and reward function depend on the pilot’s
empirical indicators judging air combat situation in the real world. The DNQ approach
involves the iteration of fitting functions and design of deep neural network. To break
the strong correlation between samples and improve the stability of fitting function, we
used experience replay, e� greedy policy, dropout, etc., to optimize the model
structure and get a better convergence. According to the simulation results, the
decision-making performance of DQN approach is quicker and more effective than
Min-Max recursive approach.

In the future work, we plan to employ the features extracted by convolution neural
network to replace artificial features for which the current features are too dependent on
subjective experience. It is worthy looking forward to extract better features auto-
matically by adding convolution neural network into the current network structure. And
one of the follow-up works is to compare with other methods of decision-making.
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Abstract. Positive Position Feedback (PPF) is a widely used control
technique for damping the lightly damped resonant modes of various
dynamic systems. Though PPF controller is easy to implement any rig-
orous mathematical optimization is not possible due to the controller
structure. Therefore, almost all PPF designs reported in literature use a
trial-and-error approach to push the closed-loop system poles adequately
into the left-half plane to achieve adequate damping. In this paper, a full
parametric study of the PPF controller based on the closed-loop DC
gain vs achievable damping relationship is carried out. It is shown that
the PPF controller best suited to only damp the resonance is not the
best if both damping and tracking control is required (as is the case in
most precision positioning systems). This leads to a more systematic and
goal-oriented selection of appropriate PPF controller for specific appli-
cations, hitherto unreported in literature. Experiments performed on a
piezoelectric-stack actuated nanopositioning platform are presented to
support this conclusion.

Keywords: Positive Position Feedback · Damping · Tracking · Nanopo-
sitioning

1 Introduction

The PPF control design was first introduced in [1] for the vibration control of
the space structures. In [2] it shows that PPF is capable of controlling several
vibration modes. In [3] the Modal PPF (MPPF) controller is used to control the
independent modal space of an undamped flexible structure. [4] demonstrated
optimal control methods to design PPF controllers. Adaptive PPF (APPF) is
suggested for the vibration control of frequency-varying structures (multi-modal
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control) in [5]. Further authors of [6] presented that PPF controller has global
stability and which is verified with the help of negative imaginary theory. It
has since been successfully implemented in nanopositioning stages to damp the
dominant resonant mode of nanopositioner in conjunction with integral track-
ing controller with suitable gain [7–9]. It is known that the tracking controller
changes the location of damped poles [8] and hence the characterized PPF con-
troller for damping tracking application is essential.

PPF controller is popular and show adequate robustness under parameter
uncertainties, its design is based on pole-placement via trial-and-error. As such,
a systematic design strategy of the controller design against certain application-
specific indices has remained elusive. Consequently, the selection of the closed-
loop pole-location that delivers best damping performance has proved difficult.
It is also noticed in several cases that increased damping comes at the cost of
increased closed-loop DC sensitivity. In positioning applications such as nanopo-
sitioning, increased DC sensitivity is undesirable, but inherently unavoidable if
positive-feedback damping controllers are incorporated [7].

In this work, the PPF controller is parametrically analyzed for closed-loop
damping versus closed-loop DC gain. A method for selecting PPF controllers
for best positioning performance is presented. It is shown that for a given open
loop system, infinitely many PPF controllers can be designed. Yet, there is only
one controller that delivers maximum closed-loop damping (ζmax). For any other
closed-loop damping value (ζcl), two controllers with different DC gains exist.
Simulation and experimental analysis shows that choosing the PPF controller
with a DC gain higher of the two possible controllers for the same closed-loop
damping (ζcl), results in best overall positioning performance.

Fig. 1. Typical closed-loop combined damping and tracking control implementation.
r(t) is the reference input, y(t) is the output.

1.1 Organization

The paper is organized as follows. In Sect. 2, background theory for second-
order resonant systems is presented. In Sect. 3, the full parametric analysis of
the PPF damping controller is presented along with the parametric relation-
ships between the achievable closed-loop damping vs DC gain. In Sects. 4 and 5,
an experimental setup, method of identification of the experimental platform
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is explained, further closed-loop combined damping and tracking experimental
results for each of the controller implementations are presented and discussed.
Section 6 concludes the paper.

2 Background Theory

Structural dynamics of flexible structures are very intricate to model with accu-
racy and high precision because of boundary conditions. Hence, there will always
be uncertainty and unmodeled dynamics present in the models of flexible struc-
tures [6]. Such flexible structures are best described using a number of methods
viz: partial differential equations, ordinary differential equations, Finite Element
Method (FEM) or with hybrid models and hence they are infinite dimensional
systems [10].

The best suited mathematical model for analyzing the vibration suppression
problem in practical applications is the Finite Element Method (FEM) model
which is of the form:

Md̈ + Cḋ + Kd = Bu, (1)

where d is the vector of generalized displacements, M is the symmetric posi-
tive definite mass matrix, C is the symmetric positive semi-definite damping
matrix, K is the symmetric positive (semi-)definite matrix, u is the vector of
control variables, B is the input matrix, which transforms control variables of
the generalized actuator forces.

For the purpose of control design, however, one typically tends to include
only a small finite number of modes in the modeling of such systems, which
results in spillover unmodeled dynamics. Most techniques focus on damping the
first resonant mode of the system as it tends to dominate the overall system
dynamics at low frequencies and subsequently, controller designs are based on
a plant model consisting of a second-order transfer-function modeling the first
dominant resonant mode.

The single axis of a nanopositioning platform can be modeled as a mass-
spring-damper system, having equation of motion:

Mpd̈ + cf ḋ + kd = Fa, (2)

where Mp is the mass of the platform, cf is the damping coefficient of the flexures,
k is the sum of the spring stiffness of the flexures, kf , and the actuator, ka, and
Fa is the force applied by the actuator.

Taking the Laplace transform of (2), and after rearrangement, the transfer
function measured from the applied force, Fa, to the displacement, d, is

GdFa
(s) =

d(s)
Fa(s)

=
γ2

s2 + 2ζpωps + ω2
p

, (3)

where ζp is the damping ratio for the first mode and ωp is the resonant frequency.
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The force generated by the actuator can be related to the unconstrained
piezoelectric expansion, δ, by

Fa(s) = Ka(s)δ, (4)

and δ can be related to the reference input voltage, r(s), by

δ = gδr
r(s) = d33ngar(s), (5)

where gδr
is a constant gain which is the product of the piezoelectric strain con-

stant, d33, the number of actuator layers, n, and the amplifier gain, ga. Likewise,
the displacement, d, can be related to the measured voltage, y(s), by

d = gsy(s). (6)

where gs is the sensor gain. The transfer function from the reference input, r, to
the measured voltage, y, is then

G(s) =
y(s)
r(s)

=
kagδr

gs

Mps2 + cfs + k
=

kagδr

gsMp

s2 + cf

Mp
s + k

Mp

. (7)

substituting standard variables, becomes

G(s) =
γ2

s2 + 2ζpωps + ω2
p

. (8)

3 Positive Position Feedback Control Design

An important property of PPF controllers is that to suppress one dominant res-
onant mode it requires only one second-order term. PPF controllers are imple-
mented in positive feedback as shown in Fig. 1 and their generic structure is
given by:

CPPF (s) =
κ

s2 + 2ζωs + ω2
(9)

where ζ and ω are the damping ratio and natural frequency of the controller and
κ is a positive scalar gain. The underlying principle of the PPF control design
is to push the closed-loop system poles further in to LHP (Left Hand Plane),
thereby imparting additional damping.

3.1 Strategy and Design

Using the plant model given by (8) and the controller transfer-function given
by (9), the overall transfer-function of the closed-loop damped system can be
computed as follows:

Gcl
damp(s) =

G(s)
1 − G(s)CPPF (s)

(10)
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The characteristic polynomial of the closed-loop damped system is given by:

P (s) = s4 + [2ζpωp + 2ζω]s3 (11)
+ [ω2

p+2ζpωp(2ζω) + ω2]s2

+ [2ζpωpω
2 + ω2

p2ζω]s

+ ω2
pω2 − γ2κ = 0

Further (11) can be written as:

P (s) = s4 + K ′
1s

3 + K ′
2s

2 + K ′
3s + K ′

4 = 0 (12)

where the resulting coefficients K ′
i are:

K ′
1 = 2ζpωp + 2ζω (13)

K ′
2 = ω2

p + 2ζpωp2ζω + ω2

K ′
3 = 2ζpωpω

2 + 2ζωω2
p

K ′
4 = ω2ω2

p − γ2κ

In the following subsection, the ideal pole-placement technique is briefly revis-
ited. Then, using the closed-loop damping and the closed-loop DC gain as the
desired performance metrics, controller parameters K ′

i are computed in an iter-
ative fashion to identify best suited PPF controller designs for (i) Damping only
and (ii) Precision Positioning (combined damping and tracking) applications.

3.2 Ideal Pole-Placement

Let the ideal pole-placement for the 4th-order closed-loop damped system whose
characteristic equation is given by be given by (11) be given by:

P1, P2 = σc ± jωc P3, P4 = σc ± jωc (14)

Then, the desired characteristic polynomial, Pd(s), that has as its roots, the
poles as given in (14) is:

Pd(s) = s4 − 4σcs
3 + (6σ2

c + 2ω2
c )s2 − 4σc(σ2

c + ω2
c )s

+ (σ2
c + ω2

c )2 = 0 (15)

The abbreviated form of this desired characteristic polynomial is:

Pd(s) = s4 + K ′
d1

s3 + K ′
d2

s2 + K ′
d3

s + K ′
d4

= 0 (16)

where

K ′
d1

= −4σc (17)

K ′
d2

= (6σ2
c + 2ω2

c )

K ′
d3

= −4σc(σ2
c + ω2

c )

K ′
d4

= (σ2
c + ω2

c )2
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In order to locate the closed-loop poles of the actual system (8) in the exact
location as desired (14) the following equality must be satisfied:

P (s) ≡ Pd(s) (18)

Combining (13) and (17) to satisfy (18) results in the following equalities:

K ′
1 = −4σc (19)

= 2ζpωp + 2ζω

K ′
2 = (6σ2

c + 2ω2
c )

= ω2
p + 2ζpωp2ζω + ω2

K ′
3 = −4σc(σ2

c + ω2
c )

= 2ζpωpω
2 + 2ζωω2

p

K ′
4 = (σ2

c + ω2
c )2

= ω2ω2
p − γ2κ

By setting the controller parameters κ = Γ1, 2ζω = Γ2 and ω2 = Γ3, (19) can be
restructured to result in (20). This set of equations will be utilized in identifying
the best choice of parameters for the PPF controller design. In (19) there are
more equations than unknowns and hence no exact solution exists in this.

Γ2 = (−2ζpωp + K ′
1)

2ζpωpΓ2 + Γ3 = (K ′
2 − ω2

p)

ω2
pΓ2 + 2ζpωpΓ3 = K ′

3

−γ2Γ1 + ω2
pΓ3 = K ′

4 (20)

⎡
⎢⎢⎣

0 1 0 0
0 2ζpωp 1 0
0 ω2

p 2ζpωp 0
−γ2 0 ω2

p 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Γ1

Γ2

Γ3

Γ4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

(K ′
1 − 2ζpωp)

(K ′
2 − ω2

p)
K ′

3

K ′
4

⎤
⎥⎥⎦ (21)

3.3 Family of PPF Controllers for a Second-Order Resonant System

As the system of Eq. (21) is over-determined, ideal pole-placement cannot be
achieved using the PPF control scheme. This is a well-known limitation of the
technique. Therefore, controller parameters are identified via a least-squares app-
roach by using the generalized inverse of the coefficient matrix. The details of
this procedure are as follows: Let (21) be written as:

AΓ = K ′, (22)
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where A =

⎡
⎢⎢⎣

0 1 0 0
0 2ζpωp 1 0
0 ω2

p 2ζpωp 0
−γ2 0 ω2

p 0

⎤
⎥⎥⎦, Γ =

⎡
⎢⎢⎣

Γ1

Γ2

Γ3

Γ4

⎤
⎥⎥⎦ and K ′ =

⎡
⎢⎢⎣

(K ′
1 − 2ζpωp)

(K ′
2 − ω2

p)
K ′

3

K ′
4

⎤
⎥⎥⎦.

Then,

Γ = AT (AAT )−1K ′ (23)

Using the parameters computed in (23) will result in a new set of coefficients
given by (24). ⎡

⎢⎢⎣
K ′′

1

K ′′
2

K ′′
3

K ′′
4

⎤
⎥⎥⎦ = AΓ +

⎡
⎢⎢⎣

2ζpωp

ω2
p

0
0

⎤
⎥⎥⎦ (24)

Therefore, the Pd(s) as given in (12) will change to:

P ′
d(s) = s4 + K ′′

1 s3 + K ′′
2 s2 + K ′′

3 s + K ′′
4 = 0 (25)

There are two combination of roots possible: (i) The desired polynomial has two
pairs of complex conjugate roots (ii) The desired polynomial has one pair of
complex conjugate roots and one pair of negative real roots. If the poles of the
closed-loop system are P1, P2 = σ′

c ± jω′
c and P3, P4 = σ′

c ± jω′
c. The closed-loop

damping can be approximated by:

ζcl
∼= cos

(
tan−1

(
ω′

c

σ′
c

))
(26)

A parametric search is carried out over a wide range of σ′
c and the closed-loop

damping approximation given by (26) is monitored. Due to the over-determined
nature of the system of equations, no control can be exerted over the closed-loop
DC gain of the system. The trajectory followed by the PPF controllers in the
closed-loop damping vs closed-loop DC gain space is plotted in Fig. 2.

Remarks: Once the second-order resonant system parameters are fixed, the plot
of the closed-loop DC gain vs closed-loop damping (ζcl) achieved using PPF
control demonstrates the following:

(i) Closed-loop DC gain is greater than the open-loop DC gain for any increase
in damping.

(ii) There exists only one unique controller that achieves maximum closed-loop
damping ζmax.

(iii) For any other value of achievable closed-loop damping (ζcl), two distinct
controllers exist. Each of the two controllers results in a different value for
closed-loop DC gain.
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Fig. 2. Plot of the DC gain of the damped closed-loop vs the damping achieved using
the PPF controller. Each point on the upward convex curve (green) and downward
convex curve (red) represents a unique PPF controller. (Color figure online)

4 Experimental Setup and System Identification

In the following subsections, a brief description of the experimental setup is pro-
vided, followed by the details of the system identification carried out to model the
dynamics of one axis of the piezoelectric-stack actuated nanopositioner within
the bandwidth of interest.

4.1 Experimental Setup

Figure 3 shows the experimental setup used in this work. It consists of a two-
axis piezoelectric-stack actuated serial kinematic nanopositioner designed at the
EasyLab, University of Nevada, Reno, USA. It has an input range of ±100
V resulting in a displacement range of ±20µm. Two low-noise, linear voltage
amplifiers (PDL200) from Piezodrive, each with an output range of 0–200 V,
a variable bias capability of 0–200 V and a fixed voltage gain of 20 are used
to supply voltage inputs to the piezoelectric-stack actuators. The displacement
is measured by a Microsense 4810 capacitive displacement sensor and a 2805
measurement probe with a measurement range of ±50µm for a corresponding
voltage output of ±10 V. A PCI-6621 data acquisition card from National Instru-
ments installed on a PC running the real-time module from LabVIEW is used
to interface between the experimental platform and the control design.



Selection of Positive Position Feedback Controllers 297

Fig. 3. A two-axis serial kinematic nanopositioner designed at the EasyLab, University
of Nevada, Reno, USA.

4.2 Identification of the Experimental Platform

To identify the linear model of the plant, small signal frequency response func-
tions (FRFs) were utilized. The FRFs are determined by applying a sinusoidal
chirp signal (from 10 to 2000 Hz) with an amplitude of 0.2 V as input to the
voltage amplifier of the x-axis and measuring the output signal in the same axis.
Subsequently, the FRFs are computed by taking the Fourier transform of the
recorded data. It should be noted that, using small amplitudes, the nonlinear
effects of the Piezo Electric Actuators (PEAs) such as hysteresis can be con-
sidered negligible. In Fig. 4 the magnitude and phase responses (FRF) of G(s)
are plotted for a sampling time of 50µs. The x-axis of the platform is used to
conduct the experiments presented in this work. However, the y-axis was set to
0 V as input to mimic a realistic platform operation. The platform axis shows a
lightly-damped resonant mode at 716.2 Hz and open-loop damping coefficient of
this resonant mode is ζol = 0.011. A second-order transfer-function that accu-
rately captures the dominant resonant dynamics of this axis was procured using
a least squares fit. The resulting transfer function is given by (27).

G(s) =
1.024 × 107

s2 + 99s + 2.035 × 107
. (27)

The experimental system has a significant delay. Hence, the theoretical model
of the platform had to be modified in order to include the effects of the delay.
The resulting system model is given by the following transfer function:

G(s) =
1.024 × 107 × e−τs

s2 + 99s + 2.035 × 107
. (28)

where the value of τ is determined by the following equation:
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τ =
1
2
Ts + 90 × 10−6. (29)

where Ts is the sampling time. Both the sampling time Ts and the delay τ are
expressed in seconds.

5 Experimental Results

5.1 Damping Only

PPF controller is designed using the procedure detailed in Sect. 3. The trajectory
in Fig. 2 represents DC gain vs achievable damping using PPF controller. Each
point on the convex curve represents a unique controller. It further shows that

(i) There is only one unique controller that achieves maximum damping ζmax

= 0.218 and DC gain = −1.456 dB.
(ii) For every other achievable closed-loop damping ratio, two distinct controllers

with different DC gains are possible.

Minimal change in DC gain is usually desired in most damping applications. Thus
for damping only application, It is advisable to choose the controller parameters
resulting in low closed-loop DC gain (downward convex curve). Ideally, the PPF
controller delivering the maximum closed-loop damping (ζmax) would be chosen.
However, if DC sensitivity or other implementations exist, for damping only
applications the controllers represented by points on the downward convex (red
curve) would be preferred over the upward convex (green curve) region for the
same closed-loop damping ratio.

5.2 Precision Positioning (combined Damping and Tracking)

In precision positioning applications, it is popular practice to impart maximum
damping to the resonant mode via a suitable damping controller first (in the
inner loop) and then implement a suitably gained tracking controller (in the outer
loop) to deliver precise positioning [7]. Tracking is usually effected by utilizing
an integrator (Ctrack(s) = Kt

s ) in feedback with the damped system [11].
To check if PPF controllers in downward convex region or upward convex

region of the closed-loop DC gain vs closed loop damping curve result in better
positioning performance, two ζcl values were arbitrarily selected viz: ζcl = 0.15
and ζcl = 0.2. For achieving closed-loop damping of ζcl = 0.15, two distinct
controllers at points denoted by ζA1 and ζB1 with different closed-loop DC gains
can be designed. Similarly, for ζcl = 0.2, there exist two distinct controllers
denoted by ζA2 and ζB2 with different closed-loop DC gains respectively. For a
full comparative analysis, the PPF controller that delivers the maximum closed-
loop damping (ζcl) was also selected and the positioning performance of all
five controllers was evaluated both via simulations and experiments. The overall
block diagram for the combined damping and tracking scheme is shown in Fig. 1.
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Both simulated and experimental results are in good agreement and show
that for precision positioning performance (combined damping and tracking),
controllers from the upward convex region deliver a superior positioning per-
formance when compared with controllers from the downward convex region.
The PPF controller transfer functions for the five selected cases, the respective
closed-loop damping achieved and the corresponding closed-loop DC gains are
given in Table 1.

Table 1. Damping performance of selected controllers

Controller Transfer function DC gain Achievable damping

CPPF ζA1

7.578×106

s2+4.244×103 s+2.629×107
−4.572 dB 0.15

CPPF ζA2

2.276×107

s2+8.104×103 s+3.867×107
−2.855 dB 0.2

CPPF ζmax

4.999×107

s2+1.446×104 s+6.288×107
−1.456 dB 0.218

CPPF ζB1

1.329×108

s2+4.751×104 s+1.772×108
−1.779 dB 0.15

CPPF ζB2

8.995×107

s2+2.59×104 s+1.057×108
−1.038 dB 0.2

The suitable tracking gain for each damped system is determined via the root-
locus method. The respective tracking gains, maximum and RMS positioning
errors for the five controllers are tabulated in Table 2. The closed-loop frequency
responses are shown in Fig. 4.

The overall combined closed-loop damping and tracking transfer function is
given by

Gcl(s) =
Ctrack(s)Gcl

damp(s)

1 + Ctrack(s)Gcl
damp(s)

(30)

where Ctrack = Kt

s , Kt is tracking gain and Gcl
damp(s) is given by (10).

Table 2. Closed-loop positioning performance (combined damping and tracking

Gcl
ζA1

Gcl
ζA2

Gcl
ζmax

Gcl
ζB1

Gcl
ζB2

Tracking Gain 1240 1590 1650 1435 1500

Maximum error (µm) 0.1407 0.3043 0.1314 0.1158 0.1133

RMS error (µm) 0.0398 0.1661 0.0834 0.0672 0.0373

A common input signal in nanopositioning is a triangle wave (used with a
ramp or pseudo-ramp signal to generate a typical raster scanning pattern). For
experimental validation, the nanopositioner axis was made to track a triangle
wave at 50 Hz with an amplitude of 4µm. The recorded time domain output
trajectories as well as position errors are plotted in Fig. 5.
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Fig. 4. Frequency responses for the combined damping and tracking closed-loop sys-
tems.

Fig. 5. Steady-state combined damping and tracking closed-loop time domain traces
and respective position errors for a 4µm triangle wave at 50 Hz. Each trace is offset by
0.5µm for clarity.
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6 Conclusion

In this paper, a systematic approach for selecting suitable PPF damping con-
trollers for damping only as well as precise positioning applications is proposed
and experimentally validated. Using the closed-loop DC gain vs closed-loop
damping curve as a guideline, the following conclusions can be drawn.

(i) Only one unique PPF controller delivers maximum closed-loop damping
ζmax = 0.218.

(ii) For all other ζcl < ζmax, two possible PPF controllers can be designed. Both
these controllers results in different DC gains.

(iii) For damping only applications, the best choice is the PPF controller results
in lower DC gain (of the 2 possible controllers) for the same ζcl.

(iv) For precision positioning application (combined damping and tracking) the
best choice is the PPF controller which results in higher DC gain (of the 2
possible controllers) for the same ζcl.
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Abstract. Early detection of anomalies can assist to avoid major losses in term
of product degradation, machines’ damages as well as human health issues. This
research aims to use Artificial Neural Network to recognize anomalies in the
distillation column. The pilot scale distillation column for the ethanol-water
system is selected for the study. Faults are generated by variation in feed rate,
feed composition and reboiler duty using Aspen Plus® dynamic simulation. The
effect of these faults on process variables i.e. changes in distillate and bottom
composition, distillate and bottom temperature, bottom flow rate, and the
pressure drop is observed. The network is trained using back propagation
algorithm to determine root mean square error (RMSE). Based on RMSE
minimization, the (6-8-6) net serves as the best choice for the case studied for
efficient fault detection. The presented techniques are general in nature and
easily applicable to various other industrial problems.

Keywords: Artificial neural network � Aspen Plus® dynamics � Back
propagation algorithm � Distillation column � Fault detection

1 Introduction

Chemical plant designs and their control systems have been getting more complicated
with the passage of time to attain the desired product quality, high productivity and
maintaining environmental regulations [1–4]. The intricacy of process plants implies
the necessity to assist the plant operators. This creates an interest in the development of
fault detection strategies. Advantages of fault detection include the minimization of
operator’s efforts, improved effectiveness, safe operations, and continuous production.
It is important to note that human errors cause approximately 70% of industrial acci-
dents [5]. Early detection and isolation of these anomalies can be a worthy and
promising area of research [6, 7].

Poor performance in the distillation column can lead to severe accidents and pro-
duction loss. It can be caused by the malfunctioning of any sensor, valves sticking or
blockage, and leaks in vent valves and connecting pipes, which can be over-sighted in
the design stage [8].

Some other process faults such as the reflux failure affect both the column tem-
peratures and purity. Similarly, the disturbance in steam flow rate in reboiler can
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deteriorate both top and bottom compositions and disrupt column pressure. The dis-
turbance in feed rate on the column can change the column pressure profile and alter
the top and bottom product purity [9, 10].

The principle objective of the control system is to sustain adequate operation by
minimizing the disturbance level and transformation occurring in the process. The
automatic control eased the operator’s task from regulatory control task by developing
an activity often known as the Abnormal Condition Management (ACM) or Abnormal
Situation Management (ASM) or Abnormal Event Management (AEM).

Fault detection is generally designated to identify the occurrence of fault and its
diagnosis is mainly performed for the identification of the cause and fault position.
Methods for the fault diagnosis use causal fault-symptom-relationship using techniques
from artificial intelligence, statistical decision, and soft computing [11]. However, the
effective regulation, using Fault Detection and Diagnosis (FDD) is a demanding area.
Moreover, fault management remains a key field to avoid plant shut down by detecting
a fault on time. Fault diagnosis and process monitoring can be carried out by either first
principle driven or data-driven models or by producing a model that deviates from the
normal situation [12, 13]. However, due to unavailability of nonlinear process and
complexity in the process control, there is an urge for data-based methods [14, 15].
Thus, numerous computer-aided approaches have been formulated to meet the
requirement in previous years.

Over the past two decades, neural network has been in practice as the popular tool
for the modeling and pattern classification of process systems. Currently, artificial
neural network (ANN) has set a broad application in the chemical engineering for the
development of FDD methods to meet the demand from industry regarding product
quality, safety, and efficiency [16–19]. This approach has a great learning ability, which
can approximate the pattern efficiently and easier to implement [20]. There are two
different approaches to use neural networks for fault detection and diagnosis i.e. pattern
classifier and process model. These are shown in numerous papers as an application of
neural network in anomalies detection; process model approach has been shown in
Fig. 1.

As distillation column shows nonlinear behavior, the neural network is the most
promising model for its representation. Further, it is capable to capture the process
dynamics and nonlinearity of input-output data modeling. Since Artificial Neural
Networks (ANNs) are adaptive in nature, they can be conveniently employed for fault
detection and classification techniques adequately [21–23]. The objectives of the cur-
rent study are as follows:

Input Faults Output Neural Network 
Classifier 

Process 

Fig. 1. Neural network for fault detection approach.
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• To generate normal and abnormal data using Aspen Plus® dynamic simulation.
• The training of neural network using generated data.
• To detect the anomalies/faults on the observed data.

2 Process Description

2.1 Aspen Plus® Simulation

The proposed fault detection scheme has been used for pilot plant distillation column in
Universiti Teknologi PETRONAS. The feed contains a mixture (40% ethanol and 60%
water). The system is brought to equilibrium under the total condenser to maintain the
continuous operation. The feed with known temperature is pumped to the column. The
above-mentioned process with specific input condition has been modeled using Aspen
Plus®. The basic Aspen Plus® RADFRAC has been selected which consists of a
condenser and a reboiler. RADFRAC columns allow being operated in rating or design
mode. Non-Random Two Liquid (NRTL) thermodynamic property package has been
used for the development of steady state simulation model [24, 25].

The schematic diagram of distillation column for application of ethanol-water
mixture is shown in Fig. 2.

The specifications of column and other feed conditions are described in Tables 1
and 2.

Fig. 2. Schematic of pilot scale distillation column.
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Further details of Aspen Plus® steady state simulation model can be found in our
previous publications [6, 26].

The generation of dynamic data for network training is an essential step to generate
ANN model. Training data must represent all the operating conditions along with
possible fault occurrences. Aspen Dynamics® model has been used for the generation
of data at normal and abnormal conditions. Flow, level, and composition controllers
were installed in Aspen plus® dynamics simulation for the generation of steady state
and faulty data.

3 Neural Network Model

The artificial neural network is a significant and dominant data modeling tool and can
be used to represent a complex relationship of different chemical processes inputs and
outputs [27, 28]. It has recently gained attraction due to its capacity to learn complex
and nonlinear processes [3, 19, 22]. There are several existing models of neural net-
works, such as Multi-Layer Perceptron (MLP), Probabilistic Neural Networks (PNN),
General Regression Neural Networks (GRNN) and Recurrent Network (RN). Among
all the MLP types, the Back-Propagation Algorithm (BPA) has found most applications
in chemical engineering. It is a supervised learning technique that can be used for the
approximation of nonlinear maps. The back propagation uses the scheme in which the
output is a feedback to input for the calculation of the alteration in weights by back
propagation of errors. It uses the gradient search technique to minimize the RMSE by
processing the data iteratively. The errors of each iteration at every point are calculated.
Initiating from the last step by sending calculated error backward the generated output
hence compared with the correct answer to compute error function. To reduce the error
function to the minimum value, the BPA adjusts the weights of each connection. The
fitness of network can be identified by the magnitude of RMSE.

Table 1. Pilot scale distillation column specifications.

Specifications Details

Column height 5.5 m
Colum diameter 150 mm
Number of trays 15
Type of tray Bubble cap tray
Tray spacing 35 cm

Table 2. Feed condition for Aspen Plus® simulation.

Parameters Values

Temperature 64.0 oC
Pressure 1.05 bar
Molar flow 3600 kmol/h
Reflux flow 2150 kmol/h
Reflux ratio 1.5
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3.1 Fault Selection

The input/output variable selection is very crucial for the ANN learning. It is imper-
ative to choose input and output variables appropriately as the ANNs are trained based
on input/output relationships. In the distillation column model, the input specifications
signify its operating conditions. However, the output variables are normal conditions
and the anomalies which can cause faults.

The process faults mentioned in Table 3 influence different output variables such as
distillate composition (XD), distillate temperature (TD), bottom rate (B), bottom com-
position (XB), bottom temperature (TB), and the pressure drop (ΔP). The causes of
faults in this work are considered due to the variation in reboiler duty, feed flow rate
and reflux flow rate. Data generated from Aspen Plus® dynamic simulation is used for
the fault detection in MATLAB® neural network.

3.2 Data Normalization

The generated data from Aspen Plus® dynamic simulation are normalized first. If the
network is being trained with the raw data for training patterns, higher value inputs may
lead to minimizing the effects of smaller values. It can also increase the chances that the
simulated neurons may reach the saturated conditions, which results in very small
changes or no change in the output values in case of changes in the input values. On the
other hand, the rescaling or normalizing of an input vector can make the training faster
and give equal value to all inputs. It can also trim the likelihood of getting stuck in local
optima, leading to the optimal training of the system. The generated data are nor-
malized between 0 and 1. The Aspen Plus® dynamic simulation data is normalized as
follows;

â ¼ �a
aR

ð1Þ

Where,

�a ¼ a� amin

aR ¼ amax � amin
ð2Þ

Table 3. Distillation column fault category.

Symbol Fault category

F1 Decrement in feed rate
F2 Increment in feed rate
F3 Decrement in reflux flow rate
F4 Increment in reflux flow rate
F5 High steam flow rate
F6 Low steam flow rate
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4 Results and Discussion

4.1 Neural Network Algorithm

The ANN has been modeled in the form of parallel distributed network model. These
are based on the biological learning process as the human brain. ANNs comprises of
several applications in pattern recognition, FDD, process control and data analysis. In
this paper, the MLP has been used due to its fame as mentioned earlier. The proposed
method for the fault diagnosis in the distillation column is established on back prop-
agation in ANN for the detection of anomalies at given conditions, which results in
various faults. The neural network toolbox in Simulink MATLAB® has been used for
the data processing and it can be classified in two phases i.e., training and testing.

In training step, a relation has been established for chosen inputs and outputs by
using the neural network. The training dataset is utilized to train the network by
calculating the gradient and adjusting the weights until the networks converge to the
minimum error. Subsequently, testing of the network is carried out with a test data. In
the case of the network over-fitting on the data, the validation error increases until it
crosses a particular value for which the number of validation process fails. This process
stops here to avoid further over-fitting and the network is brought to the minimum
number of the validation error. On completion of these two phases, the network
becomes ready for the detection of faults at different operating conditions. The input
and output to the neuron can be calculated by equations.

Uj¼
XN
i¼1

wi;jYj ð3Þ

Uj = f(Uj þ hkÞ ð4Þ

where wij connection is weight from ith to jth neuron, f(Uj þ hkÞ represents the acti-
vation function, Yj is the output of neuron j, hk and is the biases to the neuron.

4.2 Net-Training Scheme

The neural network is developed using six input nodes during the fault detection
process. The network is trained on the data for input parameters caused by the mal-
functioning or the fluctuation in feed flow rate, reflux flow and reboiler duty (based on
steam flow rate). All values of different types of faults with normal and abnormal values
have been considered during the development of data set. The data has been normalized
before training. The 70% normalized data has been used for the training of network and
30% normalized data for the validation and testing of net. Six input nodes were selected
for the training of neural network corresponding to the six indicators (XD, TD, XB, TB,
B, ΔP), and six output nodes corresponding to the six potential faults (F1, F2, F3, F4, F5,
F6). For training of network, the net examination has been limited to only one hidden
layer since it is able to map all the data. The input/output measurements for a distil-
lation column are shown in Fig. 3.
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4.3 Performance Criteria

To analyze the performance and for the selection of appropriate net has been decided
by results from RMSE.

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN
i¼1

ðYSim - YANNÞ2

N

vuuut
ð5Þ

where YANN and Ysim are the predicted values by ANN and by simulation from Aspen
Plus® dynamics, respectively. Whereas N and i correspond to the total number of
data-set and data-set number, respectively. The RMSE based performance criteria after
1000 iteration is shown in Fig. 4.

Fig. 3. Topology of back propagation feed forward neural network structure.
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Fig. 4. Performance criteria based on RMSE.
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4.4 Fault Detection

The net is first trained with the data with fault ranging from ± 2.5% to ± 10% using
Levenberg–Marquardt algorithm as a training function. The desired outputs are dis-
cretized between 0 and 1 in the range of 0–20% faults. For instance a ± 2.5% deviation
will result in do = 0.125. Similarly, for ± 5% and ± 7.5%, do = 0.25 and do = 0.375
respectively. Figure 5 shows the network prediction during the recall. Its ability to
diagnose the fault severity is satisfactory except that of Fault No.1 (decrement in the
feed flow rate) which can be caused by various reasons such as the nonlinear behavior
of vapor-liquid equilibrium for ethanol-water system. It can also be examined that the
network is capable of mapping the pattern efficiently. This net can also be utilized for
the mapping of multiple faults simultaneously.

5 Conclusion

The main aim of this study is to develop an approach to the application of neural
network for the detection of faults in the distillation column. The data required for
ANN model development has been generated through real time dynamic simulation
using Aspen Plus®. Six categories of disturbance i.e., feed flow rate, reflux flow rate
and reboiler heat duty, were introduced in the simulation during data generation.
Simulation results reveal that, for the detection of process fault, the neural network is a
promising technique. The same model can be extended to further detect process faults,
operational faults, actuator and sensor faults, and parameter faults in distillation column
by considering appropriate parameters and faults. It can be observed that for the pro-
cesses that are too sophisticated to model through first principle method, ANN is a
promising tool for a staunch detection and precise diagnosing system.

Fig. 5. Fault detection by neural network.
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Abstract. This paper presents modeling and simulation of a wirelessly-
controlled thermopneumatic zigzag micromixer. The micromixer is operated by
selectively activating two passive wireless heaters with different resonant fre-
quencies using an external magnetic field. Each heater is responsible for heating
an air-heating chamber that is connected to a loading reservoir through a
microdiffuser element, while the solutions pumped from each reservoir are
mixed in a zigzag micromixing element that ends with an outlet hole. The
performance of the micromixer is analyzed using finite element method, and
mixing is investigated over a low range of Reynold’s number (Re) ⩽ 10 that is
suitable various biomedical applications. The optimal activation switching time
of the heaters is 10 s, at which the micromixer achieves a maximum mixing
efficiency of *96.1%, after *65 s. The micromixer provides mixing-ratio
controllability with a maximum flow rate and pressure drop of *3.4 µL/min
and *385.22 Pa, respectively.

Keywords: Finite element method � Microfluidic � Micromixer �
Thermopneumatic � Wireless actuation

1 Introduction

Micromixers play a core role in various biomedical applications, including point-of-
care [1], lab-on-a-chip [2], and drug delivery systems [3]. These systems require
precise transportation, mixing, and separation of miniature volumes of fluids within
small (typically sub-millimeter)-scale geometries, which makes traditional methods of
mixing fluids inapplicable. In addition, fluids flow is typically laminar in these systems,
causing a low Reynold’s number (Re) that consequently poses a challenge for sample
mixing [4]. At low Re values, mixing is governed by molecular diffusion, which
increases the length of the mixing channel and the time required to achieve a homo-
geneously mixed solution [5].

Micromixers are generally classified as active or passive, according to their mixing
mechanisms [6]. Active micromixers require external forces to perform the mixing
process, such as acoustics, pressure, temperature, electroosmosis, magnetohydrody-
namics, electrohydrodynamics, and dielectrophoretics [5]. On the other hand, passive
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micromixers do not require external energy to mix the fluids. This makes passive
micromixers more favorable in microfluidic systems due to their simple fabrication and
implementation as compared to active micromixers [7]. Passive micromixers depend on
molecular diffusion or chaotic advection principles, which are realized through the use
of injection, droplet, parallel and serial lamination, and chaotic advection micromixers
[7]. Chaotic advection micromixers are reported to perform efficiently over a wide
range of Re values when compared to other types of passive micromixers [7]. Chaotic
advection can be generated by modifying the shape of the microchannel in such a way
that the laminar flow continuously splits, folds, stretches, and breaks over the
cross-section of the microchannel. This can be realized using zigzag microchannels,
intersecting microchannels, twisted microchannels, convergent–divergent microchan-
nels, three-dimensional structures, staggered herringbone structures, Tesla structures, or
by inserting grooves, obstacles, or embedded barriers in the microchannel walls [5].

Zigzag microchannel type has been widely investigated due to its high mixing
index and ease of fabrication. Numerical and experimental studies of mixing in planar
zigzag microchannels were performed by Mengeaud et al. [8]. The results indicated a
transition in the mixing performance at a critical Re of *10. Increasing Re led to form
vortices at the corners of the microchannel, which therefore improved the mixing
performance and reduced the diffusion length. In a recent work, a numerical study
was performed on a micromixer that is composed of trapezoidal channels in a zigzag
and split–recombine arrangement [9]. The optimal geometry had a mixing
efficiency >85% for Re values in the range of 0.1–80, and reached up to 90% when Re
⩽ 0.9 and Re ⩾ 20.

Time-dependent pulsatile flows have been reported as a potential approach to
achieve fast and efficient mixing. This approach was investigated by Glasgow et al.
[10] using a low-frequency sinusoidal flow superimposed on a steady flow. The results
indicated that the mixing performance with the pulsed sinusoidal flow was greatly
improved as compared to the flow without pulsing.

However, these devices are limited to the use of on-board power supplies [1] or
bulky magnetic cores [11], which limits the ability to implement these devices in
portable or implantable systems. Passively actuated actuators can be utilized to address
these issues while offering a smaller size, lower cost, higher robustness, and higher
biocompatibility as compared to actively actuated actuators [12]. Wireless radiofre-
quency (RF) magnetic field actuation method has been utilized in several passively
actuated microfluidic applications, such as multiple shape-memory-alloy actuators
control of a microsyringe device [13], implantable drug delivery devices [14], and a
thermopneumatic micropump for biomedical applications [15].

This paper presents an extended modeling and simulation study of a passive zigzag
thermopneumatic micromixer that is wirelessly controlled using an external RF mag-
netic field [16]. Dynamic heat transfer, thermopneumatic actuation and mixing per-
formance are analyzed using finite element method (FEM). The results suggest that the
developed micromixer is able to provide mixing-ratio controllability and can be
potentially implemented in biomedical applications.
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2 Design and Working Principle

Figure 1 illustrates a schematic diagram of the developed the developed thermopneu-
matic micromixer. The micromixer consists of two inductor–capacitor (LC) wireless
heaters that have identical planar spiral inductors with dimensions of 5 mm � 6 mm,
while the dimensions of each capacitor are 5 mm � 2 mm and 5 mm � 3 mm,
respectively. Therefore, the heaters have different resonant frequency (fr) values
of *100 and *130 MHz, respectively. Each heater is located beneath two air-heating
chambers that have similar dimensions to the spiral inductors. Each chamber is con-
nected to a 5 mm-diameter loading reservoir through a 10° microdiffuser element to
rectify the flow. The reservoirs are connected through a T-inlet with a width of 0.3 mm
and a mixing length of 2 mm to a zigzag micromixing element that ends with a 1 mm
outlet hole.

An AC current is generated in the LC circuit when it is exposed to an external AC
magnetic field, due to the electromotive force induced by the magnetic field. Thus, the
power, P, consumed in the LC circuit is given as [17]:

P xð Þ ¼ Rv2

Rþ j xL� 1=xCð Þ½ �2 ð1Þ

where R is the parasitic resistance of the circuit, v is the electromotive force, x is the
angular frequency of the AC current, and L and C are the inductance and capacitance of
the circuit, respectively. The maximum power transferred to the LC circuit when the
field frequency is tuned to the resonant frequency of the circuit, fr ¼ 1=2p

ffiffiffiffiffiffi
LC

p
.

Therefore, the Joule heat generated in each LC circuit reaches its maximum value at the
corresponding fr of the LC circuit, and the steady state temperature, TSS, can be
expressed as [17]:

Fig. 1. Schematic diagram of the developed micromixer with an external coil (including a
close-up view of the fluid-directing channel)
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TSS ¼ RTv2=R
1þ aRRTv2=R

ð2Þ

where RT and aR are the thermal resistance to the surroundings and the temperature
coefficient of the resistance of the circuit, respectively. The generated heat is transferred
by conduction from each LC circuit to the corresponding air-heating chamber through
the polydimethylsiloxane (PDMS) layer. The rate of conductive heat transfer, q, is
obtained using Fourier’s law [18]:

q ¼ kA
DT
Dx

ð3Þ

where k is the thermal conductivity of the PDMS, A is the surface contact area between
each LC heater and the corresponding air-heating chamber, and Dx and DT represent
the thickness of the PDMS layer and the temperature difference across it, respectively.

As heat is transferred to the walls of the air-heating chamber, the temperature of the
enclosed air rises, causing the volume of air to expand. This can be generally expressed
by the ideal gas equation while assuming that the heating process is isobaric:

DV ¼ V0

T0
DT ð4Þ

where DV = V1−V0 is the amount of expanding volume, DT = T1−T0 is the elevation
of the chamber temperature, V0 is the volume of the gas at the room temperature, T0
(23 °C in this work), and V1 is the volume at the elevated temperature, T1 [15].
Therefore, the expanded volume of air pushes the liquid from the loading reservoir to
the T-inlet, causing them to mix at the zigzag mixing element.

The volume expansion of the air inside the air-heating chambers causes a defor-
mation in their top walls. This is due to the fact that the high thickness of the side walls
(Fig. 1), and that the bottom walls are attached to the LC heaters that are fabricated out
of a polyimide film (� 47 µm). This film is about three orders of magnitude stiffer than
PDMS [19], making it rigid and greatly reducing the deformation of the bottom walls
of the air-heating chambers. Thus, the deformation, s, of each top wall of the chambers
can be approximated as:

s � 3DV
AW

� 3V0DT
AWT0

ð5Þ

where AW is the area of the top wall of the chamber. The deformation is greatly reduced
by increasing the thickness of the top walls of the chambers to 2 mm. Thus, the
majority of the expanded volume of the air is applied on the inlet of the microdiffuser
element, which significantly reduces the pumping loss.
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3 Finite Element Analysis

Numerical simulation of a three-dimensional model of the developed micromixer was
carried out using COMSOL Multiphysics®. Heat transfer, solid mechanics, laminar
flow, and transport of diluted species physics were used in the simulation process. It
was assumed that there was no thermal loss to the surroundings, and the initial air
temperature was assumed to be 23 °C.

The temperature of the LC wireless heaters (heat source) was set according to their
experimentally measured temperature [20]. FEM was implemented to solve the flow
and mixing governing equations, which are the Navier-Stokes, continuity, and
convection-diffusion equations, as follows:

q
@u
@t

þ u:rð Þu
� �

¼ �rpþ lr2u ð6Þ

ru ¼ 0 ð7Þ
@c
@t

¼ Dr2c� u:rc ð8Þ

where u is the fluid velocity, D is the diffusion coefficient, and c is the molar con-
centration. The fluid density, dynamic viscosity, and diffusion coefficient were set as
999.8 kg/m3, 10−6 m2/s (the kinematic viscosity of water at room temperature), and
10−10 m2/s, respectively. The boundary conditions were set as follows: molar con-
centrations of 1 mol/m−3 at the inlet of reservoir 1 and 0 mol/m−3 at the inlet of
reservoir 2, no-slip at solid walls, an equal volume flow rate at each microdiffuser inlet,
and zero pressure at the outlet. The flow rate, Q, can be determined as a function of
pressure using the Hagen–Poiseuille relationship:

Q ¼ DpACr2

8lL
ð9Þ

where AC is the cross-sectional area of the channel, r is the diagonal length of the
channel, and L is the length of the channel. The fluid dynamics in the microscale are
characterized by a dimensionless parameter, Reynolds number (Re) that is defined as
[8]:

Re ¼ quDh

l
ð10Þ

where Dh is the hydraulic diameter of the channel. The standard deviation, r, of the
molar concentration across the channel in a cross-section at any specific longitudinal
location, and the mixing efficiency, η, at the outlet cross-section are calculated as
follows [9]:
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r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ci � �cð Þ2
s

ð11Þ

g ¼ 1�
ffiffiffiffiffiffiffiffiffi
r2

r2max

s !
� 100 ð12Þ

where ci is the molar concentration at a point i, �c is the mean molar concentration of a
fully mixed solution, n is the total number of sample points inside the cross-section,
and rmax is the maximum standard deviation at the inlet of the main channel. A mixing
efficiency of 0% indicates completely separated streams (r = rmax), while a mixing
efficiency of 100% indicates completely mixed streams (r = 0) [20].

4 Results and Discussion

In this work, a time-dependent advanced multi-level multi-discretization GMRES
solver was used to simulate the performance of the developed micromixer. Only heater
1 was activated with a power of 60 mW to demonstrate the heat transfer and thermal
expansion behaviors. The heater was activated for 50 s until its temperature reached
50 °C (experimentally measured) [20] and then deactivated for 230 s until its tem-
perature reached room temperature (23 °C). The temperature distribution profile of the
simulated three-dimensional model of the micromixer after activating heater 1 for 50 s
is illustrated in Fig. 2.

The generated temperature in heater 1 is transferred by conduction to the bottom
wall of air chamber 1, which therefore increases the temperature of the enclosed air.
This behavior is demonstrated in Fig. 3, which shows that the temperature of the air
chamber follows the change of temperature of the heater and reaches a maximum value
of 42.5 °C after 50 s.

Fig. 2. A three-dimensional model of the micromixer showing the temperature distribution
profile 50 s after activating heater 1.
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A deformation on the top surface of the air chamber occurred as the temperature of
the enclosed air was increased, due to the expansion of the enclosed air. A maximum
deformation of *50 µm was generated after 50 s. Then it started to decrease after
deactivating the heater until reaching its initial condition when the temperature of the
air chamber returned to the room temperature.

To investigate the pumping and mixing performances of the micromixer, heaters 1
and 2 were operated using two different activation and deactivation patterns, as illus-
trated in Fig. 4(a). The resultant mixing efficiencies at the outlet when operating the
micromixer for 140 s using these two activation patterns are presented in Fig. 4(b). It
can be indicated that a maximum mixing efficiency of *96.1% was achieved when
using each activation pattern. However, activation pattern 1 generated a more stable
mixing efficiency and a faster time (*65 s) required to reach the maximum mixing
efficiency. On the other hand, activation pattern 2 showed a less stable mixing per-
formance that fluctuated between *80.9% and *96.1% and required a higher
response time (*70 s). It can be concluded that activation pattern generates a better
performance than activation pattern 2 due to the fact that the latter one allows unwanted
amounts of fluids to pass from one reservoir to the mixing channel without allowing a
similar opposing amount from the other reservoir within a short period of time.

The mixing efficiency at the outlet and the pressure drop were examined over a range
of Re ⩽ 10, as shown in Fig. 5. It can be indicated that the highest mixing efficiency
was *96.15% at Re = 0.1, while it was it its lowest value (81.14%) at Re = 2. Beyond
that range, the mixing efficiency was improved up to 90.36% at Re = 10. This variance
in the mixing performance is related to the transverse velocity components that are
increasingly generated around the angle of the zigzag element at higher Re values.
However, at low Re values, the transverse flow is negligible, which means that mixing is
dominated by the molecular diffusion as a result of the low velocity and the high
residence time. Further observations of Fig. 5 show that the pressure drop increased
with Re, with a maximum pressure drop of *385.22 Pa at Re = 10.

Fig. 3. The simulated temporal response of the temperature of heater 1 and the temperature and
resultant deformation of air chamber 1 after 50 s from activating heater 1.
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The distribution of the mixing efficiency along the axial mixing length was
investigated at three different Re values, i.e. 0.1, 1, and 10, as shown in Fig. 6. The
results indicated that the three distributions of the mixing efficiencies follow the same

Fig. 4. Effect of activation patterns on the mixing efficiency. (a) Two activation patterns.
(b) Numerical results of the mixing efficiency using the two activation patterns over 140 s.

Fig. 5. Mixing efficiency and pressure drop at the outlet for different Re values.
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trend. It can be observed that the mixing efficiencies were greatly improved at each
corner of the zigzag mixing element, i.e. at 500, 800, and 1100 lm of the axial mixing
length. Furthermore, it can be noted that the distribution of the mixing efficiency at
Re = 0.1 was the best along the whole axial mixing length, while it was the lowest at
Re = 1.

From Figs. 5 and 6, It can be indicated that the mixing efficiency can be improved
beyond this range of Re values. However, the developed micromixer is intended to be
used in typical microfluidic biomedical applications, where high flow velocities can
cause rupture of cells, where the maximum flow rate generated at Re = 10 was *3.4
µL/min. In addition, the operating temperature required to achieve higher Re values is
limited to avoid any potential damage that might occur to the device.

5 Conclusion

A wirelessly-controlled thermopneumatic zigzag micromixer was demonstrated in this
paper. The micromixer was operated using two passive heaters. Each heater generated
heat when an external field frequency was tuned to its corresponding resonant fre-
quency. Dynamic heat transfer, thermopneumatic actuation, and mixing performance
were analytically presented and then verified using FEM as a demonstration of the
proposed mixing technique. The proposed micromixer was able to achieve a maximum
mixing efficiency of *96.1%, with a maximum flow rate and pressure drop of *3.4
µL/min and *385.22 Pa, respectively. Two activation switching patterns were
investigated to find the optimal operating time of the two heaters. It was found that the
optimal switching time is 10 s, at which the micromixer achieved a steady value of the
maximum mixing efficiency after *65 s.

The performance of the micromixer can be further improved by implementing
metamodeling approach to find the optimal device design and activation pattern [21].

Fig. 6. Mixing efficiency along the axial mixing length for Re = 0.1, 1 and 10.
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Abstract. This paper analyzed a novel information flow topology (IFT) for
vehicle convoy. The topology used two-vehicle look-ahead with an immediate
rear-vehicle inclusive. Mass spring damper and Newton’s second law were
utilized to provide the behavior and basics for the vehicles motion respectively.
The concept of homogeneous vehicle convoy and constant headway time
(CHT) policy was in cooperated for the inter-vehicular spacing. The new IFT
was compared with the conventional topology of the two-vehicle look-ahead to
ascertain its improvement. The novel topology provides good inter-vehicular
space of 0.42 m ahead of the conventional topology. Moreover, the proposed
topology obeys the rate of change of speed throughout the vehicles journey than
the conventional type. Low jerk of 0:44ms�3 was achieved against 0:47ms�3 of
the conventional. Finally, the new topology is visible throughout the journey
than the earlier, which discontinues after 117 s in all parameters.

Keywords: Jerk � Performance � Spacing � String-stability � Topology �
Vehicle

1 Introduction

This paper focused to introduce a new version of information flow topology (IFT) of
two-vehicle look-ahead and rear- vehicle. The concept of sting-stability would be used
to tackle the issue of string instability in the convoy. String stability is the ability of the
vehicle in the convoy to move without amplifying the errors of the lead vehicle
downstream. In an effort to address this issue, researchers have been working on
different techniques to maximize the usage of road transport to capacity and to enhance
the safety and comfort of the road users. Levine and Athans [1] proposed the first
mathematical model of a vehicle convoy system in the early 60 s. The study presented
a system, in which the vehicle displacement and speed were regulated in a heavily
dense convoy of possible number of vehicles moving in a single lane. The major
features of the model includes; passengers comfort, safety measures, speed control and
energy wastage. Moreover, Melzer and kuo [2] developed theory of linear systems for
optimal regulation presented as a countably unlimited group of agents. The theory was
used for an infinite size of string of vehicles. The shortcoming of the strategies is due to
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the used of centralized controller, in which each vehicle in the convoy has direct
accessibility to all the state variables of the string. [3–5] reported IFT, in which only
nearest neighbors were utilized in the topology. It was evident from the work that
reduction in the number of utilized neighboring vehicles, leads to undesired convoy
behaviors. The research work figures out the dependency of string stability to mea-
surements of other vehicle (bi or unidirectional) within the convoy. Decentralized
control for vehicle string strategies was investigated in [6] in which relative importance
of different measurements were studied in the optimal control through minimization of
the cost function.

More recently, number of convoy control methods where presented in real world
for demonstration purposes, which include the Safe Road Trains for the Environment
(SARTRE) in Europe [7], Intelligent Transport Systems (ITS) named Energy-ITS in
Japan [8], and Grand Cooperative Driving Challenge (GCDC) in Netherlands [9] etc.
The oldest convoy concentrates on the use of radar-based systems for sensing, which
has limited communication exchange topologies [10]. The rapid growth in vehicle
technology leads to the deployment of vehicle-to-vehicle (V2V) communications, like
Dedicated Short Range Communications (DSRC) and Vehicular Adhoc Networks
(VANET) [11] this however, permits more variety of topologies for convoy, such as
the two-predecessor following and multiple-predecessor following configurations
[10, 12] to achieve better convoy string stability. Due to the challenges that arise in
different vehicle convoy information topologies [13], it is more preferable to take
vehicle convoy systems as a group of dynamic systems, and to design an enhanced
control strategy. Sudin and Cook [14] came up with an improved vehicle convoy
strategy, were two-vehicle look-ahead control strategy was utilized to achieve string
stability. Oncu et al. [15] examined the influence of convoy uniform delay and
sampling-hold on string stability. Bernardo et al. [16] proposed techniques to analyse
vehicle convoy string stability issues with more emphasis on dynamic network control.
Wang et al. [17] studied the effect of time varying network architectures on convoy
using discrete-time Markov chain.

All these makes the IFT a challenging control problem. There is the need for an
enhanced and more realistic IFT; hence the interest of this paper is basically on the
development of a novel IFT of homogeneous vehicle convoy system. Section 2 of this
paper describes the mathematical modelling of the proposed topology. An analysis on
the new IFT is shown in Sect. 3. Section 4 concludes on the obtained results.

2 Materials and Methods

MATLAB R2013b platform was used for both modelling and implementation in this
paper. The proposed work used the assumption of a homogeneous convoy because it
eases the investigation in various mathematical presentations of convoys [13, 18].
Furthermore, it has been proved in other researches that non-homogeneity does not
instantly give an enhancement on experiment in the performance of the string [19].
Linear dependent spacing policy was utilized due to its simplicity to use; it as well
reveals efficient and interesting results and also insight in some cases [3]. These
encourage the selection of linear dependent spacing policy among the most confronting
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spacing policies; constant spacing (CS) which is the fixed time spacing policy and
constant headway time (CHT) policy. The CS provides fixed inter-vehicular spacing
that is independent of speed of the vehicles [20, 21]. It has been reported by [22] that
such spacing policy suffers a lot to string instability due to the minimal inter-vehicular
spacing used and hugely depends on V2V communication [23, 24]. The CHT is speed
dependent, which was utilized in this work due to its ability to remain linear in nature
[25]. This gives a greater chance to fully utilize the linearity involved and achieve one
of the human driving habit [26]. Hence the speed dependent policy CHT is proposed as
against the CS, which is prone to collusion. The mathematical modelling is presented in
the subsequent sub-heading. The two-vehicle look-ahead and rear-vehicle formulation
for the IFT is discussed in this section. The technique used is based on the fact that a
driver can have much control of his/her vehicle if the driver has access to monitor the
rear vehicle in addition to the two vehicles in front of him/her. The IFT for the control
strategy is to simulate the human driving behaviour in a real convoy scenario, in which
the following vehicle do not only relay on the information received from the preceding
vehicle or leading vehicle but also the rear vehicle. The rear vehicle is necessary
because of safety in the convoy, which is the primary function of mirrors in vehicle.
This is to give adequate respond time for the control vehicle to changes in the leader,
predecessor and rear vehicle’s speed to avoid front and rear collusion and to enable
passengers comfort. The strategy is designed to eliminate string instability in the
convoy system. Therefore the new IFT to mimic human driving habit for safe convoy is
proposed.

The novel topology of the two-vehicle look-ahead and rear-vehicle is presented in
Fig. 1, while the Eq (1) presents the strategic equation derived from Fig. 1.

m€xi ¼ Kp1 xi�1 � xið ÞþKv1 _xi�1 � _xið ÞþKp2 xi�2 � xið ÞþKv2 _xi�2 � _xið Þ
þ Kp3 xiþ 1 � xið ÞþKv3 _xiþ 1 � _xið Þ ð1Þ

where: m is the vehicle mass, xi; xi�1; xi�2 and xiþ 1 are the instantaneous positions of
the i-th, (i − 1)-th, (i − 2)-th and (i + 1)-th vehicle respectively along the X-axis, _xi,
_xi�1; _xi�2 and _xiþ 1 are the correspoing velocities of the vehicles, €xi is the acceleration of
the i-th vehicle, Kp1;Kp2;Kp3;Kv1;Kv2 and Kv3 are the constants.

The control signal U ið Þ has direct influence on the force applied to the vehicle,
which was modelled as initial mass [14].

Fig. 1. Representation of the proposed control strategy.
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€xi ¼ f _xi;U ið Þ ð2Þ

The simplified model related to the problem can be expressed as in Eq. (3):

€xi ¼ U i ð3Þ

Hence, considering the fact that the following (i-th) vehicle has no influence on the
three ((i − 1)-th, (i − 2)-th and (i + 1)-th) vehicles, Eq. (4) is obtained as:

U i ¼ Kp1 xi�1 � xið ÞþKp2 xi�2 � xið ÞþKp3 xiþ 1 � xið ÞþKv1 _xi�1 � _xið Þ
þ Kv2 _xi�2 � _xið ÞþKv3 _xiþ 1 � _xið Þ ð4Þ

Equation (4) provides the control strategy of the two-vehicle look-ahead and rear
vehicle using fixed spacing policy. [20–22, 27] reveal that the effect of string instability
continues with such spacing policy. It is clear that different convoy speed required
different inter-vehicular spacing [14]; this is to give enough time for the control vehicle
to respond to changes in the leader, predecessor and rear vehicles’ speed to avoid
collusion. Hence, a more promising policy is required. Due to the fact mentioned here,
the speed dependent policy is employed in this model. After incorporating the spacing
policy CHT in the model equation, it yields to an improved control signal equation as
presented in Eq. (5):

U i ¼ Kp1 xi�1 � xi � h_xið ÞþKp2 xi�2 � xi � 2h _xið ÞþKp3 xiþ 1 � xi � h _xið Þ
þ Kv1 _xi�1 � _xið ÞþKv2 _xi�2 � _xið ÞþKv3 _xiþ 1 � _xið Þ ð5Þ

where: h_xi is the speed dependent spacing from the adopted spacing policy. As the
convoy speed increases, the inter-vehicular spacing increases and vice versa. When the
vehicles in the convoy are moving with steady speed, it is assumed that the
inter-vehicular spacing between the leader vehicle (xi�2) to the control vehicle (xi) is
twice that of the rear vehicle (xiþ 1) to the control vehicle or that of predecessor vehicle
(xiþ 1) to the control vehicle.

The realized strategy of the vehicle is based on the signals received from the
two-vehicles ahead and one-rear. Hence Eq. (5) can be re-written as [28]:

U i ¼
Xn
m¼1

kpm dim � mh _xið Þþ kvm _xi�m � _xið Þþ _xiþm � _xið Þf g� � ð6Þ

where,

dim ¼
Xm�1

l¼0

ei�l ¼ xi�m � xi � mL ð7Þ

Taking the Laplace transformation of Eq. (6) gives:

Xi sð Þ ¼
Xn
m¼1

Gm sð ÞXi�m sð ÞXiþm sð Þ ð8Þ
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Equation (8) yields,

s2Xi ¼ Kp1 Xi�1 � Xi � hsXið ÞþKp2 Xi�2 � Xi � 2hsXið ÞþKp3 Xiþ 1 � Xi � hsXið Þ
þ Kv1s Xi�1 � Xið ÞþKv2s Xi�2 � Xið ÞþKv3s Xiþ 1 � Xið Þ

ð9Þ

Re-arranging for Xi from Eq. (9) gives,

Xi ¼
Kv1sþKp1
� �

Xi�1 þ Kv2sþKp2
� �

Xi�2 þ Kv3sþKp3
� �

Xiþ 1

s2 þ Kv1 þKv2 þKv3 þ Kp1 þ 2Kp2 þKp3
� �

h
� �

sþKp1 þKp2 þKp3
ð10Þ

Further re-arranging Eq. (10) and reducing to a single pole system results to the
following,

Xi ¼
Kv1 sþ Kp1

Kv1

� �
Xi�1 þKv2 sþ Kp2

Kv2

� �
Xi�2 þKv3 sþ Kp3

Kv3

� �
Xiþ 1

s2 þ Kp1 þ 2Kp2 þKp3
� �

hsþKv1 sþ Kp1

Kv1

� �
þKv2 sþ Kp2

Kv2

� �
þKv3 sþ Kp3

Kv3

� � ð11Þ

Hence:

Xi ¼
Kv1 sþ Kp1

Kv1

� �
Xi�1 þKv2 sþ Kp2

Kv2

� �
Xi�2 þKv3 sþ Kp3

Kv3

� �
Xiþ 1

s sþ Kp1 þ 2Kp2 þKp3
� �

h
� �þKv1 sþ Kp1

Kv1

� �
þKv2 sþ Kp2

Kv2

� �
þKv3 sþ Kp3

Kv3

� �

ð12Þ

Several ways have been proposed by researchers to guarantee string stability to their
developed control strategies [29]. To achieve stable string stability and reduce the
complexity of the control law, the pole and zero cancellation is proposed. This aimed at
reducing Eq. (12) to a single pole system (linear equation). To linearize Eq. (12) the
pole and zero cancellation technique was used through the following constraint.

Kp1

Kv1
¼ Kp2

Kv2
¼ Kp3

Kv3
¼ Kp1 þ 2Kp2 þKp3

� �
h ð13Þ

This result to the simplification of Eqs. (12) to (14) as:

Xi ¼ Kv1Xi�1 þKv2Xi�2 þKv3Xiþ 1

sþKv1 þKv2 þKv3
ð14Þ

Equation (12) is first order and the poles of the equation are on the left hand side of the
s-plane since Kv1 to Kv3 are all positive. This implies that the mathematical model of the
two-vehicle look-ahead and rear-vehicle system of Eq. (5) is string stable with respect
to the constraint of Eq. (13) as shown in Eq. (14). Hence, the system response of the
convoy depends to h and Kp′s as seen from Eq. (15).
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Kv1 þKv2 þKv3 ¼ Kp1 þKp2 þKp3

Kp1 þ 2Kp2 þKp3
� �

h
ð15Þ

2.1 Modelling Procedure

The model was built on MATLAB R2013b platform following the derived control
strategy Eq. (5). The Simulink representation of the strategy is represented on Fig. 2.
The model uses the CTH policy to provide the speed dependent spacing policy were
the inter-vehicular spacing depends on the speed of the leader, predecessor and rear
vehicles collectively. The novel topology with the adopted policy provides adequate
spacing, minimises the chance of collusion and guaranteed stable string within the
convoy.

The control strategy was implemented in Fig. 2 and cascaded with a vehicle design
by Sudin and Cook [14] to enable test the new topology with that of [14].

The top-level of the proposed model was shown in Fig. 3. This shows identical
vehicles arrangement, were vehicle_1–4 represents the set of homogeneous vehicles in
the order of leader, predecessor, control vehicle (vehicle_3) and rear vehicle respec-
tively. The main input block in Fig. 3 provides the input speed to the independent
vehicles in the convoy, initial position block gives an arbitrary position of each vehicle
within the convoy, while position compare block compares the displacement of each
vehicle with the control vehicle. This deliberate design provides a new knowledge in
vehicle convoy IFT with more realistic human driving habit.

Fig. 2. Single car control strategy for the proposed convoy.
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3 Results and Analysis

The outcomes of the simulation of the proposed model were presented in this section
and are used to compare with that of [14] to justify the improvements achieved with
respect to the new topology. The model Eq. (5) was tested using the poles and zeros
cancellation technique where proper cancellation was conducted with high convoy
stability. The following simulations give an inside on the new topology as compare to
that of Sudin and Cook [14].

Figure 4 shows a variable spacing of the proposed topology, where equal spacing
was achieved among the vehicles with respect to any variation in speed of the vehicles.
This indicator gives an improved and string stable IFT than that of Fig. 5. The new
topology permits a smooth and free running of the vehicle over a period of 160 s of test
with peak spacing of 150 m. This speed dependent policy gives a wider range of
inter-vehicular spacing of maximum of 37.5 m apart; it also permits the control vehicle
to react to sudden changes in speed of the other vehicles. As seen in Fig. 4, the
maximum spacing from the new topology prevents collusion among the stream of the
vehicle due to wide spacing apart when the vehicle accelerated and vice versa.

Fig. 3. Centralized control strategy for the proposed convoy.
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Figure 5 shows the spacing achieved of the conventional two-vehicle look-ahead
topology. The strategy uses CHT but has the following short comings of, chattering
habit as seen for the first 70 s and with maximum spacing of only 33.3 m apart, which
indicated the possibility of collusion among the vehicles on high speed. This topology
runs for 160 s but was only visible for the first 115 s and truncated for the last 45 s due
to the ill condition of the approach, which limits the study on its properties.

Figure 6 reveals how the control vehicle of the proposed topology closely tracks
the path of the leader, predecessor and follower vehicle speeds without collusion. This
shows the ability of the control vehicle to depend hugely on the acceleration, decel-
eration and constant speed of the neighbouring vehicles within the convoy as compared
to Fig. 7.

Fig. 4. Spacing of the proposed convoy control strategy.

Fig. 5. Spacing of the two-vehicle look-ahead convoy control strategy.
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Figure 7 shows the lapses in the speed of the conventional against the novel
topology. The speed is affected by the chattering effect within the first 70 s this shows
an unrequired variation in speed, which caused an overlap in speed among the vehicles
even at low speed of 30 ms−1. Moreover, the convoy runs for 160 s but was only
visible for 115 s due to the ill condition of the model, hence no account for the
remaining 45 s is known.

Figure 8 presents the acceleration of all the vehicles in the new topology. The rate
of change of velocity in the control vehicle is maintained at maximum acceleration of
0.92 ms−2, which is below the acceptable acceleration of 2 ms−2 [30]. The control
vehicle’s acceleration is between that of the predecessor and the follower, no single
place where the control vehicle’s acceleration overlaps that of other vehicles. This
shows proper control of acceleration as compared to the conventional Fig. 9.

Fig. 6. Speed of the proposed convoy control strategy.

Fig. 7. Speed of the two-vehicle look-ahead convoy control strategy.
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It is evidence that inconsistent acceleration is observed in Fig. 9. The control
vehicle was controlled at a maximum acceleration of 1.0 ms−2, which is however
outstanding. The bone of contention to this acceleration is the chattering phenomena at
the first 70 s of the journey and was discontinued at 115 s only during a journey of
160 s, moreover, the maximum acceleration of the control vehicle in Fig. 9 was high
(1.0 ms−2) as compared to the proposed topology (0.92 ms−2). This slight difference in
control vehicle acceleration in both cases has reasonable consequence on the final
control vehicle’s jerk, on which the overall passenger’s comfortability depends.

The smaller the jerk, the more comfortable is the vehicle and vice versa. The jerk of
the control vehicle was found from Fig. 10 as 0.44 ms−3, which is pretty well below
the maximum accepted jerk of 5 ms−3 [31]. This 0.44 ms−3 proved that the control
vehicle would be comfortable for passengers [14] compared to that of Fig. 11.

Fig. 8. Acceleration of the proposed convoy control strategy.

Fig. 9. Acceleration of the two-vehicle look-ahead convoy control strategy.
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The simulation result of Fig. 11 shows fast response with undesirable jerk of
0.47 ms−3. The undesired oscillation produced in the simulation is due to the fact that
small oscillation occurs as the vehicle is trying to settle down at its final speed in the
two-vehicle look-ahead topology. The jerk is higher than that of the proposed topology
with value of 0.03 ms−3. This difference in jerk in addition to the oscillation would
leads to passenger’s discomfort.

4 Conclusions

The new topology gives an improved performance on the inter-vehicular spacing with no
chattering effect and is visible throughout the journey. The spacing for the four vehicles is
spread equally over distance of 150 m, i.e. 37.5 m apart. Sufficient inter-vehicular
spacing of 37.5 m apart was achieved as against 33.3 m of the conventional topology.
The large spacing of 37.5 m permits the control vehicle to react to any change in speed of

Fig. 10. Jerk of the proposed convoy control strategy.

Fig. 11. Jerk of the two-vehicle look-ahead convoy control strategy.
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the neighbouring vehicles within the convoy. The speed of the control vehicle is well
arranged without an overlap as compared to that of the two-vehicle look-ahead, which
was overlapped at some points within the journey. The overlap in speed results to col-
lision of the vehicles. Rate of change of velocity is low on the control vehicle (0.92 ms−2)
as compared to that on the conventional topology (1.1 ms−2). The lower the rate of
changes of velocity, the better the control vehicle’s jerk [14]. A jerk of 0.44 ms−3 was
realised in the proposed topology as compared to that of the conventional topology
(0.47 ms−3). The low jerk provides passengers comfortability throughout the journey.

The proposed IFT is strictly based on centralized control, where the behaviour of
each independent vehicle of the convoy is determined by a given input speed. The
control vehicle used the collective behaviours of the neighbouring vehicles and make
decisions on its movement and position. The novel topology prevents collusion,
enhanced passengers comfort and improved the overall convoy’s string stability.
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Abstract. One of the advantages of using microchannel reactor in chemical
process is enhancement of mass and energy transfer due to the high
area-to-volume ratio created by the multiphase droplet. This total interfacial area
can be varied by controlling the size of the droplet based on different volumetric
flow ratio between continuous and disperse phase. CFD method is used to
estimate the size of the droplet using VOF model. In many cases, there is always
balance between simulation result accuracy and computational cost. In this
study, the grid sensitivity analysis is investigated to see the result accuracy at
different meshing quality. From this multiphase simulation, it was found that the
simulation is highly dependent on grid size. The droplet size cases showing
deviation ±5% and ±20% for highest and lowest meshing quality respectively,
which the lowest meshing quality must have at least one layer of mesh refine-
ment at the wall. By knowing this, one can have confidence on using lowest
meshing quality for a lower computational cost but still at an acceptable level of
result accuracy.

Keywords: Microchannel reactor � VOF validation � Meshing study �
Multiphase droplet

1 Introduction

Microfluidic or specifically the microchannel reactor application has widely been
studied for process intensification; for example in the transesterification process for
biodiesel production [1–3]. Among many advantages of using microchannel is having
high area-to-volume ratio which can increase the mass and heat transfer of a process
[4]. In a liquid-liquid multiphase process, the interfacial area inside the microchannel
can be controlled by varying the droplet size of the dispersed flow. According to
Garstecki et al. [5], the size of the droplet is affected by the volumetric ratio between
continuous and dispersed flow as shown in Eq. (1) below

Ld
Wd

� 1þ Qd

Qc
ð1Þ

where Ld and Wd are the length and width of the droplet, and Qd and Qc are the
volumetric rate of dispersed and continuous flow respectively. The correlation was later
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improved by Xu et al. by including fitting and wetting parameters in the correlation
equation [6]. By using computational method such as computational fluid dynamics
(CFD), the time and cost for predicting the droplet size inside microchannel could be
significantly reduced. Few numerical models can be used for multiphase flow cases
such as the level set [7], volume of fluid (VOF) [8], marker particle, lattice Boltzmann,
and front tracking model [9]. In CFD simulation, there is always a balance between
result accuracy and computational cost which is directly related to the grid size of the
mesh. In theory, the finest mesh has the highest meshing quality and hence, produces
the highest accuracy result. However, it requires high computational cost and com-
putational time. But depending on any cases, there is an optimum or asymptotic
meshing quality where further refinement of the mesh will not give any significant
better accuracy. In this study, meshing study is investigated in terms grid sensitivity
based on different quality of mesh in order to have balance between result accuracy and
computational cost.

2 Methodology

2.1 Geometry Definition

The simulation is performed using ANSYS Fluent version 15.0 and the multiphase flow
model chosen is volume offluid (VOF) model. In order to validate the simulation results,
the experimental result from Garstecki et al. [5] is used. The geometry of the
microchannel used in the experiment is a T-junction made from polydimethylsiloxane
(PDMS) and has a hydrophobic wetting property. Silicon oil is used as the continuous
phase andwater as dispersed phase. The diameter ofmicrochannel is 100 µmand the inlet
water has a width of 50 µm. The geometry of the microchannel is portrayed in Fig. 1.

2.2 Boundary Conditions

Three different droplet sizes have been validated using computational method based on
the ratio between the droplet length, Ld, to the channel width, wc. Different droplet sizes
are produced by injecting different volumetric flow rate ratios between water and oil.
Table 1 shows the details of boundary conditions for all droplet size cases.

Fig. 1. Geometry description of the micro-channel as the simulation domain.
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In order to evaluate the grid sensitivity analysis, only the middle droplet size case is
used and the grid size is varied by different meshing qualities. The detailed description
on each meshing quality is presented in Table 2. The meshing size in the geometry is
approximately constant throughout the boundary and the aspect ratio is very close to 1.
Example of meshing studied for lowest (Mesh-1) and highest (Mesh-5) quality of
meshing is shown in Fig. 2.

During the simulation running, Courant number, Cr, is kept below 0.1 in order to
have a conservative and stable convergent value along the simulation. Therefore, the
time step value taken is quite small in a range of 1 � 10−6 to 1 � 10−7 s. The VOF
model estimates the separation of the phases by tracking the interface(s) between the
phases [10]. It is accomplished by the solution of a continuity equation for the volume
fraction of one (or more) of the phases. For the qth phase, this equation has the form as
shown in Eq. (2); where, _mqp is the mass transfer from phase q to phase p and _mqp is the
mass transfer from phase p to phase q.

1
qq

@

@t
aqqq
� �þr � aqqqVq

� � ¼
Xn
p¼1

_mpq � _mqp
� �" #

ð2Þ

A single momentum equation as shown in Eq. (3) is solved throughout the domain
and the resulting velocity field is shared among the phases [10]. It is dependent on the
volume fractions of all phases through the properties of q and µ.

@

@t
q�vð ÞþD � q�v�vð Þ ¼ �rpþr � l r�vþr�vT

� �� �þ q�gþF ð3Þ

Table 1. Inlet boundary conditions.

Droplet name Droplet size range Inlet volume
flow, µL/s

Water-oil flow rate ratio, QW/QO

QOil QWater

Short Ld � 2wc 0.028 0.010 0.36
Middle 2wc < Ld � 6wc 0.028 0.025 0.89
Long Ld > 6wc 0.028 0.111 3.96

Table 2. Meshing sizing details.

Name No. of nodes No. of elements Average cell size (µm) Cell size (� ID)

Mesh-1 378 297 25.00 0.250
Mesh-2 731 618 16.67 0.167
Mesh-3 1404 1239 12.50 0.125
Mesh-4 2683 2459 8.30 0.083
Mesh-5 7402 7020 5.00 0.050
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The source term F in Eq. (3) is for the surface tension which in this study, the
continuum surface force (CSF) model has been used. This model has been proposed by
Brackbill et al. [11] and has been implemented such that the addition of surface tension
to the VOF calculation results in a source term in the momentum equation. To
understand the origin of the source term, the special case is considered where the
surface tension is constant along the surface, and where only the forces normal to the
interface are considered. It can be shown that the pressure drop across the surface
depends upon the surface tension coefficient, r, and the surface curvature as measure
by two radii in orthogonal direction, R1 and R2 in Eq. (4) below:

p2 � p1 ¼ r
1
R1

� 1
R2

� �
ð4Þ

where p1 and p2 are the pressures in the two fluids on either side of the interface. In
Ansys Fluent, a formulation of the CSF model is used, where the surface curvature is
computed from local gradients in the surface normal at the interface. Equation (5) show
the surface normal, n, that is used to calculate the surface curvature, where aq is defined
as the gradient of the volume fraction of qth phase.

n ¼ raq ð5Þ

2.3 Analysis Method

The size of the droplet is analysed qualitatively and quantitatively. For the qualitative
method, contour plot of volume fraction is observed based on the two-dimensional
contour plot of the droplet inside the microchannel in terms of the shape and the
sharpness of the interfacial boundary between the two phases. For the quantitative
analysis, the result is analysed from the line plot along axial direction of the
microchannel. Along the axial direction, the exact value of droplet length can be
measured where the volume fraction gives the value of 1. Subsequently, from both the
analyses, the simulation result is evaluated by comparing it with the experimental result
from Garstecki et al. [5] for validation of VOF model.

Fig. 2. Different mesh quality, (a) mesh-1, and (b) mesh-5.
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3 Results and Discussion

3.1 Geometry Definition

The meshing qualities of the geometry are varied to observe the grid sensitivity of the
simulation. Five different meshing qualities have been investigated which vary in terms
of the average cell size. Mesh-1 has the coarsest mesh which describes the lowest quality
of mesh, while Mesh-5 has the finest mesh which describes the highest meshing quality.
Figure 2 illustrates different meshing qualities between coarsest mesh from Mesh-1 and
finest mesh from Mesh-5. Table 2 shows the detailed description of the grid size for
each different mesh. It has been observed that at different meshing qualities, the shape
and the length of droplet are changing as shown in Fig. 3 and Table 3. The droplet shape
from highest quality Mesh-5 represents exactly like the shape of a droplet from the
experimental observation which has a bullet-like shape. However, the droplet shape
produced from Mesh-1 does not represent a real droplet shape from the experiment. In
addition, it is observed that a thick diffusion layer at the phase boundary interface is
observed for all meshing qualities. In reality, the interface between the two immiscible
liquids is very sharp and the volume fraction should have sharp value either 0 or 1. The
volume fraction value between 0 to 1 is only due to numerical diffusion which is due to
numerical error by different meshing sizes. Low quality of mesh has the biggest grid
size, hence showing highest numerical error where very thick diffusion layer can be
observed at the liquid interfacial boundary layer of the droplet.

Table 3 shows the detailed comparison of droplet length between simulation and
experimental values at different meshing qualities for middle droplet case. It can be
observed that, as the meshing quality increases, the length of the droplet also increases.
By comparing with experimental value, the simulation result shows that the droplet
length estimated in simulation is rather shorter than the real value. The highest quality
meshing from Mesh-5 shows the best grid size condition where the deviation value
compared between simulation and experiment is the lowest at −13% deviations. It must
be observed that for the finest mesh-5, it took almost 14 days of calculation time until
result is obtained which describes the augmented computational cost in terms of
simulation time.

Fig. 3. Contour plot of droplet for (a) mesh-1, and (b) mesh-5.

340 A. Mohd Laziz and K.Z. Ku Shaari



3.2 Wall Boundary Mesh Refinement

According to literature [12], it was found that, there exists thin layer of continuous
phase at the wall of microchannel encapsulating the droplet. This thin layer is also
believed to be a factor that transforms the droplet into a bullet-liked shape inside a
microchannel. Due to this, the mesh at the wall boundary is refined to create thin layer
phenomenon inside a microchannel. Figure 4 illustrates one example of mesh wall
refinement with 3 layers at both sides of the microchannel. Number of wall refinement
layer has been varied from single to multiple layers to investigate an optimum number
of layer/s required for the droplet case. In this wall refinement study, Mesh-3 has been
used because it has moderate meshing quality between coarsest and finest mesh hence
moderate computational cost.

From the result shown in Fig. 5, it can be observed that the shape of droplet has
been significantly improved by adding even only one layer of wall refinement at the
microchannel wall. The thin layer at the wall is very small, so for a coarse mesh like
mesh-1, the grid size at the wall is still too big to simulate thin continuous phase layer
near to the microchannel wall, hence giving inaccurate shape of the droplet. It can be
understood here that there is a minimum size of grid that should be generated at the
wall and in this case, it must be smaller than 6 µm thick.

Table 4 shows the quantitative analysis of the droplet length at different number of
layers added for the wall refinement. The trend shows that, as the number of layers
increases, the length of droplet will also increase and reaches the exact value from
experiment. Although by adding many number layers at the wall, it must be noticed
that adding more number of layer will also increasing the value of aspect ratio of total

Table 3. Droplet length comparison with experimental value at different meshing qualities.

Name Droplet length, (µm)
Simulation Experiment [5] Deviation (%)

Mesh-1 150 209 −28.2
Mesh-2 142 209 −32.1
Mesh-3 158 209 −24.4
Mesh-4 162 209 −22.5
Mesh-5 180 209 −13.9

Fig. 4. Wall boundary mesh refinement with 3 layers.
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mesh. High value of aspect ratio bigger than 1 is not good because it gives numerical
error and instability for example in the convergent issue. A good control of grid growth
rate at the wall refinement is also important to avoid having high aspect ratio value. For
example, in this case, the growth rate for the wall refinement was taken from 1.5 to 1.8
only.

3.3 Droplet Size Cases

After the best grid size and mesh condition has been found, all different droplet size
cases are validated with experimental result using the lowest and highest quality of
mesh with additional layers of mesh refinement at the wall. Only three layers of mesh
wall refinement have been added at the wall to balance between accuracy and com-
putational cost. As can be seen in Fig. 6, at different volumetric flow conditions (see
Table 1), the size of the droplet formed is also different. As the water-to-oil ratio
increases, the droplet size is also increases. This observation is exactly similar with the
experimental observation from Garstecki et al. [5]. For a validation to be investigated
more accurately, the quantitative measurement of the droplet length has been compared
as shown in Table 5.

From this result, the highest meshing quality of Mesh-5 with three additional layers
of mesh refinement at the wall gives almost similar length with the experimental value
for all the droplet size cases. In general, the length deviations between the simulation
and experimental values are ±5% and this shows very good agreement especially in

Fig. 5. Contour plot comparison between (a) without, and (b) with 1 layer wall mesh
refinement.

Table 4. Droplet length comparison with experimental value for mesh-3 at different number of
layers.

Number of layer Droplet length, (µm)
Simulation Experiment [5] Deviation (%)

No-layer 158 209 −24.4
1-layer 182 209 −12.9
2-layers 180 209 −13.9
3-layers 184 209 −12.0
4-layers 186 209 −11.0
5-layers 194 209 −7.2
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micro scale measurement. It is also important to observe here that even at the lowest
meshing quality, the deviation is still at an acceptable value of below ±20%. The only
requirement for using the coarsest mesh is to have an additional layer of mesh
refinement at the wall with at least 1 layer. This information is important because by
understanding the acceptability of simulation result accuracy, one can have judgement
of using coarse mesh in the simulation to have a fast result in the case of preliminary
step analysis.

It has also been observed that the usage of coarse mesh for preliminary analysis is
only applicable for short and middle size droplet and not for droplet longer than 6wc.
This is because when the ratio of water-to-oil is higher than 4, it has been observed that
in the current microchannel length, the droplet cannot be formed instead of creating a
continuous parallel flow of lamellae structure. This can be due to the large velocity
differences between the phases and the VOF model with CSF model for force term has
the limitation of the shared-fields approximation to compute accurately near the
velocity of phases at the interface [10]. All in all, the model is found to have a good
agreement with the experimental value by using a right condition of grid size and
meshing strategy. And by understanding the result accuracy level from a coarse mesh,
one can have strategy in obtaining fast simulation results such as adding mesh
refinement at the wall and still having an acceptable accuracy result.

Fig. 6. Contour plot of droplet at different droplet sizes; (a) short, (b) middle and (c) long
droplets.

Table 5. Summary of droplet length comparison at different droplet sizes and meshing qualities.

Droplet name Meshing type Droplet length, (µm)
Simulation Exp. [5] Dev. (%)

Short (Ld � 2wc) Mesh1 + 3L 130 161 −19.3
Mesh5 + 3L 154 −4.3

Middle (2wc < Ld � 6wc) Mesh1 + 3L 170 209 −18.7
Mesh5 + 3L 214 +2.4

Long (Ld > 6wc) Mesh1 + 3L 506 1058 −52.2
Mesh5 + 3L 1024 −3.2
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4 Conclusion

It can be concluded that the simulation of two-phase segmented flow inside
microchannel using VOF model is highly grid dependent simulation. No asymptotic
value found even at the finest mesh of the smallest grid size generated. However, the
highest quality of mesh-5 was found to have good agreement with the experimental
result having ±5% deviation for all the droplet size cases. A necessary addition of
mesh layer refinement must be made at the wall of the microchannel to improve the
mesh quality for better simulation results. It was also found that at the lowest mesh
quality, the simulation was still giving realistic result with an acceptable accuracy
value. Therefore, an optimum grid size can always be strategized to balance between
accuracy and simulation cost.
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Abstract. Tobacco endgame is hotly debated worldwide as one of the effort by
the World Health Organization Framework Convention on Tobacco Control
(WHO FCTC) towards tobacco-free future. Tobacco epidemic involve dynamic
interrelationships between multi-disciplinary elements. Hence, it become
increasingly difficult to identify the root of the problem in order to solve the
issues. System dynamics (SD) has been recognized with its ability to capture the
flow and feedback as well as the dynamic relationships between components in
a system under study. The holistic view offered by SD will portray the impact of
anti-smoking strategies implementation. In order to identify the driving forces in
tobacco epidemic, Enhanced Analytic Hierarchy Process (EAHP) has advan-
tages over normal Analytic Hierarchy Process (AHP) based on its capability to
eliminate inconsistency in prioritizing the driving forces in tobacco epidemic
which is the initiation factors of smoking. SD and EAHP have different strengths
and weaknesses, therefore, integrating both modelling approaches will provide
more realistic projections of a tobacco control system. This paper uses SD and
EAHP to model the complexity of the problem and to identify the dominant
linkages between the initiation factors and anti-smoking strategies in assessing
the effectiveness of anti-smoking strategies that have been implemented in
Malaysia. We proposed a multi-method modelling framework that served as a
basis in understanding the complexity of tobacco epidemic due to the inter-
connections of multiple elements that may range from qualitative to quantitative
aspects. Also, we describe the potential benefits of integrating SD and EAHP in
demonstrating the interaction between the smoking causes (initiation factors)
and its corrector (anti-smoking strategies).

Keywords: Tobacco control � System dynamics � Enhanced Analytic Hierarchy
Process

1 Introduction

Tobacco control has marked several distinguished positive changes in the last 50 years
worldwide [1]. This is due to the full implementation of World Health Organization
Framework Convention on Tobacco Control (WHO FCTC) which shows positive
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changes in reducing smoking prevalence. It is believe that tobacco epidemic likely to
be ended by today’s evidence. Therefore, WHO FCTC sets out to achieve an endgame
of tobacco worldwide by the year 2040 [2]. In line with the mission, Malaysia as one of
the WHO treaty signatories is obliged to implement various strategies to reduce
smoking prevalence as an effort to accelerate the worldwide tobacco-free mission by
the year 2040. Policy makers are looking and trying to find an effective ways to achieve
the endgame of tobacco. However, difficulties arise when several attempts were made
to implement the policies. The difficulties were believed due to the nature of tobacco
epidemic which is inherently complex as it involves multi-disciplinary interrelationship
among the related elements [3, 4].

The driving forces in tobacco epidemic is the initiation factors [3]. The process of
becoming a smoker starts with first trial due to curiosity or initiation which usually
occurs at the presence of friends. Along this trial stage, if the individual continues to
smoke repeatedly (either on regular basis or non-regular basis), then they are called
experimenter smoker. Regular smoker will smoke regularly either daily, weekly or
monthly. However, non-regular smoker or social smoker will smoke only during
specific situations or specific events. Any initiatives or interventions that aims to dis-
courage the initiation process is considered as prevention of smoking. On the other
hand, various correctors (anti-smoking strategies) have been implemented to help
reducing smoking habit. WHO FCTC introduced MPOWER strategy to reduce
smoking prevalence. MPOWER is an acronym for Monitor tobacco use and prevention
policies, Protect people from tobacco smoke, Offer help to quit tobacco use, Warn
about the dangers of tobacco, Enforce bans on tobacco advertising, promotion and
sponsorship and Raise taxes on tobacco [2].

Despite various anti-smoking strategies have been implemented, the statistics
shows that the smoking prevalence rate is still high [5]. Hence, when referring to
MPOWER, the situation arises a question such as “Which is the most effective
strategies to be implemented and should be emphasized in reducing smoking preva-
lence?”. This situation required a specific tool that is able to capture the holistic view of
the problem as well as considering the feedback process elements involved in the
problem. Therefore, this situation calls for multi-method modelling. One of the
effective approach to explore the dynamic complexity of tobacco epidemic is by
developing a simulation model that could be used to better understand the holistic
structure and its interactions in order to find the solution to the smoking problem. With
this model, the causes as well as the correctors are prioritized and the dynamicity of the
system are simulated which can assist policy makers to make better decisions.

The remainder of this paper is organized as follows. Section 2 is dedicated to the
discussion of previous works related to tobacco modelling using System Dynamics
(SD). The following section presents an overview of Enhanced Analytic Hierarchy
Process (EAHP). Section 4 describes the proposed framework and followed by
explanation of the hypothetical framework. The final section provides a summary of the
paper.
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2 Tobacco Modelling Using System Dynamics

To date, there are seven SD studies that have been found in the literatures that relevant
to various tobacco issues. The earliest study is initiated in 1979 by Roberts et al. [4].
They modelled the complex smoking interactions that focus on the initiation to smoke
and motivation to quit. The initiation factors include societal approval, tobacco industry
lobbying and promotional expenditures. Accordingly, Ahmad and Billimek developed
a model to evaluate the cost-effectiveness of adjusting the state’s legal smoking age to
21 [6]. This study focused more on medical care cost. However, a remarkable notion
from this study is the measurement of health gains by calculating quality-adjusted life
years (QALYS) as the outcome. The QALYS concept combines improvements in
length of life and health-related quality of life into a single measure, as recommended
by the US Task Force on cost-effectiveness in health and medicine.

However, the study by takes the initiative to develop a tobacco model which
provide insights into the overall tobacco control system [7]. This study extends the
previous study which only focus on separated components.

In New Zealand, Cavana and Tobias developed an SD model to study the conse-
quences of tobacco control policies [8]. In assessing the best strategies to implement the
policies, four scenarios are simulated. These scenarios are business as usual, fiscal
strategies which includes less affordable cigarettes, harm minimization that includes less
addictive cigarettes and less toxic cigarettes and a combination of all three scenarios.

On the other hand, Hirsch et al. explored the potential impacts of various inter-
ventions strategies to reduce the country’s cardiovascular burden that is incorporated
and track the effects of those risk factors over time on both first-time and recurrent
events [9]. This is due to the strenuous efforts in planning and selecting the programs
for prevention and treatment of cardiovascular disease. It becomes a challenge to every
community to fully-utilized their limited resources.

Studies on tobacco was further explored by a group of tobacco researchers [10].
The developed SimSmoke model simulate the dynamic consequences of smoking,
smoking-related mortality and the effects of those policies towards reducing tobacco
consumption. The work is applied and has been tested in almost 33 countries. However,
the linkages between the smoking causes and the corrector to reduce smoking preva-
lence were not highlighted.

Finally, another group of tobacco researchers developed a theory of societal life-
cycle of smoking by using a parsimonious set of feedback loops to capture historical
trends and explore future scenarios [11]. In this study, the time horizon is expanded to
be 110 years start from the year 1900 to 2010. They claimed that in order to get the best
imitation in SD model, the time horizon should be extended backwards, far enough to
capture the real behaviour of the problem. However, previously mentioned tobacco
studies used a maximum of 35 years as the time horizon [4, 6–8, 10, 11].

3 The Concept of Enhanced Analytic Hierarchy Process:
An Overview

Multi-criteria Decision Making (MCDM) is one of the operation research approach that
deals with prioritization issues. These approaches are specifically used for decision
making which offers ways to determine the meaningful priority values to multiple
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decision criteria. Among the examples of MCDM include Analytic Network Process
(ANP), Analytic Hierarchy Process (AHP) and Potentially All Pairwise Rankings of
All Possible Alternatives (PAPRIKA). These methods are widely used across many
disciplines to determine the degree of importance of conflicting criteria in solving
complex decision making.

MCDM is widely used due to its systematic decision making in analysing the
criteria in highly complex problems [12]. To the best of author’s knowledge, there is a
limited study on tobacco which employs MCDM approaches. However, there is one
relevant study that employed AHP to explore the associated factors and prioritized the
factors of smoking among teenagers in Korea [13]. This study used AHP to prioritize
the factors of smoking among teenagers as well as prioritizing the anti-smoking
strategies.

In AHP, consistency ratio (CR) will measure the degree of consistency of the
pairwise comparison judgments provided by the decision maker. It is generally
acknowledged that the major drawback of AHP is inconsistency issues, where CR is
more than 0.1. If the CR value is more than 0.1, then the decision maker needs to revise
the pairwise comparison. Therefore, Balhuwaisl deals with this inconsistency by
introducing the pre-evaluation step prior to conducting pairwise comparison procedures
in normal AHP by Saaty [14]. The Enhanced Analytic Hierarchy Process (EAHP)
suggested approach by Balhuwaisl is believed to produce a CR value of less than 0.1.

4 The Proposed Framework

The basic idea of the proposed framework was derived from the SD methodology as
outlined by Sterman comprising problem identification, dynamic hypothesis develop-
ment, model development, model testing and policy design and evaluation [15]. In
tobacco studies, the developed model should incorporate the dynamic relationships
among the elements. This is where the SD and EAHP modelling can fit in. Integration
of both approaches is able to grasp the importance of the elements in the holistic view
simultaneously. The initiation factors as well as the anti-smoking strategies will be
prioritized using EAHP. Output from EAHP model will be passed down to SD model
to demonstrate the feedback effects of elements in the system. In order to capture the
dynamic complexity of tobacco epidemic, the proposed framework named SimPOS-
moke, is illustrated in Fig. 1 below.

Stage 1: Problem Identification
There are five main stages in this framework including problem identification, dynamic
hypothesis development, model development, model testing and policy design and
evaluation. In problem identification stage, EAHP is expected to prioritize the initiation
factors and anti-smoking strategies where the output will be used in the simulation
model development. Prioritization step starts with problem decomposition. Research
problem is decomposed into goal, criteria, sub-criteria and decision alternatives.

Step 1: Problem Decomposition
This step starts with identification of the research problem or initial characterization.
Research problem is decomposed into goal, criteria and decision alternatives. Goal is
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the overall objective to be achieve. There are several options to achieve the goal, the
options are called decision alternatives. However, the available decision alternatives
can be measured based on several criteria.

Step 2: Hierarchy Development
In this study, the goal is to choose the most effective anti-smoking strategies. There are
five anti-smoking strategies have been implemented in Malaysia such as packaging and
labelling, increase in pricing and taxation of tobacco products, promote mass media
campaign, imposing smoke-free legislation, and promoting education and support. The
anti-smoking strategies were set as the decision alternatives. The anti-smoking strate-
gies were measured by the initiation factors of smoking which was leveled as criteria.
The identified criteria were personal beliefs and values, personal psychological, family
influence, psychosocial influence, culture and legislative. The classification of the
criteria was based on the Theory of Triadic Influence as outlined by [3]. The hierarchy
can be illustrated as Fig. 2 below.

Step 3: Data Collection
Aset of questionnaire is used to obtain the input data. The respondents are the tobacco
experts from Ministry of Health Malaysia. The questionnaire is specifically designed to
simplify the tedious pairwise comparison and to overcome inconsistency issues [14].

Fig. 1. Proposed framework of SimPOSmoke.
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Step 4: Pairwise Comparison
The essence of the EAHP is the pairwise comparison process. The feedback received
from the respondents will be utilized to construct the pairwise comparison matrix, with
values between 1 and 9. The interpretation of the values are shown in Table 1.

The pairwise comparison is formed to obtain the weights for the criteria. The entry
in row i = 1, 2, …, j and column m of the matrix are labelled with yim to indicate how
much more or less important is criterion i as compared to criterion m. Then, the
criterion i is rated as ai and criterion m as am. Then,

if i � m
let b = ai − am
if b < 0, then yim = 1

1�b
if b = 0, then yim = 1
if b > 0, then yim = b + 1

where, yim, the entries in the matrix.
All the data collected are transformed into a pairwise comparison matrix.

Step 5: Consistency Check
Next, the EAHP provides a measure of consistency for the pairwise comparisons by
computing a consistency ratio (CR). This is a crucial process in AHP as this will
measure the degree of consistency of the judgments provided by the decision maker.

Prioritize the most influential 
factors of smoking

Packaging and labelling Pricing and taxation Mass media campaign

Overall goal:

Criteria:

Decision 
Alternatives: Education and supportSmoke-free legislation

Personal beliefs 
and values

Personal 
physiological Family influence Psychosocial 

influence Culture Legislative

Fig. 2. Hierarchy development of tobacco.

Table 1. Interpretation of the values used in pairwise comparison [14].

Importance level Numerical value

Less influence 1
Less influence to moderately influence 2
Moderately influence 3
Moderately to strongly influence 4
Strongly influence 5
Strongly to very strongly influence 6
Very strongly influence 7
Very strongly to extremely influence 8
Extremely influence 9
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The values of consistency ratio is determined as follows:

CR > 0.10 inconsistent
CR < 0.10 consistent

The CR should be below 0.1 for a reliable result. However, CR > 0.1 indicates that
the pair wise judgments are just about random and are completely untrustworthy.

Stage 2: Dynamic Hypothesis Development
In this stage, the dynamic hypothesis of the tobacco model system is developed prior to
the prioritization of the key variables. Sterman defines dynamic hypothesis as the
theory on how the problem developed [15]. The dynamic hypothesis is mapped using
subsystem diagram since the tobacco epidemic is made of several interrelated
sub-system. The subsystem diagram is presented in Fig. 3.

In the subsystem diagram of tobacco model, there are six sectors which are initi-
ation factors of smoking, population, smoking-related diseases, smoking-related mor-
tality, healthcare expenditure and tobacco control strategies. The population in
Malaysia was divided into potential smokers, current smokers and ex-smokers. Each
types of smokers were further classified into youths and adults. Never smokers were
people who never smoke, current smokers were those who were currently smoking and
ex-smokers were the ones who had already quit smoking. The direction of the arrow in
the diagram indicated that the initiation factors of smoking influenced the population.
Similarly, it can be observed that smokers were exposed to smoking-related diseases
such as lung cancer, ischaemic heart disease, cerebrovascular disease and chronic lower
respiratory. Further observation from the diagram indicates that smoking-related dis-
eases then can led to premature mortality. This implies that any changes in the number
of smoking-related diseases cases will affect the number of premature mortality due to
smoking. Furthermore, the changes in the number of smokers in the population sector
will affect the number of smoking-related diseases and also the healthcare expenditure
of those diseases. Generally, the government would allocate certain amount of budget
for smoking-related diseases. If the number of people diagnosed with smoking-related
diseases increases, the healthcare expenditure and smoking-related mortality will also
increase. Therefore, various prevention strategies such as packaging and labelling,
pricing and taxation, mass media campaign, smoke-free legislation as well as education
and support should be implemented to overcome the problem of growing trend of
smoking population in Malaysia.

Stage 3: Model Development
Next, the stock and flow model is developed based on the subsystem diagram that has
been developed using SD software. There are several available options regarding
software packages to assist SD modeling and analysis, such as Dysmap, Cosmic,
Vensim, Stella, Powersim and i-Think. In this study, the SD model will be aided by
using the Vensim software package. The Vensim software is deemed as user-friendly,
highly flexible and has a visual insight into elements of the developed model. The
developed model can also be adjusted and rerun at numerous times. Thus, it provides
an interactive process for model construction and it can improves the simulated model.
Figure 4 presented a population sector of SimPOSmoke model which consists both of
youths and adults that have been developed using Vensim.
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Stage 4: Model Testing
The model testing process starts as soon as the SD model has been developed. Model
testing is a process to establish the robustness of the developed model [15–18]. The
purpose of model testing is to uncover the model flaws and increase model confidence
[15]. Generally, model testing is grouped into the structure and behaviour validity tests.
The structure validity test aims to directly compare the structure of the real system with
the developed model, without examining the relationships and behaviour of the model
structure. In addition, the behaviour validity test aims to measure the accuracy of the
developed model in order to replicate major behaviour of the real system [17].

Stage 5: Policy Design and Evaluation
Policy design and evaluation is conducted for model improvement after robustness of
the model is validated [15]. Generally, model improvement can be categorized into
sensitivity test and policy optimization. In this stage, the output from the prioritization
stage using EAHP will be used in designing and evaluating policy. Moreover, it is
expected that by the time the modellers reach this stage, the linkages between the
causes and corrector has been identified.

Fig. 3. Subsystem diagram of tobacco model.
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5 Initial Results

The initial results obtained from the prioritization revealed that psychosocial influence
was perceived as the most important factor associated with the initiation of smoking
among adults in Malaysia. This is followed by personal physiological, culture, leg-
islative, family influence and personal beliefs and values. While, the results also
revealed that advertising was identified as the most effective strategy in combating
tobacco consumption. These results are consistent with the study conducted by the
International Tobacco Control Policy Evaluation Project in Malaysia which support
that psychosocial influence is the most dominant smoking factor in initiating smoking
habits among Malaysians. Meanwhile, the most effective strategy to reduce smoking
prevalence is through advertising [5]. The EAHP ranking are illustrated in Tables 2 and
3 below.

In general, people smoke because they consider it sophisticated and socially
acceptable supported by smoking habits of their peers. From the initial results obtained,
it indicates that government should continue and strengthen mass media campaign
strategy in order to cope with smoking habits.

Next, the weights obtained will be passed down to SD model to demonstrate the
feedback effects of between interrelated elements in the tobacco system.

Youth Never Smokers
(YNS) 0-14 years

Adult Never Smokers
(ANS) 15-65 yearsYNS to ANS

transition
Births Never Smokers (NS)

mortality 

Transition period
YNS to NS

R B

Youth Smokers (YS) Adult Smokers (AS)
YS to AS
transition

Transition period
YS to AS

Ex-smokers (XS)

B

Total population

<Youth Never Smokers
(YNS) 0-14 years>

<Adult Never Smokers
(ANS) 15-65 years>

<Adult Smokers
(AS)>

<Youth Smokers
(YS)>

<Ex-smokers
(XS)>

YS smoking
initiation

AS smoking
initiationYouth smoking

prevalence

Adult smoking
prevalence

AS smoking
cessation

<YNS fraction of initiation
factors towards smoking>

<ANS fraction of initiation
factors towards smoking>

Pre-mature
mortality casesAdult Smokers

(AS) mortality

Total number of
current smokers

<Youth Never
Smokers>

<Adult Never
Smokers>

<Youth Smokers>
<Adult Smokers> <Mortality cases>

<Ex-smokers>

<Birth rate>

<NS Mortality
rate>

<YS Smoking
Initiation rate>

<AS smoking
initiation rate>

<AS mortality
rate>

<AS smoking
cessation rate>

Fig. 4. Population sector of SimPOSmoke model.

Table 2. The rank for the initiation factors of smoking based on the value of weights using
EAHP.

Factors Weights Rank

Personal beliefs and values 0.0760 6
Personal physiological 0.1845 2
Family influence 0.1116 5
Psychosocial influence 0.2398 1
Culture 0.1303 3
Legislative 0.1156 4
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6 Conclusion and Future Works

This paper presents an on-going work of a hybrid simulation in tobacco modelling.
The SD part is on modelling the stock and flow model and thus only initial part of the
model is presented. Once the SD and EAHP models are completely integrated, we hope
to see a bigger picture of tobacco modelling with penetration of prioritized key vari-
ables. It is expected that the output of the model will assist decision makers in ana-
lyzing the most effective anti-smoking strategies to be implemented in order to reach
tobacco-free future by 2040.
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Abstract. The stock market prediction is a lucrative field of interest with
promising profit and covered with landmines for the unprecedented. The mar-
kets are complex, non-linear and chaotic in nature which poses huge difficulties
to predict the prices accurately. In this paper, a stock trading system utilizing
feed-forward deep neural network (DNN) to forecast index price of Singapore
stock market using the FTSE Straits Time Index (STI) in t days ahead is pro-
posed and tested through market simulations on historical daily prices. There are
40 input nodes of DNN which are the past 10 days’ opening, closing, minimum
and maximum prices and consist of 3 hidden layers with 10 neurons per layer.
The training algorithm used is stochastic gradient descent with back-propagation
and is accelerated with multi-core processing. A trading system is proposed
which utilizes the DNN forecasting results with defined entry and exit rules to
enter a trade. DNN performance is evaluated using RMSE and MAPE. The
overall trading system shows promising results with a profit factor of 18.67,
70.83% profitable trades and Sharpe ratio of 5.34 based on market simulation on
test data.

Keywords: Deep learning � Stock market prediction � Trading system

1 Introduction

Stock market prediction remains a lucrative field of research with promising profits for
investors and researchers. However, there are challenges in predicting the stock mar-
kets accurately and precisely as the markets are complex, non-linear and chaotic in
nature which calls for more powerful methods to tackle this problem.

Many artificial intelligence methods have been employed to predict stock market
prices. Artificial neural networks (ANN) remain a popular choice for this task and are
widely studied [1] and have been shown to exhibit good performance [2].

More recently, deep learning has emerged an improved method over conventional
neural networks for various applications such as recognition system, natural language
processing and medical sciences and has shown astonishing results [3]. It has also been
applied in financial markets for prediction of stock prices using textual news data and
numerical data [4, 5]. Experiment has been conducted to test its profitability and
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performance as a trading system in the stock and commodity market [6]. However,
there is still a lack of studies conducted on the usage of deep learning as an integral part
of a trading system.

In this paper, we propose a trading system for stock market which utilizes the
prediction of DNN to generate trading signals, and evaluate its performance in the
stock market as an attempt to convert the DNN predictions into a profitable system.

2 Methodology

This section describes the data set, process of training and testing the deep neural
network and trading rules applied on the prediction output to test the profitability of the
trading system.

2.1 Data Set

The data set used throughout this study consists of historical data of the opening,
closing, maximum and minimum prices of FTSE Straits Time Index (STI) which is
deemed to be the barometer of Singapore stock market. The opening price is the price
at the beginning of the day. The closing price is the price at the end of the day. As the
price fluctuates throughout the day, there is a maximum and minimum price which is
recorded. Each time series data of stock ranged from 1st January 2010 until 3rd January
2017 with a period of 1769 days where the market is open. They were obtained from
Yahoo Finance. The dataset is split into train and test sets with 75–25 ratio whereby
evaluations are conducted using the test sets.

2.2 Deep Neural Network

Deep neural network is a special type of artificial neural network characterized by its
architecture which consists of higher number of hidden layers and neurons compared to
conventional neural network. Higher number of hidden layers exhibits increased
capability of high-level features extraction for every added hidden layer [7]. Hence, the
raw input data is not required to be pre-processed using features extraction methods
compared to conventional neural network.

The principle for forecasting is based on windowing method, that is to use the
opening, closing, maximum and minimum prices of n − 1, n − 2, … n − 10 days as
inputs to the DNN to output the predicted closing price of t days ahead. The number of
prior working days is selected based on [8] which has shown promising results.
Multiple models need to be trained for every forecast of t days ahead.

In this paper, the architecture of DNN comprises of an input layer with 40 input
nodes, 3 hidden layers with the composition of 10-10-10 neurons respectively and an
output layer with a single node which outputs the stock price in t days ahead. The DNN
architecture is depicted in Fig. 1.
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2.3 Network Training

Stochastic gradient descent and back-propagation is used as the learning algorithm.
Training the DNN is an expensive process with 40 input variables and high number of
neurons. To address this issue, multi-core processing method is used using Hogwild
algorithm [9], which is a lock-free parallelization scheme whereby each core handles
separate subsets of the training data. The result of training DNN is a forecast model
which can be used to predict the closing price of n + t day.

2.4 Proposed Trading System

The rules of a trading system tell the investor when to buy or sell the stocks which will
result in a profitable trade. The proposed trading system uses the results of predicted
closing stock prices of n, n + 1 and n + 2 days.

The proposed trading rules employ the logic of buying stocks when the forecasted
closing price is higher than the current opening price, and selling all stocks (if any) in
possession if the forecasted closing price is lower than current opening price. The effect
of trading rules was investigated using different combination of n + t day forecast. Let
closet be the predicted closing price at n + t day and open be the opening price of n-th
day. Trading rules used are divided into entry and exit rules. Different entry rules are
proposed to be tested on the trading system to compare its performance. The trading
rules used are as follows:

Fig. 1. Feed-forward deep neural network architecture used for prediction model of stock price
of n + t day.
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Entry rules:

(1) Buy when close0 > open
(2) Buy when close0 and close1 > open
(3) Buy when close0 and close1 and close2 > open
(4) Buy when close0 and close1 and close2 and close3 > open
(5) Buy when close0 and close1 and close2 and close3 and close4 > open

Exit rule:

(1) Sell all when close0 > open

It is important to note that the proposed trading system do not consider the option
of shorting stocks. For each buy signal, an equal amount of stock is bought. Also, the
system allows stacking of bought stocks for consecutive buy signals, and sells all
stocks in account for any sell signal. If there is no stock in hand when a sell signal is
met, the system does nothing.

3 Results

The evaluation is conducted on two components namely the stock prediction model and
performance of trading system. All evaluations are performed on the testing set.

3.1 Evaluation of Stock Prediction Model

The predicted closing price for the testing sets are plotted on the graph to visualize the
actual versus the predicted price as depicted in Figs. 2, 3, 4, 5 and 6.

Fig. 2. Prediction of STI stock price in n days.
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Fig. 3. Prediction of STI stock price in n + 1 days.

Fig. 4. Prediction of STI stock price in n + 2 days.
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Fig. 5. Prediction of STI stock price in n + 3 days.

Fig. 6. Prediction of STI stock price in n + 4 days.
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The evaluation metrics used for the prediction models are the conventional root
mean square error (RMSE) and mean absolute percentage error (MAPE) which is a
statistical measure of prediction accuracy of a forecast model. Different models are
compared for closing price of n, n + 1, n + 2, n + 3, n + 4 days and are shown in
Table 1.

As the number of days increases for the forecast, the generalization error increases
as well. This shows that it is less accurate to predict the price further into the future
compared to more recent forecasts. Note that since the model uses windowing method,
in the beginning of the time series where the past stock prices are not available, the
prediction result is not available as well.

3.2 Evaluation of Trading System

The trading system is simulated on the test data using different entry rules as stated in
the methodology. The metrics used are profit factor, Sharpe ratio and percentage of
profitable trade and results are tabulated in Table 2.

It is shown that the best performance is exhibited by using the entry rule 5 which
enters a buy trade only when the forecasted closing prices of n, n + 1, n + 2,… n + 4
day are higher than the opening price of n-th day. This can be attributed to the higher
chance of entering a profitable trade if there is an upward trend and ultimately increases
the profit factor. This shows that the trading system which uses multiple steps of
prediction from deep neural network can be profitable for the investors.

Table 1. RMSE of closing stock price prediction models of t days ahead.

t (days) RMSE MAPE

0 (Today) 32.77 0.75
1 48.40 1.20
2 51.38 1.26
3 72.00 1.83
4 74.64 1.84

Table 2. Performance of trading system using different entry rules.

Entry rule Profit factor Profitable trades (%) Sharpe ratio

1 2.54 47.37 2.13
2 4.92 52.08 3.21
3 14.32 67.74 4.69
4 15.31 65.52 4.80
5 18.67 70.83 5.34
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The market simulation of the transactions made using the trading system and its
cumulative return curve is shown in Fig. 7 where the green triangle depicts a buy signal
and the red triangle depicts a sell signal.

4 Conclusion

In this paper, a stock market trading system is proposed which uses deep neural
network as part of its core components. The DNN uses historical data prices to forecast
stock prices of t days ahead which is incorporated in the trading system to make buy
and sell decisions. The effect of varying the number of steps of the forecast model was
investigated and it is shown that the forecast further into the future yields less accurate
results. The consequences of varying the trading rules were also studied and the trading
system with best performance was determined to have a profit factor of 18.67, 70.83%
profitable trades and Sharpe ratio of 5.34.

In the future, different types of deep learning algorithm can be investigated such as
Deep Boltzmann machine and Deep Q-networks. Better trading rules can also be
investigated by using more advanced methods such as evolutionary programming.
There is also potential for using different inputs of data such as correlated commodity

Fig. 7. Market simulation results of DNN trading system on test data. (Color figure online)
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and currency value, and varying the time frames such as every minute or hourly data.
There are huge potential for the expandability of this trading system and its robustness
and reliability should also be tested on other stock markets.
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Abstract. Traffic congestion causes increased vehicular queuing, slower speeds
and delay in travel time, continuously claiming many social, economic and
environmental problems. While Internet of Vehicles (IoV) advances in equip-
ping vehicles with sensors and actuators that ‘communicates’, classifying and
forecasting traffic congestion in real-time and in fast mobility is a sizzling yet
challenging research interest. In hemorheology, hypertension can be classified in
stages to indicate severity levels, thus a similar analogy need to be tested in
traffic to classify congestion levels. This paper attempts to develop a traffic
congestion and forecasting model based on hypertension in hemorheology.
Traffic congestion was simulated in the city of Shah Alam’s urban area using
SUMO urban vehicular mobility simulator. Results show promising and rational
adaptation of hemorheology in classifying the severity levels of traffic
congestion.

Keywords: Traffic congestion � Internet of Vehicles (IoV) � Hypertension �
Hemorheology � SUMO

1 Introduction

Traffic congestion may be defined as a state of capacity demand whereby traffic flow is
characterized by high densities and low speeds. Estimated economic losses of RM20
billion per year or RM54 million per day were reportedly caused by traffic congestion
in Greater Kuala Lumpur. More than 250 h spent a year in traffic, yielding the total cost
of traffic associated with lost productivity, wasted fuel costs and environmental
destruction to 1.1–2.2% of GDP in 2014 [1].

Conventional techniques of improving existing roads and facilities are costly, not to
mention often involves political, social and environmental issues. Alternately, many
researchers are manipulating traffic information acquired from vehicles and infras-
tructure connected with sensing, actuation, data acquisition and communication sys-
tems, termed the Internet of Vehicles (IoV) [2].

While IoV advances, suitable traffic models are utilized to describe the change in
the condition of the traffic flow in time and space involving speed, density, velocity and
other traffic parameters. These parsed parameters are processed into meaningful traffic
information to inform vehicles of the traffic conditions [2, 3].
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Associations of traffic flow models and continuum mechanics of Newtonian fluids
has been well established [2, 4], however, little have been done with Non-Newtonian
fluids, such as in hemorheology. In hemorheology, the congestion of blood flow or
blood viscosity is a measure of the resistance of blood to flow. An analogy can be made
that if blood cells (Non-Newtonian Fluid) are vehicles, then blood flow is traffic flow
and blood viscosity is traffic congestion.

The premise of this research is concerned with developing a traffic congestion and
forecasting model by means of mimicking hemorheology dynamics. The hypothesis is
that if viscosity in blood flow is analogous to congestion in traffic, therefore classifi-
cation of blood viscosity related diagnosis such as the hypertension levels could also be
applied to classifying traffic congestion.

This paper is organized as follows: A review of the traffic flow theory will be
provided in Sect. 2. In Sect. 3, we present overview of hypertension classification in
hemorheology and in Sect. 4 we relate and present the analogies of traffic and
hemorheology. Section 5 discusses the methodology and the simulation in testing the
hypothesis of the relation and finally Sect. 6 discusses the results and future direction
of this research in IoV.

2 Traffic Flow Theory

The traffic flow modelling involves the knowledge of the fundamental traffic flow
dynamics and the associated analytical methods [5]. Fundamental characteristics are
independent variables such as speed, density and flow are applied to analytical methods
or models [3, 6]. The defined traffic parameters that is used in this work are presented in
Table 1.

2.1 Traffic Congestion Classification

The relationship constructed from flow, speed and density as presented in Table 1
forms a fundamental equation of traffic flow. When flow is plotted as a function of

Table 1. Fundamental traffic parameters.

Traffic
parameters

Definition Expression

Speed Define the speed of vehicle v(x,t)
Time-mean speed:
The c passing a fixed point (x) over a time interval (t)
Space-mean speed:
The harmonic mean speed of vehicles passing at a
fixed point (x) on a highway over a time interval (t)

Density Defined as number of vehicles (ΔN) over a stretch of
roadway (L) (in units of vehicles per kilometer)

q(x,t) = Q(x,t)/v(x,t)

Flow Defined as the number of vehicles (ΔN) passing
location (x) within a time interval (Δt)

Q(x,t) = q(x,t)/v(x,t)
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density, a fundamental diagram of traffic flow can be formed as depicted in Fig. 1 [3].
Clearly the relationship generates a parabolic synchronization of flow and density. Flow
increases in parallel with density during the free flow duration until critical flow-density
is reached. Flow will then start to decline proportionately with the inclination of density
in critical density. During the declination of flow as opposed to density, the funda-
mental theory describes that objects in this region is in the unstable, congested state.

The flow-density fundamental relationship as explained in [3] is as follows:

• Point O refers to the case where both density and flow are zero.
• Point D refers to the maximum density, resulting when flow is zero.
• Point M refers to maximum flow indicating critical density and critical flow.
• Points A and B shows that different densities correspond to the same flow.
• The slope of the tangent line ON at point O gives the velocity at which a vehicle can

travel when there is no flow.
• The slope of line OM gives the velocity Vc for the limit point.
• The region with densities lower than critical density is characterized by a constant

velocity corresponding to the stable region (free flow region).
• The region in which densities are greater than the critical density corresponding to

the unstable region (congestion region).

In the direction of this proposed model, the fundamental relationship of
flow-density is used as a base for classifying the traffic congestion levels. The data
obtained from intra-vehicle communication will be aggregated and measured to obtain
the current congestion level in the vicinity.

Recent works from [7–10] is using the same approach in gathering traffic infor-
mation, however did not classify the severity of the congestion. A similar approach is
proposed by [11] attempts to classify traffic based on three levels using Artificial
Neural Network and further recommends a rerouting scheme for the users to take to

Fig. 1. Flow-density fundamental relationship [3].
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avoid traffic congestion. Although there are many researches and studies in manipu-
lating traffic information to mitigate traffic congestion [12–15], calibrating traffic flow
modelling comprehensive of classifying traffic congestion levels in IoV is still rather
scarce, thus in need of much attention.

3 Hemorheology

Hemorheology is a medical field that studies the flow and the formed elements of
blood. Hemorheology also covers the study of deformation behavior of blood and
integrates the dynamic nature of blood flow and fluid flow behavior or fluid mechanics
[16]. Fluid mechanics has shown that for fluid in a pipe with a persistent diameter and
length, flow resistance is influenced by the flow conditions within the pipe. Experi-
mental results yield that pressure is proportional to the speed of flow. It suggests that
resistance to flow would be the cause of slow flow [16, 17].

3.1 Hypertension in Hemorheology

The resistance or pressure in blood is recorded as two numbers; namely systolic blood
pressure and diastolic blood pressure. The systolic blood pressure is the measurement
of pressure when blood is exerting against artery walls whilst the heart is pumping
blood. Diastolic blood pressure is the amount of pressure exerting against the artery
walls while the heart is resting between beats [18, 19].

Measured in units of millimeters of mercury, or mm Hg, blood pressure reading are
categorized in stages implying the level of high blood pressure or hyper-tension [18, 20].
The higher the hypertension level or stages designate a greater need of medical attention.
High blood pressure stage 1 of reading 140/90 is associated with a significant risk of
cardiovascular diseases, and therefore medical attention is warranted [18].

Figure 2 generally presents the measurements of systolic and diastolic in deter-
mining the stages of blood pressure to indicate the hypertension level. The stages
evolve from normal to more severe, demanding greater medical attention to avoid
hypertensive crisis that could lead to a condition where the blood could not flow and

Fig. 2. Hypertension levels in hemorheology [20].
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the heart to stop. Blood flow in relation to the circulatory network system shares some
similar attributes with traffic flow in vehicular network system. Viscosity in blood can
be associated with density in traffic flow. The classification of hypertension therefore
could be adapted to the fundamental relationship of flow-density in vehicular traffic to
classify and forecast traffic congestion. The analogy of this relationship will be dis-
cussed in the following section.

4 The Traffic to Hemorheology Analogy

Although traffic flow and blood flow defines a different underlying physics, a definite
similarity between the two is that both involves the movement of objects along a rela-
tively one-dimensional pathway [21]. Mathematical models can be developed based on
this similarity, adapting the nature or fundamental relationship of each domain [21].
Specifically in traffic theory and hemorheology, the motion of objects (vehicles or blood
cells) is identified as the base of the model. Therefore, a model can be developed utilizing
the dynamics of traffic and hemorheology based on the spatial and temporal variables.

In deriving the mathematical model from this basis, vehicles are assigned as the
objects and the path as a road or highway. As traffic is a common problem to almost
everyone, the mathematical results from the modelling could be easily related with the
real-world application. Moreover, “the theory for traffic flow is still not complete, so
there are competing ideas that can be explored. However, it should be remembered
that all of this material can be applied to other systems, such as the one dimensional
motion of blood cells and molecules” [21].

Table 2 presents the analogies associated with traffic flow dynamics and hemorhe-
ology. The analogies of the attributes in circulatory system of the human body and its
similarity are rather clear [22], however its introduction and utilization in classifying
traffic congestion or forecasting traffic congestion is rather the opposite (Figure 3).

Table 2. Attributes analogy of hemorheology and traffic flow dynamics.

Hemorheology Traffic flow dynamics

Circulatory/cardiovascular system Road networks/system
Blood vessel Vehicle lane/road
Blood vessel’s diameter Vehicle lane/road’s width
Blood vessel’s length Vehicle lane/road’s length
Aorta Freeways/motorways
Artery Major arterials
Arterioles Minor collectors
Capillaries Collectors
Venules Local streets/roads
Blood cell Vehicle
Blood flow Vehicular traffic flow
Heart valves Traffic controllers
Blood volume Number of vehicle
Blood viscosity Vehicular traffic density/slow speed
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4.1 Calibration of Traffic Congestion and Hypertension Blood Pressure

The adaptation of hypertension levels in hemorheology to traffic congestion is the base
of the development of the Hemorheology based Traffic Congestion and Forecasting
Model (HTCFM). Data generated from the On-Board Units (OBU) of each vehicle
such as location, speed and velocity will be aggregated. The fundamental traffic
flow-density equation is obtained through these parameters to measure the traffic
congestion state of a location from all the vehicles in the vicinity.

The two classification from the flow-density relationship illustrated in Fig. 1 is
rather broad. On the other hand, adapting the flow-density parabolic curve to hyper-
tension level classification provides more specific and confined classification. Figure 4
illustrates the adaptation of hypertension levels in hemorheology to the fundamental
relationship of flow-density.

The normal level of hypertension indicates normal blood flow, and it is equivalently
adapted to classify normal traffic flow in vehicular network. As flow slowly decreases
with increasing density, the stages of hypertension is parallel to the level of congestion
in traffic. Classification can be formed based on this model to classify the levels of
traffic congestion. By adapting this model, traffic congestion can also be forecasted
following the fundamental relationship of flow and density.

Fig. 3. Similarity of motion in one directional path in vehicular traffic and hemorheology [21].

Fig. 4. Adaptation of hypertension stages in hemorheology to traffic congestion.

370 N.I. Ramli and M.I. Mohamed Rawi



5 The HTCFM Simulation Design

A traffic congestion simulation is conducted using SUMO 0.28.0 to gather the
parameters needed in classifying traffic congestion. SUMO is an open source tool that
simulates microscopic and continuous road traffic in an urban city [23–25].

The simulation will cover the Persiaran Tunku Ampuan (PTA). A busy road in the
city of Shah Alam, Malaysia. Daily weekday traffic along PTA is observed to be in a
crawling state towards entering the main highway. A significant traffic congestion
along PTA is reported by WAZE in two consecutive days that increases 26 min and
15 min to the traveling time as compared to the usual daily commute.

The two reports obtained from WAVE in the two subsequent days indicates that
PTA is a common congested route, however congestion level at the same particular
time on different days are not predictable. It is also important to note that reports from
WAZE does not consider the current location of the user at the time of the broadcast. In
particular, this alert was irrelevant since the alert was received when the user has
already reached the destination (Figure 5).

5.1 HTCFM Simulation Setup

The simulation setup starts the first phase in selecting the simulation area. The second
phase is to set the traffic generation, third, to generate and run the scenario, and finally
the last phase is to generate the output and analyze the results. A similar simulation
setup is run three times, with increasing traffic volume to identify the pattern of
flow-density relationship.

Simulation Phase 1. PTA route is imported via SUMO Web Wizard to set the
parameters for traffic generation. Figure 6 shows the selected area of Shah Alam, and
the refined focus area of PTA which the traffic congestion is simulated.

Fig. 5. Reports from WAZE on traffic congestion along Persiaran Tunku Ampuan.
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Simulation Phase 2. The second phase sets the traffic demand to simulate the volume
of traffic in the selected area from the OpenStreetMap via OSMWebWizard. It is
important to note that the aim of this experiment is only to gather data on the speed,
flow and density to observe the formation of traffic congestion.

The “Through Traffic Factor” in the demand generation panel defines how many
times that it is more likely for vehicles to depart and arrive at the boundary of the
simulation area. The higher the value would simulate a lot of through traffic in the
selected area [24]. For this experiment setup, the Through Traffic Factor will be set as
the default value of 5.

The “Count” parameter simply defines the number of vehicles generated per hour
and kilometer of the road. The count for cars is set to 100. The count will be increased
to 150 and 200 in the next following two scenarios to observe the traffic congestion
pattern in the effect of increase volume of cars.

Simulation Phase 3. In this phase, the generated scenario is compiled into the sumo
configuration file format (osm.sumocfg) and run in SUMO Gui. The simulation is set to
run for 3600 s and further generation of output data is needed after the simulation time
has ended.

Fig. 6. A map of the city of Shah Alam (top) and an extraction of Persiaran Tunku Ampuan
route (bottom) to be simulated in SUMO.
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Simulation Phase 4. The last phase of the simulation is generating the output file. The
output file lists various metrics of the route, departure time, arrival time, trip duration
etc., in XML which needed to be parsed. An output file of aggregation time of 300 s
(5 min) is generated after the simulation ends and the file is then exported to Microsoft
Excel in .xls format.

The output file contains all edges (streets) and all lanes together in the simulation
area, with vehicles driving on them for every duration of time set. The vehicles are
described by their name, position and speed.

6 Results and Findings

The results obtained in the output file is filtered only to select the PTA route. Traffic
parameters relevant to detecting congestion such as time, speed, and velocity of each
vehicle are analyzed. Further measurement on flow is needed as it is not automatically
generated. The results are analyzed in comparing the density and flow of all three
simulations with the increasing count parameters for cars, which were set firstly to 100,
subsequently to 150 and finally to 200. Graphs in Figs. 7 and 8 illustrates the
increasing pattern of traffic congestion observed from the simulation.

Both flow and density obtain from the simulation results of three increasing traffic
volume shows an increase in density and decrease in flow throughout the time duration.
The result validates the flow density relation as defined in theory that as density
increases, flow decreases, forming a parabolic relation of a mathematical function.
A further analysis is conducted to analyze only the traffic condition simulated with the
most traffic volume, which is set to 200 as the count parameter.

Fig. 7. Traffic density over time for three sets of traffic volume.
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A filtered table consisting parameters relevant only the PTA route for traffic volume
of 200 is presented in Table 3.

Traffic density of Table 3 is illustrated in Fig. 9. The graph shows the density over
time from aggregated traffic information collected every 5 min for the duration of 1 h.
Similarly, Fig. 10 depicts the traffic flow over time.

The traffic density on the graph clearly shows that traffic congestion increases
through time and with no reduction of density. The flow curve however started with a
high level and gradually decreases as density intensifies up till the flow stops. Density

Fig. 8. Traffic flow over time for three sets of traffic volume.

Table 3. Traffic parameters and data on the most congested scenario simulated

Distance Number of cars Density Speed (km/hr) Flow (density * speed)

0.882 10 9.23 46.728 431.29944
0.882 9 7.72 47.052 363.24144
0.882 14 12.77 28.728 366.85656
0.882 47 41.48 7.992 331.50816
0.882 109 95.84 3.852 369.17568
0.882 169 148.7 1.8 267.66
0.882 240 211.63 1.116 236.17908
0.882 276 243.29 0.18 43.7922
0.882 294 259.63 0.108 28.04004
0.882 294 259.66 0.072 18.69552
0.882 295 259.95 0.036 9.3582
0.882 295 259.81 0.036 9.35316
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remains high when flow stops indicates that no additional vehicle are added to the
congestion. The scenario confirms on the fundamental relationship of flow-density
discussed in Sect. 2, and hence, the result verifies the theory.

Both Figs. 9 and 10 illustrates a similar pattern of the development of congestion
observed in all scenarios. A conclusion and verification of the traffic fundamental
theory confirms that with the increase in the volume of cars, traffic density increases
and the vehicle’s velocity or speed fluctuates parallel in time. This will further obstruct
flow to a complete stop if the congestion is not resolved quickly.

In modelling HTCFM, the analysis of aggregated data are mapped towards the
classification of hypertension in hemorheology. Figure 11 illustrates the adaptation and
mapping in HTCFM that shows promising traffic congestion classification approach for
further calibration in IoV. The classification of normal traffic flow and levels of

Fig. 9. Traffic density over time for the most congested traffic scenario.

Fig. 10. Traffic flow over time for the most congested traffic scenario.
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congestion within the critical region were clearly categorized. The classification will be
used as traffic congestion alert points for Vehicle-to-Vehicle (V2V) communication in
IoV. A further construction of mathematical equation or algorithm is required to
accommodate this, which will be the next step in our future works.

This study attempts to fill the gap between traffic flow modelling and communi-
cation approaches in order to collectively mitigate traffic congestion in urban cities.
Although the findings of this paper is a small fraction in the efforts of mitigating traffic
congestion, but it is a good representative of theory evaluation and motivation for the
future direction of this research domain.

6.1 Conclusion and Future Direction

Research on traffic congestion and forecasting implementation in V2V communications
in IoV has demonstrated good progress thus far. Several V2V-based traffic monitoring
techniques are present which provides one or more features such as congestion
detection, detection correlation, level of congestion, traffic jam length, limited overhead
and dissemination capabilities [26, 27]. Although there are many models available in
the study of vehicular traffic to monitor traffic conditions, implying a model in V2V
limited communication channel still remains a challenge [7, 28, 29]. Dissemination of
traffic information to vehicles is also an issue impacted by overhead, delay and latency,
since in IoV, information needs to be disseminated to while is still useful [30].
Therefore, there is a need to calibrate traffic flow modelling and communication
approaches for data dissemination in IoV to mitigate the traffic congestion, especially in
the urban cities.

The future direction of this study will include the HTCFM architecture proposed for
integration in V2V communication within the IoV environment. The proposed archi-
tecture of the overall model is presented in Fig. 12.

Fig. 11. Mapping of traffic information aggregation with hypertension stage classification for
HTCFM.
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The architecture starts with the gathering of generated data from the intra-vehicle
component such as the OBU and other sensors. Data will then be aggregated and
calibrated with HTCFM to measure the mean value flow and density in the next phase.
The third phase in the architecture is the dissemination of alerts to inform the
on-coming vehicles of the traffic situation ahead.

The approach is aimed to mitigate traffic congestion by alerting oncoming vehicles
of the level of congestion ahead and henceforth provide them with a choice of to stay
on route or re-route if possible before trapped in critical congestion. Re-routing to avoid
being indulged in the traffic congestion would reduce the intensity of congestion and
reduce the time-to-clear the congestion to presume to the normal flow of traffic. SUMO
simulator will be used to generate traffic demand in the urban area and the IoV network
will be designed in network simulators such as OMNeT ++ and Veins. Data aggre-
gation approaches will be evaluated to in order to process the congestion alerts and an
appropriate data dissemination technique will be chosen to disseminate the alerts to
relevant vehicles through Vehicle-to-Vehicle (V2V) communication.

Fig. 12. Architecture of the proposed HTCFM for V2V communication in IoV.
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Abstract. In this research, we propose a lighting control system for environ-
ments with multiple light sources, including a natural light source and an arti-
ficial light source, based on a self–adaptive software control system. We also
propose an algorithm for optimization between control devices in a
multi-lighting environment, and evaluation methods for self-adaptive software
in an Internet of Things environment. Based on these proposals, a simulation is
carried out.

Keywords: Self-adaptive software � Software engineering � Simulation

1 Introduction

More than 2 billion people around the world communicate information via the Internet.
Advances in network technology have enabled people across the world to exchange
and receive a countless amount of information using the Internet. Advances in small
network devices have also led to advances in hardware technologies, and have resulted
in the creation of the Internet of Things (IoT): an interconnection, via the Internet, of
computing devices embedded in everyday objects. Using the IoT, we are able to
actively respond to changes in an environment by communicating with the objects in
that environment.

Research on the IoT is underway in various fields, including sensors, security,
networks, perceptions, etc. [1]. In the field of IoT research, a field based on sensor
systems is limited to simple detection and application within a restricted range [1].
Self-adaptive software is software that detects the environment and adapts itself
depending on the state of the system. In the real world, many things change in real-time,
and thus a self-adaptive software system, enabled by the IoT to able to monitor, adapt,
and respond to its environment, has the potential to be very useful. We propose that a
multi-lighting control system can be controlled using data gathered from an IoT envi-
ronment. The self-adaptive software system mentioned above is one that changes itself
in a dynamic environment, without user intervention, according to the system require-
ments [2]. We propose that self-adaptive software be applied to a lighting control system
such that it is able to modify the system in response to a dynamically changing envi-
ronment, in order that the lighting be adjusted and the energy usage of the system
managed according to user preference. Existing self-adaptive lighting control systems
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are limited to a single artificial light source, and are not suitable for environments that
contain natural light sources and employ automatic control curtains. Therefore, we also
examine multi-lighting scenarios, including artificial light sources and natural light
sources. In these scenarios, conflicts between light sources can occur due to the presence
of multiple light sources. We need some optimization method for addressing these
conflicts, which we suggest in this paper.

Section 2 presents the related works for this research. Section 3 proposes
multi-light source scenarios. Section 4 proposes an architectural evaluation criteria for
multi-lighting control optimization. Section 5 shows the results of simulating
multi-light source scenarios. Finally, Sect. 6 summarizes our research.

2 Related Works

2.1 Self-adaptive Software

Self-adaptive software refers to software that can identify itself and its environment,
and handle itself when a violation of requirements occurs [2]. The self-adaptive soft-
ware described in this paper consists of a MAPE-K loop, a self-adaptive software
feedback loop, which has four stages. While the self-adaptive software is running, it
continuously cycles through these four stages. Details are below:

• Monitoring stage: The system determines its status using its sensors, which are
continuously observing the environment for rule violations. The information obtained
from this process is stored in the knowledge base of the self-adaptive system.

• Analysis stage: The analysis stage involves analyzing the patterns of information
gathered during the monitoring stage. These patterns of information, retrieved from
the knowledge repository, are inspected in order to diagnose symptoms, also stored
in the knowledge repository, for future reference.

• Planning stage: The system uses the results of the analysis stage to formulate a
strategy for problem solving through its effector(s).

• Execution stage: Change command is issued to the system’s effector(s) based on the
plan generated during the planning stage. The sensors and the effector(s) may be
composed of a plurality of sets external to the system. After the fourth stage
execution is complete, the MAPE-K loop repeats, starting over at step one (Fig. 1).

We will explain the above four steps in detail. In previous research, Wuttke et al.
[8]. applied self-adaptive software, called ADASIM, to a traffic routing system.
In ADASIM, unlike in other self-adaptive software research, the monitoring stage uses
the convergence of information from multiple drivers, rather than sensors connected to
the system. For example, if some trouble in path which was shortest path from the
current location, driver may be delayed beyond the system’s expected time. In the
analysis stage, ADASIM analyzes data from each driver. If the system finds some
problematic patterns in its routing system, then ADASIM will update its traffic
information accordingly, and re-compute the current path calculated in the planning
stage. As a result, thanks to these traffic information updates, other drivers are better
able to find optimal routes.
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A number of similar works have been performed to study the effectiveness of
self-adaptive software [4, 9, 10]. Anaya et al. [4]. showed that self-adaptive software is
more efficient than existing, rule-based sensor systems, by applying such software to a
fire detection system, and allowing it to adjust the detection period based on detected
data. Garlan et al. [9] proposed a network system framework based on real-time
self-adaptive software, and SW Cheng et al. [10] used this framework to implement a
hypothetical site called Znn.com, showing that this self-adaptive software framework
was more effective than existing systems. In Znn.com, there are three runtime
parameters than can be adjusted to adapt the system dynamically: performance, cost,
and content fidelity.

Self-adaptive software acquires information about the surrounding environment,
and adapts the software based on the information. Therefore, the biggest problem is
managing uncertainty related to the information collected from the surrounding envi-
ronment [3]. Accurate handling of this uncertainty about this information is the key to
the completion of self-adaptive software. Many of the current state-of-the-art approa-
ches [12–17] have tackled the different facets of this uncertainty in self-adaptive
software, but there are still not enough testbed implementations of self-adaptive soft-
ware in the Internet of Things environment. Thus, in this research, to address this lack
of testbed implementations, we propose a self-adaptive software testbed for an Internet
of Things environment.

Fig. 1. MAPE-K loop [3].
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2.2 Sensor-Based Lighting Control Systems

Existing sensor-based lighting control systems have been studied previously [5, 6]. The
intelligent lighting control system described by Singhvi et al. [5] suggests a method of
deriving a utility-based strategy that finds the optimal compromise between user
convenience and operating cost. However, the method proposed by the study has a
limitation: maintenance costs are high, because the system makes changes according to
defined rules, and must continuously calculate predictions about the state of the system.

[6] proposed a blind control system based on a fuzzy neural network. The system
computes the most efficient angle based on the amount of light, and based on that
computation, instructs the user to adjust the angle of the blind to optimize the user’s
visibility and energy efficiency. Since the study is a blind adjustment system, it is
limited to controlling only the natural light source, and is thus difficult to connect to the
artificial lighting in the room.

The above-mentioned works have further disadvantages in that their methods make
it difficult to adapt to a change of the user’s preference in such a way that the system
grasps the surrounding environment but controls the light amount using the existing
rules and user preferences. [7, 11] propose a light source control system based on
self-adaptive software. However, this research addresses only single-source artificial
lighting scenarios, and has limitations that make it difficult to apply to a multiple light
source environment, as may be found in the Internet of Things.

In this research, the MAPE-K feedback loop technique of self-adaptive software is
applied to create a lighting control system that solves the problems of the above
mentioned studies. In addition, a multiple light source scenario is proposed that may be
easily applied in an Internet of Things environment.

3 Multiple Light Source Scenario

Lighting control systems that use self-adaptive software have been studied [7, 11].
However, since these studies use only a single artificial light source, it is difficult to
apply them to situations involving natural light sources. Therefore, the multiple light
source scenario of this paper includes a natural light source, equipped with an auto-
matic control curtain that adjusts the amount of light allowed through a window. In this
scenario, it is assumed that there is a space containing an artificial light source and a
natural light source. Figure 2 shows the scenario flow diagram that occurs when a
self-adaptive software-based lighting control system is applied to multiple light source
scenarios in MAPE-K order. When the user enters the space, the system reads the
current illumination value of the smartphone, using an application loaded on the user’s
smartphone. If the user’s lighting preference is stored in the application, then the
artificial light source and the natural light source are each adjusted according to the
user’s preference, so as to optimize the lighting in the space for that user. When another
user comes in, the lighting control system likewise searches for the preferences of that
user, and then adjusts the lighting control system to be an average between the pref-
erences of the new and existing users. Next, the system plans an optimal strategy for
balancing between the artificial light and the natural light equipped with an automatic
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control curtain. Finally, in the execution stage, the artificial lighting and natural lighting
are set to the illuminance values most suitable for the user(s) preferences, before
returning to the monitoring stage.

In the study of lighting control based on existing user preferences [5], the user has a
utility function “Ui (a, xi)” indicating preference, where “xi” is a user’s current location,
and “a” is the current illuminance of that user’s location. The equation for calculating
the maximum value of the utility function can thus be expressed as:

argmaxa
Xn

i¼1

Ui a; xið Þ ð1Þ

Equation (2) adds an administrator utility function to Eq. (1), which allows the
lighting condition to be adjusted when there is no user in the space. The administrator
utility function is set lower than the user’s preference, so that the amount of illumi-
nation generated is reduced when no user is present.

U a,xð Þ ¼
Xn

i¼1

Ui a; xið Þþ cW að Þ ð2Þ

Fig. 2. Multi-lighting scenario flow diagram and MAPE Loop.
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3.1 Multi-lighting Optimization Algorithm

Assuming that an artificial light source and a natural light source exist in the same
space, the natural light source can be considered to have less energy consumption than
the artificial light source. Therefore, if you need to adjust the illumination, by
increasing the amount provided by the natural light source, you can give priority to
energy efficiency.

Let “nl” be the maximum illuminance of the natural light source, and let “al” be the
maximum illuminance of the artificial light source. In Eq. (3), the total illuminance
value is adjusted by adjusting both the natural light source illuminance coefficient “Cn”
which is “0 � Cn � 1”, and the artificial light source illuminance coefficient “Ca”
which is “0 � Ca � 1”, in real time. The maximum illuminance of a given natural light
source is checked periodically through an external sensor, while the maximum illumi-
nance of the artificial light source is measured before the system begins execution.

illumination lxð Þ ¼ cn nlð Þþ ln alð Þ ð3Þ

For example, if the illumination is lower than the current user preference, the
natural light source coefficient should be increased preferentially, since the natural light
source has a greater energy efficiency than the artificial light source. Once the natural
light source coefficient reaches a value of one, however, the artificial light source
coefficient is gradually increased to control the illumination. In the opposite case, if the
current illumination is to be lowered, the artificial light source coefficient with low
energy consumption efficiency should be lowered first.

4 Architectural Evaluation Criteria

This research is a study on self-adaptive software in an Internet of Things environment.
Therefore, we suggest architectural evaluation criteria for self-adaptive software test-
beds for such environments, with the intent that these criteria be usable in future works
in a similar vein. Our proposed evaluation criteria are based on work performed in
Wuttke et al. [8], though our suggestions differ in that they are intended for an Internet
of Things environment, rather than an application environment.

Table 1 lists our proposed architectural evaluation criteria, which we next describe.
First, Answer Quality is an indicator of whether responses to changes in illumination
and user preference are appropriate. Second, Scalability is concerned with how the
number of users connected to the system affects its ability to perform. Third,
Robustness to Sensor Uncertainty is an assessment of uncertain information in the
sensors attached to the system. Fourth, Robustness to effector is a measure of the
systems ability to handle effector malfunctions. Fifth, Robustness to churn is about the
systems ability to adapt to environmental changes while in the planning stage. Last,
Balance is an indicator of whether the balance of user satisfaction and energy efficiency
has been taken into consideration. We suggest that these six evaluation criteria be used
for self-adaptive software when evaluating applications intended for the Internet of
Things, and potentially as testbeds in future works.
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5 Simulation

This section describes the simulation environment of the multi-lighting control system
based on the self-adaptive software we proposed above. We will explain how to apply
our proposed algorithm to control multiple light sources, and we will explain the
implementation of the simulation in detail.

In the scenario described above, a user with a smartphone enters a place where the
multi-lighting system is installed and executes the self-adaptive lighting control
application, resulting in a connection between the lighting control system and the user
application via the Bluetooth communication protocol. The system receives the user’s
preferred illumination value, along with the space’s current illumination value from the
user’s smartphone. The system compares the user’s preferred level of illumination with
the current lighting conditions of the space, and adjusts the lighting conditions to match
the user’s preference.

Algorithm 1 is a pseudocode listing of the multiple lighting control algorithm
described previously. desiredLux is the user’s preferred illumination value, and
currentlux is the current illumination value of the space as measured by the user’s
smartphone. nc is the natural light source coefficient controlling the natural light
source, while ac is the artificial light source coefficient controlling the artificial light
source. As mentioned, the system adjusts each light source by using its designated
coefficient, which must always be a rational number between 0 and 1.

If the user’s preferred illumination is higher than the current illumination, this means
that the user wishes to increase the brightness. If possible, the natural light source, with
its lower power consumption, is raised until the illumination matches the preference of
the user. If it’s not possible to adjust the illumination to the user’s preference by
adjustment of the natural light source alone, then the illumination value is adjusted by
raising the coefficient of the artificial light source as well. If the user’s preferred illu-
mination value is lower than the current illumination, this means the user desires to
lower the illumination. In this case, the artificial light source, having a higher power

Table 1. Architectural evaluation criteria.

Evaluation criteria Description

Answer quality Are responses appropriate to each situation variable, including
changes in illumination and user preferences?

Scalability Does the number of users increase the computational complexity?
Robustness to sensor
uncertainty

If the sensor’s information is uncertain, does it affect the lighting
control system?

Robustness to effector How does it affect the system if the effector, including the lighting,
or curtain, fails?

Robustness to churn Does the planning process reflect changing environmental variables
during solution determination?

Balance Have you considered the balance between energy consumption and
user satisfaction?
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consumption, is lowered first. If after fully dimming the artificial light the adjustment
remains insufficient, then the natural light source coefficient is adjusted as well.

Algorithm 1. Multi-lighting Control

1 Inputs:
2 desiredLux,currentLux
3 Loop:
4 Read currentLux
5 Read desiredLux
6 while desiredLux > currentLux do
7 nc++
8 if(dL=cL)
9 break
10 else if(nc = 1)
11 ac++
12 if(dL = cL)
13 break
14 while desiredLux < currentLux do
15 ac--
16 if(dL = cL)
17 break
18 else if(ac = 0)
19 nc--
20 if(dL = cL)
21 break

The lighting control application for a user’s smartphone is available for Android 4.3
version or later. The multi-lighting control system based on self-adaptive software is
constructed using an Arduino kit. The Arduino Bluno board acts as the main system,
and connects the user’s smartphone with the Arduino Bluno board using Bluetooth.
A 12 V LED strip connected to the Arduino Bluno board serves as the artificial light
source, while an HC-06 Bluetooth module, also connected to the Arduino Bluno board,
allows Bluetooth communication with other Arduino boards connected to the motor.
Another Arduino Uno board equipped with a stepper motor acts as the automatic
control curtain, responsible for control the amount of illumination provided by the
natural light source. We created a window in the simulation space where the experi-
ment was performed, and placed a stand light behind the window. This light simulated
natural sunlight outside the window, and for the purposes of our experiment we did
ignored the power consumption of this device.

Figures 3 and 4 are Arduino diagrams for the self-adaptive lighting control system.
The connections made in the Arduino diagram are described in Table 2.

Figure 5 is a graph showing the variation of the illumination coefficients along with
the current illumination of the space when the user’s preferred illumination value was
set to 800 lux. Both of the illumination coefficients were set to be 0.5 at the start of the
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experiment. When user’s preferred illumination was observed to be bigger than the
current illumination of the space, the value of the natural coefficient can be seen to rise
first, followed by an increase in the value of the artifical coefficient.

Fig. 3. Arduino diagram for self-adaptive light control system, main system.

Fig. 4. Arduino diagram for self-adaptive light control system motor part.
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6 Conclusion

In this research, we proposed a self-adaptive software system for controlling multiple
light sources, including an artificial light source and a natural light source, using the
MAPE-K feedback loop. We also proposed and applied an optimization strategy for
balancing the artificial light source with the natural light source. We proposed an
evaluation method for the study of self-adaptive software in an Internet of Things
environment, which can be used as a testbed for future works. We simulated our

Table 2. Arduino diagram description.

No. Name Description

1 Arduino bluno
board

Main system of the self-adaptive lighting control system

2 HC-06 bluetooth
module

Bluetooth module for communicating with the board that connects
the motor

3 LEDs LED serving as an artificial light source
4 Arduino uno board Arduino board for motor control
5 HC-06 bluetooth

module
Bluetooth module for communicating with the main system board

6 L298N motor drive Motor drive required to control the stepper motor
7 9 V power supply

battery
9 V battery needed to supply power to the motor

8 Stepper motor Stepper motor serving as a automatic control curtain for controlling
natural light source

Fig. 5. Result of simulation.
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proposals using Arduino kits, and showed that the system adjusts the lighting of the
space according to user preference.

In this research, we tried to overcome the limitation of existing self-adaptive
lighting control system. Unlike previous studies that only considered existing single
lighting control devices, we considered an Internet of Things environment in which
multiple light sources may exist. Additionally, our proposed evaluation methods can be
used to evaluate future self-adaptive software in an Internet of Things environment. In
addition, the proposed algorithm can be applied to optimize Internet of Things envi-
ronments where requirements are in conflict.

Future research will consider the location of users. The reason for this is that the
closer the artificial light source is, the better the energy consumption efficiency is. We
also need to develop multiple light source optimization algorithms, and fix problems
that can occur in the existing algorithm. Because this study targets an Internet of Things
environment, we are also considering using additional sensors, as well as lighting
control, to create a user-friendly system.
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Abstract. In this paper, a polydimethylsiloxane (PDMS) material based
pneumatic actuator with a dual chambered square bellows structure was
designed and simulated. Using finite element analysis (FEA), the maximum
output displacement, bending angle and input pressure requirements for the
actuator were analyzed. The simulation analysis revealed that 9 mm2 square
bellows actuator with 17.4 mm length resulted in bidirectional bending. The
actuator achieved maximum bending angles of 61° at 38 kPa and 78.5° at
45 kPa under successive and discrete actuation respectively, which makes it
suitable for catheter navigation system. The results presented in this work are
expected to promote the application of pneumatic based actuators in biomedical
application and beyond.

Keywords: Square bellows actuator � Finite element analysis � Soft robotics �
Soft actuator � Pneumatic actuator

1 Introduction

The field of soft robotics has strongly cemented its foundations in the robotics domain
due to the compatibility in wide range of applications. Subsequently within soft
robotics, soft actuators are highly acknowledged by the researchers all over the world.
Soft actuators are made up of elastomers materials such as rubber to enhance their
operational capabilities and projected motions. As soft actuators have soft and flexible
structure, hydraulic and pneumatic are the two suitable sources for their actuation. Soft
actuators differ from conventional electric actuators, which are always rigid, heavy and
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limited in degrees of freedom (DoF). The operations of soft actuators are normally
adopted from nature and are normally bio-inspired [1], e.g: A 400 lm pneumatic soft
actuator that mimic the locomotion of nematode [2].

Pneumatic soft actuators are commonly made of rubber structure with internal
chamber(s) for pneumatic supply and its structure is often reinforced with fiber to
improve the actuation [3]. Applying pneumatic pressure to the chamber(s) of the soft
actuator causes elastic deformations (extension and contraction) in the rubber structure,
which results in actuation [4]. Soft actuator with two chambers can provide bidirec-
tional bending motion [5], while three chambers can offer bending motion up to six
different directions [6]. A double-layer, four-channel soft pneumatic actuator was also
reported, which can achieve multiple motions in eight directions [7].

Pneumatic soft actuators have found enormous applications in developing medical
devices to assist colonoscope [8–12], flexible tip bronchoscope (FOB) for bronchus
examination [13] and hand rehabilitation [14]. Furthermore, a soft actuator based
propeller system for mimicking gymnotiform swimmers [15] and a three-finger soft
grippers [16] was also reported. Some of the soft actuator were developed through
micro-electro-mechanical systems (MEMS) fabrication process [17]. The application of
MEMS based fabrication processes for developing micro-scaled soft actuator is still a
challenging research domain which needs to be explored further.

In this regard, we have designed and simulated a PDMS material based dual
chamber pneumatic bellows actuator in square shape. The outline of this paper includes
five sections. Starting from the introduction, Sect. 2 discusses the design configuration
of square bellows actuator while Sect. 3 highlights the FEA on MARC® software and
bending angle calculations. Section 4 is the result and discussion section based on the
discrete and sequential actuation of both chambers of square bellows actuator. The last
Sect. 5 concludes the paper with quantified results achieved through square bellows
actuator.

2 Design Configuration

In this study, we propose to design and analyze a square shaped bellows structured
pneumatic soft actuator with dual chambers using finite element analysis (FEA) on
MARC®. The objective of this work is to analyze the structural design of this square
bellows pneumatic bending actuator and discuss the optimum output bending motion
and bending angle achievable through simulation. The simulation analysis was carried
out as static analysis using numerical solutions from the FEA software MARC®, that
can handle material’s nonlinearity and proved good agreement between experimental
and simulation results [3, 18, 19].

The design for the proposed pneumatic actuator was selected to have bellows in its
structure, to fulfill the aim of developing a fibreless soft actuator with dual chambers for
bi-directional bending motion. The selected PDMS material, Dow Corning Sylgard®

184 Part-A/B fromDowCorning-CorporationMidland,Michigan, United States is a type
of elastomer which is nonlinear in nature. The SolidWork® based structural design
referred in Fig. 1(a) shows the isometric view of the square bellows actuator. Figure 1(b)
shows the front view of the actuator along with a node N, marked at the center and
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between the two holes for connecting the pneumatic input to both of its chambers. The
node Nwould be used as a reference node for calculating the bending angle of the square
bellows actuator later in Sect. 3.1.

3 Simulation and Analysis

To analyze the nonlinear behavior of PDMS material based dual chamber square
bellows actuator, a FEA was performed on MARC®, a software recommended for
simulating complex designs made from non-linear materials, such as elastomers and
polymers. The simulation analysis was carried out to understand the behavior of dual
chamber square bellows actuator in terms of output bending motion against the applied
pneumatic supply. To begin with MARC® software, the nodes were connected to form
elements, which further combined to forms the overall structure of dual chamber square
bellows actuator.

After designing, once the geometrical properties were settled, the values of
Young’s modulus, E = 2 MPa and Poisson’s ratio, µ = 0.5 for PDMS were inserted to
define the material properties of the square bellows actuator. For the boundary con-
ditions, each of the two chambers were marked with face-load pressures of 38 kPa and
45 kPa for successive and discrete actuation respectively. Each pressure value was
applied during simulation through respective contact table at a load-case value of 1000
increments.

A fixed-displacement xyz was set at one end of the designed square bellows
actuator to measure the bending motion through reference node, N at the other end of
the actuator. By keeping all the above settings of MARC® constant, square bellows
actuator was simulated and analyzed under discrete and successive actuation of each
chamber to characterize the optimum bending motion and maximum bending angle, h.

3.1 Bending Angle Calculations

From the simulation results of dual chamber square bellows actuator, the output dis-
placement was resulted in y-z-axes which mainly depends on the axis at which the

Fig. 1. Structural design (a) Isometric view. (b) Front view with reference node, N.
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actuator was designed in MARC® simulation environment. As explained earlier, for
tracking the bending motion of the square bellows actuator, a reference node, N was
selected at the center of the bending side, as shown in Fig. 1(b). From simulation
results, the displacement data of the selected node was considered for bending angle, h
calculations.

As an example; for calculating the h of PDMS based square bellows actuator, a
bending motion simulation profile under discrete chamber actuation at 18 kPa was
illustrated in Fig. 2, with a right angled-triangle, marked on it.

Considering the reference node, N as corner of marked right-angled triangle on the
bending profile, the side ON of the right-angled triangle represents the displacement,
Y covered by the square bellows actuator along y-axis. Additionally, while performing
the bending motion with respect to the reference node, N the bellows actuator also
covered displacement along -z-axis, which resulted in reduction in length, Lreduced from
its total length, Ltotal mentioned in Fig. 2.

The side OM of the right-angled triangle represents the change in the length or new
length, Lnew, which can be determined from the relation; Lnew ¼ Ltotal � Lreducedj j. The
h of square bellows actuator was calculated by applying the trigonometric functions
expressed in Eqs. (1) and (2):

tan h ¼ Perpendicular
Base

¼ Yj j
Lnew

ð1Þ

h ¼ tan�1 Yj j
Lnew

ð2Þ

Fig. 2. Simulation profile of Chamber 2 actuation at 18 kPa.
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4 Results and Discussion

The simulation results of dual chamber square bellows actuator have shown propor-
tional relation between output displacement and applied pneumatic pressure. The idea
was to design and simulate the square bellows actuator in a miniaturized scale
(3 mm � 3 mm � 17.4 mm), suitable to be deployed as a catheter navigator. To
achieve smooth bending motion, several models of square bellows actuator were
designed and simulated by varying side dimension, wall thickness and overall length.

Out of all, two models of square bellows actuator having wall-thickness of 1 mm
with dimensions (3 mm � 3 mm � 17.4 mm) and (3 mm � 3 mm � 21.8 mm)
resulted in optimum bending motions. Figure 3 shows the simulation results for output
bending angle achieved from these two models. Up to a maximum input pressure of
45 kPa, both models resulted in uniform displacement with bending angles of 78.46°
and 100.78° respectively. From analysis of Fig. 3, the square bellows actuator with
longer length resulted in larger bending angle. However, for selecting the miniaturized
design, the square bellows actuator having wall-thickness of 1 mm with dimensions
(3 mm � 3 mm � 17.4 mm) was further studied through MARC® simulations to
analyze and characterize its bending behavior.

Furthermore, in this research, the dual actuation response of the selected square
bellows actuator was also studied, which depends on the actuation technique applied
for actuating each of the two chambers. In the first simulation case, each of the two
chambers were actuated separately at a maximum pressure of 45 kPa to observe the
resulted bending motion. In the second simulation case, a maximum sustainable
sequential face-load pressure of 38 kPa was applied to both chambers of square bel-
lows actuator to measure the output bending motion.

4.1 Case 1: Discrete Actuation

As mentioned earlier, the discussion on MARC® based simulation results for dual
chamber square bellows actuator has been divided in two cases. In case 1, the

Fig. 3. Bending angle results for 17.4 mm and 21.8 mm long actuators.
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discussion focusses on the simulation results based on the actuation condition when
both chambers were actuated individually through discrete non-sequential pneumatic
input pressure, maximum up to 45 kPa. Pressure above this threshold value started to
introduce noises in the resulted bending motion. The square bellows actuator has
shown uniform output displacement and bending angle along yz-axes against applied
pressure. The resulted bending angles from the discrete actuation of both chambers of
square bellows actuator are equal and opposite in direction as shown in Fig. 4.

Figure 4(a) illustrated the displacement in yz-direction, while on the other hand
Fig. 4(b) shows the output bending angle plot achieved by individual actuation of each
chamber of square bellows actuator. The maximum bending angle achieved by the
square bellows actuator from individual actuation of each of its chambers was ±78.55°
at 45 kPa.

Furthermore, the detailed history plot data extracted from selected reference node
N, at the bending side of square bellows actuator, which includes: the time, dis-
placement in yz direction, discrete chamber actuation and the resulted output bending
angle against the applied input pressure was tabulated in Table 1.

Fig. 4. (a) Displacement in yz direction against discrete chamber actuation. (b) Bending angle
results against discrete chamber actuation.

Table 1. Node N based history plot data for discrete actuation of each chamber.

S. no Pressure (kPa) Time Displacement Y (mm) Displacement Z (mm) Bending angle (deg.)

Chamber 1 Chamber 2 Chamber 1 Chamber 2 Chamber 1 Chamber 2

1 4.5 0.1 −3.010 3.010 −0.322 −0.322 9.996 −9.996
2 9 0.2 −6.489 6.489 −1.708 −1.708 22.467 −22.467

3 13.5 0.3 −9.304 9.304 −3.989 −3.989 34.753 −34.753
4 18 0.4 −11.107 11.107 −6.607 −6.607 45.823 −45.823

5 22.5 0.5 −12.006 12.006 −9.082 −9.082 55.289 −55.289
6 27 0.6 −12.286 12.286 −11.144 −11.144 63.017 −63.017
7 31.5 0.7 −12.230 12.230 −12.712 −12.712 69.031 −69.031

8 36 0.8 −12.050 12.050 −13.829 −13.829 73.495 −73.495
9 40.5 0.9 −11.869 11.869 −14.579 −14.579 76.633 −76.633

10 45 1 −11.760 11.760 −15.018 −15.018 78.551 −78.551
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Hence, from the simulation results of square bellows under discrete chamber
actuation shown in Fig. 4(a) and (b) along the history plot data in Table 1, it can be
concluded that the square bellows actuator shown a symmetrical behavior in terms of
displacement and bending angle with equal and opposite magnitude.

4.2 Case 2: Successive Actuation

In this section, the simulation results of square bellows actuator are discussed based on
the sequential actuation of both chambers through maximum input pressure up to
38 kPa. Pressure above this threshold value started to produce noises in the resulted
bending motion. During MARC® simulation, the sequential input pressure was applied
to each chamber of square bellows actuator depending on the values inserted in the
contact table. Following the contact table, the pattern developed for applying sequential
input pressure to each chamber of square bellows actuator was illustrated in Fig. 5(a).

Fig. 5. (a) Sequence of input pressure applied to both chambers. (b) Displacement in yz
direction for successive chamber actuation. (c) Bending angle results for square bellows actuator
successive chamber.
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Using this successive scheme of chamber actuation, the square bellows actuator
resulted in a uniform output displacement in yz direction against consecutive actuation
of each chamber as shown in Fig. 5(b). While, on the other hand the sinusoidal output
response for bending angle, achieved by the square bellows actuator against the
sequential input pressure applied to actuate each chamber was presented in Fig. 5(c).
The sinusoidal bending angle response against the linear actuation of both chambers of
square bellows actuator had resulted in equal and opposite magnitude with a maximum
bending angle of ±61° at 38 kPa.

Furthermore, the detailed history plot data extracted from simulation of selected
reference node N, at the bending side of square bellows actuator, including the time,
displacement in yz direction, successive chamber actuation and the resulted bending
angle achieved by the square bellows actuator against sequential input pressure was
tabulated in Table 2.

Consequently, from the simulation results of square bellows actuator under
sequential chamber actuation presented in Fig. 5(b) and (c) along with the history plot
data tabulated in Table 2, it can be concluded that a symmetrical output response was
achieved by the square bellows actuator from successive actuation of each chamber.

Following case 2, Fig. 6 shows the simulation results for output bending motion
achieved by the square bellows actuator against successive input pressure to actuate
both chamber 1 and 2, ranges from 7.6 kPa to 38 kPa. The sequential actuation profile
which was followed in Fig. 6 was already illustrated in Fig. 5(a) which resulted in a
uniform, symmetrical and sinusoidal bi-direction bending motion with equal and
opposite magnitude in response to each chamber actuation.

Table 2. Node N based history plot data for successive actuation of each chamber.

S.
no

Pressure
(kPa)

Time Displacement Y
(mm)

Displacement Z
(mm)

Bending angle
(deg.)

1 3.8 0.3 −12.198 −10.792 61.556
2 7.6 0.6 9.542 −4.182 −35.828
3 11.4 0.9 2.149 −0.150 −7.102
4 15.2 1.2 −12.183 −10.625 60.923
5 19 1.5 9.452 −4.088 −35.377
6 22.8 1.8 2.134 −0.148 −7.053
7 26.6 2.1 −12.183 −10.625 60.923
8 30.4 2.4 9.452 −4.088 −35.377
9 34.2 2.7 2.134 −0.148 −7.052
10 38 3 −12.183 −10.625 60.923
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5 Conclusion

In this study, we designed and simulated a dual chamber square shaped pneumatic
bellows actuator using MARC®, a FEA tool. From the simulation analysis of square
bellows actuator (3 mm � 3 mm � 1 mm), it can be illustrated that reducing the
length of square bellows actuator from 21.8 mm to 17.4 mm, also resulted in reduction
in bending angle from 100.78° to 78.46° respectively at maximum input pressure of
45 kPa. Furthermore, the discrete and successive application of input pressure to both
chambers of the square bellows actuator also effected the resultant bending angle. The
individual or discrete actuation of each chamber of square bellows actuator, resulted in
equal and opposite bending angle, maximum up to 78.5° at 45 kPa. Under successive
or sequential chamber actuation, the square bellows actuator resulted in sinusoidal
bending angles with a maximum bending angle of 61° at 38 kPa. Therefore, it can be
concluded that the dual chambered-square shaped pneumatic bellows actuator pro-
duced maximum bending angles under sequential and non-sequential chamber actua-
tions. The future direction of this work would focus on the result optimization through
metamodeling technique [20], before developing the miniaturized square bellows
actuator using MEMS fabrication processes.
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Abstract. Oceangoing ships produce a roll motion under action of the waves.
To absorb and use the energy of roll motion, it’s necessary to analyze the
movement of the ship. That’s of great importance to discuss the feasibility of
using the wave activated power generation and evaluate its energy conversion
efficiency. In this paper, we choose the ITTC single parameter spectrum and
adopt linear superposition method to establish the real-time wave model. Then
we simulate the model and verify the correctness of the result according to the
spectrum analysis. After that, the roll motion model and energy model of the
ship are established. The simulation of the roll motion of ship support for the
subsequent study of the energy absorption of the roll motion by basic data.

Keywords: Ship power generation � Hull motion � Real-time wave
simulation � Roll simulation

1 Introduction

When ships navigate at sea, with the effect of marine environment like wind and waves,
it will have a violent roll motion in the disturbance environment. The violent roll
motion reduces the speed of the ship and the equipment on it can’t work properly.
Furthermore, it makes the staff of ship feel discomfort, which reduces their efficiency
and has adverse impact on the boat. In view of this problem, this paper puts forward the
idea of absorbing the wave energy of the roll motion of ships to carry out the wave
power generation. This can reduce the harm of the roll motion to the hull as well as
make the ship’s personnel more comfortable, achieving the purpose of reducing. In
addition, there are tens of thousands of ships in the world every day, if these vessel can
use this renewable energy, the pressure of energy which is getting more and more
serious can be alleviate effectively.

The study of wave power generation has been a hundred years of history. The wave
energy utilization technology has experienced several stages: device invention, labo-
ratory test and real sea application demonstration. The ultimate goal is reducing the cost
of power generation, improving the total efficiency and reliability of the power gen-
eration [1]. According to the different ways of energy capture, the existing wave power
generation technology include point absorption technology, oscillation water column,
oscillating float and so on [2]. The AW-Energy company has developed a tilting
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expendable wave energy generator—WaveRoller, which has been tested at Peniche in
portugal in 2007 [3]. Canada has manufactured an oscillating float wave generator and
tested it on the shores of Oregon [4]. The Wavestar is a wave power station consisting
of multiple array floats developed by Denmark, which underwent a 1:10 model test in
the northern Gulf of Denmark in 2006 [5]. The main equipment of wave energy
conversion devices mentioned above are all in the sea and vulnerable to erosion by sea
water. Thus they are fragile and difficult to maintain, which means they have lower
reliability.

The roll motion of the ship is mainly caused by the wave motion of the sea. The roll
motion response of the hull has a great influence on the absorption of wave energy. To
research its energy conversion efficiency, it’s needed to analyze the roll motion. The
interference torque of the waves is mainly related to the wave angle. Analyzing the
wave and establishing its mathematical model is the first thing to do. In this paper, the
energy that the waves have is calculated. Then we simulate the model of random wave
and verify the correctness through frequency spectrum estimation. After that, the
mathematic model of the ship with the ideal oceanic disturbance is established. The
results of wave angle are taken as the ship roll motion simulation input, getting the roll
angle simulation results. Through the analysis of the model, its roll response is studied,
helping analyze the energy absorption and motion response.

2 Analysis of Wave Energy

Accurate and reliable wave energy calculation method is the basic prerequisite for
researching the conversion efficiency of the wave energy generating device. The wave
energy is usually calculated in the form of wave energy flow or wave power. It’s the
energy of the wave passing through the unit wave width per unit time in the propa-
gation direction [6]. Using the linear wave theory to calculate the wave energy E, the
wave surface curve of free water surface can be expressed as follows:

c ¼ fa cos kx� rtð Þ: ð1Þ

In the equation, fa represents the wave height, x represents the distance in the direction
of wave propagation, t represents time, k, r represent the wave number and the fluc-
tuation angle frequency respectively.

There are two kinds of energy carried by wave motion. One is the kinetic energy of
the water mass when move at a certain speed. And the other is the potential energy of
the water particle vertical displacement relative to the average surface when get away
from the equilibrium position. To calculate the energy in the waves, it’s necessary to
calculate the energy required for all the differential water particles moving from the
trough to the crest symmetry. According to the analysis and calculation, the average
potential energy generated by the wave motion per unit wavelength is:

Ep ¼
Z L

0

Z c

0
qgzdxdz ¼

Z L

0
2qgc2dx: ð2Þ
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Substituting c into the above equation, it turns to:

Ep ¼ 1
4
qgf2a: ð3Þ

where q represents the seawater density and g represents the gravitational acceleration.
Similarly, the wave kinetic energy Ek of a single width peak length in a wavelength

range can be expressed as:

Ek ¼
Z L

0

Z c

�h

q
2

u2 þw2� �
dxdz: ð4Þ

where u, w represents the water particle of the level sub-speed and vertical sub-speed.
Then, it becomes:

Ek ¼ 1
4
qgf2a: ð5Þ

The average energy produced by the wave motion of per unit wavelength is:

E ¼ Ep þEk ¼ 1
2
qgf2a: ð6Þ

The energy contained in the waves is transmitted to the hull in the form of roll motion.
For the purpose of studying the energy conversion efficiency, the further analysis of the
ship should be carried out.

3 Inertial Wave Energy Generation Absorption Mechanism

In this paper, the inertial wave power generation technology is studied. It’s a new type
of wave energy generating device based on the gyro effect. The device is composed of
a shell part fitted on the hull and a gyro type energy conversion machine inside it. The
ship under the action of the waves has roll movement. According to the gyro effect, the
internal gyroscope in deflection of the hull maintains the level. This will cause the
mechanical transmission mechanism rotation, driving the generator power generation.
The energy of the waves is transfer into electricity eventually [7]. In this paper, we do
some basic research and focus on the dynamic model of the hull, which may help us
analyze its feasibility and energy conversion efficiency (Fig. 1).

Fig. 1. Wave energy absorption mechanism.
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4 Analysis of Ship Roll Motion

The ship absorb energy through the interaction between the waves and the hull. In
order to research the movement characteristics of the ship on the waves, the analysis of
the characteristics of the waves is needed, which is described by the wave spectrum.
And then we take the wave angle as input of the ship roll motion model, completing the
simulation of its motion characteristics.

4.1 Random Wave Mathematical Model

1. Random Wave Mathematical Model

The waves are random in time and space. When describing the waves in mathe-
matical models, in order to simplify the problem, it’s usually assumed that the waves
are two dimension irregular waves. The assumption believe that the waves propagate in
a fixed direction. And the crest lines are infinite and parallel to each other. Furthermore,
the wave height and the wave period are randomly changed. This kind of irregular
waves are also called the long peak irregular waves [8].

According to the theory of linear wave theory, the long peak irregular waves are
superimposed by several regular waves of different amplitude, wavelength and random
phase [9]. Considering the randomness of the phase, the expression of the waves at one
sea level can be written as:

f tð Þ ¼
Xn

i¼0
fai cos xitþ eið Þ: ð7Þ

where fai is the amplitude of the ith harmonic, xi is the angular frequency, ei is the
initial phase angle, evenly distributed between 0 and 2p.

In the practical application of the statistical characteristics of the waves, the concept
of wave energy spectrum is used to describe the waves usually. In this paper, the digital
simulation of the waves is based on the 12th provisional standard wind wave density
formula, that is, the single parameter spectrum. The form of it is:

S xð Þ ¼ A
x5 exp � B

x4

� �
m2 � s� �

: ð8Þ

where A ¼ 8:1� 10�3g2 � 0:78, B ¼ 3:1=f21=3, x is the frequency of the waves.

2. Simulation of the Waves

The wave spectrum is a narrow band spectrum, thus the harmonic which frequency
is very low or very high has little effect on the amplitude. The simulation of a repre-
sentative frequency can meet the precision requirements. After selecting the wave
spectrum and frequency band to be simulated. The spectrum is discretized by the
interval sampling method.
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In this paper, the wave height of the selected wave is 2 m, the simulation frequency
band is 0.3–3, the number of harmonics is 108, and the corresponding frequency
increment is 0.025, simulating the waves of irregular waves in MATLAB and the
following results are obtained (Fig. 2).

The results of the simulation need to be tested to determine whether the wave
consistent with the requirements. Therefore, we need spectrum analysis of the obtained
waves to get its spectrum, which is denoted as Ŝ xð Þ, and compare Ŝ xð Þ with S xð Þ to
judge whether the simulation meets the requirements.

3. Spectrum Analysis Verification

The method of power spectrum estimation is used to verify the result of S xð Þ. The
function of Power Spectrum Estimation can estimate the power spectral density of a
stationary random signal using a given set of sample data. In this paper, we use the
welch algorithm of classical spectral estimation to analyze the spectrum. The main
principle is that the data is segmented and windowed to reduce the variance of the
spectral estimation, while ensuring that the resolution will not be severely damaged.

According to the spectral estimation theory [10], the power spectrum estimation of
the random signal x (n) can be expressed as:

S0 xð Þ ¼ 1
2pN

XN xð Þj j2: ð9Þ

In the formula,

XN xð Þ ¼ XN ejx
� � ¼ XN�1

n¼0
x nð Þe�jwn: ð10Þ

where N is the number of points for spectrum analysis. XN xð Þ is the Fourier transform
of the finite length sequence x nð Þ.

Fig. 2. Wave spectrum simulation.
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The Welch algorithm has improved this method. It divide the length N of the
random signal x nð Þ into segments with the number of p and each segment has M data. It
adds the same smooth window x nð Þ and then calculates the Fourier transform. The
result is:

Xi ejw
� � ¼ XM�1

0
xi nð Þx nð Þe�jwn; i ¼ 1; . . .;M: ð11Þ

Calculating the average of the power spectrum of each segment, the result is:

SX ejw
� � ¼ 1

M

XM

i¼1

1
MU

Xi e
jw

� ��� ��2: ð12Þ

where U ¼ 1
M

PM�1
0 x2 nð Þ, which means the average power of the window function.

Thus MU ¼ PM�1
0 x2 nð Þ means the energy of the window x nð Þ of length M. The

main purpose of windowing function is to extend the signal cycle, so as to get a virtual
infinite signal. Then the signal can be Fourier transformed, achieving the goal that
convert the signal from the time domain to the frequency domain.

MATLAB provides a function named pwelch which is based on the Welch algo-
rithm. It can complete the power spectrum estimation of the wave random signal. We
choose the hamming window as a window function and get the power spectrum as
shown in Fig. 2. The shape is similar to the original wave power spectrum. But
smoothness of the curve obtained by the power spectrum estimation performance is
worse. This may be influenced by the section length, window type or other factors [11].

In order to evaluate the quality of the simulation, we introduce the accuracy
evaluation index r. The expression is as follows:

r ¼
Rxn
x1

Ŝ xð Þ � S xð Þ� �
dx

�� ��
Rxn
x1 S xð Þdx : ð13Þ

Using the function named trapz in MATLAB to calculate the value of the spectrum.
The result is r ¼ 3:64% , which is less than 5%. This meet the simulation accuracy
requirements and means that the generated waves and requirements are almost the same
(Fig. 3).

4. Wave dip angle simulation

The relationship between wave dip angle amplitude and wave spectrum is:

aai ¼ kfai ¼
x2

g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2S xið ÞDxi

p
: ð14Þ

Therefore, the Wave dip angle a tð Þ at a fixed point in space is:

a tð Þ ¼
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SaxiDxi

p
cos ðxeitþ eiÞ: ð15Þ

The simulation results of a random wave dip angle is as shown in Fig. 4.
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4.2 Ship Roll Motion Simulation

The ship navigate at sea has roll motion producing by the waves. According to Con-
nolly’s theory, when the ship’s roll angle is small, it can be assumed as a linear system
with constant time. Using linear rolling theory to research roll motion of the ship, it can
be expressed by the linear differential equation with constant coefficients. The core of
the problem become determining the response function of the roll frequency [12].

The roll angle of the hull is £. The angular velocity of the roll is _£. The accel-
eration of the roll angle is €£, the ship roll motion model is:

Ix þDIxð Þ €£ + 2Nl
_£ + Dh£ ¼ �ðDham + 2Nl _am þDIx€amÞ: ð16Þ

Fig. 3. Wave power spectrum estimation.

Fig. 4. Wave dip angle simulation results.
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In the equation above, Ix þDIxð Þ €£ means the moment of inertia generated by the
angular acceleration in the roll motion represents inertia moment generated by the
angular acceleration in the roll motion. 2Nl

_£ means the damping torque generated by
the relative action of the ship and the water. Dh£ is the recovery torque generated by
the ship’s roll. The three terms on the equation’s right indicate the wave disturbance
torque that causes the ship’s roll motion.

The value of the damping disturbance torque 2Nl _am and the inertia disturbance
torque DIx€am of wave is much less than the righting perturbed moment Dham. So the
equation can be written as:

Ix þDIxð Þ €£ + 2Nl
_£ + Dh£ ¼ �Dham: ð17Þ

Transforming the upper equation, we can get the result as follows:

€£þ 2x£fl _£þx2
££ ¼ �x2

£am: ð18Þ

where x£ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dh/ Ix þDIxð Þp

, fl ¼ Nl=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dh Ix þDIxð Þp

. x£ is the natural angular
frequency of roll motion of the ship, which is an important parameter of roll
characteristics.

In this paper, we assume that the ship roll motion in the waves is a linear motion.
According to the established model of ship roll motion, Laplace transform can get the
relationship of roll angle a wave angle in frequency domain, which is called roll
frequency response function. By the means of Laplace transform and convolution
theorem, we simulate the ship roll angle. The simulation curve is shown in Fig. 5.

5 Analysis of Ship Roll Motion

The ship produces the roll motion under the action of the wave and the energy is
converted from the wave energy to the mechanical energy of the ship. To absorb this
part of the energy, a damper is needed for the roll motion. So the power-take-off device

Fig. 5. Ship roll angle simulation.
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(PTO) is essential. The energy absorbed by the wave energy generating device is
measured on the average power, that is, the energy consumed by the damping of the
PTO device per unit time. The total average energy of its absorption in a single wave
period is:

�P ¼ 1
T

Z T

0
BP � g � _£2dt: ð19Þ

where BP is the equivalent rotational damping of the PTO.
In the study of energy conversion devices, energy conversion efficiency is an

important measure of its ability to work. The energy conversion efficiency is defined as
the ratio of the average power obtained by the device to the wave energy generated per
unit time. The equation is as follows.

g ¼
�P
ES

� 100%: ð20Þ

Assuming that the effective area of the hull on the waves is S, according to the formula
(21), the wave energy per unit time is:

ES ¼ 1
2
qgf2aS: ð21Þ

Then, the formula (21) can be written as:

g ¼
�P
ES

¼
1
T

RT
0 BP � g � _£2dt

1
2 qgf

2
aS

� 100%: ð22Þ

Theoretically, the maximum energy can be obtained when the system resonates with
the incident wave [13]. The maximum absorption of the wave energy can be achieved
by designing the stability of the float and optimizing the energy output part.

6 Conclusion

Based on the engineering application background of ship wave power generation, this
paper studies on the wave energy capture technology using energy producing by ship
roll motion. Staring from its working mechanism, we establish the ship roll motion
model and energy model under random wave.

In this paper, the energy in the waves and the energy absorbed by the ship’s roll
motion are analyzed and the energy model of wave energy generating device is
established. The random wave model is established based on the linear wave theory.
The wave dig angle has been simulated by choosing the single parameter spectrum. The
result of power spectrum estimated by welch algorithm is compared with the original
result and its correctness is verified. Then the model of ship motion is established while
the simulation results of wave dip angle is taken as input. The simulation results
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provide the basic data for the further study of the ship’s wave power generation
technology, which lays the foundation for the next analysis of its work condition and its
energy conversion efficiency.
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Abstract. Free kick is a common scoring method on football court. Previous
study had not yet constructed an effective system assisting players in training
free kicks. On basis of studying Dynamic principle, Bernoulli principle and
Magnus effect leading to occurrence of such irregular trajectories, stress analysis
is conducted to establish the corresponding mathematical model. Based on that,
a free-kick simulation and training system is designed to assist daily training of
football players in this paper. Experiments are implemented to analyze the effect
of parameters such as the kicking point, the kicking force and the kick angle on
trajectory of football. Additionally, suggestions are given on how to shoot a goal
successfully avoiding the walls and defense of goalkeeper through optimizing
the parameters of the kicking point, the kicking force and the kick angle.

Keywords: Free kick � Dynamic principle � Bernoulli principle � Magnus
effect � Free-kick simulation and training system

1 Introduction

In football games, the free kick is always fascinating because of its tricky arc, so that
goalkeeper often cannot react timely to defense. The world famous football free kicks,
for instance, corner kick in the regular season of US Major League by Henry and free
kick in the French Four Nations Invitation Tournament by Robert Carlos. The most
shocking free kick took place in February 2016, on the Malaysian football field,
28-year-old football player Faiz Soupoli kicked into the most incredible free kick in the
history. The arc of the trajectory was so large that all the audience cannot imagine. The
football flew toward the left side of the goal, and suddenly changed its direction straight
into the right side of the goal. As a result of that, goalkeeper cannot make any judg-
ments, and even camera was cheated. This kind of free kick flies along curved arc, the
track of which is similar to a banana, and thus often known as banana ball [1]. The
ideal banana ball by virtue of factors of the kick strength, gravity, wind and etc. is
formed through different footwork and brilliant technical action.

At present, many scholars have researched and analyzed this strange flight phe-
nomenon of free kick. The main research direction can be broadly divided into three
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categories. First, the mechanical and aero-dynamical principles were studied [2–6].
Free kicks are considered to be determined by Dynamic principle, Bernoulli principle
and Magnus effect. Second, another research direction is on the track offset caused by
the initial velocity, the angular velocity and the deformation of football [7–10]. Third,
the effects of the kick point, the kick strength and the kick direction on trajectory of
football were studied [11–15]. The previous study can reproduce the track of banana
ball when initial parameters of the kick point, the kick force and the kick angle are
severed as inputs. However, assisting trainings of football players systematically is not
the issue of these studies. Besides, complex football stadium environment and the
design of wall are also not considered in the previous study.

In light of drawbacks in previous researches, this paper offers remedies to address
the challenges of applying principles of free kick into reality with following contri-
butions. First, this paper studies and analyzes related parameters and properties of
different types of football because footballs used in different football leagues are var-
ious, and the quality, material, size, composition and splicing of which have a great
impact on the flight trajectory of free kick. Second, a free-kick simulation and training
system is designed based on Dynamic principle, Bernoulli principle and Magnus effect.
The system can simulate the Malaysian miraculous free kick and classic free kicks in
football history, assisting free kick training of football players and simulation analysis.
Finally, this paper offers guidance suggestions on free kicks.

The remainder of this paper is organized as follows. Section 2 presents the main
modeling process of free kicks with corresponding solving algorithms. Free kick
simulation and training system is designed in Sect. 3. Experiments are conducted in
Sect. 4 to analyze the effect of kick point, kick force and kick angle on trajectory of
football. Finally, conclusions and future work are discussed in Sect. 5.

2 Model

In this section, the modeling process of free kicks is divided into four steps. The types
of football are discussed in Subsect. 2.1; Subsect. 2.2 introduces physical principles of
free kicks; the model of kicking phase is given in Subsect. 2.3 while the model of flight
phase is constructed in Subsect. 2.4.

2.1 Football Types

Football types have a great impact on stress condition and motion trajectory. Generally
speaking, the influence of football itself on the trajectory is mainly reflected in its
material, mosaic blocks, mosaic technology, diameter, quality and other factors. In light
of statistics of football matches in recent years, types of football are categorized into
three classes based on the mosaic blocks. Furthermore, typical types of football of the
three classes are listed in Fig. 1: Jabulani football consists of eight blocks; Teamgeist
football consists of 14 blocks; Fevernova football consists of 32 blocks.

These three kinds of football are designed by Adidas Sporting Goods Co. Ltd,
recognized by International Federation of Association Football which is known as
FIFA [2]. Jabulani football was first put into use in the 2010 FIFA World Cup Soccer
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Tournament; Teamgeist football was first utilized in the 2006 World Cup Soccer
Tournament while Fevernova football was first appeared in the 2002 Japan and South
Korea World Cup Soccer Tournament. Their physical size and material properties are
shown in Table 1.

2.2 Physical Principles of Free Kicks

Dynamic Principle. Dynamics is a discipline that studies the relationships between
the state of mechanical movement of objects and the forces acted on objects. By
studying the movements and forces of objects, general law of mechanical movement is
concluded. In essence, the analysis of the trajectory is mainly related to the following
principles: the second law of Newton; decomposition theorem of force and basic
equations of dynamics.

Bernoulli Principle. The flight of free kicks in the air is a typical aerodynamic
problem that will inevitably involve the Bernoulli principle introduced by Daniel
Bernoulli [3] in 1738. The principle is that the pressure of object is proportional to its
velocity in the flow, which can be formulated in the following formula.

pþ 0:5qV2 þ qgh ¼ C: ð2:1Þ

where the notation of p represents the pressure of flow; the notation of q denotes the
density of flow; the notation of g is gravitational acceleration and the notation of
h represents the height of flow. The notation of C is a constant, but various to different
kinds of flow.

Fig. 1. Different types of football (from left to right, Jabulani football, Teamgeist football and
Fevernova football respectively).

Table 1. Physical parameters of football.

Types Jabulani Teamgeist Fevernova

Year 2010 2006 2002
Manufacturer Adidas Adidas Adidas
Blocks 8 14 32
Mosaic technology Thermal bonding Thermal bonding Handmade
Surface material Synthetic materials Synthetic materials Synthetic materials
Diameter 220 mm 220 mm 220 mm
Quality 438–441 g 441–444 g 435–450 g
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For the phenomenon of banana ball, football not only moves forward, but also
rotates around the central axis with high speed at the same time. Due to the viscosity of
atmosphere, the rotation of football will drive the surrounding air layer with the same
rotation, but the air flows on two sides of football is different. Based on Bernoulli
principle, it is easily concluded that the pressure of air on two sides of football would be
different in light of air flow, resulting in a transverse pressure difference. Under this
transverse pressure difference, football will generate lateral shift deviating from the
original trajectory, leading to a curved arc.

Magnus Effect. The Magnus effect is a phenomenon applying the Bernoulli principle
to rotational objects. The Magnus effect can be defined as a lateral force in the direction
which is perpendicular to the plane consisting of the rotational angular velocity vector
and the translational velocity vector when the rotation angular velocity of the object
does not coincide with the flight velocity vector. Under this lateral force, the phe-
nomenon of deviation of flight trajectory is named as Magnus effect [4]. As the
direction of Magnus force is vertical to the motion direction of football, thus changing
the direction of football’s trajectory.

2.3 Model of Kicking Phase

This section mainly analyzes the forces at the moment when football is kicked. On the
basis of dynamic principles, it is worth noting that the initial velocity and initial angular
velocity are generated in virtue of the following factors: the kicking point, the kicking
force, the kicking direction, material of football, pressure inside the football and contact
time of feet in the kicking phase [5].

Force Analysis in Kicking Phase. Center of football is set as the origin of coordinate
system. The spherical coordinate system is shown in Fig. 2. It can be seen that the
notation of h is defined as the counterclockwise rotation angle from the X-axis to the
directional line segment of r from the forward view of Z-axis; the notation of / denotes
the auxiliary angle from the directional line segment of r to the forward of Z-axis.

Fig. 2. Spherical coordinate system and force analysis in kicking phase.
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We define the action point when football player kicks the ball as point of A. The
point can be formulated as ðr cos /1 cos h1; r cos /1 sin h1; r sin /1Þ in spherical
coordinate system. According to rules of FIFA, the radius of football should be set in
the interval of 0.108 and 0.1105 m. If a player wants to play a free kick, the kick point
should be located in the lower part of football, that is to say, the value of /1 ought to be
set less than or equal to zero. In addition, due to the limitations in reality, the kicking
point could not less than 60°. Therefore, the range of /1 will be set between zero
degree and 60°. We exhibit the force analysis during kicking phase in the right part
of Fig. 2. The force of F acting on any direction of football can be expressed as
~F ¼ ðF cos /2 cos h2;F cos /2 sin h2;F sin /2Þ in the spherical coordinate system.
To determine the initial velocity and initial rotational angular velocity of football, we
divide the force of F into two forces: one is the force of ~FN in the normal direction and
another is the force of ~FF in the tangential direction.

Considering the unit normal vector at point of A can be formulated as the following
equation of ~N ¼ ðcosð�/1Þ cosðh1 þ pÞ; cosð�/1Þ sinðh1 þ pÞ; sinð�/1ÞÞ, the force of
~FN in the normal direction can be computed as below.

~FN ¼ ~F � ~N
¼ ð�F cos /1 cos h1 cos /2 cos h2;�F cos /1 sin h1 cos /2 sin h2;�F sin /1 sin /2Þ:

ð2:2Þ

Then, decomposing the force of ~FN in the direction of X; Y ; Z axis, the represen-
tation of the force in the Cartesian coordinate system can be formulated as follows.

FNx ¼ �F cos /1 cos h1
FNy ¼ �F cos /1 sin h1
FNz ¼ �F sin /1

8
<

:
: ð2:3Þ

Similarly, the force of ~FF in the tangential direction is shown in equation of 2.4.

FFx ¼ F cos /1 cos h1ð1� cos /2 cos h2Þ
FFy ¼ F cos /1 sin h1ð1� cos /2 sin h2Þ
FFz ¼ Fð1� sin /1 sin /2Þ

8
<

:
: ð2:4Þ

Initial Velocity and Initial Angular Velocity. After determining the force of football
in the normal direction and tangential direction, the initial velocity of football could be
calculated as the following formula according to momentum conservation law.

V0x ¼ FNx þFFx
m tc

V0y ¼ FNy þFFy

m tc
V0z ¼ FNz þFFz

m tc

:

8
><

>:
ð2:5Þ
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where the notation of tc is the contact time between feet and football, according to
statistical data [5], the value of tc is generally set as 9.5 ms.

The initial angular velocity of football is mainly determined by the moment it
receives. The rotation of football depends mainly on the force of ~FF in the tangential
direction, which generates a moment of ~M determined by the following formula, since
the torque in the normal direction is zero.

Mx ¼ ryFFz � rzFFy

My ¼ rzFFx � rxFFz

Mz ¼ rxFFy � ryFFx

8
<

:
;

rx ¼ r cos /1 cos h1
ry ¼ r cos /1 sin h1
rz ¼ r sin /1

8
<

:
: ð2:6Þ

After determining the moment of football in the direction of X; Y ; Z axis, the initial
angular velocity vector can be calculated as follows. In the formula, we assume that the
football is a hollow sphere with uniform mass distribution. The rotary inertia of football
is defined as I ¼ ð2=3Þ � mr2.

x0x ¼ Mxtc
I

x0y ¼ Mytc
I

x0z ¼ Mztc
I

8
><

>:
: ð2:7Þ

2.4 Model of Flight Phase

Model Hypothesis. To simplify the modeling process, the following assumptions are
made in this paper: (1) ignoring the effects of air buoyancy; (2) the quality of football
remains invariant during the game; (3) if football collides with other object in process
of flight, its flight velocity is determined by the specular reflection principle after
collision; (4) the wind will be set as a constant due to the short flight distance;
(5) impact of extreme weather conditions is not considered.

Force Analysis in Flight Phase. Wesson [6] pointed out that movement of football is
affected by three forces during flight phase: the gravity ~Fg, the aerodynamic drag ~Fd
and the Magnus force ~Fmag, where the direction of gravity is vertical downward, the
direction of aerodynamic drag is opposite to the direction of velocity, and the direction
of the Magnus force is perpendicular to the plane consisted of the direction of velocity
and the direction of angular velocity, determined by the right-hand Cartesian coordinate
system. The detailed force analysis is shown in Fig. 3.

Kreighbaum and Barthels [11] introduced that the aerodynamic drag and the
Magnus force are air forces, determined by surface characteristics of football itself, the
exposure area in the air, velocity of air flow, pressure and other factors. The corre-
sponding formulas are shown as below.

~Fd ¼ �ð1=2Þ � CdqAj~vj2 � ð~v=j~vjÞ: ð2:8Þ
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~Fmag ¼ ð1=2Þ � CmqAj~vj2 � ð~x�~v=j~x�~vjÞ: ð2:9Þ

where the notation of Cd is the coefficient of aerodynamic drag; the notation of Cm is
the coefficient of Magnus force; the notation of A denotes project area which is
computed as pr2; the notation of v represents the velocity of football; and density of
atmosphere is q ¼ 1:2kg=m3. Since air forces not only slow down the velocity, but also
decrease the angular velocity. Thus, both the aerodynamic drag and the Magnus force
are varying with time. It is pointed out in [5] that the viscous torque M of rotating
football is computed as follows in the fluid where viscous force is defined as l.

M ¼ I � ðdx=dtÞ ¼ 8plr3x: ð2:10Þ

Integrating both sides of the above formula, the rotating angular velocity of x at
any moment during the flight phase can be represented as below.

x ¼ x0e
�kt: ð2:11Þ

k ¼ 8plr3=I: ð2:12Þ

Additionally, football in flight phase will also affected by gravity. In general,
acceleration of gravity is set at 9.8 m=s2.

According to [10], the coefficient of aerodynamic drag is determined. Interested
readers can refer to this paper. Similarly, the coefficient of Magnus force is determined
by Asia in [15].

Acceleration Equations in Flight Phase. Considering the gravity, the aerodynamic
drag and the Magnus force, the acceleration equation is defined as below.

~a ¼ ~Fd=mþ~Fmag=mþ~g: ð2:13Þ

Fig. 3. Force analysis in flight phase.
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The trajectory in flight phase can be acquired through integrating the above for-
mula. The integration process is implemented in the form of Taylor expansion. In
addition, speed of wind should be considered into flight phase. We utilize ~vw to
represent the speed of wind. Therefore, the velocity of football at any moment of flight
phase is defined as~v !~vþ~vw.

lim
Dt!0

xðtþDtÞ ¼ xðtÞþ x
0 ðtÞDt

lim
Dt!0

yðtþDtÞ ¼ yðtÞþ y
0 ðtÞDt

lim
Dt!0

zðtþDtÞ ¼ zðtÞþ z
0 ðtÞDt

:

8
>>><

>>>:

ð2:14Þ

lim
Dt!0

x
0 ðtþDtÞ ¼ x

0 ðtÞþ x
00 ðtÞDt

lim
Dt!0

y
0 ðtþDtÞ ¼ y

0 ðtÞþ y
00 ðtÞDt

lim
Dt!0

z
0 ðtþDtÞ ¼ z

0 ðtÞþ z
00 ðtÞDt

8
>>><

>>>:

: ð2:15Þ

3 Design of Free Kick Simulation and Training System

Based on models discussed in Sect. 2, free kick simulation and training system is
implemented by Unity 3D. Unity 3D is a multi-platform and a fully integrated pro-
fessional game engine developed by Unity Technologies that allows users to easily
create interactive content such as 3D video games, architectural visualization, real-time
3D animation and etc. The system realizes functional modules such as classic simu-
lation, free practice and advanced practice procedures. In module of classic simulation,
corner kick in the regular season of US Major League by Henry, free kick in the French
Four Nations Invitation Tournament by Robert Carlos and shocking free kick on the
Malaysian football field by Faiz Soupoli are realized. The free practice module sim-
ulates the situation without the defense of other party, users can realize the aims of
trajectory prediction, strategy planning and training assistance through setting the
initial parameters of the kicking point, the initial velocity, initial angular velocity and
shooting location of football. Compared to free practice module, the defense wall is
added into advanced practice module, which is a real reduction of the shooting scene.
In this module, users can train their free kick techniques under the condition of
defensive wall.

3.1 System Interface and Overall Structure

The main interface of free kick simulation and training system is shown in Fig. 4.
Entering the operator interface, it can be divided into five parts: parameter setting area,
visual angle selecting area, data exporting area, operation controlling area and court
displaying area according to function. The detailed division is exhibited in Fig. 5.
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3.2 Classic Simulation Module

In classic simulation module, corner kick in the regular season of US Major League by
Henry, free kick in the French Four Nations Invitation Tournament by Robert Carlos
and shocking free kick on the Malaysian football field by Faiz Soupoli are realized.
Entering this module, users have to select one of the classis free kicks to simulate. And
then, users click on start button, the player is able to complete the entire shooting
process based on pre-set parameters while the wall and goalkeeper conduct the defense
process based on motion rules. To better exhibit the trajectory of football, uses can
switch from four visual angles to observe the shooting process. The free kick of Faiz
Soupoli is simulated in Fig. 6.

3.3 Free Practice Module

The free practice module allows users to choose the shooting location in left half of
football court. When the shooting location is selected within the restricted area, the
system will shoot the football at penalty point by default. In other cases, the shooting

Fig. 4. Main interface of system.

Fig. 5. Operation interface of system.
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location is determined by the users’ click position as shown in Fig. 7. Users could
acquire trajectory of football through determining parameters of the kicking point,
initial velocity and initial angular velocity in parameter setting area or parameters of the
kicking point, the kick force and the kicking angle in advanced settings.

3.4 Advanced Practice Module

Considering that, it must exist defensive wall of the other party to prevent the goal of
free kick in reality. Therefore, the model of defensive wall is added into advanced
practice module according to rules of FIFA. The module assists users to play free kicks
in the condition of defensive wall. The detailed interface is shown in Fig. 8.

Fig. 6. Free kick of Faiz Soupoli.

Fig. 7. Entering interface of free practice module.
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4 Experiments

The section firstly studies the effect of kick point, kick force and kick angle on tra-
jectory of football in flight phase. Furthermore, based on the scene of shocking free
kick taking place in Malaysian football field, this paper studies how to develop
innovative strategies to achieve the purpose of assisting training of players. According
to variable-controlling approach, the following three groups of experiments are
designed to study the influence of these three factors on trajectory of football. Through
the analysis of experimental results, strategies of scoring easily are given to achieve the
purpose of assisting training of players and trajectory prediction (Fig. 9).

Fig. 8. Influence of h1 on trajectory.

Fig. 9. Influence of u1 on trajectory.
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4.1 Influence of the Kicking Point

For a certain type of football, the radius of football is a fixed value. Therefore, the
influence of kicking point on trajectory is considered as the impact of two parameters of
h1 and u1 in spherical coordinates on trajectory essentially. It can be seen that the value
of h1 and u1 should be set as h1 2 ð�p; 0Þ;/1 2 ð�p=3; 0Þ from the definition of the
spherical coordinates and actual kicking regularities.

The Influence of h1. In simulations, the actual value of h1 is chosen at �p, �5p=6,
�2p=3, �p=2, �p=3 and �p=6 when other parameters stay invariant. The simulation
results are exhibited in the following figure. By analysis, it is worth noting that the
impact of h1 on trajectory is reflected in orientation. When the value of h1 varies, the
orientation of trajectory changes extremely.

The Influence of u1. In simulations, the actual value of u1 is chosen at
�p=3,�5p=18, �4p=9, �p=6, �p=9 and �p=18 when other parameters stay invariant.
The simulation results are exhibited in the following figure. By analysis, it is worth
noting that the impact of u1 on trajectory is reflected in maximum latitude of positive
axis (Z). In conclusion, the maximum height of trajectory grows larger as the value of
u1 gets smaller.

4.2 Influence of the Kicking Force

Considering the extreme value of the kicking force, the range of kicking force is
usually set as F 2 ð0; þ1Þ. In simulations, the actual value of F is chosen at 500 N,
1000 N, 1500 N, 2000 N, 2500 N and 3000 N when other parameters are set invariant.
The simulation results are shown in the following figure. It is worth noting that when
the value of kicking force varies, the orientation of the football track is basically not
changed, but the bending degree of trajectory undergoes tremendous changes. Addi-
tionally, it is also worth noting that when the value of kicking force is over 2000 N,
trajectory of football almost stays invariant (Fig. 10).

Fig. 10. Influence of the kicking force on trajectory.
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4.3 Influence of the Kicking Angle

The kicking angle is reflected by two parameters of h2 and /2 in spherical coordinates.
Therefore, the impact of kicking angle on trajectory can be considered as the impact of
these two parameters. It can be seen that the value of h2 and u2 should be set as
h2 2 ð0;pÞ;/2 2 ð0; 2pÞ from the definition of the spherical coordinates and actual
kicking regularities.

The Influence of h2. In simulations, the actual value of h2 is chosen at p=6, p=3, p=2,
2p=3, 5p=6 and p when other parameters stay invariant. The simulation results are
exhibited in the following figure. Though analyzing the results, it is worth noting that
when the value of h1 varies, the orientation and bending extent of trajectory changes
extremely (Fig. 11).

The Influence of /2. In simulations, the actual value of /2 is chosen at p=18, p=9,
p=3, p=6, 2p=9 and 5p=18 when other parameters stay invariant. The simulation results
are exhibited in the following figure. By analysis, it is worth noting that when the value
of /2 varies, the orientation and bending extent of trajectory changes in some extent
but not extremely. In addition, when the value of /2 is over 2p=9, the trajectory of
football almost stay invariant. In conclusion, the impact of /2 on trajectory is reflected
in orientation and curvature to some extent in a certain ranges of /2 (Fig. 12).

4.4 Suggestions on Assisting Training of Players

From point view of a player, if he or she tends to play an effective free kick, the
comprehensive impact of the kicking point, the kicking force and the kicking angle
should be considered. Based on results and analysis above, some suggestions are given
as below. (1) In the moment of kicking football, it is effective to set the kicking force
between 2000 and 2500 N; (2) in order to achieve the aim of goal, the choice of kicking

Fig. 11. Influence of h2 on trajectory.
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point should be reasonable. If location of kicking point on football is too high, the
maximum of trajectory will be low. Thus the free kick is lack of aggression. If the
location of kicking point on football is too low, it is easy to kick the football to the air.
Therefore, the suitable kicking point is on the middle lower of football; (3) to avoid the
defensive wall, the kicking angle should be well controlled because it directly deter-
mines the basic orientation and curvature of football.

5 Conclusions and Future Work

The paper focuses on modeling process of free kicks in football. Then, based on motion
model of football, the free kick simulation and training system is designed. Three main
modules are implemented in the system, including classic simulation module, free
practice module and advanced practice module. Finally, we analyze the impact of
kicking point, kicking force and kicking angle on trajectory of football. Results and
related analysis illustrates that our system is able to predict the trajectory of football and
assist training of players effectively. Additionally, some suggestions are put forward on
playing free kicks intelligently. In the future, the impact of weather will be considered
in our system. Besides, the impact of the number of defensive players who make up the
wall and the combination form of the wall on shooting strategy will also be considered.
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Plan under Grant No. 2017YFC0803300 and the National Natural Science Foundation of China
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Fig. 12. Influence of /2 on trajectory.
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Abstract. The most important factor in EEG signal processing is the deter-
mination of relevant features in encoding the meaning of the signal. Obtaining
relevant features for EEG can be done using a spatial filter. The Common Spatial
Pattern (CSP) is known to produce discriminative features when processing
EEG signals. Yet, CSP is also sensitive to noise and is channel-dependent, as it
is considered to be a spatial filter. However, the disadvantage of CSP is that
channels containing only noise are also considered as active channels. In this
paper, the design of a filter for spatial selection is proposed using CUR
decomposition to select important channels or the time segment of EEG trials in
order to improve CSP performance. CUR decomposition can also be used as a
noise rejection technique because CUR can be used in factorizing the given EEG
signals. In other words, CUR decomposition rejects the non-active channels,
which typically contain noise, before spatially filtering the EEG signals. Once
the EEG signal is decomposed based on the importance of the channels, time
segmentation, and EEG factorization, the decomposed signal can be used as
input to the CSP. In general, three approaches were proposed in this framework:
(1) channel selection, i.e., C selection; (2) time segment selection, R; and
(3) signal factorization, U. Furthermore, the performance accuracy between the
original CSP and CSP in which the input was spatially filtered by the proposed
framework was validated using datasets IVa of BCI competition III. The test
results show that the CSP with spatial selection using C selection and U fac-
torization offers 12% and 9% improvement compared to the original CSP,
respectively. Hence, the proposed method in this study can be used as a spatial
filter to improve the CSP performance.

© Springer Nature Singapore Pte Ltd. 2017
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1 Introduction

The Brain Computer Interface (BCI) is an external device that can be used to com-
municate directly with the brain. Signals generated by brain waves are recorded by
electrodes attached to a certain position on the scalp, and connected to an Electroen-
cephalography (EEG) device. BCI does not require the intervention of an external
device or muscular organs of the body to produce an interaction [1].

In general, there are two methods to acquire brain signals: invasive and
non-invasive. Using invasive technology, electrodes are implanted into or on the surface
of the brain. The biggest advantage of this method is its high temporal and spatial
resolution, which will improve the quality of the obtained signal and the signal-to-noise
ratio. However, invasive, intracranial EEG requires surgical procedures in a clinical
environment. Meanwhile, with non-invasive technology, brain activity can be measured
using an external sensor [1]. The sensor captures the electrical activity on the surface of
the scalp, resulting in brain signals that can be used for further processing and analysis.

Based on various existing studies that have been done, the electrical signal gen-
erated from brain activity can be divided into two main approaches: the first approach
relates to exploring the effects of various triggered conditions as evoked potentials
(EPs). The electrical responses of the nervous system are recorded as a result of a
stimulus, which can be subdivided into steady-state evoked potentials (SSEPs) and
event-related-potentials (ERPs). Alternatively, other studies aim to detect oscillations,
brain signals that are locked to an internal or external stimulus, but not phase-locked to
an event, such as in event-related synchronization/synchronization (ERD/ERS). In
some ERD/ERS studies it has been found that the changes caused by certain stimu-
lation can discontinue or reduce the power of ongoing EEG signals. The BCI
ERD/ERS system does not need external stimuli; extensive training with internal
stimulation can also induce ERD/ERS. This is done by performing mental tasks, such
as motor imagery, mental arithmetics, or mental rotation [1].

Generally, the Brain Computer Interface (BCI) system is divided into three pro-
cesses: preprocessing, feature extraction, and feature selection. Each process plays a
critical role in translating brain signals using EEG. In the preprocessing of BCI, many
techniques have been introduced such as spatial filters e.g., Independent Component
Analysis (ICA), laplacian, Principal Component Analysis (PCA), Common Spatial
Pattern (CSP), Linear Discriminant Analysis (LDA), etc., which are effective in
extracting representative brain activity patterns. The motor imagery signal is one of the
brain signals for which it is quite difficult to define a good pattern. Therefore, whether it
is best still needs to be determined using the CSP method could improve this.

The Common Spatial Pattern (CSP) is commonly used in processing the motor
imagery EEG signal because it can discriminate the mental states induced by motor
imagery [2]. However, CSP as a spatial filter lacks the ability to drive the data, which
makes this method a powerless one. In any case, the method cannot define the true
motor imagery of a specific situation. Besides that, CSP still has problems with
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estimating the class of covariance matrices, which may be negatively influenced by
EEG-measurement artifacts such as subject movement or loose electrodes. Further-
more, another problem with CSP is that it assumes all channels to be related to one
another even when only noise relationships are evident. Because of these problems,
many strategies have been proposed to improve CSP performance.

The various strategies to improve CSP performance include a variety of modifica-
tions to the components of the CSP as covariance. A more in-depth discussion of this
issue is presented in Sect. 2. In this paper, some other methods to improve the quality of
the spatial filter in the BCI process are proposed with no modifications to the components
of CSP, which is used as a spatial filtering template. The strategy offered in this study is
called spatial selection. In general, spatial selection involves optimization of the quality
of the input dataset spatial filtering process through the CUR Decomposition approach.

The variety of strategies for optimizing CSP is not so flexible for application in a
multitude of conditions. The strategies vary depending on the data-set. Therefore, the
applied method can be applied only in a specific case and is not applicable for other
types of datasets. In this paper, a strategy to improve the CSP algorithm was introduced
by manipulating the dataset. This work focuses on how to create a new optimal dataset
using CUR decomposition without making any changes to the inside mechanics of the
CSP algorithm. CSP is only used as a template to optimize the preprocessing process in
spatial filtering.

This paper will also discuss similar studies and related works, as well as further
discuss the CUR Matrix, Common Spatial Pattern, and Extreme Learning Machine in
regard to the techniques employed. The adopted strategy and the proposed method in
this study will also be discussed. Furthermore, the testing and analysis phases are
presented in the experiment, result, and discussion section.

2 Related Works

The improvement strategies for CSP concern: robust estimation, stationary feature,
multi-subject, multi-class, analytics, and local temporal structure. This categorization is
based on the methods to improve CSP, which involve all its components. A robust
estimation is proposed to improve the estimation of the covariance matrix. Several
studies have used the robust estimation strategy, such as Regularized Common Spatial
Pattern (RCSP) [3], which modified the covariance estimates using the Minimum
Covariance Determinant (MCD) estimator. [4] Masking covariance matrix is introduced
based on the functionality of brain region. In [5–7], the improvement to CSP was
proposed by selecting channels or imposing the sparsity spatial filter. In [8], the
Lp-norm was applied to robustify the variance estimation in the CSP. [9] discussed
several methods to minimize noise. The stationary feature involves compensating the
non-stationary data pattern. Strategies such as regularizing CSP [10] using the stationary
subspaces (sCSP) method aim to increase classification accuracy to solve the
non-stationarity problem directly. [11, 12] for similar purposes, particle swarm opti-
mization can be proposed to improve CSP. The two-step approach in [13–15] was also
suggested to calculate the stationary features. Furthermore, a powerful feature extraction
method [16] was proposed to reduce the non-stationarity sessions. Another strategy to
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improve the CSP is to combine data from another dataset, also known as the
multi-subject method. One of the goals of this strategy is for the spatial filter to learn a
new subject based on its own data and that of other subjects [17]. A Bayesian method for
subject-to-subject information transfer was proposed in [18]. The method used in [19]
was part of a multi-subject method, which applied multiple kernel learning to combine
information from other subjects. The multi-class strategy involves methods that are
specifically designed for modifications or improvements to the multi-class and the
optimization of the solutions using a variety of approaches such as information theory
[20], joint approximate diagonalization [21], or Kullback-Leibler divergence [22].

Analytic methods are used to analyze the amplitude and phase of an EEG signal to
get the best scenario, so as to improve the discriminative capability of CSP [23, 24].
Another method to improve CSP can be conducted by considering the local temporal
structure such as in [25–27], which applied this method via observing the samples to
improve quality.

3 Employed Technique

3.1 CUR Matrix

CUR is one of the data compression methods, which is appropriately stated in terms of
a small part of proper columns and/or proper rows of an original data matrix. CUR is
divided into 3 matrices, C, U, and R, as per Eq. (1):

A � CUR ð1Þ

where C consists of a selected number of actual columns of A, R consists of a selected
number of actual rows of A, and U is a special matrix that ensures the CUR product is
as close as possible to A [28]. This method has been widely used in data analysis such
as in computer science.

3.2 Common Spatial Pattern (CSP)

The Common Spatial Pattern (CSP) is a powerful method for feature extraction. It
generates a set of spatial filters that can be used to define multi-dimensional data into a
set of uncorrelated components [29]. CSP is powerful in distinguishing two classes of
EEG data by finding the maximum variances of one multi-channel signal and simul-
taneously minimizing the other variances.

For simplification purposes, the CSP process can be arranged into six steps:

(1) Obtain sample covariance—assuming a single trial is taken, the sum of sample
covariance matrices for that particular trial can be calculated using Eq. (2):

Cy ¼ 1
ny

X Ej yð ÞET
j yð Þ

trace Ej yð ÞET
j yð Þ

� � ð2Þ
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where

Ej = EEG signal for the j-th trial
ny = number of trials for the y class
y = class (e.g. left and right)

(2) Combine sample and obtain eigenvalue. Combine spatial covariance from two
classes as per Eq. (3):

Ct ¼ C1 þC2 ð3Þ

where C1 is the average spatial covariance for class 1 (left) and C2 is the average
spatial covariance for class 2 (right). After the spatial covariance is combined, the
composite spatial covariance will be used to satisfy the factorized formula
presented in Eq. (4):

Ct ¼ ÛÂÛ
T ð4Þ

where Û is the matrix of the eigenvector and Â is the diagonal matrix of the
corresponding eigenvalues.

(3) Obtain unity data for both eigenvalues. The obtained eigenvalues are sorted in
descending order and then added to the whitened transformation using Eq. (5):

P ¼ Â
�1=2

Û
T ð5Þ

(4) Separate the data into respective classes. Whiten the signals for both classes using
Eqs. (6) and (7);

S1 ¼ PC1PT ð6Þ

S2 ¼ PC2PT ð7Þ

and the common eigenvector using Eqs. (8) and (9):

S1 = Ɓλ1 ƁT ð8Þ

S2 = Ɓλ2 ƁT ð9Þ

(5) Take the most and least eigenvalue. The matrix projection is thus formed based on
Eq. (10):

Ŵ0 = ƁT P ð10Þ

For discriminative patterns, the first and last 3 columns of Ŵ0 are kept in form Ŵ.
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(6) Extract feature from the data and simplify it into a single value for each channel.
To extract the feature, trial X is projected as per Eq. (11):

Ẑ ¼ Ŵ
T
X ð11Þ

Finally, a Q-dimensional feature vector ŷ is formed from the variance of Ẑ, as per
Eq. (12):

ŷq ¼ log
var Ẑq
� �

PQ
q¼1 var Ẑq

� �
 !

ð12Þ

where

ŷq = q-th component of ŷ
Ẑq = q-th row of Ẑ
var(Ẑq) = variance of the Ẑq vector

3.3 Extreme Learning Machine (ELM)

Extreme learning machines are a feedforward neural network for classification or
regression with a single layer of hidden nodes. The learning speed in ELM is faster than
other traditional feedforward network-learning algorithms because it not only gains the
smallest error of training but also the smallest norm of weights [30]. These weights
between the hidden nodes and outputs are learned in a single step, which, in principle,
amounts to learning a linear model. The ELM equations [31] are presented as per
Eqs. (13), (14), and (15):

Hb ¼ T ð13Þ

where
H (w1, …, wÑ, b1, …bÑ, x1, …, xN) =

g w1:x1 þ b1ð Þ � � � g w~N:x1 þ b~N

� �
..
.

. . . ..
.

g w1:xN þ b1ð Þ � � � g w~N:xN þ b~N

� �
2
64

3
75
N x ~N

ð14Þ

b ¼
bT1
..
.

bT~N

2
64

3
75

~N xm

; andT ¼
tT1
..
.

tTN

2
64

3
75
N xm

ð15Þ

H is called the hidden layer of the output matrix of the neural network and the ith
column of H is the ith hidden neuron’s output with respect to inputs x1, x2, x3, …, xN.
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4 Proposed Method

In general, the proposed method follows several grooves, which are further divided into
two parts: train and test. The train and test parts are based on the needs of the feature
extraction process (CSP process) and feature selection, respectively. This work is
focused on the process before extraction of features. This process can be seen more
clearly in Fig. 1.

4.1 Dataset

Dataset IIIb in BCI competition III was used in this study. The data was provided by
the Laboratory of Brain-Computer Interfaces (BCI-Lab), Graz University of Tech-
nology [32]. The dataset consists of five subjects with a different number of trials,
which are further separated into training and test phases. In each trial, the training and
test phases are divided into motor imagery trials lateralized either to the left or to the
right. The distribution of a trial (training or test) on the subject is determined by the
possibility of the left and right motor imagery trials.

4.2 Filtering

The filtering stage is the stage in which the EEG signal corresponding to a desired
frequency range is selected. In this filtering process, a Butterworth 2nd order filter in the
frequency range of 8–14 Hz was used. This frequency range was used to select the
signals which actively reflect the alpha waves concerned with the motor imagery.

4.3 Spatial Selection

This study is focused on the spatial selection process. In this part, several steps are
undertaken in the CUR decomposition rules to create the R matrix followed by the

Fig. 1. Flow chart proposed system.
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formation of matrix U and matrix A. More specifically, the CUR decomposition can be
divided into the following three steps:

(1) Calculate the importance of each column/row in the network matrix. Each
row/column in matrix A is assigned a probability of being selected. In this step,
the C and R matrix is created:

i. Calculate the energy by column in the original matrix to create matrix C and
calculate the energy by row to create matrix R

ii. The result of the energy calculation is then averaged across the dataset trials
and dataset row for matrix C and average of the results of energy is used to
calculate matrix R on the trial and dataset column

iii. Sort energy value in descending order by column to get matrix C
iv. Perform average energy calculations using windowing on rows to get matrix R
The energy calculation, which is meant to get the C and R matrix, is done using
Eqs. (16) and (17):

C ¼ cpj;where pi ¼
Pn

j¼1 A i; jð Þ2Pm
i¼1

Pn
j¼1 A i; jð Þ2 ð16Þ

R ¼ rpi;where pj ¼
Pm

j¼1

P
A i; jð Þ2Pm

i¼1

Pn
j¼1 A i; jð Þ2 ð17Þ

(2) Finding the U Matrix
After getting the C and R matrix, the U matrix is created using Eq. (18):

U ffi ðW þ ÞT;whereW ¼ Cpi; ð18Þ

(+) is the pseudo-inverses and T is the matrix transpose, respectively.
Matrix U is created from the transposed pseudo inverse W matrix. Meanwhile
matrix W is created from matrix C, which is calculated based on the energy by
row or rule-making matrix R without the windowing process. The dimensional
matrix U is heavily influenced by the selection matrix dimensions of the C and R
matrix, and this results in the optimization of the performance matrix U depending
on both of the matrices.

(3) Estimation of matrix A
After all the components of the CUR matrix (C, R, and U matrix) have been
determined, an approximation to matrix A corresponding to Eq. (1) is made.

After the CUR matrix component is created (estimate A matrix, C matrix, U matrix,
and R matrix), the components are then used as input to the process of CSP. Its
accuracy is calculated so that the components of the CUR matrix that can provide high
accuracy can be determined.
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4.4 Feature Extraction and Selection

In this study, the training and testing accuracy were set as the performance parameters
of the created system. The training and testing accuracy was compared between the
original CSP (with original input dataset) and CSP with the CUR components (matrix
A, C matrix, R matrix, and U matrix) as input. For the matrix C and R input, some test
scenarios were added as follows:

• On the selection of matrix C, the highest energy values of 15, 30, 45, and 59
columns were tested;

• In matrix R, energy use windowing with a row range of 100, 200, 300, and 350 was
calculated.

After the implementation of these schemes, the most optimal column and row
composition was determined and a matrix U was created based on this information.

For the extraction process features, the CSP method was used as a template to prove
the effectiveness of the spatial selection process at an earlier stage. The original CSP
was used without any modifications. Likewise, in the feature selection, the ELM was
used because of its many advantages.

5 Experiment, Result, and Discussion

This section discusses the results of the series of tests undertaken in this study with
accuracy as the parameter. To determine the performance of the system, a series of tests
were conducted, which include a test for matrix C accuracy for determining the active
channels and intersection in many subjects (datasets), and the accuracy of Matrix R, U,
and Â.

5.1 The Accuracy of Matrix C

Modification of the C matrix involves the selection of the columns with the highest
average energy points. The matrix column in the dataset presents information about the
channel. In other words, the process of modifying theCmatrix that was done in this study
can be assumed as the process of channel selection imagery. Moreover, the training and
accuracy of the selected channels (Channels 59, 45, 30, and 10) were also calculated.

The tabulated results for training and testing accuracy are shown in Table 1 where
the testing accuracy is written in bracket i.e. (0.52). The result shows that the most
optimal input for matrix C is in column 45 with an average improvement in accuracy of
12.3%. The improvement in testing accuracy is significant for all datasets, except al
and aw. For dataset al and aw, the point of accuracy gradually reduced by about 1%.
Nevertheless, the significant improvements of other datasets can be focused on.
Moreover, similar to the number in column 45, in which not all subjects were shown to
improve, the number in columns 59 (3%) and 30 (6.1%) for channel selection showed a
better average result than the original CSP (see average testing accuracy in Table 1).
The result suggests that channel selection through energy calculation using the column
matrix can reduce the irrelevant information in the signals before being processed at
CSP, so that the accuracy of CSP is significantly improved.
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The increased levels of CSP accuracy with the highest value in C45 in comparison
to the original is due to the selection of appropriate channels with high energy. In C59,
the accuracy is higher than the original CSP but this value is not the highest (see
Fig. 2). This occurs because in C59 some channels contain artifacts or noise. In another
case, in which a higher accuracy for C30 is achieved than the original CSP, the cause is
due to the loss in or undefined active channels. In general, it can be concluded that the
selection of energy in active channels results in the elimination of channels that contain
artifacts or noise. More detailed testing related to the active channels can be seen in the
following test process for this study, presented in the next section.

Table 1. Comparison of training and testing accuracy results.

Input Dataset Average accuracy Total
averageaa al av aw ay

Matrix C C118 0.96 (0.52) 0.98 (0.91) 1.00 (0.59) 1.00 (0.63) 1.00 (0.59) 0.99 (0.65)
C59 0.95 (0.53) 0.97 (0.92) 0.95 (0.57) 1.00 (0.75) 1.00 (0.56) 0.97 (0.67)
C45 0.90 (0.62) 0.96 (0.90) 0.94 (0.71) 1.00 (0.62) 1.00 (0.79) 0.96 (0.73)
C30 0.86 (0.53) 0.90 (0.84) 0.93 (0.62) 0.99 (0.82) 1.00 (0.66) 0.94 (0.69)
C10 0.74 (0.60) 0.73 (0.64) 0.78 (0.61) 0.81 (0.73) 0.99 (0.65) 0.81 (0.64)

Matrix R R401 0.96 (0.52) 0.98 (0.91) 1.00 (0.59) 1.00 (0.63) 1.00 (0.59) 0.99 (0.65)
R350 0.93 (0.52) 0.98 (0.90) 1.00 (0.57) 1.00 (0.62) 1.00 (0.48) 0.98 (0.62)
R300 0.98 (0.52) 0.99 (0.90) 1.00 (0.57) 1.00 (0.59) 1.00 (0.55) 0.99 (0.63)
R200 0.94 (0.52) 0.99 (0.89) 1.00 (0.59) 1.00 (0.65) 1.00 (0.56) 0.99 (0.64)
R100 0.95 (0.55) 0.98 (0.89) 1.00 (0.55) 1.00 (0.58) 1.00 (0.56) 0.98 (0.63)

Matrix U U (C59+R401) 1.00 (0.54) 0.98 (0.81) 1.00 (0.59) 1.00 (0.54) 1.00 (0.58) 1.00 (0.61)
U (C45+R401) 0.90 (0.65) 0.96 (0.80) 0.94 (0.69) 1.00 (0.63) 1.00 (0.79) 0.96 (0.71)
U (C30+R401) 0.89 (0.61) 0.88 (0.76) 0.97 (0.75) 0.99 (0.64) 1.00 (0.57) 0.94 (0.67)
U (C10+R401) 0.73 (0.57) 0.74 (0.66) 0.75 (0.64) 0.85 (0.64) 0.92 (0.67) 0.80 (0.64)

Matrix Â Â 1.00 (0.54) 1.00 (0.50) 1.00 (0.50) 1.00 (0.42) 1.00 (0.25) 1.00 (0.44)

Fig. 2. Comparison of testing accuracy in different number of channels for all datasets.
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5.2 The Determination of Active Channels

The determination of active channels is conducted by calculating the amount of the
same active channels between one subject and the others in all datasets, which are
called the intersection channels. The number of occurrences of the same channel is
presented in the form of rankings, where rank 1 means the channels are only active in
one subject, rank 2 means that the same active channels are contained in two subjects,
rank 3 means the same number of active channels are in three different subjects, and
rank 4 and rank 5, means the ideal conditions for which the channels that are in this
ranking are assured as an active channel in all subjects.

aa al av aw ay 

Hand 
Imagery 

Foot 
Imagery 

Fig. 3. Power spectrum distribution. The intersection of high-power distribution area (brighter
color) in all datasets showed the same area, premotor cortex, especially for the power distribution
of hand imagery which is more consistent in active area than the foot imagery. The power
distribution is calculated using normalization in range −1 to 1. (Color figure online)

Fig. 4. Intersection active channels on scalp, indicated in black spot. The black spot area is a
number of channels which is mostly active in all trials of all datasets. The active channels give an
information of active area for motor imagery (hand and foot) on scalp.
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The results show that there are no channels in rank 5. Accordingly, the channels in
rank 3 and 4 are defined as the active channels. This determination is considered
because the intersection opportunity is high. Thus, 22 active channels are obtained,
which can be defined as the motor imagery channels (see Fig. 4). The selected channels
are confirmed in same region on the scalp with the high-power spectrum distribution in
all datasets as shown in Fig. 3.

5.3 Accuracy Test of Matrix R, U, and Â

The determination of the optimal matrix C will affect the quality of the formation of
matrix U and Â. The Â matrix, composed by Matrix U and R, was previously defined
in Eq. (1).

• Matrix R

The way in which the matrix R was created via the energy calculation is not similar
to the way the matrix C is defined, because the information in matrix row A contains
information across channels such that the average value of the results is not sufficient to
represent the desired information, which is based on calculations of energy. Because of
this, windowing was done with a range of 100, 200, 300, and 350 rows. The average
energy for each shift in windowing was then counted in terms of average totals in all
trials to obtain the final value of the windowing scheme.

From the calculations, the matrix R achieved an optimal value in 401 rows, which
indicates the original dataset (401 � 118). The trend of training accuracy versus
several windowing R is linear. More detailed information of the accuracy result can be
seen in Table 1.

Through this test, it is proven that the information contained in matrix row A is
inter-related information, such that when most of the information is removed (with the
windowing) important information is also lost, and this can be seen from the trend in
accuracy in all schemes, in which the differences are relatively close.

• Matrix U

Matrix U is defined as per Eq. (4). The matrix U is formed from the C and R
optimal matrix in which the optimal number of columns is 45 and the R optimal is 401
rows. Thus, the dimensions of matrix U and the transposed matrix (UT) are 45 � 401
and 401 � 45, respectively.

The test results of accuracy show that the accuracy of the transposed matrix U (UT)
is 9.2% better than the original CSP (see Table 1) although the results of dataset al saw
no improvement. Matrix UT was found to be more optimal than matrix U because of
the dimensions of the optimal matrix C. The U matrix (45 � 401) was obtained using
the optimal 45 columns from matrix C, which is used as a row in matrix U, and 401
columns were obtained from the optimum number of rows from matrix R. To restore
the columns and rows that optimally match the dimensions of the original dataset, a
transpose operation was done on matrix U. The matrix U accuracy matrix, which is
higher than the original CSP, is caused by the optimal matrix C.
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• Matrix Â

Matrix A is a form of the original matrix estimation. It did not provide better
accuracy on average, or even close to the original CSP, both for the training and test
accuracy. The test results show that the estimation matrix A that was established was
not the same or even close to the original data although it was produced using the
optimal C and R matrix.

Matrix Â as input to the CSP did not give a better result, and even showed a
declining performance for the original CSP. This was caused by matrix operations,
which involved the U matrix (no transpose) that changed the matrix dataset pattern, and
thus increased the value of deviation and error.

It is possible that the reason why al requires more channels compared to the other
subjects, aa, av, aw, and ay is due to the number of available trials. It is assumed that this
is due to the non-reproducible brain signal, that is, each dataset has its own character
(unique) and therefore it becomes difficult to define them in a similar way as the others.
However, the similarities between the datasets can still be determined, albeit not for a
large number of trials because this can cause exposure to potentially other channels that
can be defined as active channels. However, spatial selection offers a technique for
selecting the most important (active) channels. It can also define the active channels,
which are less than the entire number of channels, with a better rate of accuracy.

6 Conclusion and Future Works

This work used spatial selection before applying it to CSP as feature extraction in
optimizing CSP performance when processing motor imagery EEG datasets. The
proposed framework offers better performance accuracy as compared to conventional
CSP. Three different approaches in utilizing CUR decomposition as spatial selection
were investigated (for datasets). As a result, the channel or C selection offered the best
performance compared to signal factorization and time segment selection. Also, for
high trial subjects, it was found that the EEG signal was non-reproducible, which may
have degraded performance accuracy. However, the proposed spatial selection may
offer a promising solution through the selection of important channels. In the future, for
advanced research, an analysis of the methods can be conducted to determine their
impact on other BCI spatial filtering methods with different types of datasets.
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Abstract. The Permanent Magnet Linear Synchronous Motor (PMLSM) is
designed in this paper to solve the drawbacks of the previous designed PMLSM.
The previous designed PMLSM has magnetic flux density, B saturation at lower
rated current, I. Therefore, to overcome the saturation of the magnetic flux
density, the stator of the PMLSM is designed. Apart from that, the design of the
stator help to increase the ratio of thrust, F to cogging force, Fcog. The design of
PMLSM is completed in two stages where in the first stage the best model
chosen is the model of ty2 = 3 mm. The thrust of the model has reduced by 14%
from the previous designed PMLSM. The model designed and chosen in second
stage is compared with the previous designed PMLSM in terms of it perfor-
mance index. The designed PMLSM has improved in terms of motor constant
square density, G compared to the previous designed PMLSM with the incre-
ment of 2%.

Keywords: Magnetic flux density profile � PMLSM � Performance index � Slot
opening parameter � Stator design

1 Introduction

Linear motor is used to produce direct linear motion can be either AC or DC type. The
linear motor can be constructed either in the flat or cylindrical form. The linear motor
structure is not much different from rotary motor where it has both rotor and stator,
however in linear motor the moving part is called as mover instead of rotor. In the
linear motor, instead of producing torque (rotation force) it produced linear force, F as
it is moving along its length.

Linear motor has many advantages compare to rotary motor where it has higher
dynamic performance, simpler structure, improve reliability by reducing some parts
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and higher efficiency due to the prevention of the motion translation from rotary to
linear motion [1] in a linear motion system. Linear motor extensive usage in many
linear motion applications also contributed by their good performances such as high
speed high accuracy [2], longer life and maintenance-free operation [3] compared to
rotary motor or conventional linear motor.

Despite all the advantages yields by the linear motor, it cannot avoid from being
stained by its drawbacks such as high cost and cogging. The cost of the linear motor
can be high due to the length of the motor stroke [1] and the permanent magnet used in
its structure. The permanent magnet from rare-earth material can be very expensive
compare to the other magnets material in the permanent magnet markets [4]. Apart
from that, linear motor especially from permanent magnet type produced cogging force
as there are interaction between the stator core and the permanent magnet mover [5].
The cogging can decrease the motor efficiency, decline motor controllability and
reduced motor average thrust force [5].

2 Basic Principle of the PMLSM

The PMLSM designed in this project is a cylindrical 6-slot, 8-pole types with three
phases supply. This motor consists of six stator slot and the Halbach magnetization
array of PM on its mover as shown in Fig. 1. The PMLSM has been designed pre-
viously [1], however the PMLSM yields weakness where there is unbalanced size
between the stator and the coil. The unbalance size made the magnetic flux density,
B saturated at lower than targeted rated current hence limit the thrust, F produced [1].
Therefore, in this paper, the stator of the PMLSM was designed to improve the per-
formance characteristics of the PMLSM.

3 Design of the PMLSM Stator

The PMLSM was designed within fixed of outer radius which equal to 25 mm. The
structure parameters of the PMLSM is shown in the Table 1. The value of outer radius
is fixed because the main purpose of this design is to improve the PMLSM performance
by improving its stator part. The general structure of the PMLSM designed in this paper
is shown in Fig. 2. During the design, the coil parameters which is coil height, hc and
coil width, wc were changed accordingly to the changes of the stator yoke thickness, ty2
while the other parameters were remain unchanged.

Air gap Permanent magnetShaft

Yoke
Coil

0

y
x U V W U’ V’ W’

Fig. 1. PMLSM basic structure.
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The saturation of the magnetic flux density, B affects the saturation of PMLSM
thrust, F. Therefore, to avoid the thrust saturation, the magnetic flux density need to be
reduced below its saturation level which is B = 1.8 T based on the stator material B-H
curve. The stator part of the PMLSM was design to reduce the magnetic flux density
where the design has been completed within two stages as shown in Fig. 3. The design
of PMLSM consists of two stages where the first stage was to design the stator yoke
thickness while the second stage was to design the stator slot opening. The models
designed were then simulated by using finite element method (FEM) software and the
performance characteristics were analysed and evaluated to find the best model.

3.1 Design of Yoke Thickness

Figure 4 shows the magnetic flux density profile of the previous model. Due to the
saturated of magnetic flux density, B, the thrust of PMLSM in [1] is saturated at lower
aimed rated current. The magnetic flux density, B was observed on specific area as
shown in Fig. 4(a). The saturation of the magnetic flux density, B is represented by the
line B = 1.8 T as shown in the Fig. 4(b) and (c). In the Fig. 4(b) and (c), it shows that
the magnetic flux density in the Region 1 is exceeded the saturation line while the

Table 1. PMLSM parameters.

Symbol Value

PMLSM total radius, rtotal (mm) 25
Stator height, hst (mm) 11.5
Stator length, lst (mm) 96
Coil height, hc (mm) 4.5–7.5
Coil width, wc (mm) 6–12
Permanent magnet radius, rpm (mm) 13
Shaft radius, rs (mm) 6
Coil pitch, sc ðmmÞ 16
Permanent magnet pitch, spm ðmmÞ 12

Copper wire diameter, ∅c (mm) 0.337
PM material NdFeB (N-42)
Stator material SS400

c= 16
wc

ty2

ty1

hc

0.5
rpm

2ty2

r to
ta

l
=

 2
5

Fig. 2. Design of stator yoke thickness (unit: mm).
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magnetic density, B at Region 2 is lower than the saturation line. Region 1 represents
the upper yoke thickness, ty1 while Region 2 represents the bottom yoke thickness, ty2.
Since the magnetic density, B at Region 2 is already below the saturation line, the
design was focused on ty2 to decrease the value of the magnetic flux density, B at
Region 1.

Figure 5 shows the steps in first stage PMLSM stator design. In the first stage, the
designed started by identifying the fixed parameters taken from the previous design [1].
The parameters that were fixed are coil pitch, sc, stator height, hst and the upper yoke
thickness, ty1. Next was to set the initial value for the variable parameters which is
bottom yoke thickness, ty2, coil width, wc and coil height, hc to 2 mm, 12 mm and
7.5 mm respectively. The model then was simulated to get the value of thrust, F. The
next models were designed by increasing the bottom yoke thickness, ty2 by 1 mm for
each model until the possible maximum value. The value of coil width, wc and coil
height, hc were calculated as these parameters were changed accordingly to the changed
of bottom yoke thickness, ty2. The models were simulated to capture the thrust,
F performance. All the thrust, F obtained from the models designed were evaluated and
compared. The final model in first stage was chosen based on the model that produces
possible maximum thrust.

wc = c – 2ty2
hc = hst – 2ty2

Simulate F

wc < 0 mm
hc < 0 mm

Identify model with the 
acceptable thrust, F

End

ty2' = ty2 + 1 mm

Start

c = 16 mm
hst = 11.5 mm

ty1 = 2 mm

YES

NO

Fig. 5. Flowchart of designing the stator yoke thickness.
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3.2 Design of Stator Slot Opening

Model of with yoke thickness, ty2 = 3 mm has been chosen as the best model from the
design in first stage. The model chosen in first stage was used as the initial model in
second stage of the PMLSM design. The main objectives of the second stage design is
to improve the performance of the models in the first stage design especially in term of
cogging force. The best model was determined by choosing the model that can produce
the highest thrust, F and the lowest cogging force, Fcog. Figure 6 shows the parameters
of stator than need to be variable in the second stage.

Figure 7 shows the steps taken in second stage of PMLSM design. The second
stage design started by identify the structure parameters from the previous stage. In this
stage, the parameters identified from the chosen model in previous stage such as yoke
thickness, ty, coil width, wc, and coil height, hc were fixed. Next, the initial parameters
of stator slot opening which is height of stator slot opening, ht and length of stator slot

ht
lt

r to
tal

=
25

Fig. 6. Design of stator slot opening (unit: mm)
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Fig. 7. Flowchart of designing stator slot opening.
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opening, lt were set. The model then simulated to capture the thrust, F. The design was
continued by increasing the value of lt and ht by 1 mm for each model until the final set
value which is lt = 9.5 mm, ht = 3 mm. All the thrust, F obtained from the simulation
results were compared to determine the model that satisfy the design’s objectives
requirement.

4 Analysis of the PMLSM Performance

The design of PMLSM was completed in two stages. The first stage is to design the
stator yoke thickness and the second stage is to design the stator slot opening
parameters. The performance of the models designed was evaluated based on the
magnetic flux density, B, thrust, F characteristics, cogging force, Fcog and the thrust
ratio of thrust to cogging force. Apart from that, the performance of the PMLSM
designed was evaluated based on performance indexes. From the analysis obtained, the
PMLSM designed was compared with the previous designed PMLSM and the com-
mercialized PMLSM.

4.1 Effect of Yoke Thickness, ty to Thrust Characteristics

Figure 8 shows the magnetic flux density, B distribution of the PMLSM designed in
first stage. Figure 8 shows that the increment of the stator yoke thickness, ty2 (region 1)
decreased the value of magnetic flux density, B. Based on the magnetic flux density,
B profile in Fig. 8, the corresponding thrust profile of the designed PMLSM is plotted
in Fig. 9. Figure 9 shows that the thrust, F decreased as the magnetic flux density,
B decreased. However, to choose the best model in first stage, the model with
insignificant thrust, F decrement is chosen.

Based on the thrust taken at current, I equal to 3A as shown in Fig. 9(a), the highest
thrust was produced by the model of ty2 = 2 mm with the value of maximum thrust
313 N. The thrust produced by the models were decreased as the thickness of the stator
yoke, ty2 increased. The decrement of the thrust is represented by the average thrust as
shown in the Fig. 9(b) where from the Fig. 9(b), the highest average thrust was pro-
duced by the original model, ty2 = 2 mm with Fave = 193 N at current, I equal to 3A.
The average thrust of the second model, ty2 = 3 mm decreased by 14% from the
first model with average thrust, Fave value of 166 N while the thrust of third model,
ty2 = 4 mm and fourth model, ty2 = 5 mm decreased by 45% and 76% respectively
from the first model.

4.2 Effect of Stator Slot Opening to Thrust and Cogging Characteristics

Figure 10 shows the thrust characteristics of several models designed taken at current,
I equal to 3A. The thrust characteristics consist of thrust, F and cogging force, Fcog

taken along the PMLSM displacement, x. From Fig. 10(a) it shows that as the length of
stator slot opening, lt increased, the thrust production decreased. From Fig. 10(a), the
models that produced the highest thrust are model of lt = 2.5 mm with the maximum
thrust value more than 290 N. On the other hand, the models of lt = 9.5 mm produced
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the lowest peak thrust with the value lower than 100 N. Figure 10(b) shows the cog-
ging force, Fcog produced by the models designed. The model of lt = 7.5 mm produced
the highest cogging compared with other models with value more than 185 N at peak.
Meanwhile, the models of lt = 1.5 mm produced the lowest cogging with value of
cogging lower than 100 N at peak. High cogging value influenced the thrust value
where the higher the cogging the lower the thrust value and this is shown in Fig. 10.
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Fig. 8. Magnetic flux density, B distribution at region 1. (a) ty2 = 2 mm, (b) ty2 = 3 mm,
(c) ty2 = 4 mm, (d) ty2 = 5 mm.
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Based on the thrust characteristics in Fig. 10, the thrust ratio has been calculated
and presented in contour plot as shown in Fig. 11. There are two categories of thrust
ratio which is thrust ratio of peak thrust, Fmax to cogging force, Fcog and average thrust,
Fave to cogging force, Fcog. High thrust ratio designates high thrust, F production with
low cogging force, Fcog. From Fig. 11 the high ratio value are represents by the red
region while the low ratio value represents by dark blue region. The highest ratio of
Fave:Fcog is 1.8439 whereas the highest ratio of Fmax:Fcog is 3.0469 produced by model
lt = 1.5 mm, ht = 1 mm. The model lt = 9.5, ht = 2 mm has the lowest peak thrust to
cogging which is Fmax:Fcog equal to 0.9352 while model lt = 9.5 mm, ht = 3 mm has
the lowest average thrust to cogging ratio which is Fave:Fcog equal to −0.0374. The
negative value of ratio produced by the negative average thrust of models lt = 9.5 mm.
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4.3 Performance Index Comparison of PMLSM

Normally, the performance of the PMLSM is evaluated using thrust, F. However,
thrust, F is affected by current, I, input power, P and motor volume, Vmot. Some
researchers are suggesting several other performance characteristics such as spring
constant, electrical time constant and mechanical time constant [6]. These parameters
are related to dynamic performance. Therefore, in this paper, the performance indexes
are implemented to make the comparison between PMLSMs valid. The performance
indexes are thrust constant, kf [7], motor constant, km and motor constant square
density, G [8]. These performances indexes are calculated using Eqs. 1, 2 and 3.

kf ¼ F
I

N=Að Þ ð1Þ

km ¼ Fffiffiffi
P
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Fig. 11. PMLSM thrust ratio. (a) Fmax: Fcog, (b) Fave: Fcog. (Color figure online)
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G ¼ F2

PVmot
N2=Wm3� � ð3Þ

where kf is the thrust constant in (N/A), F is the average thrust in (N), I is the current in
each coil in (A), km is the motor constant in (N/

p
W), Pin is the input power in (W),

G is the motor constant square density in (N2/Wm3) and Vmot is the motor volume
in (m3).

Table 2 shows the performance indexes comparison of three categories of the
PMLSM. They are commercialized PMLSM that has similar volume with the designed
PMLSM, the PMLSM as in [1] and the PMLSM designed in this paper.

The commercialized PMLSM with similar volume, Vmot has the lowest thrust,
F which is 13 N hence produced the lowest thrust constant, kf. Compared to the
PMLSM as in [1], the designed PMLSM produced lower thrust, F hence produced
lower thrust constant, kf. The thrust constant produced by the PMLSM as in [1] and
designed PMLSM is 64 N/A and 59 N/A respectively. However, the designed PMLSM
produces higher motor constant, km and motor constant square density, G compared to
the PMLSM as in [1]. Motor constant, km produced by PMLSM as in [1] is
8.52 N/

p
W while the designed PMLSM produced motor constant, km equal to

8.54 N/
p
W. Motor constant, km represents the thrust sensitivity against input power.

This means that the designed PMLSM can produced higher current at lower input
power, P compared to the other PMLSM. The designed PMLSM produced the highest
motor constant square density, G of 387 � 103 N2/Wm3. On the other hand, the factor
of linear motor volume, Vmot is considered through motor constant square density,
G. The motor constant square density, G produced by the designed PMLSM represents
that the model produced higher thrust at lower input power, P and smaller volume of
the motor, Vmot compared with the other two models. However, in this case, since the
volume, Vmot of the PMLSM as in [1] and the designed PMLSM is the same, the
factors considered in the motor constant square density, G is input power, P.

5 Conclusion

The design of the PMLSM stator has been completed in two stages. In the first stage,
the stator yoke thickness, ty2 has been designed to eliminate the magnetic flux density,
B saturation of the PMLSM as in [1]. In the PMLSM as in [1], the magnetic flux
density, B saturation occur at current, I = 1.5A. In the first stage, the magnetic flux

Table 2. Performance indexes comparison of PMLSM.

Model Fave (N) kf N
A

� �
km Nffiffiffiffiffi

W
p

� �
G� 103 N2

Wm3

� �

Commercialized PMLSM 13 17 3 100
PMLSM as in [1] 193 64 8.52 385
Designed PMLSM 176 59 8.54 387
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density, B decreased as the yoke thickness, ty2 was increased. The decrement of
magnetic flux density, B resulted in reduction of the thrust, F produced. Therefore, in
the first stage, the best model is chosen based on the model that produced insignificant
thrust, F reduction. Model ty2 = 3 mm has been chosen as the best model in the first
stage with the thrust, F production of 269 N at current, I = 3A. In the second stage, the
PMLSM design was focused on stator slot opening where the parameters involved are
length of stator slot opening, lt and height of stator slot opening, ht. In the second stage,
the aim of the design is to increase the ratio of thrust, F to cogging force, Fcog. This
ratio performance is presented in the contour plot. Based on the thrust ratio, the model
of lt = 1.5 mm, ht = 1 mm was chosen as the final model. The final model then was
compared with the PMLSM as in [1] and the commercialized PMLSM in terms of
performance index. Based on the comparison, the thrust, F produced by the final
PMLSM is lower compared to the PMLSM as in [1]. As the thrust, F is low, the thrust
constant, kf also low correspondingly. However, the designed PMLSM produced
higher motor constant, km and motor constant square density, G compared to the
PMLSM as in [1].
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Abstract. This paper focuses on load frequency control (LFC) of a single area
thermal power system. The purpose of LFC is to minimize the transient varieties
due to frequency deviation by ensuring zero steady state error. The frequency
deviation normally caused by load perturbation. Hence, the primary goal of this
paper is to design LFC for power system stability. Single area thermal power
system comprises of governor framework, non-reheat turbine model and gen-
erator with load. The closed loop system performances in term of transient and
steady state are observed and analyzed by injecting multifarious load pertur-
bation. The simulation results are obtained via simulation works using
MATLAB with SIMULINK toolbox.

Keywords: Load frequency control � Thermal power plant � PID

1 Introduction

Electricity is being generated by different types of power generating plants. Power
generating plants are divided into conventional and non-conventional power plants as
shown in Fig. 1. Thermal, hydro, gas, diesel and nuclear are being classified as con-
ventional power plants while for the non-conventional are solar, wind, biogas and
geo-thermal.

Load changes will affect the bus voltages and frequency of the power system. The
reactive power and active power have combined effects on the voltage and frequency
where the normal frequency fluctuation exceeding nominal frequency gives catas-
trophic effect to the power system operation and reliability, including the whole power
system performances. The operating frequency normally disturbed by frequency
deviation due to load perturbation. A large frequency deviation can damage the
equipment, causes the transmission line to be overloaded, ended up in interfere with
system protection schemes and will ultimately lead to power systems instability [1].
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Any mismatch between generation and demand causes the system frequency and ter-
minal voltage to deviate from the scheduled value [2].

Load frequency control (LFC) or Automatic generation control (AGC) [3] is the
mechanism augmented to the power system in order to retain system frequency at the
scheduled level and control the net tie-line interchange power in a multi area inter-
connected power system [4–6]. LFC objectives are met by measuring control error
signal called area control error (ACE), which represents the real power imbalance
between generation and load, and is a linear combination of net power interchanges and
frequency deviations [3].

Load frequency controller can be treated a regulation case [7] and tracking case [8]
when the tracking control of the demanded frequency is necessary. Until to-date, many
approaches in LFC development have been reported such as optimal control [9];
variable structure control [10]; adaptive control [11]; and robust control [12]. Improved
performance might be expected from the advance control methods; however, these
methods demanded computational burden and require either information on the system
states or an efficient on-line identifier thus may be difficult to apply in practice [13].

The objective of this research is to utilized simple three-term controller named
Proportional Integral Derivative (PID) with low pass filter (LPF). Beforehand, a single
area power system consists of turbine speed governing system, generator and load is
modeled. Finally, the transient and steady state performances of the closed loop power
system with compensator are analyzed. In other word, the aims of the control scheme is
to ensure that the system robust towards frequency deviation due to load perturbation.
The results are obtained via the simulation works using MATLAB with SIMULINK
toolbox.

The overall structure of this paper takes the form of five sections, including this
introductory section. Section 2 discusses power system dynamics. Section 3 presents
the methodology of load frequency controller. Section 4 analyses the results. Section 5
concludes the finding.

Fig. 1. Block diagram of power generating plant.
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2 Power System Dynamics

Thermal power system is a power plant in which the heat energy is converted to electric
power. In most of the places, the turbine is steam-driven. Water is heated, turns into
steam and spins a steam turbine which drives an electrical generator. The thermal
power system mainly consists of alternator runs with the help of steam turbine. The
steam is obtained from high pressure boiler. Bituminous coal, brown coal and peat are
used as fuel of boiler. To increase the thermal efficiency, the coal is used in the boiler in
powder form. Governors are the units that are used in power systems to sense the
frequency bias caused by the load change and cancel it by varying the input of the
turbines. The schematics diagram of a speed governing unit is shown in Fig. 2 where
R is the speed regulation characteristic and TG is the time constant of governor [4].

When the load change occurs, part of the change will be compensated by the valve
adjustment while the rest of the change is represented in the form of frequency devi-
ation. The goal of LFC is to regulate the frequency deviation in the presence of varying
active power load. Thus, the load reference set point can be used to adjust the valve
positions so that load changes are canceled by the power generation rather than
resulting in a frequency deviation. The dynamic of the governor is expressed as

GT Ssð Þ ¼ DXG

u sð Þ � Df =Rð Þ ¼
1

1þ sTG
ð1Þ

A turbine unit in power systems is used to transform the natural energy, such as the
energy from steam or water, into mechanical power (DPG) that is supplied to the
generator. In LFC model, there are two kinds of commonly used turbines: non-reheat
and reheat turbines. Non-reheat turbines are first-order units. A time delay (denoted
by TT) occurs between switching the valve and producing the turbine torque. The
transfer function of the non-reheat turbine is represented as

GT sð Þ ¼ DPG

DXG
¼ 1

1þ TTs
ð2Þ

A generator unit in power systems converts the mechanical power received from
the turbine into electrical power. But for LFC, the focus is on the rotor speed output
(frequency of the power systems) of the generator instead of the energy transformation.

Fig. 2. Block diagram of speed governing unit.
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Since electrical power is hard to store in large amounts, the balance has to be main-
tained between the generated power and the load demand. The power loads can be
decomposed into resistive loads (DPL) which remain constant when the rotor speed is
changing, and motor loads that change with load speed [4]. If the mechanical power
remains unchanged, the motor loads will compensate the load change at a rotor speed
that is different from a scheduled value. Figure 3 shows the block diagram of the
generator-load.

The dynamic of the generator-load is expressed in Eq. (3), where KP and TP are the
gain constant and time constant of the generator load model respectively. The single
area system can be representing by linear model as shown in Fig. 4. The thermal plant
is one of the bulk power generators which consist of a speed governor, turbine and a
generator as in [1]. The speed governor gives a command u which initiates a sequence
of events which leads to the opening and closing of the pilot valve [5, 14–16]. Overall
power system dynamic is shown in Eq. (4).

GP sð Þ ¼ Df
DPG � DPd

¼ KP

1þ TPs
ð3Þ

G sð Þ ¼ KP

TGsþ 1ð Þ TTsþ 1ð Þ TPsþ 1ð ÞþKP=R
ð4Þ

Fig. 3. Block diagram of the generator.

Fig. 4. Linear model of power system.
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3 Load Frequency Controller

3.1 System Overview

The parameters of a power system under studies are depicted in Table 1. As such, the
numerical system dynamic is shown in Eq. (5). For K ¼ 1, step response of uncom-
pensated power system without frequency deviation (DPd) due to load perturbation
appeared as in Fig. 5. The performances of uncompensated power system are tabulated
in Table 2.

Table 1. Nomencalture [13].

Parameters Description

TG Governor time constant (s)
TT Turbine time constant (s)
TP Electric system time constant (s)
R Speed regulation due to governor action (Hz/p.u.MW)
KP Electric system gain
DXG Incremental change in governor valve position
DPG Incremental change in generator output (p.u.MW)
DPd Load disturbance (p.u.MW)
Df Incremental frequency deviation (Hz)
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Fig. 5. Step response for power system G(s) with DPd = 0.
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G sð Þ ¼ 120K
0:48s3 þ 7:624s2 þ 20:38sþ 51

ð5Þ

With the system characteristic 1þKG sð Þ ¼ 0, the range of gain K such that the
power system G sð Þ stable and underdamped is calculated within �0:425\K\2:2125,
with critical gain Kcritical = 2.2125. Hence, the frequency at which the power system
dynamic starts to oscillate is recorded at 6:443 rad/s.

3.2 System with Frequency Deviation

When the power system is subjected to frequency deviation (DPd) due to load pertur-
bation, the transient and steady state performance are degrade. Figure 6(a) and (b) show
the system performance when subjected to persistent perturbation as expressed in
Eq. (6).

DPd ¼ 1% 8t[ 3 ð6Þ

whereas Fig. 7(a) and (b) show the system performance when subjected to pulsed
perturbation as expressed in Eq. (7).

DPd ¼ 1% DPd t � 2ð Þ � DPd t � 3ð Þð Þ ð7Þ

Note that in Fig. 6(b), frequency deviation occurs every t > 3 s. With control
facility, LFC should regulate Df to zero Df ! 0, 8t ! 1. Figure 7(b) shows the
frequency deviation pattern where it subsides as the perturbation ceases at t > 3 s.

Table 2. System performance due to step input.

Transient performance Steady-state performance
Settling time Rise time Peak time Overshoot Steady-state error (Ess)

3.02 s 0.571 s 1.34 s 19.3% 1.35
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Fig. 6. Persistent perturbation and its effect towards Df .
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3.3 Controller Formulation

Power system dynamic developed in Sect. 2 shows that the system is third-order with
type zero family. As such, adding one pole at origin may increase system type and
hence, vanishing the steady state error by forcing the position error constant towards
∞. Adding one zero closed to the pole at the origin preserve the desired dominant pole
along the locus without affecting the transient. However, with the appearance of fre-
quency deviation (DPd) due to load perturbation, degrades the transient performance
and such, new desired dominant pole is therefore required in order to improve the
transient when DPd occurs. By removing the real pole of the system G(s), the
reduced-order model can be obtained as in Eq. (8a, 8b).

Gred sð Þ ¼ 19
s2 þ 2:593sþ 7:995

ð8aÞ

¼ Kx2
n

s2 þ 2fxnsþx2
n

ð8bÞ

For the reduced-order model Gred sð Þ, the system behavior can be extracted in
Table 3. It can be seen that for K ¼ 2:376, the reduced-order system preserved under
damped behavior. The time responses of Gred sð Þ and G sð Þ is shown in Fig. 8.

The performance comparison of the reduced-order and original third-order power
system is tabulated in Table 4. Therefore, it is clear that the reduced-order model is a
good approximation to the original third-order model.

(a). Pulsed perturbation (b). Frequency deviation 
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Fig. 7. Pulsed perturbation and its effect towards Df .

Table 3. Behaviour of reduced-order power system Gred sð Þ.
Gain Damping ratio Natural frequency

Numerical value K ¼ 2:376 f ¼ 0:4584 xn ¼ 2:8275 rad/s
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Load frequency controller u ¼ �KfDf is designed where Kf takes the three-term
control laws cum low pass filter as in Eq. (9).

Kf ¼ Kp þKi
1
s
þKds

N
Nsþ 1

� �
ð9Þ

By considering reduced-order power system model in Eq. (8a), the control
parameters can be tuned by using Lyapunov stability criteria. For the system in
Eq. (10),

Df
u

¼ 19
s2 þ 2:593sþ 7:995

ð10Þ

the state variables can be defined as x1 ¼ Df and x2 ¼ _Df . Hence, the system can be
expressed in state-space as in Eq. (11).
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Fig. 8. The time response of Gred sð Þ and G sð Þ.

Table 4. Performance comparison of the reduced-order and original third-order power system.

Third-order system G(s) Reduced-order system Gred(s)

Rise time 0.571 s 0.553 s
Settling time 3.02 s 2.94 s
Peak time 1.35 s 1.24 s
Peak amplitude 2.81 2.83
Overshoot 19.2% 19.8%
Steady-state error 1.35 1.36
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_x ¼ 0 1
�7:995 �2:593

� �
x þ 0

19

� �
u ð11Þ

Ignoring low pass filter, let PID control law u,Kf be defined as in Eq. (12).

u tð Þ ¼ Kpx1 tð ÞþKi

Z
x1 tð ÞdsþKd _x1 tð Þ ð12Þ

Then, the existence of Lyapunov function in Eq. (13) yields the control law in
Eq. (13).

V x1; x2ð Þ ¼ 1
2
x21 þ

1
2
x22 ð13Þ

Equation (13) confirms the stability in a sense of Lyapunov as the derivative of (13)
renders a negative definite function in Eq. (14)

_V x1; x2ð Þ ¼ �C1x
2
1 � C2x

2
2 ð14Þ

where C1 [ 0 and C2 [ 0. To fulfill Lyapunov stability criteria in Eqs. (13) and (14),
the control law can be designed as

u ¼ 7:995
19

x1 tð Þþ C2 þ 2:593
19

� �
_x1 tð ÞþC1

Z
x1 tð Þds ð15Þ

where the proportional constant KP ¼ 7:995
19 , derivative constant Kd ¼ C2 þ 2:593

19 and
integral constant Ki ¼ C1. Filter constant N can be chose judiciously. Figure 9 shows
the LFC control structure with all control parameters.

Fig. 9. LFC control structure.
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4 Result and Discussion

Figure 10 shows the closed-loop power system with LFC. To observe the effectiveness
of the proposed technique, the power system is injected by a frequency deviation due to
load perturbation, DPd ¼ 1%, 8t[ 3. The responses are depicted in Figs. 11 and 12.

Figure 11 compares the frequency deviation (in %) when the system is disturbed by
persistent perturbation DPd ¼ 1% at t = 3 s. Without LFC, the 1%-deviation remains
for all t > 3 s though the oscillation subsides at t = 14 s.

Figure 12 shows that LFC preserve the demanded frequency at 50 Hz upon dis-
turbed by load changes. The proposed LFC promises zero steady state error by
imposing additional pole at origin due to integral term of the control law, as depicted in
Fig. 9. As such, LFC guarantees the power system stability upon perturbation due to
load changes. Nevertheless, the transient performance can be improved as the response
is rather sluggish. By observing Figs. 11 and 12, LFC takes around 11 s to stabilize the
frequency when the load change occurs. In future, researchers might ponder to design
control technique to achieve fast transient response when the load changes occurs.
Classical lag-lead compensator can be utilizes in order to improve the steady-state
without increasing the system type. Plus, judicious selection of control parameters by
using optimization technique and artificial intelligence techniques can be suggested.

Fig. 10. Power system with LFC.
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Fig. 11. Percentage of frequency deviation when perturbed by DPd ¼ 1% at t = 3 s.
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5 Conclusion

In this paper, Load frequency control (LFC), or in some literatures stated Automatic
generation control (AGC) has been designed to stabilize the frequency of thermal
power system. The load change introduces frequency deviation that normally quanti-
fied as the percentage of frequency perturbation. The aim of LFC is to stabilize the
frequency when the perturbation occurs. In this paper, the LFC is designed by using
three-term PID controller with low pass filter. The PID parameters are set using
Lyapunove stability criteris. The proposed technique guarantees the stabilization even
though the transient is rather sluggish.
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Abstract. This paper presenting an improvement made on material handling
system in automotive assembly line in order to investigate the changes or
influences that affect the assembly line. Some issues from a case study arose
where the current transportation took a long time to supply material at assembly
line and a risk of damaging the parts is high. Thus, an improvement is done by
changing the current transport equipment into AGV and the storage equipment
is changed into semi-automatic pick-to-light system. A method of discrete-event
simulation using Delmia Quest software is applied. Based on the simulation
result, the total production output increase almost 3 folds from the current output
factory can produce. It’s concluded that a combined changes give large influ-
ences to the manufacturing system. A part of that, Delmia Quest is a useful
software to enable decision-making process and improve system effectively
without possibility destroying the elements.

Keywords: Simulation � Automated guided vehicle � Pick-to-light system �
Automated material handling system � Delmia Quest simulation

1 Introduction

Today ages are current challenges to develop more effective and efficient form of
production system. At the same time, to adapt with the competition from all around the
world, automation engineering becomes the current age solution for the above problem
[1]. In order to achieve tasks in improving efficiency and reduce the cost of human
operators, corporate and organizations use automation as an efficient tool in manu-
facturing plant. Automated guided vehicle (AGV) is one of the transport equipment use
in automated material handling system and it’s designed mainly to transfer material
from one place to another. Nowadays, it’s becoming more prevalent in integrating
AGV in industrial environment for transporting materials and leads to cost and time
reduction at installation and working time [2].

Another material handling equipment that is as importance as transport equipment,
is storage equipment. It involves a system of supply and storage in the warehouse.
Warehousing is an important part of the material handling system that involves
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activities like receiving goods, storage, order picking and etc. [3]. One of the major
decisions concerning warehouse operation is the equipment selection problem, related
to the form of automation to be adopted [4, 5]. To change manual warehouse into
automated take a lot of research study time and cost. Thus, this research study rec-
ommended semi-automated storage equipment such as pick-to-light system, which is
much simple storage equipment in market. Pick-to-light is light-directed order fulfill-
ment system using light indicator mounted in shelving, flow rack or other storage
locations. Pick-to-light is ideal for high-speed sortation processes, where a batch of
orders is sorted to individual customer orders.

As a case study in actual automotive industry situation, warehouse, which hold
function as parts storage area and process dividing the parts, is called supermarket.
Each supermarket divides into inventory for each line such as trim line, chassis line and
final line in factory plant. All parts will be brought to the assembly line using a
manually drive train concept of material handling called tugger train. Meanwhile, the
production process during the assembly line is done manually by operators using
picking list order system. The process of the assembly is done by semi-auto processes
that involve manual and auto system. Studies are focused at assembly shop where it is
noticed that the process flow of material from warehouse to the assembly line is done
fully manually. Thus, it took time in trafficking the material and high risk of parts
damage (either human or material) during the transfer of the material.

A possible solution is by modeling an integration between production system and
material supply system using a proper design of material handling system. By inves-
tigating the above problem, it is recommended to apply each automated material
handling equipment by trial and error in order to see the effect on the production. But to
apply it in a real situation is high cost and time-consuming. At the same time, there is a
high risk of wasting resources during investigating. Thus, simulation comes in mind, as
simulation modeling solutions and tools are effectively used in addressing and chal-
lenging new issues to become more flexible, feasible and provide infinite integration of
various simulation methods [6].

In recent years, it’s possible to develop of automated material handling simulation
due to the development of virtual reality technology [7]. Delmia software is used to
simulate and optimize the loading and unloading of an air cargo [8]. The Delmia
Company was founded in June 2000. The software contains solutions and digital
producing method based on the process [9]. Simulation is primarily intended to be
useful technique as its integration of Computer-Aided Design and Computer-Aided
Manufacturing is the main approach in the decision-making process and improving the
quality of products and optimizing the time of production [10, 11].

In Delmia software, there a good discrete-even simulation software suitable to
analyze a complete factory system in the various type of industry especially manu-
facturing industry. The software is named Quest (Queuing event simulation tool),
which is a discrete event simulation package and a 3D simulation-based interactive
engineering tool for designing and analyzing manufacturing systems. Delmia Quest
software able to duplicate appearance, characteristics and features of a real system,
without possibility of destroying the elements in factory or disturbing the system, and
users enable to experience the process of the target equipment by using simulation
method. Knowledge can be enhanced and design cycle can be shortened by using this
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method [12]. Thus, the Quest software is a powerful tool in assessing, modeling and
analyzing changes that should be made in a complex manufacturing system [12, 13].

The purpose of this research work is to investigate the influences of automated
material handling system in automotive assembly line by improving the material
handling system using Delmia Quest simulation software. This paper focused on the
effect of automated material handling system in automotive assembly process through
warehouse to assembly line. Delmia Quest V5 is the software used in this project. It
intended to prepare, setup, and perform the simulation for this research work. A design
on the transport system that is comparable to the case study on material handling
system in the automotive industry will be done through simulation and the result will
be analyzed based on the process performance.

2 Case Study

This topic covers the preliminary study to gain data needed in the simulation. The
method flow used to design the simulation is shown in Fig. 1. Phase 1 shows the
preliminary data gathering collected from the case study and acts as the guideline and

Start Design Proposal

Design Satisfied

Current MH Design 
(Case Study) New MH Design

Performance measureComprise DataData Satisfied

Yes

Data Analysis

Analysis Satified Yes Documentation End

No

Preliminary Data 
Gathering

Phase 1: Understanding Research Problem/ Case Study

P
h

as
e 

2:
D

es
ig

n 
an

d 
P

ro
po

se
 

ne
w

 m
at

er
ia

l 
ha

n
dl

in
g 

sy
st

em

Phase 3.5: Data Compilation

P
h

as
e 

4:
D

at
a 

A
na

ly
si

s

Data Collection

P
h

as
e 

3:
S

im
ul

at
io

n 
&

E
x

pe
ri

m
en

ta
ti

o
n

No

No Yes

Literature Review

Phase 5: Conclusion & Writing

Fig. 1. Process flow in designing material handling system into Delmia Quest.
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limitation to design the material handling system in Delmia Quest software. Next,
phase 2 is where all the data were taken is translated into input for simulating the
design. It focused on explaining all elements needed to design using the software.

Meanwhile, in phase 3, experiments are conducted as to analyze the performance
measure of the integration system with the conventional system in the case study. The
design of experiment contains 2 models which vary in their transport and storage
equipment. As illustrates in Table 1, the variation of factors is used based on the
models and noted that model 1 is the similar process used in the case study factory. The
improvement is done in model 2 and it is compared with model 1 in order to study the
significant effect of changing the actual system. The comparison between both models
also acts as a validation of the design to be able to function similarly like the real
situation of the factory.

The preliminary data gathering shows the data collected from a case study of real
industry situation. It consists of plant layout from warehouse and assembly line, travel
distance, distance between each station, parts involved in the process, and their material
handling equipment used during the transfer process. The current layout used in the
factory shows the transportation track from warehouse to assembly line which consists
of a few workstations. This research work focuses on chassis line that consists of 10
stations with different processes and part supplies.

Figure 2 describes the model 1 layout and the travel distance from warehouse to
assembly line. Meanwhile, Fig. 3 illustrates the layout and travel distance for model 2.
Both models have the same assembly line. The differences between the two models are
their storage and transport equipment. In storage part, model 1 only has 1 load station
which represents the point where transport load the part collected manually by operator
in warehouse. In the meantime, model 2 applied the semi-automatic pick-to-light
system. So, in order to replicate the same action as the real pick-to-light system, model
2 has 7 load stations which represent the 7 type of sources that stored various small
parts needed for assembly work. The transport will directly pick up the parts that are
automatically ordered by the system.

In assembly line, each process has their owned stations and each station is not fixed
with only one process. It involves assembly of 3 to 4 types of different parts for each
station. Basically, the travel distance is based on the movement of transportation from
pick-up point at the warehouse and return back to its starting point in order to have a
total distance traveled in 1 cycle of working hour.

Table 1. Variation of factors and list of models.

Models MHS configuration
Layout Transport equipment Storage equipment

Model 1 Loop layout Tugger train Picking list system
Model 2 AGV Pick-to-light system
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Apart from familiarizing with the assembly line, all parts involved also have been
studied in order to know the requirement for parts distribution in every station. 31 parts
are required for assembly process of one type of car model. In order to avoid confusion
and keep focusing on the objective, only one model of assembled car is put in focus.
All the parts data is used in allocating parts to every station in assembly process
including positioning in warehouse and logic used in Delmia Quest as the part process
flow.

In this case study situation, space has already been fixed and the location of
productive and storage space has been decided. So the best improvement in transport
equipment is using on-floor transport equipment. From the current tugger train trans-
portation, an AGV is introduced to improve the transportation of the part transfer.
Meanwhile, the storage area is divided into sections of rack which stored multiple
different parts at the same time. The arrangement of the part is based on the size of the
parts in order to ease workers to collect parts based on order from assembly line and put
the parts into bins.

Fig. 2. Model 1 layout for vehicle transport equipment.

Fig. 3. Model 2 for vehicle transport equipment.
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As for unit load principle, in the case study real situation, handling system is used
to collect parts and transfer them using pallet which is called kit supply bin. The bins
are a unit load that can be stored or moved as a single entity at one time. Based on the
size of the parts, there are total 7 bins that are transferred into assembly line. The bins
contain 4 to 10 parts at the same time and are transferred by a cart, where the cart is
pulled by a train. There are no changes in this unit load system due to its ability to
effectively achieve the material flow for old layout and is expected to give the same
result for the new layout. Material flow for new layout is different due to fewer stations
for parts to be transferred. 5 bins contain 4 to 10 parts at one time, and 2 bins contain
only 1 part each due to the size of the part is large.

3 Design Using Delmia Quest Software

All elements needed to design the simulation are discussed in this topic. A complete 3D
digital factory environment for process flow simulation and analysis is purposely
created by Delmia/Quest. Its flexibility, object-based and discrete event simulation
environment make engineering and management solution of choice for simulation and
analysis. Quest runs on both UNIX (SGI and HP) and Windows NT based systems. It
includes the physical model, parts, modeling element, connections and logic that define
parts flow through the model.

The simulation is developed in sequence, but the order is not rigid as each step must
be completed before running the model. The logical model and interaction of various
parts and elements is the point that makes Quest software different from simple CAD
approach in laying facility. The physical model is allowed to display the states of the
system over time by the application of Quest logical model. This section discusses the
major components that created the Quest model for this research work and their
relationship. It includes the physical model, parts, modeling elements, element con-
nections, and the logic that define how the parts move through the model. The core of
the Quest simulation is the logical model itself, which is made up of two types of
logical components; elements and parts.

3.1 Part Creation Elements

Parts are presented in this research work as car components which vary in size. Those
parts are the entities in the Quest model that flow through the system, occupying
resources and undergoing processing. It is necessary to create parts in the model, no
matter what kind of parts in order to represent the model. By creating parts, sources in
Quest are existed to produce the parts for processing and consumption by other ele-
ments in a model. A source represents the point-of-entry of parts into a model. It’s very
flexible element that offers a wide range of options by modifying the characteristic.

All models for this research work contain the same quantity of sources and each
source has the same parts storage amount and type as shown in Fig. 4. The label of the
source also describe for parts arrangement for bins in warehouse, the destination of the
parts is already set using the programming method due to a different quantity of parts
for every source.
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Source setting for the maximum part count is set to allow the number of parts in
source that can be produced and the part creation mode is set to active in order to put
the source independently when creating the part for the rest of the model. The normal
characteristic is that all sources, in all models are having a maximum part count which
is a large default number of 1,000,000 effectively as to assume the supply of part in
warehouse has an infinite capacity to produce parts since it particularly questionable
that any real model will be called upon to handle so many parts. It is recommended for
Quest simulation to use a source specifically when using parts to model entities with a
fixed or maximum number and set the maximum part count correctly.

The set up for output type is set to push system to enable the parts available for
transfer to downstream elements immediately after they are created. The start offset
means that the elements are able to have a time delay for the production of the parts.
The research models using default start offset which is zero, that’s mean the source will
start producing parts the moment the models start to run.

As noted in Fig. 4, there is source named “Main_Car”. It’s a car’s frame function
located at assembly line as a dummy part for a worker to assemble all the main parts
coming from warehouse. The source characteristic for the “Main-Car” is set to be
compatible with the arrival of the first part supplied to the assembly line.

As the real condition happens at the factory, the parts are transferred to transport
equipment using bins contain various different parts according to the source classifi-
cation. The bins used are loaded into the carts that the AGV or tugger train will pull and
bring them and other supplied parts into an assembly line. The bins divide parts based
on source classification and stored parts safely during the transferred.

3.2 Part Storage Elements

Buffer represent a storage location in warehouse, where the hopper or buffer feeding
parts into a machine. It also able to represent the location of stored parts or their access
queue to other resources such as machines. In this research work’s models, the buffer
functions as the hopper or temporary storage for the parts which are to be handled by
operators. The buffers are applied at warehouse and also assembly line.

The function of buffer at warehouse is similar as a hopper, where the operator picks
up a group of different parts that come from the source and collect them into palettes.
As illustrates in Fig. 5, the buffer is shown as a purple palette in the figure, where it

Fig. 4. The list of source in all models.
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collect and store certain parts based on their characteristic from the warehouse and wait
until next assignment. Then, it will be pick up by operator or transportation as shown in
Fig. 6. This process is not physically applied at real condition of warehouse but as for
simulation in Quest, its act as a dummy process as to describe that the parts are already
arranged in storage equipment at the real warehouse.

As usual, when the buffer button is selected, the buffer dialog box appears and
allow the selection of an existing buffer class by name or new. In this model, the list of
buffers for both models is shown in Fig. 7. This model has the same buffers quantity
and location because they have the same layout which is the old layout. The location of
the buffer is divided into warehouse’s buffer and assembly line’s buffer.

Fig. 5. The buffer connection between source and operator. (Color figure online)

Fig. 6. The process flow of buffer between sources to cart.

Fig. 7. List of warehouse and assembly line buffers for both model.
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There are 10 assembly line buffers due to a number of drop-off stations at assembly
line which is 10 stations. Meanwhile, the warehouse has 14 buffers where each source
has 2 buffers in order to have a smooth part allocation into the bin. A buffer for pick up
station is also created for AGV or tugger train to pick the bins that operator has
collected and grouped from warehouse’s buffer. The operator will pick up the parts
based on the order from the assembly line in order to illustrate the picking list system
that the case study factory used currently.

The location of buffers for model 1 and 2 are illustrated as Fig. 8. Each source has 2
buffers together colored as purple in the picture and the pickup station is at the center of
the warehouse, allocate together with labor or operator. The 10 buffers at the assembly
line are shown as cyan in the figure. The characteristic of all models for warehouse
buffers and assembly line buffers are using the default setting from Quest software.

The arrival process and production process including a queue implemented in all
buffers are created based on a concept of whenever the buffer of the group of workers at
assembly line is free, a new part will enter. Such, queuing discipline used in this
simulation is called First-In First-Out (FIFO). Thus, the queuing system for the buffer is
that the first part to enter the buffer will be the first part to be routed out.

3.3 Material Handling Elements

AGV. Automated Guided Vehicle (AGV) is defined as a vehicle that independently
moves around the system, loading and unloading parts at various locations. Quest used
AGV as transporters represent for moving the part from those assign locations. Thus, in
this research work, AGV and tugger train has the same modeling element. The different
between both transport equipment is their speed and quantity.

In modeling the AGVs, a few elements are involved to work together such as, the
AGVs itself, the controller that governs the behavior of the AGVs, the decision point

Fig. 8. The location of Buffers at warehouse and assembly line in Quest software. (Color figure
online)
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where it is a point for loading and unloading points for AGVs to pick up and drop off
parts and also the AGVs path system itself. The path system represents the layout of
where the AGVs is moving and decision points are located. Individual AGV is created
by creating an AGV class that defined the characteristics and behavior. Meanwhile, the
behavior of the AGV is defined in its process logic.

Normally, AGV cannot move outside its path system and all the AGVs in the same
class have similar characteristic and behavior. However, each element of AGVs can
behave differently when logic is written for them. All the characteristics are modeled
with or without a controller. In general, all decisions are made by the controller based
on the given information and communications on what should be done by the AGV and
the executions of the decision. But, the decision making is not restricted to controllers
but it can also be done by decision points or the AGV itself.

The information and communications flow between AGVs, decision point and
controller, need to be coordinated for correct behavior because unlike others elements
such as buffers, machine and sources, whose behavior is dictated by their own logics,
AGV behavior is governed by the logics of those 3 elements. The logic behind this
command is when the controller gives an AGV command, it waits for notification that
the AGV has finished completing the action. When it happen, the AGV respond to the
controller by generating the controller event to confirm that the action is completed.
Usually, not all commands received by the AGV need to be notified back to the
controller for completion of the action.

Labor. Labor is the element that moves around the system, satisfying process
requirement, transporting parts, and perform loading and unloading parts at various
locations. Labor path system is used as a location for laborers and the path system is the
path labors move in the same manner as AGV does. However, labors are free to create
their own paths as long as there is labor point, as required. Process logic class defined
the behavior of the labor and all labors belonging in the same class have similar
characteristic and behavior. But, logic can be written so the labors within the class
behave differently. As in this research work, the behaviors of the labors possess the
same character and behave similarly as default in Quest.

Modeling the labors involve multiple elements together. Example like the labors
themselves, labor controller, labor decision point, labor path system, labor points and
labor via paths. When modeling a labor on path system, main elements needed are
labor path system and labor decision point. For the simulation in this research work,
labor in a warehouse for model 1 used labor path system and decision point because the
labor has different depart requirement on every pickup stations in the warehouse. Thus,
a decision point is needed for this labor. Meanwhile, labor for an assembly line in all
models does not need the path system and decision point because the labor is modeled
without explicit path system and the only element in the labor system for this case is the
labor itself, without a controller. The labor via path has automatically generated the
paths by the labor in this case.
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4 Running the Simulation

When appropriate tools and worker are in place, together with the suitable application
is selected, the simulation study can be started. A validated simulation is well planned
and coordinated as illustrated in Fig. 9. There is no strict rule or process to conduct a
simulation project. A general procedure is followed starting from developing the model
and conduct the experiment after validation. The simulation is run with a typical
Malaysia working day from 8.00 a.m. until 5.00 p.m. (8 h). The rest time for labors is
given a total of 1 h which is at 1.00 p.m. for their lunch. The normal working days for
the company are 6 days a week based on normal shift. But for the recorded result is
only for one day of working. The amount of time the labors take to transfer parts
between each assigned station is established at 10 s of constant on the distributions.

5 Improved Material Handling System Performance

The result of the simulation is compiled and presented in the statistical chart as shown
in Table 2. The analysis is done by identifying the improvement through a comparison
with current system on either the new proposed system is able to increase the per-
formance of the warehouse in the term of production rate, bottleneck decreasing and
increment of utilization for both transport and storage equipment.

Simulation is done to observe the improvement of the current manual transportation
to automated material handling system. The improvement can be seen noticed from the
total part created. The total part created by model 1 is only 14 parts per working hour.
From the proposed improvement, model 2 is able to create more than 2 fold value of
part created from the current system, which are 36 parts per working hour. As illus-
trates in Fig. 10, the chart shows the created part for model 2 dominate pie’s area more
than half compared to model 1. The increment in parts supply is likely due to the
AGV’s ability effectively transferring part with constant speed. Meanwhile, the
throughput rate can be seen at warehouse or source statistic. Figure 11 shows model 2
produce a large area of the part created in every source stations. A significant change

Fig. 9. Simulation figure in Quest software.
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can be seen at RC bin source where the rate between both models shows highest
difference. This is due to most of the parts coming from RC bin’s source and the
application of AGV and pick-to-light system is able to produce a large size of supply
from RC bin source. The current system by means picking list order and tugger train,
cannot do.

Figure 12 represents a graph of idle time comparison in assembly line supply buffer
where it is a point for AGV to unload parts. From the figure, there is a large fluctuation
point at assembly line buffer 1 and 2. Based on layout configuration, assembly line
buffer 1 and 2 are located nearby from each other. Hence, transport is able to transfer
part quickly than other assembly line buffers. However, the idle time linearly increasing
in other points. Noted that at every drop off stations, transport unloads different parts
quantity. Therefore, model 1 gives increasing values of idle time along the stations. On
the contrary, model 2 shows a decrement of the idle time, hence shows a nice constant
idle time among the stations.

Table 2. Result presentation.

Element class statistic Formulas

Element class statistic
- Total part created
- Number of part supply

- R total number of part which entered the system in
assembly line
- Number of parts in system

Sources statistic
- Throughput rate

- Number of parts/Simulation runtime

Transport statistic
- Number of transport claimed
with no wait (Utilization)

- Numbers of transport that did not have to wait in every
station

Drop off buffer statistic
- Idle time

- R total time an element was no executing any processes

Pick up buffer statistic
- Average waiting time (WIP)

- Average residence time of any parts that has left the
buffer. (Max. waiting time + Min. waiting time)/2

Fig. 10. Pie chart of part delivered from warehouse into assembly line for both models.
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Furthermore, Fig. 13 also illustrates the decrement of bottleneck where the average
waiting time of AGV in model 2 is reduced as much as 0.28 h during pick up activity
instead of 0.716 h (Waiting time of train in model 1). AGV in model 2 able to avoid the
waiting time longer by transferring the parts effectively. Lastly, the AGV in model 2
utilized 7 times more than the train in model 1. Furthermore, the average number of
AGVs claimed with no waiting time is 78 units rather than train. For train, only 11 units
are claimed with no waiting time. This shows a lot of improvement in the transportation
system where the system is able to avoid wasting in waiting time.

Fig. 11. Chart area of throughput rate in source/warehouse between model 1 and 2.

Fig. 12. Line graph of transportation idle time for model 1 and model 2.
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6 Conclusion

Current demand in technology and system of automated material handling is increasing
and the study that trending in the optimization of effective and efficient material
handling system is arising in order to have better income in the product. Hence, this
study aims to expose the benefit and importance application of automated material
handling system by investigating their influences in the industry especially in the
assembly process of automotive assembly system.

All the preliminary data is translated into simulation elements, and method to
design the simulation is explained through this paper. The result presented shown a
large significant changed in various areas especially the warehouse and transportation
area. Thus, we can conclude that the improvement obtained shows the importance of
material handling system in increasing the performance of the automotive assembly
factory as well as other manufacturing fields.

Lastly, a large influence can be seen from a combined change into the manufac-
turing system. At the same time, by using Delmia Quest simulation software, not only
one variable can be tested but the software also allows combined changes which
affected the system. With the ability to measure the result, an ability to forecast the
effect of the changes can be made. Delmia Quest is useful software to enable decision-
making process and improve system effectively without possibility of destroying the
real elements.
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Fig. 13. Pie chart of work in process at warehouse pick up point.
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Abstract. Electromagnetic Field (EMF) is defined as a physical field produced
by electrically charged objects. Nowadays there is an extensive concern about
the EMF radiation effects towards human body. In this paper, the effect of EMF
radiation is studied using a single dipole and 5 � 5 array dipole antennas. The
proposed antenna is designed and simulated by using FEKO software. Results
and discussions are explored to scrutinize the EMF performance of the antenna
particularly on the distance and the frequency of the antenna with respect to the
human body. Subsequently, the results of the SAR and power density at various
frequency and distance are presented. It is shown that SAR and power density
increases as the frequency increases at a fixed distance. The result of power
density for the array antenna at different distances is also presented.

Keywords: 5G � Dipole antenna � Electromagnetic field radiation � Power
density � SAR

1 Introduction

Fifth generation (5G) technologies for mobile communications are gaining worldwide
attention [1]. Our world today is trying to implement the world’s first 5G that will
presumably be launched in 2020. The concept of 5G is presented in [2], where a 5G
radio access network (RAN) is constructed by using the enhanced LTE-Advanced and
the new radio access technologies. In 5G generation, higher frequencies are involved,
and more types of antenna designs for telecommunication are required. Antenna in the
RF transmission line utilizes several types of transmission tools such as coaxial cable,
parallel wire lines and hollow pipe waveguides. In [3], it is stated that the millimetre
wave involves 30 to 300 Ghz of frequencies. Antenna has been used, so that as the
distance or the frequency rises, the signal loses and the cost of using transmission line
increases. For long distance, radio communication using transmit and receive antennas
is more appropriate and less expensive compared to using transmission lines.

In [4], in order to conform to the pertinent regulatory requirement on human exposure,
all radio-based products emitting radio frequency (RF) electromagnetic fields (EMF) are
required to be designed and verified. The power of absorption becomes increasingly
superficial at higher frequencies. Furthermore, the International Commission on

© Springer Nature Singapore Pte Ltd. 2017
M.S. Mohamed Ali et al. (Eds.): AsiaSim 2017, Part I, CCIS 751, pp. 483–493, 2017.
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Non-Ionizing Radiation Protection (ICNIRP) basic restrictions are given free space
power density from 10 to 300 Ghz. In radio-based station, there is an electromagnetic
field radiation that radiates from array antenna that has been designed by human. Con-
sequently, the person whoworks in radio-based station will be exposed to EMF radiation.
Usually, the antenna commonly need to be used in radio-based station is large array
antenna. Due to this reason, the compliance boundary is investigated to ensure that an
individual’s health will be safe when they are working in RBS area. Illustration of the
compliance boundary for radio base station (RBS) can be seen in Fig. 1.

In [4], a compliance boundary is defined as the specific surface outside of which the
RF exposure is below the exposure limits. In this paper, the design of the antenna is
designed for single dipole first, and from this design the value of SAR and power
density are determined. The SAR is an extremely important parameter for near field at
low frequency and when the frequency increases above 6 Ghz, the power density is
calculated. Then, the 5 � 5 array dipole antenna is designed and the value of power
density is measured with several frequencies. In this paper, we focus on base station
array antennas using a 5 � 5 example for 5G systems. The Table 1 shows the limit of
SAR and power density that has been decided by worldwide standard bodies [5, 6].

Height 

Width

Radiated 
beam

Fig. 1. RBS compliance boundary example.
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The equation of SAR is as below. It is a highly significant equation as it is used to
calculate how much power absorbed per area [7].

SAR ¼ r�Erms2ð Þ=q ð1Þ

where, r = conductivity of various human tissues, Erms is RMS of electric intensity of
the body and q is Density of human tissue.

The equation of power density is expressed as [8],

S ¼ P � G
4 � p � R2 ð2Þ

where S = power density, P = power input to antenna, G = power gain of antenna and
R = distance to center of radiation of antenna.

Manufacturers are not very concerned with higher SAR if it is within the limits, but
they are surely concerned with the risk of non-compliance. They are also concerned
about publishing SAR values in their user manuals that strongly underestimate the
actual SAR value of the device. So yes, they can sometimes be conservative and
announce higher SAR values in their manuals in order to cover for potential mass
production deviations. There are also possibilities that they voluntarily reduce the
transmit power in specific modes. If the telecommunication vendor makers are being
too conservative, the device will have a lesser range from the cell-based station, which
will then affect the performance. In a competitive environment, this is an extremely
critical issue.

Some manufacturers certainly make a lot of testing in production with simple
setups like small shield room equipped with couplers enabling an approximate
assessment of radiated power. They may then correlate the variations of radiated power
with SAR to characterize which sort of SAR dispersion they can expect in their
production batches. SAR measurements made with robot systems are done in a limited

Table 1. Summary of exposure limit.

Body Metric Frequency Public
values

Occupational
values

Remarks

ICNIRP SAR � 10 GHz 0.08 W/kg 0.4 W/kg Whole body
averaged over 10 g

SAR � 10 GHz 2 W/kg 10 W/kg Localized head/trunk
SAR � 10 GHz 4 W/kg 20 W/kg Localized limbs
Power
density

� 10 GHz 10 W/m2 50 W/m2 Averaged over
20 cm2

FCC SAR � 6 GHz 0.08 W/kg 0.4 W/kg Averaged over 1 g
Power
density

� 6 GHz 10 W/m2 Averaged over
1 cm2

NRPB SAR � 10 GHz 0.1 W/kg 0.4 W/kg Whole body
SAR � 10 GHz 2 W/kg 10 W/kg Localized
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number of samples picked at defined timesteps from the production lines. Depending
on the use, SAR testing may not be required or it perhaps be very limited. The higher
the SAR values, the larger the need for testing in cellular bands which have higher
nominal transmit powers. All these are still present today and they are mostly operated
in phones or tablets. SAR testing is on a critical path in wireless devices development.
Especially today, devices are very thin with a large screen so that little volume and
degrees of freedom are left to antenna designers. All facets of the devices have to be
SAR tested at extremely short distance from human body mannequins.

The broad utilization of mobile phones has been complemented by the concern
from the public regarding the possible effects inflicted on human health as the result of
constant exposure to RF radiation emitted by the phones. Diverse phone models, head
models, and test positions are applied in many studies to study the consequences of the
head size on particular absorption rate.

Furthermore, when comparing the SAR values, the references of the electrical
sources are also inversely applied. For instance, the fixed current of the phone under the
test position is utilized in [9] while the SAR results of [10] are for the fixed conducted
power of the phone antenna that gives the desired power of the radiation from the
headless phone. Moreover, [11] compares the SAR results for both the continuous
current and also the conducted power. In the aforementioned paper, it is decided that
the trend in the SAR values can be clarified with the variation of the input resistance of
the phone antenna. The authors in [12, 13] investigated the connection between the
human head size and the SAR features for handset exposure using an anatomical model
and a simple homogeneous model without the pinna. The outcomes depict that the local
SAR values are higher approximately in the larger head at 900 MHz but only one
source model is utilized in other researches. Then, SARs, in tandem to the antenna
power of various phone models are compared in [14].

Furthermore, different assessment methods for antenna array intended for
beam-forming applications have been carried out in [12, 15]. The proposed methods in
[4, 15–17] focus on straightforward approach which is mainly based on the field
combining the embedded assessment outcomes for each element and estimated
methods in [18]. The major challenge of the combined and embedded assessment of the
array element is that it requires significant amount of simulation time and computer
memory which is impractical for large array antenna. To overcome this problem, front
compliance approximate methods based on center element and multiple element
characteristics are proposed in [18]. Although the approximate method looks promis-
ing, it is considered as a general approach for square-shaped array antennas. This
method needs to be further investigated and improvised for different shapes of antenna
arrays and different array sizes. Furthermore, different array excitations need to be
considered for the compliance boundary determination for the array antenna.

Hence, in this paper, a preliminary work is carried out to design and simulate the
EMF performance for a single pole dipole antenna and 5 � 5 array dipole antenna.
This paper is organised as follows.

Section 2 is the design of the antenna involved while Sect. 3 discusses the results
and the analysis, and finally Sect. 4 concludes this paper.
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2 Antenna Design

In this Section, the single dipole and 5 � 5 dipole antenna are introduced. These
antennas are designed by using FEKO software. The design of the antennas can be
manipulated by using many tools in the FEKO software. Figures 2 and 3 show the
design of dipole antenna and the far-field of 2D and 3D view (Fig. 4).

Fig. 2. Dipole antenna. Fig. 3. Far-field in 3D view.

Fig. 4. Far-field in 2D view.
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Figure 2 is the design of single dipole antenna and Fig. 5 is the design of 5 � 5
array dipole antenna. This array antenna is designed and simulated in FEKO and the
performance is determined by using power density at different frequencies and dis-
tance. This 5 � 5 dipole array antenna consist of 25 dipole elements in one array
antenna (Figs. 6 and 7).

Fig. 5. 5 � 5 dipole array antenna.

Fig. 6. Far-field in 3D view.
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3 Result and Analysis

The results are achieved from simulation when the frequency is varied from 75 MHz
until 10 Ghz at a distance 1 m. The figure below shows the model of the design.

Figures 8 and 9 display the dipole in front of the dielectric cube using the CadFeko
and PostFeko, respectively. The dielectric cube represents human body. Normally, in
radio-based station, the SAR and power density are specified by the standard body as
shown in Table 1 and metrics are used in this simulation. Table 2 shows the SAR and
power density obtained when the frequency varies from 75 MHz to 10 Ghz and the
distance of 1 m. The result shows that as the frequency increases from 75 MHz until
10 Ghz, the values of SAR and power density increases, respectively.

Figure 10 shows the simulation of the 5 � 5 dipole antenna, the dielectric cube that
represents human body is attached at the dipole 5 � 5 antenna array with the value of
the distance being constantly increased starting from 1 m and 10 m. For this design, the
frequency used to simulate this model is at 2 Ghz, and 6 Ghz and the distance are 1 m
and 10 m, respectively.

Fig. 7. Far-field in 2D view.

Table 2. Parameters of 5 � 5 array dipole antenna in FEKO.

Parameters Values

Frequency 2 and 6 Ghz
Speed of light (c0) 3 � 108

Free space wavelength in millimeters c0/freq*1000
Lambda c0/freq
Width Lambda/2
Length Lambda/10
Radius Lambda/1000
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Fig. 8. Dipole in front of dielectric cube.

Fig. 9. Design simulated in FEKO.

Fig. 10. 5 � 5 dipole array in front of dielectric cube.
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Table 3 shows the value of power density when the frequency of the antenna is at
2 Ghz and 6 Ghz. Table 3 is for distance 1 m and Table 4 is for 10 m. The transmitted
power is 68 mW and 66 mW for 2 Ghz and 6 Ghz, respectively (Table 5).

As shown in Tables 3 and 4, when the distance is 10 m the value of power density
decreases when compared to the value of power density when the distance is 1 m.
Thus, it can be concluded from this data analysis that the higher the distance of a
human body from the antenna at the radio-based station, the safer they are from the
EMF radiation. However, there is a need to establish the compliance distance for RBS
transmitting at different power due to variation of power density at different distances.
The results mentioned in Tables 2, 3 and 4 in the previous section stated that the value
of power density for overall data is below the values specified by the standard bodies
FCC and ICNIRP defined in Table 1.

Apart from that, the measurement of bandwidth and gain has also been measured in
this paper for the 2 Ghz and 6 Ghz array dipole antenna. As we can see, the bandwidth
value increases parallel to the frequency (Table 6).

Table 3. Single dipole frequency versus SAR and power density.

Frequency SAR value Power density

75 MHz 1.6710 µW/kg 0.121119 mW/m2

900 MHz 1.8670 mW/kg 0.172217 mW/m2

1.8 Ghz 3.3100 mW/kg 0.188584 mW/m2

2.4 Ghz 6.2290 mW/kg 0.197789 mW/m2

2.6 Ghz 8.0607 mW/kg 0.237016 mW/m2

3 Ghz 10.730 mW/kg 0.339498 mW/m2

6 Ghz 32.740 mW/kg 0.340877 mW/m2

10 Ghz 111.25 mW/kg 0.412450 mW/m2

28 Ghz 213.2 mW/kg 1.2670500 mW/m2

Table 4. Frequency versus power density at 1 m distance.

Frequency Power density

2 Ghz 0.0148662 mW/m2

6 Ghz 0.0290460 mW/m2

Table 5. Frequency versus power density at 10 m distance.

Frequency Power density

2 Ghz 6.74362 µW/m2

6 Ghz 17.9975 µW/m2
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4 Conclusion

In this paper, the design and simulation of dipole antenna for 5G is presented. The EMF
performance result for single dipole and 5 � 5 array dipole in terms of SAR and power
density are presented using FEKO software. The result shows that as the frequency
increases, the SAR and power density increases when measured from a fixed distance.
However, as the distances increases the values of the power density decreases. This
shows that there is a need for compliance distance for 5G RBS where large array of BS
antennas is needed. In our future work, we intend to explore on the compliance dis-
tances for different array antennas based on the transmitting power needed to meet the
regulatory requirements. Higher frequency such as 28 Ghz and 38 Ghz will be con-
sidered in our future work and the effect of mutual coupling will also be considered.
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Abstract. Estimating contaminant source has become increasingly important to
hazard assessment and emergency management of air contaminant nowadays. In
this paper, a source estimation method is proposed to estimate the location and
release rate of source. The theoretical basis of this source estimation method is
Bayesian inference using the atmospheric dispersion model, Particle Swarm
Optimization (PSO) and the observed data. An improved Gaussian dispersion
model is proposed to model the continuous emission source. In order to obtain
the observed data, a UAV-based air contaminant sensory system is developed
consisting of an aerial platform and a sensory system. An experiment is con-
ducted in a chemical industry park to verify the feasibility and credibility of this
UAV-based system. Furthermore, the source estimation method proposed
recovers the location and release rate of source with a high accuracy, confirming
the effectiveness of the method.

Keywords: Source estimation � Bayesian inference � Gaussian dispersion
model � UAV � Sensory system

1 Introduction

Owing to the huge economic benefits, increasing number of chemical industry parks
are put into use today in some developing countries, associated with the air pollution
caused by air contaminant emission. In air contaminant monitoring, the source esti-
mation is an important issue that estimates the source location and release rate.

The various source estimation methods can be divided into forward and backward
modeling [1]. Bayesian inference is the typical forward estimation method. By
Bayesian inference, the goal of source estimation is to obtain the posterior probability.
Huber [2] used an adaptive Gaussian mixture filter to solve the online Bayesian
problem. In fact, other filtering techniques are also useful in source estimation, such as
Kalman filter [3] and particle filter [4]. Ma et al. [5] used the minimum relative entropy
and Particle Swarm Optimization (MRE-PSO) method to locate and quantify the dif-
fusion source with Gaussian model. However, these methods are only for the source
with a constant release rate. Neural networks are also useful in source estimation
without diffusion model [6]. Wang et al. [7] presented a method for estimating diffusion
through a neural network and applied it to the assessment of hazards.
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The observed data of air contaminant are needed in source estimation. The tradi-
tional ways of air contaminant monitoring in chemical industry park mainly depend on
the static ground monitoring stations. This kind of station has high precision in con-
taminant detection and concentration measurement. Unfortunately, the sample interval
is too long for the station to obtain enough data in limited time. Moreover, the static
location also brings about the possible failure in valid data collection when the station
is upwind of the emission source.

The emergence of unmanned aerial vehicle (UAV) has initiated a revolution in this
research. UAV provides flexibility in architecture and mobility. It can be constructed
according to the demand of the researcher. Thus, UAV has been applied in agriculture
and food industry [8, 9], environmental monitoring [10, 11] (e.g. greenhouse gas
monitoring in air), precision agriculture [12] (e.g. rationalization of chemical products
and optimization of irrigation) and the safety monitoring [13].

In terms of the UAV applications in air contaminant monitoring in chemical
industry park, Yang et al. [14] utilized a sensory system based on an unmanned
helicopter to monitor the SO2;NO and CO in a chemical industry park. Hirst et al. [15]
proposed a method of locating and quantifying gas emission sources using remotely
obtained concentration data collected by UAV. However, the UAV like unmanned
helicopter is still too large to carry and operate, so there is an urgent need for a more
productive, convenient and flexible air contaminant monitoring system and corre-
sponding method.

In this paper, a hazard source estimation method based on the integration of
atmospheric dispersion simulation and UAV sensory system is proposed. The method
is based on the Bayesian inference using the atmospheric diffusion model, Particle
Swarm Optimization and the observed data collected by the UAV-based sensory
system. To verify this method with the sensory system, an experiment was conducted
in a chemical industry park in which the air contaminant data was measured by UAV
and the source terms are estimated subsequently.

In Sect. 2, the Gaussian dispersion model and the Bayesian inference for source
estimation are demonstrated. Section 3 introduces the architecture of the UAV-based
sensory system. The deployment and results of the experiment are described in Sect. 4.

2 Source Estimation

This section introduces the Gaussian dispersion model and Bayesian inference.
Atmospheric dispersion model is the basis of the source estimation. To model the
dispersion of air contaminant caused by the continuous emission source, an improved
Gaussian puff model is proposed. Then a method based on the Bayesian inference
using the dispersion model is developed for source estimation.

2.1 Atmospheric Dispersion Simulation Model

Gaussian puff and plume models are widely used in atmospheric dispersion simulation.
Gaussian plume model is used for the constant and continuous release while the
Gaussian puff model is for the situation of instant emission. However, it is inaccurate

Hazard Source Estimation Based on the Integration of Atmospheric Dispersion 495



for these two models to describe the gas dispersion process of time-variant and con-
tinuous emission sources in chemical industry park. Therefore, an improved Gaussian
puff model is developed combining the characteristics of the two models. The Gaussian
plume model is shown as follows:

C x; y; z; tð Þ ¼ q tð Þ
2puryrz

e
� y2

2r
y2 ðe�
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The typical Gaussian puff model is shown as follows:
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where x; y; z are the coordinates in three-dimensional space respectively. t is the time
from the source starts to release, H is the height of source, q tð Þ is the release rate
varying with t, u is the velocity and direction of wind, rx; ry, rz are the dispersion
coefficients in axis x; y and z respectively.

The Gaussian plume model only describes the source with constant release rate and
the wind fixed direction and speed. In chemical industry park, the atmospheric dispersion
usually cannot reach this high requirement, so the traditional Gaussian plume model is
unsuitable for the atmospheric dispersion in chemical industry park. The typical Gaussian
puff model can describe the dispersion process but the assumption of instant leakage is
inappropriate for the usual continuous emission in chemical industry park.

In order to describe the release process of continuous sources, an improved
Gaussian puff model named improved Gaussian puff model is developed. We adopt the
method of discretization - using the release of multi puffs to approximate release of
continuous source. After a period of release, the model will reach the stable state like
the typical Gaussian plume model. By adjusting the release time interval, the improved
Gaussian puff model can simulate the atmospheric dispersion well. Figure 1 shows the
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Fig. 1. The gas concentration distribution of the improved Gaussian puff model and Gaussian
plume model. (a) improved Gaussian puff model; (b) typical Gaussian plume model.
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steady state of the improved Gaussian puff model and typical Gaussian plume model
(z ¼ 0; H ¼ 83 m). It can be seen that the improved Gaussian puff model proposed is
able to approximate the steady state of the Gaussian plume model well, which proves
the effectiveness of this model for the continuous source release.

2.2 Bayesian Inference

Bayesian Inference is a statistical method applied in decision making under uncertain
conditions. The notable feature of Bayesian inference is that a prior information and
sample information are utilized to obtain a statistical conclusion. In the source esti-
mation using Bayesian inference, we use observed gas concentration data D ¼ xif gmi¼1
to estimate the location l and release rate q tð Þ of diffusion source is introduced. The
data D is collected by UAV sensory system at location set x in wind field W (wind
velocity and wind direction). The source terms are represented as h ¼ l; q tð Þf g: Thus,
the theoretical concentration at location x and time t can be calculated by
cz tð Þ ¼ f t; x; l; q tð Þð Þ, the function f is the improved Gaussian puff model in Sect. 2.1.
Moreover, there are m records of observation data corresponding to the trajectory point
of the UAV monitoring system. The ith record contains information about location xi,
time ti and the value of observed concentration ci. As a result, the following equation
can be obtained:

ci ¼ cxi tið Þ ¼ f t; x; hð Þþ ei ð3Þ

where the observed data are independent with Gaussian errors ei �N 0; r2ð Þ.
The goal of source estimation using Bayesian inference is locating and quantifying

the most possible source in two-dimensional space. To achieve this aim, the equation of
Bayesian inference is utilized to get the posterior probability function (PDF) of h is
computed as:

p hjDð Þ ¼ p hð Þp Djhð Þ ð4Þ

where p hjDð Þ means posterior probability density function, p hð Þ is the prior function
and p Djhð Þ represents the likelihood function. Moreover, the likelihood function can be
expressed as follows:

p Djhð Þ ¼ expf� 1
2re2

X
i
f ti; xi; hð Þ � ci½ �2g: ð5Þ

The key of computing posterior PDF is to determine prior PDF and likelihood
function. The prior PDF can be obtained from historical data or theoretical assessment.
However, there is little information of the diffusion source in this research, so it is
feasible to use a uniform distribution as prior PDF. As for the likelihood function, since
the release rate is difficult to estimate, it may be more feasible if we use the maximum
likelihood estimation of h: h0 ¼ lf g to substitute h and estimate p h0jDð Þ instead of
p hjDð Þ. According to the maximum likelihood estimation (MLE) method, we assume
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the release rate qm tð Þ that maximizes the likelihood function in Eq. (5) as actual release
rate. As a result, location l is the only parameter need estimated. Thus, the location l
with the highest posterior probability and corresponding release rate qm tð Þ constitute
the estimated properties of source term. Then PSO is used to find the optimal location
with the maximum posterior probability [16].

3 UAV-Based Sensory System

Due to the fixed location, it is inflexible to monitor air contaminant monitoring in
chemical industry park by static ground monitoring station. Therefore, the UAV-based
sensory system is developed to collect data effectively. This section introduces the
system, including the aerial platform, sensors and the integration.

3.1 System Overview

The mini-UAV based sensory system is expected to accomplish the data acquisition
and transmission aerially. The architecture and workflow of this system are shown in
Fig. 2. It consists of an aerial platform and a sensory system. The aerial platform,
which the sensory devices are fixed on, provides the flexible movement ability aerially.
The data collection and transmission are executed by the sensory system including
microprocessor, gas sensors, GPS and network connection modules. The system col-
lects and stores the data including gas concentration, geo-location and time and
transmits them to the database in cloud server. All of these are controlled by the
microprocessor and executed automatically once the aerial platform is powered on.

Fig. 2. The architecture and workflow of the UAV-based sensory system.
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3.2 Aerial Platform and Sensors

In our work, the DJI M100 quadrotor is selected as the aerial platform. Compared to
other larger UAVs such as unmanned fixed wing aircraft and unmanned helicopter. It
has the smaller size and simpler structure of 4-rotors, which brings more flexibility in
mobility, simpler operation and lower cost. The max duration of hovering flight is
28 min with single battery and 40 min with two batteries. The predominant flight
parameters guarantee the effectiveness in the monitoring of large area like the chemical
industry park.

The sensory system consists of gas sensors, GPS module, network connection
module and the microprocessor. The gas sensors are selected according to the air
contaminant categories of the chemical industry park. Then the SGA sensors are
selected considering about weight, size, measurement range, precision, and compati-
bility with quadrotor. SGA sensors are electrochemical pluggable gas sensors with
small size, which are convenient for carrying, changing and installing and suitable for
gas monitoring consequently. The selected monitoring air contaminant and the corre-
sponding parameters of sensors are listed in Table 1. According to the air contaminant
emission level in the chemical industry park, the selected sensors can meet the mon-
itoring request.

3.3 System Integration

The system integration includes construction of sensory system and the whole system.
The sensory system must be integrated by gas sensors, GPS, network connection
module and microprocessor.

The Single-Chip Microcomputer (SCM) is selected as the microprocessor of the
sensory system due to its performance in stability, programmability, connectivity and
extendibility. The sensory system is integrated into two circuit boards, shown in Fig. 3

Table 1. The selected monitoring air contaminant the parameters of the corresponding sensors
(1 ppm = 1000 ppb).

Gas
category

Sensor Measurement
range (ppm)

Resolution
ratio (ppb)

Accuracy

CO SGA-700-CO 0–12.5 1 2%
H2S SGA-700-H2S 0–2 1 2%
SO2 SGA-700-SO2 0–2 1 2%
NO2 SGA-700-NO2 0–2 1 2%
O3 SGA-700-O3 0–2 1 2%
CH4S SGA-700-CH4S 0–10 10 2%
Cl2 SGA-700-Cl2 0–10 10 2%
HCl SGA-700-HCl 0–20 10 2%
NH3 SGA-700-NH3 0–50 10 2%
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(the upper board is the main board and the lower board is the auxiliary board). The
main board contains four sensor interfaces, SCM, power input interface, GPS and
network connection module. The sensors (see 1 in Fig. 3) plugged on the interfaces
collect gas concentration and send data to the microprocessor (see 2 in Fig. 3)
according to the communication protocol. The network connection module (see 3 in
Fig. 3) provides the access to the Internet for data transmission. The GPS module (see
4 in Fig. 3) gets the geo-locations and time with preparation time of 45 to 60 s. The
program of the sensory system was written into the microprocessor to control the
execution of data collection, storage and transmission automatically. The auxiliary
board is connected with main board. It only includes six sensor interfaces controlled by
the microprocessor on the main board. The power supply of the two boards is provided
by the quadrotor’s battery. The sensory system therefore starts running once the battery
is powered on.

In order to enhance the stability of the sensory system in adverse weather like rainy,
a box is made by 3-D printing to hold two circuit boards. The box containing sensory
system is installed on the center plate of M100 quadrotor. The fully assembled
mini-UAV based polluted gas sensory system is shown in Fig. 4.

Fig. 3. The integration of system (a) main board; (b) auxiliary board. The upper part is the main
board and the lower part is the auxiliary board.
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4 Experiments and Results

To verify and validate the effectiveness of the UAV-based sensory system and the
method of source estimation. An experiment was implemented in a chemical industry
park.

Fig. 4. Fully assembled UAV-based aerial sensory system.

Fig. 5. The concentration of sulfur dioxide (SO2Þ along the flight path, the darker region
represents higher concentration.
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4.1 Data Acquisition

The monitoring area was selected mainly including a petrochemical plant covering
about 200 ha. Due to safety concerns, the quadrotor is forbidden to fly into the region
of plant. Therefore, the flight trajectory of quadrotor was designed around the area. The
quadrotor was flying along the trajectory at approximately 50 m AGL (above ground
level) for about 20 min around 3 pm local time, 25th July 2016 during which time the
data was collected at a 1 Hz data rate. During the flight, we could get the monitoring
gas concentration and the status of quadrotor status including location, height and
existing trajectory in the cloud server, which makes us adjust the path of quadrotor
according to the monitoring data conveniently. Due to the strict control of air con-
taminant emission, all kinds of gases maintained at a low level during the experiment
except the sulfur dioxide (SO2Þ, so we only concentrated on SO2. The SO2 concen-
tration along the trajectory of this experiment is shown in Fig. 5. In the figure, the
darker region represents the higher concentration. It can be seen that the concentration
of SO2 in the southwest of area was relatively higher. Therefore, the quadrotor hovered
there to collect more valid data. The maximum concentration is about 10 mg=m3.

Fig. 6. The distribution of particles in step 1, 5, 10 and 15.
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4.2 Source Estimation

Based on the SO2 concentration data collected from the UAV sensory system, the
source location is identified using PSO. Figure 6 displays the distribution of particles in
step 1, 5, 10 and 15 with the observed concentration along trajectory. In step 1, 525
particles are initialized uniformly in the searching region of 2500 * 2500 m2. From
step 5 to 15, particles gradually converge to the lower left of the region, which cor-
responds to the southwest of the monitoring area. The source location could be esti-
mated by computing the weighted average sum of particles, which is (−305.6,
−1244.4). After getting the source location, the release rate is estimated as 0.3915 kg/s
according to the MLE principle. In the field observation, there was a chimney of
sulfuric acid recovery near the location estimated, which roughly verifies the result of
source estimation.

5 Conclusions

In this paper, a Hazard source estimation method based on the integration of atmo-
spheric dispersion simulation and UAV sensory system is developed. According to the
Bayesian inference, the source location is estimated by seeking the point with the
maximum of posterior probability. An improved Gaussian dispersion model is pro-
posed for the simulation of the continuous emission source. In order to obtain the
high-quality observed data, an UAV-based air contaminant sensory system composed
of an aerial platform and a sensory system is developed. To test the source estimation
method with the aerial sensory system, an experiment was implemented in a chemical
industry park. During this experiment, the aerial sensory system successfully accom-
plished the data acquisition and transmission as we had planned. In terms of the
collected data, the relatively high concentration of SO2 was detected in the southwest of
monitoring area. Based on the observed data of SO2, the source was located in the
coordinates of (−305.6, −1244.4) with the release rate of 0.3915 kg/s. The experiment
verified the effectiveness of the source estimation method and the UAV-based sensory
system developed. However, there are still some problems in this method like the
relatively low accuracy of the gas sensors. In the future, the autonomous navigation and
path planning of UAV will be developed to enhance the efficiency of data collection.
Besides, more effective features (e.g. gradient) will be extracted from the concentration
distribution for more accurate source estimation.
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Abstract. The realistic modeling and effective control of drill-strings
has been an ongoing research challenge. This has recently come to focus
due to the volatility in the oil industry. Owing to the severely nonlin-
ear nature of the drill-string, evolved nonlinear control techniques have
recently been proposed to overcome the inherent stick-slip dynamics
which are severely detrimental to the drilling performance as well as
structural health of any given drill-string. Yet, most of the controller
performance is analysed without including the significant delay intrin-
sic to the overall system. In this paper, the impact of system delay on
the overall performance of a controlled drill-string is studied via exten-
sive simulations. The analysis presents the impact of delay on three
recently proposed sliding-mode control schemes. A surprising coexistence
of attractors is observed from the delayed system on the third controller.
This result will potentially impact the design of implementable control
schemes proposed in future.

Keywords: Drill-string dynamics · Stick-slip oscillation · Coexistence ·
Attractors · Sliding-mode controller · Delay

1 Introduction

Stick-slip vibrations are the major cause for concern in an operating drill-string
[1–7]. The stick-slip phenomenon can be looked at as a combination of two
distinct phases (1) Stick phase (energy absorption) and (2) Slip phase (energy
release). These phases are the result of the periodic difference between the static
and dynamic friction. During the stick phase the energy gets stored as several
turns of twist in the long drill-string. This energy is suddenly released in the
form of uncontrolled spin of the drill-string in the slip phase. This uncontrolled
spin induces what is known as stick-slip vibrations that are highly detrimental
to the drill-string performance and more importantly the structural health of
the drill-string [2].

Several mitigation strategies to avoid stick-slip have been proposed over the
years. Open-loop mitigation strategies include modification to the drill-bit [8],
stabilizes in the borehole assembly [9], optimizing drilling parameters [5] and
increasing lubricity [10–12]. The main drawbacks of open-loop strategies are

c© Springer Nature Singapore Pte Ltd. 2017
M.S. Mohamed Ali et al. (Eds.): AsiaSim 2017, Part I, CCIS 751, pp. 505–517, 2017.
DOI: 10.1007/978-981-10-6463-0 43
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1. Inability to adapt while in operation
2. Difficulty in system integration due to physical design limitations
3. Limited operational range.

To overcome them, closed-loop control strategies have been proposed [1–4,7,
13,14]. Owing to the highly nonlinear nature of the drill-string, several nonlinear
control schemes that can mitigate stick-slip behaviour of a drill-string have been
formulated [2], yet most of these performance simulations do no amount for the
significant delay between the drilling motor (actuator) and the drill-bit (end-
effector). In this work a detailed analysis of the performance of three proposed
sliding-mode control schemes in the presence of variable delay is presented.

The paper is structured as follows. Section 2 presents the 2-DOF drill-string
model, the bit-intersection model as well as the drill-string parameters used in
this study. The open-loop time histories clearly showing the stick-slip phenom-
enon are also presented. Section 3 briefly describes the controller design and the
3 switching schemes as reported in [2] and presents the closed-loop system per-
formance analysis in the presence of delay. Section 4 presents the coexistence
of attractors seen in this system and motivates it’s usage as a possible remedy
to the performance degradation issue introduced by the system delay. Section 5
concludes the paper.

2 Two Degree-of-Freedom Drill-String Model

A 2-DOF model of a drill-string is shown in Fig. 1. It consist of the following
components: The upper disc denotes the top drive system consisting of the actu-
ator (motor) and rotary table. The key parameters that describe this assembly
are: U, cr, φb, Jr where,

Fig. 1. The 2-DOF lumped-parameter model of the drill-string
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1. U is the input torque
2. cr is the viscous damping coefficient on the top drive
3. φr is the angular position of the top drive
4. Jr is inertia of the top drive

The drill pipe that connects the top drive assembly to the Bottom Hole Assembly
(BHA) is modeled as a connected spring - damper with parameters: C and K
where

1. C is the torsional damping
2. K is the torsional stiffness

Lower disc denotes the BHA consisting of the drill-bit and related assembly. The
key model parameters are: Tb, Jb, cr, φb where

1. Tb is the torque of friction
2. Jb is the inertia of the BHA
3. cr is the viscous damping coefficient on the BHA
4. φb is the angular position of the BHA

The simplified equation of motion can be written as

JΦ̈ + CΦ̇ + KΦ + T = U (1)

which can be further parametrized as

φ̈r =
U

Jr
− Cr + C

Jr
φ̇r +

C

Jr
φ̇b − K

Jr
(φr − φb) (2)

φ̈b =
C

Jb
φ̇r − (Cb + C)φ̇b +

K

Jr
(φr − φb) − Tb (3)

Therefore, with the angular displacement and angular velocity given by φi and
φ̇i respectively, s.t. i ∈ R; the new state of the system can be initialized as:

x = [φ̇r, φr − φb, φ̇b] (4)
= [x1, x2, x3] (5)

Using these states, a state-space representation of the system can be formulated
as follows:

ẋ1 =
U

Jr
− Cr + C

Jr
x1 +

C

Jr
x3 − K

Jr
x2 (6)

ẋ2 = x1 − x3 (7)

ẋ3 =
C

Jb
x1 − Cb + C

Jb
x3 +

K

Jb
x2 − Tb (8)

This three-state system model will be further combined with the Bit Inter-
action Model which encapsulates the interaction of the drill-bit with the rock
surface.
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2.1 Bit Interaction Model

The Bit Interaction Model includes three regimes of drill-surface interaction
which can be described as:

1. The Stick Phase: In this regime, the drill-bit is stalled in the formation. As
seen, the bit velocity is less than the positive constant ζ. Additionally, the
reaction torque τr is less than or equal to static friction torque τs.

2. Stick-to-Slip Phase: In this regime, the drill-bit begins to move. The bit
velocity is less than the positive constant ζ but reaction torque is greater than
the static frictional torque τs.

3. Slip Phase: In this regime, the drill-bit slips as if the coefficient of friction is
negligible. Estimating the frictional torque includes the impact of the Wob, bit
radius and the bit dry friction coefficient μb = μcb + (μsb − μcb)e(−γb|φ̇b|/νf ),
the Coulomb friction coefficient is μcb

The frictional torque during the drill-bit interaction with the rock can be
formulated as

Tb =

⎧
⎨

⎩

τr, if |φ̇b| < ζ and |τr| ≤ τs

τssgn(τr), if |φ̇b| < ζ and |τr| > τs

μbRbWobsgn(φ̇b), if |φ̇b| < ζ

(9)

τr = C(φ̇r − φ̇b) + K(φr − φb) − Cbφ̇b is the Reaction torque, τs = μsbRbWob

is the Friction torque, μsb is the static friction coefficient,Wob is the Weight on
Bit (WOB), Rb is the Bit radius.

From [1,2], a set of drill-string field data was obtained and this data was used
to form a set of realistic simulation parameters. These have been presented in
Table 1. These parameters are used while simulating the model throughout the
work.

Table 1. Realistic drill-string physical parameters used in simulations

Parameters Values

Jr 2298 kg m2

Jb 411 kg m2

c 48 N ms/rad

k 141 N ms/rad

Cr 410 N ms/rad

Cb 60 N ms/rad

μsb 0.71428

μcb 0.15178

Wob 17.5 kN

γb 0.85

νf 4

ζ 10−2
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The derived model was simulated using the selected set of parameters to
ensure that it replicated the expected behavior of the drill-string.

2.2 Open-Loop Model Verification

Figure 2, shows the stick-slip being evident while the system is being simulated
for 100 s. The three regimes can be seen from this simulation. The drill-bit sticks,
followed by its transition stick to slip phase and finally, the slip phase. The loss
in stability is as a result of the Hopf bifurcation [2,5,15,16].

0 20 40 60 80 100
−1

0

1

2

3

4

5

6

7

8
Time history of angular velocity of the rotatry table and drill bit.
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Fig. 2. This shows the time histories of the angular velocities of the rotary table and
drill-bit that is being driven by a constant input torque. Simulated for 100 s. Note
that the drill-bit is sticking at regular intervals, indicated by the region when drill-bit
velocity goes to zero.

3 Effect of Induced Delay

A well-performing sliding surface with three inputs specifically designed to allevi-
ate certain dynamic issues was proposed in [2]. The next subsection gives details
of the same.

3.1 Sliding-Mode Controller

The sliding surface is of the form:

s = (φ̇r − Ωd) + λ

∫ t

0

(φ̇r − Ωd)dτ + λ

∫ t

0

(φ̇r − φ̇b)dτ (10)
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where we have λ as a positive control parameter. From the equation for the
sliding surface, it’s time derivative can be computed as:

ṡ = φ̈r + λ(φ̇r − Ωd) + λ(φ̇r − φ̈b) (11)

The parameters of the proposed sliding-mode controller are tabulated in
Table 2.

Table 2. Parameters for the proposed sliding-mode controller

Parameters Values

Mjt 150

Mkp 100

Mcp 40

Mcrt 70

φ̈r will be substituted in the equation above to give Uideal. With an aim to elimi-
nate uncertainties in parameter estimation we define the sliding mode controller
as below

U = Ueq + Usc (12)

where Ueq is the equivalent control and Usc is the switching control. Then, the
equivalent control Ueq is derived from the ideal controller Uideal:

Uideal = (Cp + Crt)x1 − Cpx3 + Kpx2 − Jtλ(x1 − Ωd) − Jtλ(x1 − x7) (13)

Ueq = (
∧
Cp +

∧
Crt)x1 − Cpx3 +

∧
Kpx2 − ∧

J tλ(x1 − Ωd) − ∧
J tλ(x1 − x7) (14)

the ‘∧’ in the equation indicates an estimated model parameter.
The paper further proposed three switching control inputs, each with a spe-

cific function

U1
sc = −(Mcp|φ̇t−φ̇1|+Mcrt|φ̇t|+Mkp|φt−φ1|+Mjtλ|φ̇t−Ωd|+Mjtλ|φ̇t−φ̇b|+η)sgn(s)

(15)

The first switching controller U1
sc is given in Eq. 15. It forces the system state

to ‘slide’ along a surface that is predefined by ‘s’. At this stage, the state of
the system is being restricted to the surface by tracking the trajectory. High-
frequency chattering was observed in simulations and therefore a second control
input was designed as an improvement over this one. This input is U2

sc, as shown
in Eq. 16

U2
sc = −(Mcp|φ̇t−φ̇1|+Mcrt|φ̇t|+Mkp|φt−φ1|+Mjtλ|φ̇t−Ωd|+Mjtλ|φ̇t−φ̇b|+η)

s

|S|+ δ
−ks

(16)
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This controller eliminated the high-frequency chatter but the trajectory of
the system cannot reach an acceptable boundary of the sliding surface s = 0. The
tuning parameter δ had to be carefully selected to ensure that tracking errors
were within bounds. To overcome this issue, a third controller was proposed as
given in Eq. 17.

U3
sc = − Mcp|φ̇t − φ̇1|s

|s| + δ1exp(−δ2
∫ |φ̇t − φ̇1|dt)

− Mcrt|φt|s
|s| + δ1exp(−δ2

∫ |φt|dt)

− Mkp|φt − φ1|s
|s| + δ1exp(−δ2

∫ |φt − φ1|dt)

− Mjtλ|φ̇t − Ωd|s
|s| + δ1exp(−δ2

∫
λ|φ̇t − Ωd|dt)

− Mjtλ|φ̇t − φ̇b|s
|s| + δ1exp(−δ2

∫
λ|φ̇t − φ̇b|dt)

− κs

(17)

The third controller U3
sc effectively suppresses the stick-slip vibrations and

at the same time stabilizes the drill-bit and rotary table velocities to the desired
values. This controller was then compared with another controller proposed in
literature [17] and shown to outperform it.

It must be noted that though each controller performs up to expectation
and that the third controller was able to achieve both the performance goals
of stick-slip vibration suppression as well as accurate stable tracking of drill-bit
and rotary table velocities. However, the simulations did not take into account
the substantial delay introduced by the typically long length of the drill-string.
This delay changes the problem from instantaneous control to that of delayed
control. Thus, the effect of inherent system-induced delay was analyzed for all
the three controllers.

3.2 Simulations with Delay

Though only the third controller needed to be analyzed for the induced delay (as
it was the best performing of the three), for completeness, all three controllers
were simulated for varying induced-delay conditions. Figure 3(a), (b) and (c)
plot the angular velocity of the drill-bit for different delay values for the three
proposed controllers respectively.

Controller 1: In Fig. 3(a) (for Controller 1: U1
sc), it can be seen that there is

high frequency chattering for delay values between 2 s and 2.488 s. From 2.48 s
onwards, the controller is deemed ineffective and the drill-bit goes back to expe-
riencing stick-slip vibrations.

Controller 2: In Fig. 3(b) (for Controller 2: U2
sc), it can be seen that the high-

frequency chatter is almost non-existent. However, from 2.76 s onwards, the con-
troller is ineffective in suppressing the stick-slip vibrations. A more surprising
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Fig. 3. (a) Plots the steady-state angular drill-bit velocity vs induced delay for
Controller 1 (b) plots the steady-state angular drill-bit velocity vs induced delay
for Controller 2 (c) plots the steady-state angular drill-bit velocity vs induced delay
for Controller 3

observation is that is the induced delay increases to beyond 4.68 s, the drill-bit
angular velocity takes on negative values. This suggests that the drill-bit rotates
in the opposite direction to that of the rotating table with a realistic chance of
warping the drill-string and causing serious structural damage.

Controller 3: The observations made on the behavior of the third controller
are even more alarming. As seen in Fig. 3(c) (for Controller 3: U3

sc), the con-
troller suppresses high frequency chattering in the presence of delay. However,
the ability of the controller to do this is diminished when compared to that
of Controller 2. The system controlled using Controller 3 goes into stick-slip
oscillations at delay values lower than that of Controller 2 (2.32 s). More impor-
tantly, Controller 3 controlled system experiences negative angular velocity for
the drill-bit at a substantially lower delay value of about 3.6 s. Additionally,
the magnitude of these negative angular velocities is also much larger than that
achieved by Controller 2.

To further explore the behavior of Controller 3, time-domain traces of the
drill-bit angular velocity for a system without delay (see Fig. 4(a)) and with a
delay of 4 s (see Fig. 4(b)) are plotted. The desired angular velocity is set to
7 rad/s, the WOB is 17.5 kN. Note that the controller is turned on at t = 33 s.
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Fig. 4. (a) For the closed-loop controlled drill-string using Controller 3 with no delay.
(b) For Closed-loop controlled drill-string using Controller 3 with a delay of 4 s.

The phase plots for the same two cases for Controller 3 plotting the angular
displacement between the drill-bit and the rotary table (state x2) versus the
angular velocity of the drill-bit (state x3 are given in Fig. 5.
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(a) Third switching controller is applied
without delay
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Fig. 5. (a) For the closed-loop controlled drill-string using Controller 3 with no delay.
(b) For Closed-loop controlled drill-string using Controller 3 with a delay of 4 s.

As can be seen clearly, the introduction of the delay severely degrades the
controller performance. This simulation demonstrates the necessity of devising
control strategies that can adequately compensate for the effect of induced sys-
tem delay. A further complication arises from the coexistence of attractors which
in turn is a result of the system exhibiting two completely different steady-state
behavior for the same set of parameters but different initial conditions. This
aspect is explored in the next section.
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4 Coexistence of Two Attractors

The occurrence of a phenomenon where there are two attractors having the same
parameter values but different starting conditions is checked. The two attractors
are stable drilling point and the stick-slip limit cycle. It is seen that depending
on the initial conditions of the system, the same set of parameters values could
result in different distinct system behaviors, [18].

4.1 Coexistence of Attractors in Open-Loop

Due to the severely nonlinear nature of the drill-string, it is quite natural to
expect coexistence of attractors during open-loop operation. That is basically
saying that there is a distinct possibility that given two different initial condi-
tions, the open-loop drill-string could either go into stable drilling or get locked
in a stick-slip oscillatory cycle. To ascertain that such conditions can occur, the
derived model was simulated in open-loop for two initial condition sets where
the state vectors are given by:

1. x = [0, 0, 0]
2. x = [4.7086, 9.0042, 4.7103]

The simulation results are plotted in Fig. 6. As seen, if the system’s initial
condition is zero i.e., x = [0, 0, 0], then the system reaches a stick-slip limit cycle.
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Fig. 6. The open-loop phase plots showing the coexistence of the stick-slip at
WOB = 17.5 kN. The stick-slip (red ‘-’) was seen with initial conditions x =
[0, 0, 0]. The stable drilling (blue ‘*’) was obtained with initial conditions x =
[4.7086; 9.0042; 4.7103]. (Color figure online)
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On the other hand, if the starting state vector is x = [4.7086, 9.0042, 4.7103], the
system continues stable drilling.

This clearly shows that if the right initial conditions are selected, stable
drilling can be achieved and stick-slip oscillations can be avoided. This could
be a way to overcome the issue of the system’s delay-induced degradation of
performance in closed-loop.

4.2 Coexistence of Attractors in Closed-Loop with Delay

Having confirmed that there lies coexisting attractors in the open loop system,
we opt to check if this same possibilities can exist in the system with the third
switching control while this system has induced delay. After a basic numerical
search, a set of initial conditions were found where the system does indeed give
stable drilling even in the presence of a 4 s delay. Initial conditions for the two
test cases are:

1. x = [0, 0, 0]
2. x = [7.0289, 8.3525, 7.0285]

Figure 7 plots the resultant phase plots. At zero initial conditions, the delay-
induced closed-loop system experiences stick-slip oscillations. On the other hand,
when the right initial conditions (x = [7.0289; 8.3525; 7.0285]) are introduced,
stable drilling is observed.
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Fig. 7. The closed-loop phase plots showing the coexistence of the stick-slip at
WOB = 17.5 kN. The stick-slip (red ‘-’) was seen with initial conditions x =
[0, 0, 0]. The stable drilling (blue ‘*’) was obtained with initial conditions x =
[7.0289; 8.3525; 7.0285]. (Color figure online)
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5 Conclusions

Delay inherent to the drill-string due to its length is a major factor limiting
the performance of any implemented control. This was shown by testing the
most recently proposed and well-performing sliding-mode controller in presence
of delay. A relatively small delay (≈3 s) was sufficient to not only induce stick-
slip back into the closed-loop system but also introduce angular velocities in
the reverse direction which have the potential of structurally warping and in
severe cases destroying the drill-string. However, it was shown that the inherent
system nonlinearity and coexistence of attractors can be exploited to overcome
the detrimental effects of the delay. By proper choice of initial conditions, the
closed-loop delay-induced system could be brought to operate at a stable drilling
point. Future extensions could include automated initial condition computations
as well as controller design with the inclusion of a proper delay model.
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Abstract. The modeling of aircraft motion is very important for aircraft flight
performance evaluation, aero-engine design and air-combat modeling and
simulation. However, the flight of aircraft is a complex process, and its flight
capability is affected by many factors. The existing modeling process is gen-
erally based on analytic methods or energy methods, which leads to complex
modeling process or lower model accuracy. For this reason, we deduced the
coordinate transformation matrix, and on this basis, established a differential
equation of aircraft motion with the earth fixed axis system, and finally built an
aircraft motion model based on the numerical integration method. Experiments
show that the method is simple and high-precision, and can meet the require-
ments of rapid modeling of warfare simulation.

Keywords: Aircraft motion model � Warfare simulation � Coordinate
transformation matrix � Numerical integration

1 Introduction

Since the first use in World War I, the advantage of the aircraft in wars has become
increasingly evident [1]. Especially in modern combat, aircraft has been a key factor to
victory because of its flexibility, high-speed and three-dimensional features. Aircraft, as
a combat platform, its flight function is an important feature to distinguish from other
weapons platforms. Aircraft can carry varies of detection equipment, weapons and
confrontation facilities which used to be land-based or sea-based into the air to increase
their combat capability and improve their operational performance. The most important
step to build an aircraft model is to build its motion model. However, the flight process
of aircraft in the air is very complex, its flight performance is not only related with
physical properties such as engine performance, aerodynamic parameters, weight and
so on, but also with the air, terrain, aerodynamic hysteresis effect and other factors [2].
Therefore, it is difficult to establish aircraft motion equations in the geocentric coor-
dinate system directly, and the accuracy of the aircraft motion model is also hard to be
guaranteed.

The weight of aircraft is greater than air, so aircraft generates aerodynamic lift to fly
through the interaction between wings and air. The flight capability of the aircraft is
determined by its own aerodynamic parameters, including the lift coefficient, the drag
coefficient and the lateral force coefficient [3]. The surface model of aircraft can be used
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to calculate the aerodynamic parameters of the aircraft directly, but this surface model
is very complex, and needs to take up a lot of computing resources, thus cannot meet
the needs of combat simulation. The motion equations of aircraft include full-scale
equations and small perturbation equations [4]. The full-scale equations are original
equations, and the aircraft motion model established by full-scale equation will have
higher precision, but the modeling process and calculation process of this model will be
complex. The small perturbation equation is derived based on the full-scale equation
for a reference state and ignoring the secondary factors. The small perturbation
equation has a good effect on the simulation of constant flight state, which can meet the
needs of warfare simulation. In this paper, we derived a small perturbation equation in
earth fixed axis system by matrix transformation which can calculate the instantaneous
acceleration of aircraft according to the inputted thrust parameters, aerodynamic
parameters and environmental parameters. And then we can calculate the instantaneous
position and speed of the aircraft by numerical integration method. Experiments show
that this model is easy to implement and has high accuracy.

2 Related Work

Aircraft motion simulation is an important aspect of aircraft simulation, thus estab-
lishing aircraft motion model is of great significance for warfare simulation, weapon
equipment evaluation and tactical theory research. A large number of researchers have
carried out this study and put forward many methods and technologies. At present, the
methods used to simulate aircraft flight and calculate flight status include analytical
method, energy method and numerical integration method [5].

The analytical method establishes the aircraft dynamics equation based on the
assumption of moment balance, and then obtains the flight status of the aircraft by
solving the dynamics equations. Therefore, it is necessary to consider the force of the
aircraft at each moment [6, 7]. The main solutions of dynamics equations are Euler
method, four element method [8], second order Runge-Kutta method, fourth order
Runge-Kutta method, second order Adams method and Tustin method [9]. The analytic
method can solve the force situation and flight status of the aircraft at a certain time
accurately, but it needs to establish complex full-scale differential equations, and the
solution of the equations needs to consume a lot of computing resources. In addition,
the output data of aircraft motion model established by energy method is rough and
users cannot get the exact location of the aircraft during flying process [10].

The numerical integration method can calculate the state of the aircraft at the next
moment according to the initial state and the inputted state parameters and environ-
mental parameters. This method can establish the aircraft motion model easily and is
suitable for computer programming. Using numerical integral method to build motion
model can achieve good practical effects. But the selections of dynamic parameters,
aerodynamic parameters and movement parameters of existing models are based on the
fixed engine performance and aerodynamic characteristic curves or some fixed values,
so the precision of models are not high. In literature [11], Johnson gets instantaneous
thrust of aircraft by modeling aircraft engine using the similarity method, but the
method is not universal and the modeling process is complex. In literature [10],
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the author uses empirical data to calculate the lift and drag coefficient of taxiing model,
which results in low precision.

In this paper, the transformation matrix between the geocentric coordinate system
and the body coordinate system is deduced by studying the relationship between the
geocentric coordinate system, the earth fixed axis system and the body coordinate
system. And we transform the aircraft motion equations in the body coordinate system
into the equations in the earth fixed axis system. Then we calculate the instantaneous
engine thrust, lift coefficient and drag coefficient by numerical integration method in
iteration, so as to obtain the flight state and coordinate position of the aircraft at each
moment.

3 Modeling Method

Establishing aircraft motion model according to the aircraft dynamics equation needs to
analyze the force situation of aircraft at every moment. Usually, we can only know the
force of aircraft in the body coordinate system, as shown in Fig. 1.

However, the input and output of the aircraft motion model are generally the
coordinates of the geocentric coordinate system directly converted from the latitude,
longitude and height. Therefore, it is necessary to realize the conversion between the
geocentric coordinate system and the body coordinate system. To realize the direct
conversion between the body coordinate system and the geocentric coordinate system
is difficult, so the earth fixed axis system is needed as the transition coordinate system.
The body coordinate system, the geocentric coordinate system and the earth fixed axis
system are all right hand system, defined as follows:

1. The body coordinate system St is a three-dimensional rectangular coordinate system
established on the body of aircraft. The origin O is aircraft centroid, and the X-axis is
in the symmetry plane of aircraft, parallel to the aircraft axis and forward to the front.

Fig. 1. Force diagram of aircraft in the body coordinate system.
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The Z-axis is perpendicular to the symmetry plane, forward to the right. The Y-axis
is perpendicular to the XOZ plane and forward to the up.

2. The geocentric coordinate system Sc is established inside the earth. The origin O is
located in the center of the earth, and the X-axis coincides with the intersection of
the meridian and the equator, forward to the east. Z-axis coincides with the Earth’s
rotation axis, forward to the north. The Y-axis is perpendicular to the X-axis and
Z-axis and forms the right hand system.

3. The earth fixed axis system Sd is fixed to the surface of the earth, and its origin O
can be selected on the surface arbitrarily. Y-axis plumb hammer with ground and
forward to the up. The X and Z axes are in the ground and can be selected according
to the requirements.

3.1 Coordinate Transformation Matrix

After defining the coordinate system as above, we can think that the earth fixed axis
system can be converted from the geocentric coordinate system. The conversion matrix
is as follows:

Bd
c ¼ Bx p� latð ÞBz longþ p

2

� �
ð1Þ

Bz longþ p
2

� �
¼

�sin longð Þ cos longð Þ 0
�cos longð Þ �sin longð Þ 0

0 0 1

2
4

3
5

Bx p� latð Þ ¼
1 0 0
0 �cos latð Þ sin latð Þ
0 �sin latð Þ �cos latð Þ

2
4

3
5

Bd
c ¼

�sin longð Þ cos longð Þ 0
cos latð Þ cos longð Þ cos latð Þ sin longð Þ sin latð Þ
sin latð Þ cos longð Þ sin latð Þ sin longð Þ �cos latð Þ

2
4

3
5

Converting the earth fixed axis system into the geocentric coordinate system is the
inverse of the above process, so the conversion matrix is as follows:

Bc
d ¼ Bx � p� latð Þð ÞBz � longþ p

2

� �� �
ð2Þ

Bx � p� latð Þð Þ ¼
1 0 0
0 �cos latð Þ �sin latð Þ
0 sin latð Þ �cos latð Þ

2
4

3
5
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Bz � longþ p
2

� �� �
¼

�sin longð Þ �cos longð Þ 0
cos longð Þ �sin longð Þ 0

0 0 1
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4

3
5

Bc
d ¼

�sin longð Þ cos longð Þ cos latð Þ cos longð Þ sin latð Þ
cos longð Þ sin longð Þ cos latð Þ sin longð Þ sin latð Þ

0 sin latð Þ �cos latð Þ

2
4

3
5

To realize the conversion between the earth fixed axis system and the body coor-
dinate system also needs to know the aircraft drift angle, pitch angle and roll angle, the
three angles are defined as follows:

1. The drift angle u: the angle between the projection line of the body axis X on the
horizontal plane XOY and the axis X. If the axis X deviates from the horizontal
plane XOY to the left, then u is positive.

2. The pitch angle 0: the angle between the body axis X and the horizontal plane XOZ.
0 is positive when axis X is tilted upward.

3. The roll angle c: the angle between the plane symmetry XOY of the aircraft and the
plane of the lead hammer containing the axis X. When the right wing tilts down, the
left is tilted upward, c is positive.

Therefore, according to the three angles above, the conversion matrix Bt
d between

the earth fixed axis system and the body coordinate system can be derived.

Bt
d ¼ Bx cð ÞBz 0ð ÞBy uð Þ ð3Þ

Bx cð Þ ¼
1 0 0
0 cos cð Þ sin cð Þ
0 �sin cð Þ cos cð Þ

2
4

3
5

Bz 0ð Þ ¼
cos 0ð Þ sin 0ð Þ 0
�sin 0ð Þ cos 0ð Þ 0

0 0 1

2
4

3
5

By uð Þ ¼
cos uð Þ 0 �sin uð Þ

0 1 0
sin uð Þ 0 cos uð Þ

2
4

3
5

Bt
d ¼

cos 0ð Þ cos uð Þ sin 0ð Þ �cos 0ð Þ sin uð Þ
�sin cð Þ sin 0ð Þ cos uð Þ

þ sin cð Þ sin uð Þ cos cð Þ cos 0ð Þ cos cð Þ sin 0ð Þ sin uð Þ
þ sin cð Þ cos uð Þ

sin cð Þ sin 0ð Þ cos uð Þ
þ cos cð Þ sin uð Þ �sin cð Þ cos 0ð Þ � sin cð Þ sin 0ð Þ sin uð Þ

þ sin cð Þ cos uð Þ

2
666664
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3.2 Aircraft Motion Equations

When aircraft is flying in the air, the forces acting on the aircraft include: engine thrust
P, aerodynamic R and gravity G. So we can build the aircraft motion model by
analyzing the moment generated by the forces on the aircraft to calculate the accel-
eration vector of each time. The modeling process will describe following:

Usually, the total thrust of the engine is in the aircraft body coordinate plane XOY.
Let the thrust line and the body longitudinal axis X constitute the angle up, so the
engine thrust component in the body coordinate system is:

Pxt ¼ Pcosup; Pyt ¼ Psinup, Pzt ¼ 0

The aerodynamic force R is usually decomposed into three components in the body
coordinate system: resistance Q (negative direction along the axis of the body axis X),
lift force Y (along the body axis Y), side force Z (along the body axis Z). So we can
get:

Rxt

Ryt

Rzt

2
4

3
5 ¼

�Q
Y
Z

2
4

3
5

Then, we can get the formula of three components of the aerodynamic force using
lift coefficient Cy, the drag coefficient Cx and the side force coefficient Cz:

Q ¼ Cx � 1
2 � q� u2 � S

Y ¼ Cy � 1
2 � q� u2 � S

Z ¼ Cz � 1
2 � q� u2 � S

In this formula, lift coefficient Cy, the drag coefficient Cx and the side force
coefficient Cz can be obtained by interpolating on the aerodynamic characteristic curve;
The air density q can be calculated from the atmospheric environment model.

Combined with the gravity G ¼ mg of the aircraft, we can get the aircraft centroid
dynamics equation in the earth fixed axis system:

m
d
dt

vxd
vxd
vxd

2
4

3
5 ¼ Bd

t

P cosup
P sinup

0

2
4

3
5þBd

t

�Q
Y
Z

2
4

3
5þ

0
�mg
0

2
4

3
5

m
dvxd
dt

¼ P cosup cosw cos 0þ sinup sinwsinc� coswsin0coscð Þ� �

� QcoswscoshþY sinwssincs � coswssinhcoscsð Þ
þZ sinwscoscs þ coswssinhsincsð Þ

ð4Þ
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m
dvyd
dt

¼ P cosupsin0þ sinupcos0cosc
� �� QsinhþYcoshcoscs

� Zcoshsincs �mg
ð5Þ

m
dvzd
dt

¼ P � cosupsinw cos0þ sinup coswsincþ sinwsin0coscð Þ� �

þQsinwscoshþY coswssincs þ sinwssinhcoscsð Þ
þZ coswscoscs � sinwssinhsincsð Þ

ð6Þ

Dividing the time into some small time slice, we can assume that the aircraft is
doing uniform flight in every small slice. According to the aircraft centroid dynamics
equation, the acceleration of the aircraft in each time slice can be calculated so that the
speed and displacement of the aircraft at the end of each time slice can be approxi-
mated. The formulas (4) to (5) are the centroid dynamics equations of the aircraft in the
earth fixed axis system. The result of the calculation needs to be converted into the
acceleration vector in the geocentric coordinate system by using formula (2) derived
above.

4 Model Implementation

Through the derivation of the equation, we have obtained the motion differential
equations of aircraft in the earth fixed axis system. Using these equations to simulate
the flight of aircraft needs to input the instantaneous thrust, aerodynamic parameters
and environmental parameters in iteration. For this purpose, an atmospheric environ-
ment model based on standard atmosphere parameters is established.

4.1 Atmospheric Environment Model

The magnitude of engine thrust is related to the air pressure at the aircraft’s position,
and the lift generated by the aircraft flight is also affected by the air density. Therefore,
the numerical model of the atmospheric environment needs to be established. The
atmospheric environment includes: atmospheric temperature, pressure, air density, etc.
The establish of the atmospheric environment model is to calculate the atmospheric
characteristics at each instantaneous position.

The instantaneous thrust of the engine is related to the aircraft pressure height Hp

and the instantaneous Mach M, where the ambient pressure height Hp is related to the
actual air pressure Ps of the airport and is calculated as:

Hp ¼ 1� Ps=P0ð Þ1=5:25588
225577

� 105
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The instantaneous Mach M is the ratio of the instantaneous velocity V of the
aircraft to the actual sound velocity vs, M ¼ V=vs, and vs is calculated as follows:

vs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:4� 287� Ts

p

Atmospheric temperature is associated with altitude, in general, the higher the
altitude, the lower the temperature. The vertical decline rate of temperature is the
1000 m rise of altitude, the temperature dropped 6°. Reference temperature T0 can
choose the temperature of where the aircraft takeoff, the formula is as follows:

Ts ¼ T0 � 0:006� h

The lift and drag generated during the flight of the aircraft are related to the air
density. The air density qs refers to the mass of per unit volume of air at a given
temperature and pressure, and is calculated as follows:

qs ¼ q0 �
Ps
P0

� T0

Ts

Where q0, P0 and T0 are the atmospheric density, atmospheric pressure and
atmospheric temperature at sea level respectively.

4.2 Model Execution Flow

After the establishment of aircraft differential equations and atmospheric environment
model, we have been able to simulate the aircraft’s motion function. In order to meet
the needs of warfare simulation, we also need to further give the execution flow of
aircraft motion model. In warfare simulation, the motion model needs to solve the
position of next moment based on the track information and the position at this
moment. Therefore, we give the execution flow of the aircraft motion model in this
paper, as shown in Fig. 2.

The aircraft motion model first obtains the trajectory information by analyzing
scenario and finds its initial position and velocity according to the trajectory infor-
mation. And according to the current location, call the atmospheric environment model
to calculate the atmospheric temperature, pressure, air density and other parameters.
Then calculate the instantaneous engine thrust and aerodynamic parameters using
two-dimensional interpolation. These parameters are inputted into the aircraft centroid
dynamics equation, and the acceleration vector of the aircraft is calculated to get the
velocity and position increment of the aircraft in a given minimum time slice. Finally,
the new velocity vector and position vector are obtained by vector addition and con-
verted into the coordinates in the geocentric coordinate system through the coordinate
transformation matrix. This will be executed cyclically until the simulation end.
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5 Validation

Based on the modeling process above, we uses the C++ programming language to
realize the aircraft motion model, which can simulate the actual flight based on the
input performance parameters and atmospheric environment parameters. In order to
prove the correctness of this model, this paper takes a specific aircraft as an example to
compare the running results of this model with the actual measurement data. Figure 3 is
the flight path of the aircraft, where (a) is the simulation results of this model; (b) is the
actual flight data. By contrast we can find that the two tracks are very similar. Figure 4
is the changing curve of flight distance along with time, and the maximum absolute
error between calculation results and measure results is 1417 m, the maximum relative
error is 0.7%. Thus, we can prove that the aircraft motion model established in this
paper has high accuracy.

Analyze Scenario
Get trajectory 

Get initial position 
and velocity

Atmospheric
parameters

Instantaneous
thrust

Aerodynamic
parameters

Get acceleration 
vector

Get the velocity and 
position increment 

Get new velocity 
and position vector

Start

End

Time end

Input Parameters

No

Yes

Fig. 2. Aircraft motion model execution flow.

Fig. 3. The flight path of the aircraft.
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The physical characteristics of this aircraft are shown in Table 1. Airport envi-
ronmental data are shown in Table 2. Aerodynamic characteristics and thrust charac-
teristic are shown in Tables 3 and 4.

Fig. 4. The changing curve of flight distance along with time.

Table 1. Physical characteristics of aircraft.

Mass 60� 103 kg
Number of engine 2
Wing area 164:5m2

Installation angle 0
�

Stop AOA 4
�

Takeoff AOA 8
�

Table 2. Airport environmental data.

Air pressure 96525 Pa
Temperature 22:3 �C
Wind speed 2:0m=s
Gravity 9:8m=s2

Average slope �0:0011
Friction 0.025

Table 3. Aerodynamic characteristics of aircraft.

AOA/� Lift coefficient Drag coefficient

0 0.459 0.052
2 0.623 0.058
4 0.908 0.069
6 0.967 0.080
8 1.171 0.097
10 1.316 0.122
12 1.422 0.151
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6 Conclusion

This paper introduces the detailed process of establishing aircraft motion model using
numerical integration method. Firstly, the limitations and precision problem of the
existing modeling methods and parameter determination methods are summarized.
Then the coordinate transformation matrix in the modeling process is deduced, and the
differential equation of aircraft motion in the earth fixed axis system is given. After that,
the atmospheric environment model is built, and the execution process of the aircraft
motion model was described in detail. Finally, the correctness and accuracy of this
aircraft motion model are proved by comparing the calculated results with the actual
flight data.

References

1. Feng, Z., Yiping, Y., Wenjie, T., et al.: A high performance framework for modeling and
simulation of large-scale complex systems. Future Gener. Comput. Syst. 2015(51), 132–141
(2015)

2. Rolfe, J.M., Staples, K.J.: Flight simulation, pp. 56–89. Cambridge University Press,
Cambridge (1986)

3. Li, X., Xing, X.: Design & implementation of civil transport takeoff performance program.
J. Civil Aviat. Univ. China 26(1), 8–13 (2008)

4. Wang, L., Jia, L.: Simulation of aircraft flight system based on motion differential equation.
J. China Civil Aviat. Univ. 23(zl), 82–85 (2005)

5. Hua, Z.: Research on aircraft engine modeling for flight simulation. Nanjing University of
Aeronautics and Astronautics (2010)

6. Gu, H.: Dynamic model of aircraft ground handling. Acta Aeronautica et Astronautica Sinica
22(2) (2001)

7. Shui, Q.-C., Wang, Q.-H.: A mathematical model used to calculate the takeoff performance
for an aircraft. Flight Dyn. 19(4), 70–74 (2001)

8. Wang, J.: Improvement to quaternion-based model of rigid aircraft motion. J. Syst. Simul. 18
(2), 230–232 (2006)

9. Gai, Y., Gu, W., Xu, Y., Li, C.: A method for designing mobile capability simulation system
of avion. Comput. Simul. 26(1), 87–102 (2009)

10. Fang, Z.: Aircraft Flight Dynamics, p. 6. Beijing University of Aeronautics and Astronautics
Press, Beijing (2005)

11. Johnson, S.A.: A simple dynamic engine model for use in a real-time aircraft simulation with
thrust vectoring. NASA Technical Memorandum, vol. 4240 (1990)

Table 4. Thrust characteristic of aircraft.

Height/m Mach Thrust/N Height/m Mach Thrust/N Height/m Mach Thrust/N

0 0.0 93133 1000 0.0 85762 2000 0.0 77196
0 0.1 88303 1000 0.1 80556 2000 0.1 72793
0 0.2 84870 1000 0.2 77959 2000 0.2 71102
0 0.3 82980 1000 0.3 76244 2000 0.3 69514
0 0.4 82005 1000 0.4 75705 2000 0.4 69423

528 M. Zhang and Y. Yao



Designing a Biosensor Using a Photonic
Quasi-Crystal Fiber with Fan-Shaped Analyte

Channel

Suoda Chu1(B), Nakkeeran Kaliyaperumal1, G. Melwin2, Sumeet S. Aphale1,
P. Ramesh Babu Kalivaradhan2, and Senthilnathan Karthikrajan2

1 School of Engineering, Fraser Noble Building, University of Aberdeen,
Aberdeen AB24 3UE, UK

{r05sc15,k.nakkeeran}@abdn.ac.uk
2 Department of Physics, School of Advanced Sciences, VIT University,

Vellore 632 014, Tamil Nadu, India

Abstract. In this research work, we design a biosensor using a six-fold
photonic quasi-crystal fiber with a fan-shaped analyte channel based on
surface plasmon resonance (SPR). We numerically analyze both the dis-
persion relations and loss spectra for three different refractive indices
of the analyte, na, using finite element method. Through optimization
of the structure, we find that the proposed biosensor exhibits a max-
imum refractive index sensitivity of 3200 nm/RIU and a resolution of
3.12 × 10−5 RIU when na is increased from 1.41 to 1.43. We infer that
the coupling between the core mode and SPR mode can be explained as
a complete coupling of the loss matching condition or an incomplete cou-
pling of the phase matching condition. Owing to the ease of fabrication of
the proposed biosensor with an average sensitivity of 2250 nm/RIU, we
envisage that this biosensor could turn out to be a versatile instrument
for detecting the biomolecules.

Keywords: Fan-shaped · Photonic quasi-crystal fiber · Refractive index
sensor · Surface plasmon resonance · Sensitivity

1 Introduction

As a surface plasmon resonance (SPR) based senor, photonic biosensors with
remarkable advantages such as extremely high sensitivity, fast response, label-
free, capability of removable detection, online sensing, etc. give rise to a robust
and effective solution for direct sensing application [1]. It is widely studied by
a number of researchers in various fields like medical diagnostic, bio-chemical
detection and organic chemical detection for the investigation of bio-molecular
interaction and the recognition of target analytes [2].

It is well known that SPR is essentially an electromagnetic mode, due to the
collective resonant oscillation of free electrons, which is stimulated by incident
light at the interface of metal and dielectric material [3]. At a specific wavelength,
c© Springer Nature Singapore Pte Ltd. 2017
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the coupling will fulfill with the phase matching condition which can be explained
by the propagation constants equivalence of a core-guided mode and a plasmonic
mode. The first SPR experiment work for bio-sensing and gas detection was
presented by Liedberg et al. in 1983 [2]. Conventionally, the SPR biosensors
widely available in the market work with the Krechmann configuration which is
based on prism-coupling theory. The sensing ability of this kind of prism based
SPR sensors is quite good enough to detect even small variation in the refractive
index of analyte at the prism-metal interface [2,3]. However, due to their bulk
size and complicated design and structure, it is not easy to realize a portable
sensor [4,5].

The availability of optical fiber SPR sensor has made a break through in this
limitation because of its compact small size and design flexibility. The first optical
fiber SPR sensor with a maximum refractive index measurement resolution of
7.5 × 10−4 RIU at 900 nm was proposed by Jorgenson in 1993 [6]. Further,
multi-mode fibers were replaced by single mode fibers for higher sensitivity and
sharper loss peak [5]. With the development on photonic crystal fibers (PCFs),
it is possible to control the optical characteristics of PCF by having different
structures and by varying the structural parameters. The sensing ability and
sensing range witnessed a further improvement with the optimization of structure
[2]. Later on, a lot of PCF-SPR biosensors with different structures such as,
multi-core holey fiber in 2012 [1], large size microfluidic channel PCF in 2012
[7], square lattice PCF in 2014 [8], D-shaped PCF in 2015 [9] have been proposed
for enhancing the sensitivity. Due to the limitations in the fabrication technology,
currently it is quite difficult to coat the metal part onto the air holes. Among
these novel designs, the D-shaped PCF was considered as a most promising way
to fabricate by side-polishing technology [10]. Besides the common advantages,
the D-shaped PCF-SPR biosensor can easily be coated with the metal layer
outside the PCF air holes.

Recently, Gandhi et al. proposed a refractive index based biosensor using
a photonic quasi-crystal fiber (PQF) [11]. This PQF is a micro-structured fiber
with quasi periodicity that has a long-range order with aperiodic arrangement in
the cladding region [12]. Based on our previous work on a six-fold PQF biosensor
[4], in this work, we propose a six-fold PQF biosensor where a fan-shaped part
of the cladding is removed. Here, the cladding material is made of poly methyl
methacrylate (PMMA). The structure proposed in this paper is based on the
D-shaped fiber. Then, a sector is removed as the resonant wavelength is found
to be exceeding the wavelength range for defining the refractive index of PMMA.
For a D-shaped PQF biosensor, the matching resonance wavelength is found to
be 1.6 µm when the refractive index of analyte is 1.40. The matching resonance
wavelength gets increased as the analyte refractive index is increased. As the
maximum wavelength used in PMMA refractive index equation is limited to 1.6
µm, for a higher analyte refractive index, say, 1.42, the matching wavelength
must be more than the maximum value of the wavelength range. Furthermore,
the coupling phenomenon in this SPR sensing system occurs either because of the
incomplete coupling of the phase matching condition or the complete coupling
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of the loss matching condition. This plays a crucial role during the resonant
process between the fundamental mode and SPR mode [1]. The paper is laid out
as follows. We discuss, a detailed geometrical structure and theoretical modeling
in Sect. 2. Section 3 deals with the results and analysis of the proposed work.
Finally, we conclude the work in Sect. 4.

2 Simulated Geometrical Structure and Theoretical
Modeling

The structure of this designed SPR biosensor is shown in Fig. 1. Unlike the
common D-shaped PCF structure, a fan-shaped sector with the central angle of
72◦ and 6.2 µm in depth is removed from the original circular structure. It is
because that the gold layer can be easily coated at the interface between analyte
and PMMA cladding. This empty space can be used to fill in with the analyte
liquid as a sensor channel. The inter air holes are arranged in a fixed distance
of pitch, Λ, of 2 µm. The diameter of all the air holes is kept as 1 µm. The
gold layer thickness is fixed as 50 nm. In order to investigate the mode coupling
of this sensor, the finite element method (FEM) is used for simulation and a
perfectly matched layer (PML) boundary condition is applied for absorbing the
radiation power.

Fig. 1. Cross-section of the proposed six-fold PQF biosensor.

The background material of this sensor is PMMA. For an accurate calcula-
tion, the wavelength dependence of the refractive index of PMMA is defined by
the following equation which was reported by Beadie et al. [13]:

n2 (λ) = a0 + a1λ
2 + a2λ

4 + a3λ
−2 + a4λ

−4 + a5λ
−6 + a6λ

−8, (1)

where a0 = 2.1778, a1 = 6.1209e−3, a2 = −1.5004e−3, a3 = 2.3678e−2, a4 =
−4.2137e−3, a5 = 7.3417e−4 and a6 = −4.5042e−5. Here, λ represents the inci-
dent light wavelength in vacuum. It should be noted that the fit coefficients are
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valid and can be used in the calculation of refractive index of PMMA when the
temperature condition is around 20.1 C with an experimentally verified incident
wavelength ranging between 0.4 µm and 1.6 µm. Next, the dielectric constant of
gold is characterized by the Drude model [14]. The fan-shaped channel is filled
with the analyte liquid sample with the refractive index changing from 1.41 to
1.43.

3 Results and Analysis

Figure 2(a) and (b) illustrate both the distribution of electric field of a funda-
mental mode and a plasmonic mode of the fan-shaped channel PQF biosensor
at 1100 nm. It can be seen clearly from Fig. 2(a) that the power of core-guided
mode is almost concentrated in the core area while there is negligible plasmonic
mode power existing at the interface between the PMMA and the fan-shaped

Fig. 2. (a) The distribution of electric field of fundamental mode and (b) the distrib-
ution of electric field of plasmonic mode at 1100 nm when na = 1.43.



Designing a Biosensor Using a PQF with Fan-Shaped Analyte Channel 533

analyte channel. This indicates that there is no power exchange between those
two modes and hence, there is no coupling taking place at this wavelength.

In any plasmonic sensor, it is known that the plasmonic mode arises as a
consequence of the energy transfer from the fundamental mode. Figure 3(a) and
(b) represent the electric field distribution of the fundamental mode and plas-
monic mode at a mode matching wavelength of 1390 nm. As against the case
of Fig. 2(a) and (b), one can visualize the power transfer from the fundamental
mode as plasmonic which reflects the peak in the loss spectrum. The leaky core
mode energy excites the surface plasmon waves (SPWs) at the interface of gold
layer. Moreover, it has a maximum loss at this particular wavelength so that we
can make use of this confinement loss peak for sensing. Here, the confinement
loss α is calculated by [15],

αloss =
40π

λ ln 10
Im (nneff ) , (2)

Fig. 3. (a) The distribution of electric field of fundamental mode and (b) the distrib-
ution of electric field of plasmonic mode at 1390 nm when na = 1.43.
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Fig. 4. (a) Dispersion relations of the fundamental mode and SPR mode and confine-
ment loss when na = 1.41. (b) Dispersion relations of the fundamental mode and SPR
mode and confinement loss when na = 1.43.

where λ is the wavelength of incident light in vacuum and Im (nneff ) represents
the imaginary part of effective refractive index of the core-guided mode.

Figure 4(a) and (b) show the dispersion relation of the fundamental mode and
plasmonic mode along with the fundamental mode loss when the analyte refrac-
tive indices are 1.41 (Fig. 4(a)) and 1.43 (Fig. 4(b)), respectively. It is obvious
that, at resonance wavelength, a maximum power loss is reached due to the max-
imum leakage of fundamental mode. Comparing the real part of effective refrac-
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tive indices of fundamental mode and SPR mode, there is a crossing between
the modes in Fig. 4(b). However, such a crossing is not observed in Fig. 4(a).
The real parts of neff of the fundamental mode and the SPR mode for the
increasing values of the analyte refractive index are getting closer to each other.
However, for further increase in coupling wavelength they get crossed with a
intersection point. This can be explained by the coupled-mode theory [1,3]. In
Fig. 4(a), where the imaginary parts are equal to each other, a complete cou-
pling does occur. On the other hand, from the results of Fig. 4(b), when the real
parts of effective refractive indices of the two modes are equal, an incomplete
coupling occurs [16]. From the detailed numerical results, it is observed that the
biosensor works under the complete coupling of the loss matching condition when
the analyte refractive index is equal to 1.41. Conversely, there is an incomplete
coupling of the phase matching condition when the analyte refractive index is
above 1.41. This finding indicates that the SPR phenomenon for this biosensor
exhibits a complete coupling with lower analyte refractive indices and then turns
into incomplete coupling with the increasing analyte refractive index values.

Figure 5 indicates loss spectra when na is increased from 1.41 to 1.43. From
the result, it is clear that the loss peak is getting shifted towards the longer wave-
length side with the periodical decrement in the loss as and when the refractive
of the analyte is increased from 1.41 to 1.43. Based on the sensitivity calcula-
tion of the proposed biosensor, for a 0.1 nm peak-wavelength resolution instru-
ment, the maximum sensitivity is 3200 nm/RIU and the average sensitivity is
2250 nm/RIU.

It is well known that the gold layer thickness is a significant parameter in
determining the half-width and depth of the resonance peak [17]. Therefore, the
impact of different gold layer thickness has also been studied. Figure 6 shows the

Fig. 5. The loss spectra as a function of wavelength when the refractive index of analyte
is varied from 1.41 to 1.43.
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Fig. 6. The loss spectra as a function of wavelength with different thickness of gold
layer varying from 40 to 60 nm.

simulated results with the gold layer thickness of 40 nm, 50 nm and 60 nm which
indicate that the loss peak decreases and shifts to the longer wavelength side as
the gold layer thickness increases.

4 Conclusion

We have proposed a six-fold photonic quasi-crystal fiber biosensor with a fan-
shaped analyte channel in this paper. Due to its unique structure, it exhibits
two different kinds of coupling conditions, namely, the complete coupling and
incomplete coupling. Both these couplings could produce the surface plasmon
resonance phenomenon. A maximum refractive index sensitivity of 3200 nm/RIU
and a resolution of 3.12×10−5 RIU have been achieved for a sensing range from
1.41 to 1.43. It is worthwhile to emphasize that the gold layer coating process
in the fan-shaped cavity is easier than coating into the air holes. We are of the
opinion that with the existing state of the art of the fabrication technologies,
the realization of the proposed biosensor would be a viable one.
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Abstract. Fluid-structure interaction (FSI) is used in the study to predict the
vortex-induced vibration (VIV) of a cylinder that is fitted with helical strakes.
The aims is to predict the characteristic of VIV after the installation of helical
strakes on a cylinder. Two-way coupling through commercial fluid and struc-
tural solvers is utilized to develop the simulation. Helical strakes of height,
h = 0.10D and pitch, p = 10D is used together with cylinder of diameter,
D = 0.018 m. Three different velocities are tested. The amplitude, frequency,
fluctuating lift response and vorticity contour are presented. The present study
shows capability of FSI in reproducing the VIV characteristic of cylinder fitted
with helical strakes. However, improvement is required especially at low
reduced velocity as the values are deviated.

Keywords: Helical strakes � Fluid-structure interaction � Vortex-induced
vibration

1 Introduction

Predicting the vortex-induced vibration (VIV) of deepwater risers is one of the critical
challenges in the offshore industry. Because of the high current wave, vortex shedding
is generated at higher frequencies with higher structural modes. This phenomenon
results in great fatigue rate. To reduce the VIV, suppression devices are introduced.
Helical strakes are one of the suppression devices that commonly used in the offshore
industry [1]. In the past few decades, several laboratory works have been conducted to
investigate the effectiveness of helical strakes [2–4]. However, prediction of the
behaviour of helical strakes using simulation tools is still scarce.

The challenge that faced by the designers is the accuracy in predicting the VIV
response of the cylinder that fitted with helical strakes using numerical simulation tools.
The standard tools that are used by the current industry have been found to function
inconsistently in predicting certain cases. Empirical models required some basic
experimental data as input. However, the data used in this method is only based on
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experiments of one degree-of-freedom and does not handle non-linearity [5]. Therefore,
a more reliable numerical simulation is highly demanded.

Fluid-structure interaction (FSI) is newly introduced recently to address problems
dealing with the interaction between fluid and structure. It has been widely used in
combustion systems [6, 7] and blood flow [8, 9] applications. Nevertheless, there is still
lack of FSI investigation on the helical strakes in suppressing VIV of a cylinder. Pereira
Gomes et al. [10] are the few researchers that utilized FSI to simulate the laminar flow
over an aluminium cylinder fitted with thin plate in two-dimensional. The outputs were
in good agreement with experimental data. However, discrepancy was found in the first
swivelling mode. Gustafsson [5] examine the VIV of a short riser using FSI in
three-dimension. The author stated that simulation on FSI was stable but conservative.
Improvement on computational time was important as FSI is very time consuming.
Besides, high level of mesh refining is not recommended as it required longer com-
putational time.

To the best of authors’ knowledge, fully three-dimensional FSI simulation on VIV
of a cylinder fitted with helical strakes are very limited and not fully addressed. Hence,
in this paper, the performance of helical strakes in suppressing the VIV of cylinder is
studied using 3D FSI approach. Three different velocities are tested, and the experi-
mental result of a cylinder fitted with helical strakes [11] is used to validate the outputs
of the simulation.

2 Methodology

2.1 Computational Equations

It is not an easy task to predict the vortex-induced vibration of a cylinder fitted with
helical strakes. The boundary layers and appropriate turbulence model are needed for
the prediction. In the present study, fluid-structure interaction is implemented, where it
combines structural and fluid solvers for coupling. For the fluid solver, Reynolds-
averaged Navier-Stokes equations (RANS) is utilized. Assuming an incompressible
Newtonian fluid, the expression of the equation is as follows:

@Ui

@xi
¼ 0 ð1Þ

q
@Ui

@t
þ qUj

@Ui

@xj
¼ � @P

@xi
þ @

@xj
ð2lSji � qu0ju

0
iÞ ð2Þ

q is the density of fluid, P is the pressure, U is the averaged velocity, u’ represents
the fluctuating velocity, µ as the molecular viscosity and Sji as the rate of strain sensor.
The term �qu0ju

0
i is the Reynolds-stress tensor. The number of unknowns in the RANS

equations are more than the number of equations. To close the system, turbulence
model is required. In the present study, Shear Stress Transport (SST) k-x turbulence
model is used. The reason of choosing this model is because the turbulent shear stress,
which is not reflected in other turbulence model, is included in the calculation. Hence,
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the separation flow can be estimated more accurately under adverse pressure gradient
[12]. The two-equation k-x SST turbulence model is given by the following transport
equation in conservation form:
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where k is the turbulence kinetic energy and p is the specific dissipation rate. The P is
defined as following:

P ¼ sij
@ui
@xj

ð5Þ

sij ¼ lt 2Sij � 2
3
@uk
@xk

dij

� �
� 2
3
qkdij ð6Þ

and the turbulent eddy viscosity (limiter) is computed from:

lt ¼
qa1k

maxða1x;XF2Þ ð7Þ

The constants b, rk, rx, rx2, ϒ, vt, a1, X and blending function F1 and F2 are as
defined in [12].

For the structural solver, the structural dynamic system of a cylinder is represented
by equation of motion. By considering a cylinder immersed in water, functions as a
spring-damper-mass system encountering external fluid forces, the equation can be
described as:

ms€vþ cs _vþ ksv ¼ FfluidðtÞ ð8Þ

v = Xi +Yj + Zk, where X, Y and Z represent the cylinder instantaneous displacement
in x, y and z directions, respectively. _v and €v are the 1st order-partial derivative and 2nd

order-partial derivative of the displacement, respectively to time t. ms is the mass of the
structure, cs is the damping coefficient, ks is the spring stiffness, and Ffluid(t) is the fluid
force acting on the cylinder body. The fluid force is integrated from the body viscous
friction and the pressure which is obtained from the Navier-Stokes equation solutions.

A two-way coupling is utilized in the present study, where the structural and fluid
equations are solved separately and within one time step, no iteration is applied
between the structural and fluid field. The concept of the coupling in one time-step is as
following: calculation on fluid equations is performed until it is converged to obtain the
force on the cylinder. Then, the forces in fluid interface are interpolated to structural
mesh. These forces are treated as boundary conditions in structural domain and the
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Fig. 1. Flowchart of the coupling procedure.
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structural equations are solved to obtain the motion of cylinder. The motion in term of
displacement is then interpolated to the fluid mesh, and update the position of mesh
point. The same step repeated again by solving the fluid equations on the updated mesh
until convergence is reached. The procedure of the coupling is shown in Fig. 1.

2.2 Boundary Condition

In the numerical simulation, physical system in general is very complex to analyse.
Therefore, the model is constructed to retain the essential features to the real experi-
mental condition. In the present study, the experimental data of Quen et al. [11] is used
as benchmark for validation. In the paper, a pre-tensioned (147 N) flexible cylinder
with 2.92 m length and 0.018 m diameter is used where both ends are connected with
universal joints. To generate the similar condition in simulation, both ends of the
cylinder are constrained in terms of displacement. To allow the motion of universal
joint, rotation is allowed in x and y directions, but rotation in z direction is constrained.
At one end of the cylinder, an axial force of 147 N is applied to produce the
pre-tensioned effect. A standard gravity in –Y direction is also applied on the cylinder
fitted with strakes to represent the gravity effect of the cylinder. Besides, Fluid Solid
Interface is implemented on the surface of the cylinder to create the force and dis-
placement integration between fluid and structural domains.

For the fluid domain, seven boundaries are defined, to be exact the upper and lower
boundaries, left and right boundaries, upstream and downstream boundaries and the
wall of cylinder. To avoid the effect of boundaries towards the simulation calculation of
the cylinder, the distance between boundaries and cylinder is very important. Borch

Fig. 2. The cylinder model fitted with helical strakes.
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and Rodi [13] stated that at least 4.5D (D = diameter of cylinder) of the distance is
required to escape the influence of velocity and pressure. However, they recommended
that 10D of the boundary distance was more suitable to eliminate the effect. Therefore,
in the present study 10D is set as the distance between cylinder and the upstream, upper
and lower boundaries. 20D, on the other hand, is applied between cylinder and
downstream boundary to capture the vortices of the cylinder. Grid independence study
was conducted to test the meshing size. Medium meshing is selected after a series of
run. Detail information on the grid independence study can be referred to [19]. In the
present study, cylinder with length of 2.92 m and diameter of 0.018 m is used, while
the helical strakes is designed to have height, h = 0.10D and pitch, p = 10D, as shown
in Fig. 2.

3 Results and Discussions

The simulation is conducted to identify the possibility of Fluid-structure interaction
(FSI) software in predicting the response of a flexible cylinder fitted with helical
strakes. In the present study, only synchronization (lock-in) region is examined because
it is the most critical region where the structural shedding frequency is driven by its
oscillation. Based on the previous study [11], lock-in occurs from Vr = 3.2 to 11.5
(3000 < Re < 11000). Therefore, three difference Reynolds numbers (Re � 5300,
9000,12500) are selected to be tested in the study and the results are compared to the
existing experimental results of similar configuration.

The simulation and the experimental results of amplitude ratio are shown in Fig. 3.
The reduced velocity is used to characterize the fluid speed based on the natural
frequency and the diameter of a cylinder. It is defined as

Vr ¼ U
fnD

ð9Þ

Fig. 3. Amplitude ratio of cylinder fitted with helical strakes.
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where fn is the natural frequency, D as the diameter of cylinder and U is the flow
velocity. Figure 3 shows that the simulation is able to predict the amplitude response of
a cylinder fitted with helical strakes as the trend of the simulated data of amplitude ratio
is similar to the experimental data, except for Vr � 4. The large discrepancy on the low
reduced velocity (Re � 5300) may be due to the use of turbulent model in the present
study is not suitable for that particular velocity range. According to Williamson [14],
shear-layer transition is from Re = 1000 to 200,000. However, at Re � 5000, transi-
tion from KH-instability in shear layer into subcritical range occurs, where significant
changes of the wake are noticed [15]. This transition may not be simulated by the
current turbulent model, and hence result in the large deviation. Further investigation
should be given in identifying more appropriate turbulent model for this transition.

Fig. 4. Cross-flow (CF) frequency ratio of cylinder fitted with helical strakes.

Fig. 5. Fluctuating lift coefficient of cylinder fitted with helical strakes.
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Similar circumstance is also found in the cross-flow frequency ratio (Fig. 4). The
simulated data is in good agreement with the experimental data for high reduced
velocities, except for Vr � 4. The CF frequency ratios are obtained by taking the CF

(a)

(b)

(c)

z = 1 m

z = 1.46 m

z = 2 m

Fig. 6. Vorticity contour of cylinder fitted with helical strakes on X-Y plane at Vr � 6.8,
(a) Z = 1 m; (b) Z = 1.46 m; (c) Z = 2 m.
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frequency response divided with the natural frequency of the cylinder fitted with helical
strakes. Focus is given on the dominant frequency only. In the present study, deviation
of the CF frequency ratio as low as 3.6% is found at Vr � 6.8 and 11.4% at Vr � 9.5.

The vortex shedding is the origin that induces the oscillating forces. As the current
flows around a cylinder, the vortices are shed, and result in periodic changes of the
pressure around the cylinder. The varying of the pressure causes the periodic variation
of the forces. The forces can be defined in term of fluctuating force coefficient (Cl fluct).
In the present study, the Cl fluct is indicated in Fig. 5 to identify the intensity if the
oscillation in CF direction. Based on Fig. 5, the simulated Cl fluct follow very well the
experimental data, where it is reduced as the reduced velocity increased. It is important
to identify the fluctuating force of a cylinder as its oscillation intensity will affect the
stress concentration along the structure and the fracture possibility of the structure [16].

There are plenty of literature that visualize the flow of a circular cylinder. For
cylinder fitted with helical strakes, however, only very few references are available.
The present study shows the flow visualization of the cylinder fitted with helical strakes
in order to understand the mechanism of strakes in suppressing vortex-induced
vibration. Figure 6 shows the vorticity contour at different positions along the helical
strakes. At each of the positions (z = 1, 1.46 and 2 m), it can be seen that separation is
clearly caused by the strakes. Sadeh and Saharon [17] reported that the point of
separation of a circular cylinder is based on Reynolds number and turbulence condi-
tion, from 85° to 130°. However, the use of helical strakes in the present study has
successfully control the separation of the flow as the flow separation is based on the
position of the strakes. This is in agreement with the experimental work of Korkischko
and Meneghini [18] that the height of the strakes control the separation of shear layers.
By changing the separation point of the flow, the generated periodical vortex can be
disrupted successfully.

4 Conclusions

The 3D FSI simulation in predicting the VIV of a cylinder fitted with helical strakes is
conducted in the present study by using two-way coupling through commercial fluid and
structural solvers. In overall, the present study is able to reproduce the vortex-induced
vibration characteristic of a flexible cylinder fitted with helical strakes in terms of
amplitude, frequency and fluctuating lift responses. Although the values at low reduced
velocity are deviated, they have the same trends with the experimental outputs. The
vorticity contour of the helical strakes suggests that the flow separation is depends on the
strakes position. Changing the separation point reduces the vortex shedding.
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Abstract. Electroencephalography (EEG) monitoring is known to be techni-
cally feasible and possibly clinically relevant to determine patients with acute
ischemic hemispheric stroke. The EEG is very useful tool in understanding
neurological dysfunction of stroke plausible improving the treatment and
rehabilitation. Most of the existing techniques to diagnose stroke from the EEG
signal is mainly based on Fourier Transform (FT). For instance, the Brain
Symmetry Index (BSI) employed Fast Fourier Transform (FFT) as coefficients
to measure symmetrical of blood flow between left and right brain hemisphere.
The symmetrical index ranges between zero and one where one indicates the
highest asymmetrical of blood flow. It is known that the conventional FFT has
limitation in analyzing non-linear and non-stationary signal. Therefore, the
existing BSI and its variations may also suffer from this transformation prop-
erties. In this study, we propose BSI based on Hilbert Huang Transform
(HHT) which defined as BSI-HHT. HHT is a way to decompose a signal into
so-called intrinsic mode functions (IMF) along with a trend, and obtain
instantaneous frequency data. The HHT will be used as coefficients instead off
FFT in calculating the BSI index. An experiment to validate the performance of
BSI-HHT is conducted in this study as to compare with the existing BSI
technique. The EEG signal of Middle Cerebral Artery (MCA) subjects and
healthy subjects are used for this investigation. The proposed BSI-HHT has
offered better interpretation as it correlates to the stimulation procedure on the
gathered data especially at specific frequency band. Also, through the analysis,
the HHT coefficient is able to capture the non-stationary and non-linear of the
interest electrode.
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stroke
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1 Introduction

Stroke disease causes long-term cognitive state and health condition of patient affected.
The study of Electro-neurophysiology in cortical electroencephalogram (EEG) analysis
has been gain much interest of research on understanding of neurological dysfunction
of stroke plausible improving the treatment and rehabilitation [1].

There is two type of stroke, first type is Ischaemia can arise slowly from the
progression of atherosclerotic disease (stable angina, claudication) or acutely in the
case of vascular (atherosclerotic plaque rupture) or intracardiac (atrial fibrillation,
mechanical valve prostheses) thromboembolisation. The resulting blockage causes
reduction of blood supply to the certain region in the brain i.e. the lack of oxygen (or
ischaemia) causes death of brain cells in the affected area. Stroke or also known as
‘brain attack’ is the result. The second type of stroke is the haemorrhagic stroke type.
This type occurs when there is bleeding or haemorrhage because of a blood vessel in or
around the brain has ruptured [2]. Raw EEG signal are mostly only can be determined
or interpreted by medical experts and a doctor with continuous review and very delicate
procedure with time consuming to analyse [3]. In this study, investigate on ischemia
stroke diseases.

Using the state of calm consciousness were used as baseline of data which is easier
to conduct data acquisition for patients with less interruption as possible. Many studies
have been carried out and discovered that human brain waves undergo a significant
changes when a person is in a state of concentration compared to a relaxed state [4, 5].
EEG records electrical activity of the brain from the scalp. The recorded waveforms
reflect the cortical electrical activity. EEG offers high temporal information in real time
which can be used to diagnose epilepsy, seizures, Alzheimer’s disease, cerebral dys-
functions, degenerative diseases of the brain and stroke [6]. To achieve the goal of
real-time detection of critical brain events, raw EEG would require continuous expert
review. This limitation remains very subjective which requires expert interpretation.
However, by applying a fast Fourier transform (FFT), EEG can be quantified in terms
of its amplitude, power, frequency, and rhythmicity to generate numerical values,
ratios, or percentages; graphically display arrays or trends; and set thresholds for
alarms. EEG has improved detection and localization of pathophysiology of brain
ischemia [7].

In research study about ischaemic stroke, the EEG signal activities are slow in the
delta frequency range and fast in the alpha frequency range [8]. Thalamus and cells in
layer II–IV cortex generate slower frequency in delta (0.5–3 Hz) and theta (4–7)
whereas cell layer IV and V cortex generate faster frequency in alpha (8–12 Hz). Thus,
these leads to abnormal changes for EEG pattern in ischemia have sensitive to have low
oxygen level of their pyramidal neurons at layer III, V, and VI [3]. In related study,
Brain Symmetry Index (BSI) method have shown promising results in analysing stroke
by determining the magnitude of asymmetry power spectra between right and left
hemisphere of brain. The exploitation of the method also derived in ischemic changes
of stroke patient [9].

However, applying Fourier Transform (FT) method generally suffers from the
window averaging of the signal. FT was fundamentally not possible to correctly
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determine the spindle onset and offsets accurately due its limitation implicitly assume a
periodic signal, and requires sufficient samples for spectrum estimation. This study
presents a method of analysing stroke patient with Middle Cerebral Artery (MCA)
infarcted and compared with healthy condition of human EEG signals. The proposed
method of BSI is calculated between bilateral of right and left hemisphere of brain
based on Hilbert Huang Transform (HHT). HHT technique has the advantages of
processing non-stationary and non-linear signals and requires no prior knowledge of
understanding the technique.

The outline in this study, second section is related work, shared previous research
had been done related in this study investigation. Third section methodology, this
chapter explained how this study conducted and used of purposed method applied for
the problem investigated. Forth section result, the results of the data are analyzed and
discussed the effectiveness of proposed method compared to existed method. Final
section conclusion, the discussion of understanding finding in this study investigation
and future work to exploit better resolution in this fields research.

2 Related Works

There are various techniques to extract brain information such as spatial filtering [10],
and temporal information [11], spectral information and Event Related Potential
(ERP) [12]. However, spectral analysis have been commonly used by the researcher as
an alternative tool instead of using functional magnetic resonance imaging (fMRI) [13].
Different perspectives of spectral analysis have been used in different research areas to
provide useful information like the difference of power band and relative power of the
band. The spectral analyses include in Relative Power Ratio (RPR) and BSI.

2.1 Event Related Potential (ERP)

Instead of using fMRI, ERP was alternative to measure brain activations [13]. It
commonly used as a monitor brain activation with millisecond precision and provide
very detail resolution of EEG data on-line [14]. ERP localizes low-dimensional EEG
with associated specific region of the brain [12]. However, most analysis in EEG stroke
are quantitative pattern analysis [12]. These only confirm by monitoring only and not
by its feature.

2.2 Spectral Analysis

Spectral Analysis is a standard method that is used to analyze EEG signal. The power
spectrum (power spectral) reveal the ‘frequency content’ of EEG signal or the distri-
bution of power by the frequency. Power spectrum is very useful to differentiate in the
EEG signal behavior [15]. Such as FT to compute Power Spectral Density (PSD) [6].
FT assumption may give misleading results in its harmonic component globally and
uses linear superposition of trigonometric function [16].
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2.3 Relative Potential Ratio (RPR)

Previous research had studied the EEG signal pattern level in cognitive or thinking
ability of the stroke patients. The method of Relative Potential Ratio (RPR) is used to
investigate the characteristics groups of stroke patients. RPR is compute based on
power spectrum density (PSD) which in turn is calculated using FT between right and
left hemisphere pair of channel by [17]:

RPR ¼ PowerLeftChannelþPowerRightChannelP ðPowerLeftChannelþPowerRightChannelÞ ð1Þ

2.4 BSI for EEG

BSI is created to assist visual interpretation of the EEG and method can process the
detection of focal seizure activity and monitoring stroke patient [18]. The BSI captures
asymmetry in spectral power between the two cerebral hemispheres. The calculated
value is normalized to be between 0 for perfect symmetry and 1 for maximal asymmetry.
The original definition of sBSI [18–21] is given below in Eq. (1). Fourier coefficient
belonging frequency i = 1…N and Hemispheric bipolar derivations j = 1…M. Both Rij

(right part of channel pair) and Lij (left part of channel pair) are the input channel of the
signal.

BSI ¼ 1
MN

XM
j¼1

XN
i¼1

RijðtÞ � LijðtÞ
RijðtÞþ LijðtÞ

�����
����� ð2Þ

There also have different type of BSI, such as BSIphase, temporalBSI, revise-standardBSI,
revise-temporalBSI, pdBSI these was modified variously changes of parameter [18].
However, these BSI are identical and no significant changes [22].

3 Hilbert Huang Transform

In previous research, proposed Hilbert Marginal Spectrum used the spectral entropy
and energy features corresponding EEG frequency for seizure detection. The research
method provide better classification than FFT analysis [23]. HHT gives more advan-
tages as nonstationary signal processing in form of time-frequency analysis and also
has similarity based on Fourier theory without given a new definition of frequency
mathematically [23].

The first step in getting HHT is Empirical Mode Decomposition (EMD); this
method consists of the decomposition of a time series into a finite number of com-
ponents known as IMF. IMF is an oscillation mode embedded inside the data [16, 24].
Each component needs to follow certain conditions: the mean value of the two
envelopes defined respectively by local maxima and local minima must be zero and the
number of extrema and the zero-crossing must be either equal or differ at most by one
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[16, 24]. The extraction of IMFs by original signal is called the sifting process. The
proto IMF can be expressed from the mean of the upper and lower envelope m1(t) as
follows:

h1ðtÞ ¼ xðtÞ � m1ðtÞ ð3Þ

h1(t) is proto IMF because it does not necessarily satisfy the rigorous constraints that
define an IMF. Therefore, the sifting process is applied again on h1(t):

h1ðtÞ � m11ðtÞ ¼ h1kðtÞ ð4Þ

where m11(t) is the mean of the upper and lower envelopes of h1(t). This process is
generally reiterated k times until eventually h11(t) obtained as:

h1ðk¼1ÞðtÞ � mk1ðtÞ ¼ h1kðtÞ ð5Þ

The iteration of k allows h1k(t) to satisfy the stoppage criterion of the sifting process
[25]. Once the first IMF c1(t) finish extraction from the original signal x(t), the residual
part r(t) will be obtained:

xðtÞ � c1ðtÞ ¼ r1ðtÞ ð6Þ

Thus, the r1(t) can be treated as new time series to be sifted to get next IMF. This whole
process will be continued until the residue rn(t) is a monotonic function with only
single extremum. The originated signal x(t) can be represented as the sum of all IMFs
with adding residue such as [25]:

xðtÞ ¼
Xn
i¼1

c1ðtÞ � rn1ðtÞ ð7Þ

Obtain IMF component then is possible to applyHilbert Transform to each component as:

H½xðtÞ� ¼ x � 1
pt

¼ y ð8Þ

The marginal spectrum represents accumulated energy over entire data span [26], can
define as:

hðwÞ ¼
Z T

0
Hðw; tÞdt ð9Þ

A thorough theoretical discussion on this definition of frequency is given by Huang
et al. [16]. By using EMD together with HT, it is possible to calculate time by time the
frequency (i.e. the instantaneous frequency) of a non-stationary signal (TMS–EEG
evoked potentials) generated by a non-linear system (the cerebral cortex). Since both
frequency and amplitude are a function of time, the Hilbert Spectrum H(w,t) can be
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obtained by plotting the amplitude (or the energy, i.e. amplitude square) in the time–
frequency plane [25].

4 Methodology

This section will discuss about the experimental procedure of this study from data
acquisition to result analysis as Fig. 1 shown the work flow of the study to analyze the
processed data of stroke patient.

4.1 Data Acquisition

All procedure performed in this study involving human participant were accordance
with ethical standard of the institutional and research ethics committee of Hospital
Univerisiti Kebangsaan Malaysia (HUKM). For this study, formal consent is required
for patients willing to participate. In this prospective study, the patient was selected by
HUKM staff. A stroke survivor male and female with more than 20 years old and have
severe post-stroke after 6 month on set. EEG data are recorded with BR32i consist of
32 channel (FP1, FP2, AF3, AF4, F7, F3, FZ, F4, F8, FT7, FC3, FCZ, FC4, FT8, T7,
C3, CZ, C4, T8, TP7, CP3, CPZ, CP4, TP8, P7, P3, PZ, P4, P8, O1, OZ and O2) as
shown in Fig. 2 in compliance with international 10–20 system with reference and
ground with adjusted sampling rate of 256 Hz and 50 Hz notch filter by the device
itself.

From all 32 channels, 10 pair of channel were used following the area affected of
MCA infarct territory stroke which is F7, F8, FT7, FC3, FC4, FT8, T7, C3, C4, T8,

Fig. 1. Framework design, the raw EEG data were band passed into 0.1 Hz to 60.0 Hz and
downsampling 128 Hz. The signal then process another band passed into several sub band of
Delta band, Theta band, Alpha band, Beta band and Gamma band. All band featured extracted
into BSI-HHT to be analyze.
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TP7, CP3, CPZ, CP4, TP8, P7, P3, P4, and P8. The numbers of stroke patients within
these study criteria were selected and group of volunteer healthy people for compari-
son. Data subject is taken under “awake + resting state”. Awake state of the brain is
useful for reference condition [1]. Thus, the power manifesting EEG in alpha band is
confirmed as index of little or no ongoing functional activity [2]. A session of EEG
recording consist of 6 trial, each trial took 5 s ready or resting and 30 s trial data. The
subject required to close their eyes during 30 s trial data are taken.

4.2 BSI-HHT

The proposed method used similar fundamental of BSI technique with HHT spectrum
analysis. Standard BSI used spectral power to compute the index value which basically
taken from FFT method preprocessing. However, the Hilbert Marginal Spectral energy
is very alike Fourier case data from stationary and linear process but the frequency in
H(w,t) and h(w) giving different meaning than Fourier spectral analysis and more
accurately [23]. The BSI HHT given the HMS with h(w) in form of:

Rij ¼
Xk
i¼1

htðwÞ ð10Þ

And used same representation of Rij or Lij in BSI similarly in as Eq. 2.

Fig. 2. 10–20 system of 32channels of BRi32.
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5 Experiment Result and Discussion

5.1 Experiment Setup

From this study data acquisition, a group of 8 patients with Right or Left MCA territory
infarct were used for this analysis and compared with 10 healthy people which have
similar range of ages. These channels were selected base from affected region of MCA
infract territory based from medical fundamental as shown in Fig. 3.

From the acquired data from the data collection procedure, a group of 8 patients
with Right or Left MCA territory infarct were used for this analysis and compared with
10 healthy people which have similar range of ages. Figure 4 depict the power spec-
trum of the subject condition based on the specific bilateral pair of channels.

From this mapping, by using the standard EEG power spectrum, the healthy (i.e.
Fig. 4(a)) subject has symmetrical power spectrum as compared to the stroke patients
(i.e. Fig. 4(b) and (c)). In general, for the stroke patient, the power spectrum is found to
be asymmetrical between left and right hemisphere. However, the actual value of the
power spectrum may subject noise from the limitation of FFT in providing information
to non-linear and non-stationary of the EEG signal.

Fig. 3. Labels of stroke territory region.
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5.2 Result

Both experiment used same data and same computational preprocessing as mention
before. The Table 1 (standard BSI result) and Table 2 (BSI with HHT feature result)
shown the different value in mean, standard deviation, minimum and maximum from
Fig. 5 result analysis of standard BSI and Fig. 6 result analysis BSI with HHT feature.

Both analysis shown that stroke index had higher value than healthy BSI. With
standard BSI given the analysis shows that every component of band had similar result

Fig. 4. Power spectrum between right and left hemisphere of brain (a) healthy subject (b) left
MCA and (c) right MCA.
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from delta to gamma band. These conclude that FT have no significant behavior of
index value between pairs of channel due the FT relies on sin and cosine that limits the
FFT. However, BSI with HHT seen more likely have better comparison of stroke and
healthy during alpha band and beta band. As for gamma band, have not much different
since the gamma band just mostly noise in EEG and the delta band theta band also
partially differ. The HHT was empirical basis feature it can analysis the EEG data in
form of non-stationary and non-linear. Because the experiment was conducted in
awake and resting with eyes close condition are more focusing in alpha band therefore
these two bands delta band and theta band not effect much.

Table 1. Statistic of conventional BSI index.

Max Min Mean (Standard
deviation)

Stroke Healthy Stroke Healthy Stroke Healthy

Fullband 0.6406 0.5975 0.4711 0.4113 0.5787
(0.0430)

0.5444
(0.0375)

Delta 0.7762 0.7357 0.5488 0.5025 0.6599
(0.0514)

0.6357
(0.0523)

Theta 0.7440 0.6729 0.5219 0.5108 0.6276
(0.0523)

0.5988
(0.0408)

Alpha 0.6878 0.6737 0.5019 0.4366 0.6038
(0.0449)

0.5662
(0.0529)

Beta 0.6380 0.6074 0.4770 0.4949 0.5694
(0.0488)

0.5558
(0.0258)

Gamma 0.6254 0.5910 0.4209 0.4179 0.5481
(0.0579)

0.5355
(0.0284)

Table 2. Statistic of BSI-HHT index.

Max Min Mean (Standard
deviation)

Stroke Healthy Stroke Healthy Stroke Healthy

Fullband 0.3939 0.4441 0.2781 0.2454 0.3308
(0.0252)

0.3086
(0.0412)

Delta 0.4084 0.4106 0.1981 0.2089 0.3022
(0.0419)

0.3023
(0.0482)

Theta 0.2338 0.2421 0.1208 0.1153 0.1679
(0.0244)

0.1671
(0.0250)

Alpha 0.2595 0.2272 0.1427 0.1487 0.1835
(0.0201)

0.1772
(0.0148)

Beta 0.3179 0.3102 0.2336 0.2243 0.2782
(0.0207)

0.2583
(0.0177)

Gamma 0.4358 0.4272 0.3251 0.3261 0.3794
(0.0281)

0.3695
(0.0283)
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6 Conclusion

In general, BSI with HHT technique extract better information resolution than standard
BSI by replaced FT with HHT. This investigation was recorded under awake and
resting state with eye closed condition therefore, the alpha band would be most
effective finding in this analysis. Due close eye condition, most of subject may increase
their level of concentrate or alertness triggered. This could be the cause of existed
respond in beta band information. HHT can extract better information than FFT in
frequency domain and time domain. HHT could give more specific of behavior in
spectral analysis that FFT cannot find due its limitation processing. In future, different
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approach of HHT will be conducted by the selected EMD used to determine best
analytic of signal behavior of its IMFs given. Each IMF also can determine different
findings of the EEG signal data since the EMD are given the sub components of its
signal from each IMFs.
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Abstract. The patient flow in the health centres is one of contributing factors to
the dissatisfaction and delay in the delivery of healthcare service. This study
aims to explore the pattern of dental patient flow in one centre and to solve the
delay reason using computer simulation. Three different scenarios has been
experimented using FlexSim 4.0 software to simulate the patient’s flow. Three
proposed solutions have been experimented, and the best-proposed scenario
successfully improved three from seven observed variables: the patient
throughput, fasten service in the dental clinic and the length of stay. The length
of stay from real data and from simulation output has been compared. The
explored times was the longest at registration area for receiving the service from
receptionist. The finding shows that we can customise safe interventions without
interfering with the operational system using the simulation software.

Keywords: Waiting times � Patient flow and FlexSim simulation

1 Introduction

The waiting time used to be the highest priority and most highlighted factor con-
tributing to the patient’s satisfactions [1–4]. The exact reasons for waiting time problem
remain unclear and varied with different hospitals scales. Some researchers have
identified prolonged waiting time determinant factors such as poor appointment
scheduling, busier practice at the location, decision-making delay, insufficiency of
patient’s transportation and others [1, 5–9]. Rezaian et al. found that majority of UTM
students were not satisfied with services in university health centre and long waiting
time is one of the reasons in the outpatient clinic [10].

Computer simulation is beneficial in health care sector as it is an efficient approach
to study the complex system. It is suitable for almost any analysis types to be per-
formed and also every kind of performance measurement to be computed. Moreover,
from previous studies, improvements in health care has been made with computer
simulation applications such as reducing wait times, the workload of staffs, reduce
delays in treatment and service performances enhancement [12–14]. Therefore, this
study aims to observe the patient flow inside dental clinic and design simulation model
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for determining the waiting times during patient care process. This study also involved
the experimentation on simulation model with creating different scenarios and checking
the optimal scenario for better flow model.

2 Method

2.1 Study Design

This study has adopted observational study design for data collection. Prior permission
has been obtained to conduct the study at the dental clinic during operation hours. The
data has been modelled and experimented using FlexSim 3.0 software. The flow of
dental care process has been constructed to study the actual process in reality. The
constructed flow of dental care process output and performance of flow has been
analyzed statistically. The following subsection further details the stages of the study.

Flow Mapping of Dental Care Process. In general, the flow that patient might have
experienced are include (1) registration; (2) waiting que; (3) vital sign and examination
by doctor; (4) treatment; (5) intra oral x-ray; (6) dispensary; (7) treatment; (8) payment;
and lastly (9) departure. The AutoCAD drawing for the clinic has been obtained from
the clinic and used for the software graphic constructions.

Various kinds of services has been observed by following on real time and record
the steps as the patient’s experience which found to variant with several pathways in
the dental care process. The patient flow process map in dental was redrawn and
presented according to the simple understanding of dental care process itself. Besides
that, the number of resources such as staff and equipment used also observed, On the
other hand, patient que numbers were used to mark the patient to avoid confusion and
prevent data missing once patient leave without being noticed.

From the direct observations on dental care process, the time intervals at each
location or activity were measured manually by using a digital watch and recorded into
checklist form. The times at the moment of patient arrival at registration counter until
their departure from the clinic also has been recorded as well as the processing periods
of each activity.

The time unit is an essential element for simulation input data during data collection
other than count on the type of data input collected [15]. This study required discrete
data which is a positive integer value because of the time always measured in positive
value. ExpertFit from FlexSim Healthcare software used for statistical distribution
fitting.

Model Development. The collected information have been input to the model such as
time patient arrivals, type of services provided by dental clinic and duration of the
activities in operation process. Dental Clinic flow model was constructed based on the
movement of patients during dental care procedures.

The raw data provided from observations were fitted by using Expert Fit in
FlexSim HC software. The patient pathway has been designed under various patient
track. Each track of patients has different processing times, the best fit model candidates
were chosen by graphical comparison among mathematical models (Fig. 1).
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3 Results and Discussion

3.1 Observational Result

There are 160 patients observed for a total of 26 days follow-up. The patients classified
into six groups according to the type of the procedure ‘scaling, filling, intra-oral x-ray,
abscess, dental check-up’, and others minority numbers like tooth extraction or root
canal treatment, and minor oral surgery as illustrated in the pie chart in Fig. 2.

3.2 Simulation Model

The constructed layout for the clinic has been simulated as shown in Fig. 3. This layout
was useful to run the patient flow and check the waiting times from the output results of
simulation model as well as the length of stay and patient throughput in the dental
clinic.

The output results show the waiting times, the locations and activities that have
waiting times were identified which is shown in Table 1.

The registration area has achieved the longest waiting times which is 7.59 min as
the patients has to que with other patients who seek for the services other than dental
service. This situation can be a result of the times patient spent in waiting for recep-
tionist which is 6.38 min to complete serving the other patients. Other than that,
patients also has faced waiting times while queueing to provide the medicine from the
pharmacist (6.89 min) or servants as there are also que with other patients in healthcare
centre. Meanwhile, waiting for being serviced at bill counter area in 5.59 min seems
not uncommon situations; the patient has to que while settling their payment. However,

Fig. 1. Log-logistic distribution graph.
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waiting times at bill counter might prolong their length of times to remain stayed in the
healthcare centre. Moreover, patients spent 3.83 min for waiting in dental chair area
before being serviced by the dental care provider.

Fig. 2. Percentage of patient groups observed.

Fig. 3. Simulation model of health centre.
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Furthermore, there is waiting time exists in x-ray (intra-oral) area which is 2.60 min
where patients probably wait for staff or nurse makes preparation for an x-ray proce-
dure. Lastly, the patient takes 2.50 min waiting for dentist service/task. Najmuddin
et al. [4] has proposed the model of improvement that involves the changes number of
input variables for the simulation model to evaluate whether the model can reduce
waiting times and service time or not.

The suggested improvement was made based on the results of each scenario in this
model [11]. For this study, the length of stay also recorded and considered since the
most of the patient in healthcare centre are consists of students. Hence, simulation also
is being used to measure the length of stay of the patient in dental care process as
illustrated in Table 2.

3.3 Designing Different Scenarios in Simulation Model

An experiment was performed on the flow patterns to determine the response of the
model on the changes in variables, resources allocated and how it is significant to the
behaviour of system operation. The output results from experiments were presented in
Fig. 4 to all scenarios. The resources in-charged for each experimented scenarios are:

(i) The actual scenario includes: 2 receptionists; 2 dentists; 3 dental nurses;
1 Cashier 1 pharmacist; 2 registration counter used; and 2 dental chair.

(ii) The experimental scenario 1: Add one receptionist, one dental nurse and one
Registration counter used.

(iii) The experimental scenario 2: Add only one dentist.
(iv) The experimental scenario 3: Add one pharmacist and one dental chair used.

Table 1. Waiting times in dental care process.

Objects Waiting times (minutes)

Receptionist 6.38
Dentists 2.50
X-ray area 2.60
Bill counter area 5.59
Dental chair area 3.83
Dispensary counter area 6.89
Registration area 7.59

Table 2. The length of stay in clinic.

Group Length of stay (minutes)

PCI 1 59.85
PCI 2 37.26
PCI 3 25.01
PCI 4 28.61
PCI 5 28.23
PCI 6 44.86
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Then, the optimised performance of dental services was evaluated with optimised
scenario results which can be described based on which locations/activity have the
positive impacts in waiting times; how many patients served by dental care are
increased, and which patient group have the reducing length of stay in the clinic.

Figure 4 illustrates the significance of customised the staff allocation on process
flow. The performance inside dental clinic is highly concerned when evaluating the
scenarios and deciding the optimised model scenario. In scenario 1, a dentist, a dental
nurse and one registration counter have been added. The effects on variables of the
experiment in scenario one has resulted in reduced wait times at registration area,
receptionists’ task, bill counter and dispensary area. However, wait times in dental
clinic has increased after experiments. Wait times for dentist rose to 4.15 min mean-
while wait times at dental chair rose to 5.17 min as well as wait times for oral x-ray is
4 min.

Overall, the operational performance in clinics were mainly concerned on times and
number of patients. The observed patient flow is reflecting the need of health care
service delivery to more resources. The effectiveness of performance of resources and
patient flow can be measured with high patient throughput, prompt service from
healthcare, low patient wait times as well as the length of stay in the clinic and also
utilisation of staff [11, 16]. Hence, the performances for each scenario are evaluated by
the number of patients served and also the length of stay in the clinic (Fig. 5).

Fig. 4. Changes of waiting times corresponding to different scenarios.
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In Fig. 5, one more registration counter is open and available as well as the number
of dentists and dental nurse and there is 78 patients has been served in the dental clinic
in scenario one. The number of patients waiting for dental services increased and have
the highest number of patient arrived at the dental clinic based on scenario one.

Meanwhile, scenario three has utilised the maximum capacity of resources where
another two resources added which a staff for dispensary counter and a dental chair
used. Even though the maximum capacity of resources was allocated, but there is the
delay during an oral x-ray. The probability of patients seeking for oral x-ray increased
as all dental chairs are fully utilised. So, the wait time for receiving is longer than that
of original scenario. Still, the performance of operations also can be evaluated from the
length of stay for each scenario as in Fig. 5.

Based on results in Fig. 6, patient group PCI 1 have experienced the longest length
of stay than other patient groups because dental treatment process in this group of the
patient might take much time besides they had to come at early in the morning to avoid
other patients to wait.

In scenario 3, additional a pharmacist allocated and one dental chair used has given
positive impacts on the length of stay among patient group PCI 2, PCI 4, PCI 5 and PCI
6 too. The duration of the stay of patient group PCI 2 was reduced to 31.36 min, save
5.90 min after edition of resources. In the meantime, the time for patient group PCI 4
stayed in clinic become shorter than original scenario, which is from 28.61 min
reduced to 25.51 min. Another group is PCI 5 also has reduced the length of stay in the
clinic to 20.74 min, which the least time. Meanwhile, the duration of residence among
patient group PCI 6 reduced from 44.86 min to 36.86 min. The patient group PCI 1

Fig. 5. Different number of patient served for every scenario in simulation model.

Experimenting Patient Flow Using Computer Simulation 567



duration of residence has increased to slightly more than 1 h (60.84 min) while group
PCI 3 has risen time for staying to 41.87 min. The output results of experiments show
that scenario 1 and scenario 3 have improvements in waiting times, patient throughput,
and length of stay.

Therefore, the waiting time has been improved in all type of patients groups by
adding scenario three. This experiments that was conducted in desk without inter-
vention to the real situation but the simulation actually based on the real situation
collected data. The waiting time depends on the length of time of each activity in the
entire process. We have been able to simulate and experiment new solutions and
scenarios for the dental clinic under study in short time.

4 Conclusions

From this study, Improvement in resources shows improvement in time. We have been
able to see and conclude that 3D simulation technique to analyse the patient flows and
identified contribute to flow management in safe interventions without interfering in the
real situation of the operational system could be achieved. It is recommended to follow
this type of simulation as an effective Improvement tool. Moreover, pilot study to the
suggested scenario is the second step and it should include investigating the percep-
tions of patient and their satisfactions on the dental services so that the solution to the
problem becomes more concrete.

Fig. 6. Length of stay changes among different scenarios.
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Abstract. New forms of collaboration in business world have emerged with the
developments of the recent technologies. The success of Web 2.0 usage
encouraged business companies to adopt enterprise 2.0 technology. Enterprise
2.0 that use emergent social software platforms (ESSPs) have been adopted by
companies around the world. However, although the huge advantages of this
technology, the adoption of enterprise 2.0 process is regularly facing end-client
resistance due to the lack of empirical evidence of how Enterprise 2.0 is sup-
porting the business objectives. The purpose of this study is to highlight on how
successful company like IBM use ESSPs to achieve collaborative efforts that
lead to achieve the enterprises strategy goals. Theory of planned behavior has
been picked to recount the operation of building awareness and trust to open and
share experiences of sharing information and ideas through Enterprise 2.0
platforms. This theory has been applied on a case study that uses social network
strategy within IBM Company. The results show that strategies of knowledge
sharing, providing resources for instance time and effort, distributing trust, social
influence and the use of technology are factors that increase the Enterprise 2.0
adoption in companies and it proof that collaborate, communicate and con-
nection are the most important factors that should be achieved through Enter-
prise 2.0 to meet a business objectives.

Keywords: Web 2.0 � Enterprise 2.0 � ESSPs � Theory of planned behavior �
Collaborative efforts � Knowledge share � Social software

1 Introduction

The quick development of the collaborative and Information Technology infrastructure
has changed the communication method and strategies of communication in enterprises
environment. The expression ‘collaboration’ inside the enterprise can be define as “a
process whereby two or more individuals, groups or enterprises work together to
achieve a common goal” [7]. Intelligent systems are employed in the information and
knowledge gathering that are imperative to increase the collaborative and communi-
cation in enterprises. A good example of that is the web analytics that gets the market
intelligence on a service that is sold in any place of the world [1]. To understand the
concept of web 2.0 we should understand what the web 1.0 is first. Basically, web 1.0
is any static website which means “read-only web.” In other words, it is any website
that allowed users to search for information and read it only. No interaction or
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information interchanges in this type of technology. But the web 2.0 is a dynamic
website which means “read and write web”. It allows users to read and write comments.
It can be saying there is a data exchange and there is more interaction in web 2.0 than
web 1.0.

The use of web 2.0 technologies like wikis, mashups, blogs, and other social
networks that its applications are designed in a manner that they merge various Web
2.0 innovations have made huge progressions in giving clients the tool which is needed
for embrace and promote collaboration inside the enterprise. For more understanding of
Web 2.0, there are few samples for each tool. Blogspot.com is based on blogs,
Wikipedia is a good example of wikis, Twitter is social networking software, and
YouTube is a social media. “Those Web 2.0 sites such as Facebook, MySpace,
YouTube, Google, Wikipedia, blog, etc. are examples of emergent social software
platforms (ESSPs)” [2]. ESSPs include wikis, social media, blogs, forums and social
network software. It can be saying that web 2.0 is new strategy to knowledge man-
agement [3].

Using the technology of web 2.0 in the enterprise environment is known as
“Enterprise 2.0”. Enterprise 2.0 is community-based-user technology that supports
collective intelligent which is cheaper, flexible and easier to apply. Enterprise 2.0 is a
group based system; the more workers embrace it, the better the chance for this
framework to success. McAfee defines Enterprise 2.0 as “the use of emergent social
software platforms by organizations in pursuits of their goals” [2]. The term Enterprise
2.0 means using the Web 2.0 tools by enterprises [4]. However, both terms are different
from each other. McAfee (2006), tried to distinguish the term enterprise 2.0 from web
2.0, he argues that Enterprise 2.0 is related only to companies’ platforms that are
bought or built to improve outputs of employee’s knowledge [9]. According to Bidgoli,
Professor Andrew McAfee describes Enterprise 2.0 as “the use of (ESSP) emergent
social software platforms within enterprises, or between enterprises and their partners
or customers” [5]. According to “the term ‘Enterprise 2.0’ is the utilization of Web 2.0
technologies inside the enterprise environment, to permit workers to team up, collab-
orate, communicate, share ideas and create content” [6]. Despite the different defini-
tions, all of them have one meaning that is, Enterprise 2.0 main purposes is to improve
employees’ knowledge and to support them to share information to achieve collabo-
ration which is required to company success.

According to Ducker and Payne, there are increases numbers of enterprises that are
using this new technological development to make different in the way they handle data
and carry out various transactions [8]. Enterprises are currently interested in the use of
Web 2.0 primarily in two areas: within the enterprise to improve the operations and
efficiency and outside the organization to the clients to improve revenue and the clients’
satisfaction.

1.1 Problem Statement

Despite the huge number of Enterprise 2.0 benefits, some companies are still
encountering significant difficulties that related to adopting the use of Enterprise 2.0
collaboration technologies in the enterprise section. The adoption of enterprise 2.0

Factors that Increase Web 2.0 Adopting Within an Enterprise Environment 571



process is regularly faced end-client resistance and this is resulting in a long adoption
process. This low willingness to embrace the system among elder employees is because
of the fear of cultural change [10] and the lack of empirical evidence of how Enterprise
2.0 is supporting the business objectives [11].

2 Conflicting Attitudes of Adopting Enterprise 2.0

Some researchers stated that using Enterprise 2.0 within enterprises offers many
advantages by encouraging collaboration among suppliers, customers and employees.
It is eventually adding more value towards enterprise-intellectual capital [12]. Fur-
thermore, according to McAfee, the biggest advantage of Enterprise 2.0 is
self-organization which means “the ability of users to build valuable communities and
resources and shape them over time without having to rely on guidance from any center
or headquarters” [2]. The unexpected high quantity of companies’ embrace Web 2.0
was a proof to their perspective [13], this happens because it helps companies achieve
unique collaborative environments [9]. Enterprise 2.0 technology adoption is increas-
ing, especially for corporate issues [14, 15]. Social media can be considered as a
revolutionary orientation for online business and communication. Tapscott believes
that enterprise 2.0 can improve enterprises products and services and solve the big
problems as well [16]. On the other hand, some researchers believe that there is lack of
understanding about what can be gained from social network [17]. It is because there
are some kinds of worries about the utilization of the Enterprise 2.0 inside the orga-
nization. Besides, it doesn’t fit companies whose privacy is critical and data security is
basic.

Furthermore, some organizations appear to be uncomfortable to embrace social
media, because users can use it to speak freely among others. Patel stated that, the use
of the technology can lead to the loss of productivity since the employees tend to waste
lots of their time playing with the features of the social networks, instead of using the
sites for the productive benefit [18]. It is also predicted that there may be some bias of
adoption among different segments of age. The younger ones are more likely to become
active on the social network platforms while older employees may be reluctant in the
use of the computers since they show less enthusiasm for the computer [8]. The
implementation of an enterprise 2.0 system has to take into account a balance between
information openness and data protection into consideration. The Enterprise 2.0 is a
defunct tool without data sharing. A balance should be addressed between being
properly relaxing and being productive.

3 Research Methodology

Secondary data method has been chosen for this study. Studying the case of Interna-
tional Business Machines (IBM) due to its adopting of old platforms which is IBM
Connection Lotus Notes that enterprise has designed for collaboration and knowledge
sharing purposes. Achieving collaboration and knowledge sharing at IBM is not only
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an administrative purpose, IBM also provide collaboration and knowledge sharing to
external clients by selling IT solutions as well.

International Business Machines or IBM is a multinational PCs corporation. IBM
headquarter is in New York, US. IBM has a big history since the 19th century. The
main product in IBM is offering hardware, software and frameworks services. IBM
considered as one of the world’s biggest PC organizations that has a big history,
epically lately. It has over 400,000 workers around the world. IBM has over 34 million
employees, speaking 165 languages across 75 countries and serving clients in 174
countries [19]. IBM is a globally integrated company and it provides some services
regarding to the social networking to enhance lots of thing within the enterprise. For
example, improving the way that employees search, helps employees to find answers
for their problem with short time and effort, provide an expertize category for instant
questions, and other office tools like the ability to share documents and templates that
are required daily.

For IBM case the theory of planned behavior will be used because this theory has
been used many times to explain people behavioral intentions toward technology.

According to Ajzen, theory of TPB is a theory that links beliefs and behavior [20].
The TPB explains the user perception that affects the behavior not only according to the
behavior characteristics, but according to the user general attitude about the behavior,
subjective norms and behavior control [21]. Thus, theory of planed behavior (TPB) can
be used in this research to explore the adoption factors which are associated with user
attitude toward using such technology, subjective norms and behavioral control of
adopting enterprise 2.0.

4 Discussion

4.1 IBM Social Media Strategy

The policy at IBM is embracing and applying the social business within the company.
The IBM manager for Lotus solutions, James Ek, thinks of social media as the future
way to communicate. He also believes that, IBM strategy of adopting social business
can be achieved by changing all company applications to be ‘social’. According to
James Ek, the more and quick use of information by many people in a valuable way is
the way to the success. He also believes that, social awareness mixing with a great need
of collaboration technology are making companies achieve more communicates
internally and externally [22].

IBM now is aware that individuals are all more socially mindful today. But rather
than utilizing social media for relaxation purpose, IBM effectively utilize it at the work
place to improve profitability. Another accomplished issue through social media in the
enterprises is achieving “Collaboration”. Along these lines, the common motto among
workers at IBM is: “When team IBM comes together, we are unbeatable” [22]. In order
to gain and cultivating more collaboration inside IBM, they adopted the open infor-
mation culture through their platform which calls “Connection”. The Connection
system is an open platform created for inward utilize at IBM. Now it is much easier to
access to information and resources. IBM makes it possible by adopting social network
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throughout the enterprise. According to Zaffar and Ghazawneh, James EK states that:
“Social media flattens the organization and facilitates access to the right information
and resources” [22]. The company empowers the workers to share their information
with everybody. With social media, IBM makes progress toward an all-inclusive
incorporated organization, one which expands the capacity of outreach of its workers.
That is why the IBM’s CEO decided to create important tools to support collaboration.
They were success to design and create the tools that they dream about to achieve
collaboration within the enterprise. This tool calls IBM Lotus Connections. The pur-
pose of it is to build a strong network for all IBMers generation to collaborate social
computing inside or outside the organization.

4.2 IBM Connections Platform

A set of ESSP’s (the emerging social software platforms) has been coordinated and
merged to create one site with Social Networking pattern named IBM Connections.
It is a Web 2.0 enterprise social software platform created by IBM to offer online
social networking tools for employees who are associated with the company. IBM
connections incorporate a wide range of various platforms over the company. This
system is created to enable smoothly integration with the current frameworks at the
company. In a commonplace internet framework, the chiefs and IT managers choose
which data can be accessed; they also choose the person who is able to access them,
and what time they can access. In contrast, IBM Connections gives clients opportunity
to choose the type of information they want to share, whom to share it with and how to
share with them. IBM Connections main purpose is to create collaboration and
knowledge sharing inside the organization. Seven categories are forming the IBM‘s
Connections services: profiles, communities, blogs, bookmarks, activities, files, and
wikis [23].

4.3 Theories Related to the Adopting of Enterprise 2.0

Investigating the user intention to adopt Enterprise 2.0 and its tools like wiki, blogs,
social networking websites and bookmarking is a big concern not only in industrial
environment but in academia as well. Hester and Scott reviewed the adoption theories
as well as Web 2.0 tools and develop a conceptual theory/model for Wiki diffusion
[24]. They come up with some possible wiki adoption factors includes relative
advantage, critical mass, complexity, organizational culture and organizational
compatibility.

A conceptual model has been built by Chiu et al. based on the theory of Reasoned
Action to proof that, Technology Acceptance components which are perceived use-
fulness, perceived ease of use are required for user acceptance and participation
towards Enterprise 2.0 to be successful [25]. Theories like Social Exchange Theory
[26], leadership and behavioral science, assumption from perceived organizational
support theory [27], Time frame adopted, Culture of sharing information and ideas
adopted [28] and many other theories are used to recount the operation of building
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awareness and trust to open and share experiences of sharing information and ideas
through Enterprise 2.0 platforms. In addition, Louw and Mtsweni argued that, top
administration should support users to switch towards using Enterprise 2.0 collabo-
ration technologies through applying motivation, communication, training and support
[10]. And that is all cannot be achieved through using models like, Technology
Acceptance Model, Value-added model and diffusion of innovations theory. Instead,
they suggested a four critical adoption factors which is going to form part of any
Enterprise 2.0 collaboration technology adoption strategy. According to them, these
factors can be concluded as following: the adoption strategy of the enterprise, align-
ment, communication, governance, and training and support.

Some researchers see another element based on Louw and Mtswen elements. They
believe that applying TPB theory on studies can fit the Enterprise 2.0 environment and
web in general. This theory states that attitude toward behavior, subjective norms, and
perceived behavioral control, together shape an individual’s behavioral intentions and
behaviors. Theory of Planned Behavior has been used lately by many researchers for
many web purposes. Liaw has a research in the impact of behavioral intentions in using
search engines as a learning tool; he applied the TPB on his study [29]. Studying the
purchaser studies using the TPB is winning power among the researches of behavior
toward digital technologies. Another researcher as Goby used TPB on his study that is
regarding to online purchasing [30], Hsu and Chiu studied electronic service contin-
uance by using a disintegrated version of the TPB [31]. Hsu et al. (2006) tried to study
the expectation of the people’s behavior toward online shopping using the TPB model
[25]. This theory is much flexible than others. Some studies have changed the TPB to
particular settings. For example, Consumers’ acceptance of broadband web [32] or
bases of social impacts in online environments [37]. It can be saying that, in this theory,
the more positive that subjective standard is, the more excellent the perceived control,
the stronger ought the person’s intention to perform the behavior in question [33].

4.4 TPB Theory and IBM Strategies

There are some strategies that IBM uses to increase the Enterprise 2.0 adoption. This
study is highlighting on the method that IBM followed based on TPB theory variables
as following:

4.4.1 Attitude to Behaviour (Behavioural Beliefs)

– Knowledge sharing

It refers to the action of exchanging ideas, thoughts and information among indi-
viduals [25]. Knowledge must be shared among co-workers, group team, it is because
companies face difficulties with knowledge loss that happen when a particular
employee leaves the company [34]. Employees’ willingness to share in IBM is a
determent for the success adoption of enterprise 2.0. Through the IBM Connection
system, users can quickly locate people, content, expertise and activate the workforce.
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Knowledge share can be also from outside to inside the company because through this
system, it can be learned what customers are thinking about by gaining customer
insights. Moreover, enabling a wider knowledge reach to build a smarter workforce to
the employees. IBM doesn’t want its employees to waste their time searching for
information and knowledge. Wiki option that IBM provides through its system is a
good tool for such thing.

– Resources for instance time and effort

Employees voluntarily participate and share their knowledge. All applications on
IBM platform are accurately linked together to facilities the process of finding right
resources in less time and efforts. IBM BluePages is an employee directory that makes
employees find each other easily by allowing people to search for other employees
based on their areas of expertise. Finding expertise for employees’ questions is the vital
purpose for IBM Connections. Not only this but providing category for specific
problems makes it much easier for employees and it saves their time and effort as well.
Moreover, IBM Connection is available globally because the platform is fully inte-
grated in the web and can be accessed through the Internet from any point around the
world. And this is a really good sign for its success.

4.4.2 Subjective Norm

– Trust

It could be defined as “The subjective assessment of one party that another party
will perform a particular transaction according to his or her confident expectations, in
an environment characterized by uncertainty.” [35]. In the context of this study, trust
includes trust the quality of the content generated, trust employees to recognize each
other contributions and trust others so they can share their own knowledge. Moreover,
Trust leads to more openness. Adopting openness policy at IBM through its globally
platform means to be transparent company which are permeable to external ideas.

– Social influence

Since the social related to relationship, not to personal thing, IBM create its policy
to provide financial reward to the employee to share information. In another word, IBM
provide social motivation to encourage connect workers with their colleges for
socializing or work purpose. To be digitally linked to a diverse and huge number of
social contacts through participation in different virtual group activities, support the
concept of the social influence on IBM social network. IBM provides many tools to
make the social influence support the employee especially the elder to be more active.
IBM’s Beehive Social Network gives IBM’ers a rich connection to the people they
work with wither they are professionally or personally. Using this platform, workers
can create new connections, track exist co- workers, and re-contact with individuals
they have worked with them before.
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4.4.3 Perceived Behavioural Control

– Technology

There are some technological characteristics which have an impact on employees to
accept enterprise 2.0 in IBM. These characterizes might be general attributes for any
technology like ease of use and trainability. Moreover, because IBM enterprise 2.0
technologies have no access costs for users, youth generation of 17–33 years old
adopted this technology faster than others (Fig. 1).

5 Conclusion

IBM has been aggressively using social media to tie its far-flung and enormous
workforce together and also with a mind towards selling these technologies as part of
its service offering. IBM Company is reliant on a great enterprise 2.0 adoption. For
Enterprise 2.0 successful, it is a crucial thing that employees accept it. Applying the
TPB theory to measure the acceptance of enterprise 2.0 at IBM showed how IBM
succeeded to encourage its employees to adopt it and it shows much benefits companies
can get when adopting it. By adopting Enterprise 2.0 in an enterprise, end-users are
able to establish community networks inside and outside the enterprise environment,
thereby enabling end-users to establish relationships with customers, suppliers and
partners [36]. Furthermore, Enterprise 2.0 should not only be viewed from a technology
perspective, but also from a people perspective.

As explained earlier, Enterprise 2.0 is the use of the technology web 2.0 inside the
enterprise and the key role of these tools is to support knowledge management
enterprise 2.0, facilitates the sharing of the employees in the company, sharing

Fig. 1. Theory of planned behavior [21] mixing with IBM strategies.
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knowledge and ideas in a collaborative manner. In other words, the benefits of
Enterprise 2.0 are conditioned by the user’s acceptance and adoption. The adoption of
this technology may be affected by several factors. Thus, a case study of IBM using
Enterprise 2.0 as a business strategy has been reviewed. The results show that IBM
strategies like knowledge sharing, providing resources for instance time and effort,
trust, social influence and the use of technology are factors that increase the Enterprise
2.0 adoption in companies.

Enterprise 2.0 technology works with various resources to improve three over-
lapping informal organization skills which are: Collaboration (which means, gathering
of individuals working mutually towards solving problems), Communication (which is
exchanging of data through existing contacts that have social pattern) And Connection
(which is creating a new relationship and links inside the enterprise or between
enterprise’s employees and the external environment). Each of these elements does not
work by itself. It can be saying that, Enterprise 2.0 is employees inside enterprises that
collaborate, communicate and connect to meet a business objective.
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Abstract. Internet of Things (IoT) enables advance digital services by utilizing
data acquisition and controlling device remotely across wireless network
infrastructure. It is a primary catalyst for an increasing numbers of application in
the fields of cyber-physical systems. In this project, an IoT based guard touring
system is proposed. A traditional guard touring system devices lacks the abilities
to provide a real-time data acquisition, integration of security related function-
alities, summoning features and also a low cost to benefit ratio. Therefore, the
proposed IoT based guard touring system provides a solution to the existing
systems’ pitfalls at a cost effective price. The system consists of an Android
based application for real-time interaction and also an admin monitoring web-
page for communication management. The proposed system provides the smart
connection and data to information conversion that could be used easily for data
mining and subsequent data cognition process.

Keywords: Internet of Things (IoT) � Near Field Communication (NFC) �
Graphical User Interface (GUI) � Guard Touring System (GTS) �MQ Telemetry
Transport (MQTT) and Radio Frequency Identification (RFID)

1 Introduction

The state of the art of Internet of Things (IoT) is already evolving traditional devices
that used to operate in silos without any connectivity into smart devices that are
connected on a world-wide network. IoT is a network of physical objects that can
interact with each other to share information and make a decision. Furthermore, IoT
based devices have network connectivity, allowing them to collect and transmit data.
Utilization of mobile information and communication technologies in home monitoring
applications is becoming more and more common [1].

The conventional guard touring system require more man power, error prone and
extra time to organize the collected information. Other than that, the price for con-
ventional guard touring system device is too expensive. Furthermore, manually
updating and extracting information from the collected data is inefficient due the
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amount of data being generated daily [2]. The main objectives of the proposed smart
Guard Touring System (GTS) are to develop a model of application-centric IoT
solution for guard touring communication network that provides audio and image
communication, integrated database management equipped with GPS technology as
well as an integrated database using cloud services.

The proposed system performance will be investigated in terms of latency and
accuracy utilizing NFC technology embedded in the smartphone as the medium for
collecting patrol data. An android based application software will be designed together
with a web application software for human interaction. The system performance will be
investigated in term of network delay tolerance and precision of accuracy to guarantee
it is within acceptable time limit and distance limit. This paper is organized as follows.
In Sect. 2, the project background which include the related works are discussed.
Subsequently in Sect. 3, the proposed architecture for the IoT based GTS is introduced.
Section 4 presents the results and discussion. Finally the conclusion is drawn in the last
section.

2 System Background

In this section, the review on related works that form the basis of the proposed system
as well as the fundamental system modules are given.

2.1 Related Works

Related research works on a GTS based on IoT technology and the cellular networking
system are presented. These works form the basis of the proposed system design. The
author in [6] highlighted that mobile technology has grown rapidly for the past centuries.
Network planning and optimization has been the central focus in this paper. However,
when there are multiple calls or activities regarding the carrier network occur simulta-
neously, it will overload the network thus leading to the failure of the system [6].

Research works on the usage of smartphones as gateways has brought some
challenges due to the lack of continuous network connectivity [7]. This issue is pre-
sented in several projects involving delay tolerant networking where the tradeoffs of
delay tolerant networks in energy, latency, and storage while improving technology are
addressed [7].

GPS tracking system proposed in [8] uses a technique known as differential GPS
(DGPS) which claimed the accuracy of GPS tracking could be improved greatly. It
requires operating a GPS receiver around familiar location. The receiver is used to
compute satellite pseudo range correction data using stored knowledge of the correct
satellite pseudo ranges, which is then broadcasted to users around the same geographic
area. The pseudo range corrections are integrated into the navigation solution of
another GPS receiver to correct the observed satellite pseudo range measurements,
thereby improving the accuracy of the position determination [8].

IoT based Smart uses a NFC reader to obtain the identification of the guards and
WiFi Access Point which utilizes IoT technology to upload the collected data to the
cloud database. However, the usage of a standalone custom device is rather high in cost
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in comparison to its limited functionalities [9]. IoT based Home Intercom System in
[10] proposed IoT based home intercom system with notification and video which is
developed to provide a solution for issues of remote home and home security by
identifying people at the front door via a smart phone. The communication protocols
used in the proposed system provides a basis for GTS communication protocols,
however, the GUI lacks features and there are no server and database involved [10].

The work in [11] developed and implemented tracking application on a smartphone
and establishes M2M communication between GPS transceiver and server over 3G
network and HTTP protocol. However, the interface is not user friendly, and does not
provide a panic state function as well as lack of real-time data update. Another location
tracking application for cyclist based on Android application implemented a similar
architecture [12]. In this system, wireless sensor nodes are assigned to collect the
required data such as cyclist’s heart rate and cadence. However, the system lacks
server’s GUI webpage that could ease the data storage and monitoring via website.

2.2 Guard Touring System

GTS optimizes the security of target sites or patrol route coverage which are managed
by an admin or officer that analyzes and makes a decision based on the collected data in
real-time. The management software is responsible for capturing all the data generated
by patrol guards on a daily basis. It is used to ensure that the guards perform their daily
touring routine and records are uploaded real time and kept as evidence.

2.3 Near Field Communication (NFC) Technology

Near Field Communication (NFC) is a short-range wireless communication protocols
which are adapted from Radio Frequency Identification (RFID) technology [3]. It uses
ISO 14443 standard where the operating frequency is 13.56 MHz. It works in a similar
manner with RFID technology with the exception of a shorter range of approximately
10 cm. Reader/writer mode allows NFC tags information to be read or write into the
tags embedded memory chips. This technology is adopted into this project due to its
wide spread availability in the smartphones models as well as its inherent security
features. Figure 1 shows the components of NFC technology framework.

The NFC tags are used at checkpoints where a smartphones equipped with NFC
readers carried by a patrol guards would log the checkpoints and uploaded into the
cloud service in real-time.

2.4 Java Integrated Development Environment (IDE)

An IDE is basically a programming environment that has been integrated as an appli-
cation programming software, typically consisting of a code editor, compiler, debugger,
and graphical user interface (GUI) builder. This Java-based framework is made up of
two components: The Android SDK Platform, a runtime library that provides the basic
IDE elements such as an application’s data presentation, configuration, and template
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coding that are mainstream to be used by users or programmers and user interface; and
the IDE itself, which provides controls, such as editing and version control, for the
platform’s functionality [4]. The Android development architecture are tailored for ease
of use and rapid application development [5].

2.5 Mobile Network

Mobile network operator plays a huge role in this project where nearly 80% of the
functionalities of this project depends on the network carrier. This is because this
project requires functionalities such as sending text messages, notification in terms of
email and location tracking that require internet connection that is provided by the
mobile carrier in addition to the basic function such as making and receiving a phone
call. The critical aspect of these functionalities such as delay, coverage and signal
strength are highly dependent on service provider quality of service.

2.6 Cloud Services and Communication Networking

Cloud services are the central service station where the data collected are stored and
processed as well as responding to end user queries. An advance data analytics service
could also be deployed in the cloud to perform data mining and cognition service. For
example, a patrol touring pattern could be discovered and optimized in maximizing the
efficiencies of patrol routes. The communication network allows the smart devices as
well as the end users to push and pull data from the cloud services. Socket.io and REST
protocols are used to facilitate these communications. In particular, socket.io allows a
stateful connection between a client and server and where the data can be push and pull
asynchronously. For example, a notification service requires a stateful connection for a
real-time response while login and non-critical data updates are more suitable for REST
protocols. Figure 2 shows the network model used in the proposed GTS.

Fig. 1. NFC framework.
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3 System Architecture

This section discusses in detail about the system architecture in design and develop-
ment of the IoT based GTS and an Android-based application. The methodology
includes the overall system and the programming flowchart.

3.1 Methodology

The proposed GTS will be used by the guard or employee and it is connected to the
internet via GSM/3G/4G network from the smartphone. It also can be connected via
Wi-Fi network as an alternative to send and receive data.

In this system, the embedded NFC reader in the smartphone acts as the sensor,
while the web application serves as the end-users interface. The data collected by the
NFC reader then will be uploaded to cloud services through the internet to be retrieved
by the admin on the management side.

3.2 System Flowchart

Figure 3 shows the flowchart of the developed Android application.
As shown in Fig. 3, the user of the smart phone (in this case, the guard) needs to

log into the system using a username, password and tapping the NFC embedded
authorized card to the phone. From the application home page, the user may start his or
her tour by tapping the back of the phone at the designated checkpoints. Other func-
tions include, making/receiving a phone call, sending a text messages, issuing sum-
mons, view patrol log map, log in a report as well as activating panic button in case of
emergency.

Fig. 2. Data transition on cloud structure.
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Figure 4 shows the details of each functionality work flow.

Fig. 3. Flowchart of the NFC reading, panic button and call part of the system.

Fig. 4. Flowchart of the report, summons, message and map part of the system.
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3.3 Hardware Requirements

The hardware requirements are the fundamentals components required to implement
the proposed GTS. In general, a smartphone running Android 6.0 and above equipped
with NFC reader/writer is required as the touring device while NFC tags with unique
serial number are used on the touring checkpoints.

The NFC tags have to be weathered and tampered proof based on the location it is
being deployed. The smartphone on the other hand also requires a sturdy casing as well
as tempered proof applications, specifically on user identification/authentication. In
addition, a reliable and wide coverage network must be selected to prevent data from
being dropped.

3.4 Software Development

The software development for this project is divided into two parts which are the
development of the Android application and the web application for monitoring and
management. Java language is the main programming language used for Android
application while html and .css are the main languages to develop the web application
frontend together with Twitter Bootstrap framework.

Android Studio is the official IDE for Android Apps platform development.
Android Studio includes ubiquitous tools that are needed to build an app, such as a
code editor, code analysis tools emulators, quick debugging and more. There are three

Fig. 5. Android manifest coding for app’s permission.
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parts in Android Studio that need to be programmed to create and design the appli-
cation interface which are java part to configure the function, xml part to configure GUI
and android manifest to configure permission for the android system within the
smartphone. Figure 5 shows the list of permissions required for the GTS application.

Figure 6 shows the snapshot of frontend development using HTML5 and Twitter
Bootstrap framework.

These two applications communicate via a cloud service that is developed using
PHP and node.js framework where MySQL database is used to store the data. A set of
Application Programming Iinterfaces (APIs) was developed on the cloud service to
facilitate the functionalities of GTS.

4 Result and Discussion

This chapter presents the results achieved from the trial run of the developed system.
Additionally, an analysis is made on the data collected to investigate the factors that
influence the communication delay. Figure 7 shows the login page of the web appli-
cation on the end-user side.

Fig. 6. HTML coding for web page.
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4.1 Transmit and Receive Data Testing

There are four activities that will be tested, which are test cases, pre-condition,
post-condition and result. Test cases are the activity for each function being tested.
Pre-condition column is for the condition before the test was conducted and the result is
stated in the post-condition column. The result column is to state whether the test cases
pass or fail. Table 1 below shows the test cases on the Android App of the guard
touring system.

Figure 8 shows the results of activated Panic state as well as the patrol log marked
on the map.

On the left is the Android application interface showing the activated panic state
while the middle screen display shows the notification received on the administrator’s

Fig. 7. Login page of the web application hosted on cloud service.

Table 1. Android application test cases.

No Test case Pre-condition Post-condition Result

1 Panic button Home page Sends panic alert to admin number Pass
2 Call button Home page Direct calling admin number Pass
3 Camera Navigation

drawer
Sends e-mail of the image reporting to
admin

Pass

4 Summons Navigation
drawer

Sends summons details to admin number Pass

5 Messaging
admin

Settings Sends informing message to admin number Pass

6 Map Navigation
drawer

Views on the checkpoint within pre setup
map

Pass
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phone. The notification also include the location of the device that generate the signals.
On the right is the snapshot of patrol log of the current tour.

4.2 Network Delay

As for the latency test that have been conducted, on average the result for the delay are
tolerable as it has five second of maximum delay in receiving data after transmitting it
via cellular network. Figure 9 below shows the result for latency test between two
network carriers which are Digi and U-mobile throughout several locations within
UTM compound.

Fig. 8. Transmitting and receiving panic signal and marker location on map in the application.

0 1 2 3 4 5 6
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KTDI
KTR
K10
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)

Results for two different cellular network latency 
around UTM

Umobile Digi

Fig. 9. Comparison of network latency between two cellular operators within UTM campus.
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5 Conclusion

IoT is the key enabling technology for the next generation of digital services composed
of billions of connected smart devices. The aim of the proposed system is to transform
a conventional GTS into internet-connected system that enables ubiquitous and wire-
less deployment, uploads data real time and provides a cloud based platform where the
data can be mined and analyzed. The system eases the guards’ patrolling activities just
by using the developed apps on their smartphones anywhere and anytime without the
hassle of carrying extra device with them. In order to establish the connection between
the GTS apps and the cloud-based database management or administrative personnel,
IoT technology in the form of internet connection from service provider or Wi-Fi
network is utilized to provide real-time communication protocol to send and receive
data as it is designed for a two-way communication system. It is foreseen that the
proposed IoT based smart GTS can provide a promising solution to the existing sys-
tems’ pitfalls at a low cost to benefit ratio.
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Abstract. Brain-Computer Interface (BCI) is a way to translate human
thoughts into computer commands. One of the most popular BCI type is
Electroencephalography (EEG)-based BCI, where motor imagery is considered
one of the most effective ways. Previously, to extract useful information, various
filters are introduced, such as spatial, temporal, and spectral filtering. A spatial
filtering algorithm called Common Spatial Pattern (CSP) was developed and
known to have excellent performance, especially in motor imagery for BCI
application. In general, there are several approaches in improving CSP such as
regularization approach, analytic approach, and frequency band selection. In
general, the existing techniques for band selection is either to select or reject the
band by ignoring the importance of the band. For example, Binary Particle
Search Optimization Common Spatial Pattern (BPSO-CSP) was proposed to
choose multiple possible best bands to be used in processing the data. In this
paper, we propose an algorithm called Feature Scaling Common Spatial Pattern
(FSc-CSP) to overcome the problem of feature selection. Instead of selecting
features, the proposed algorithm employs a feature scaling system to scale the
importance of each band by using Genetic Algorithm (GA) altogether with
Extreme Learning Machine (ELM) as classifier, with 1 signifying the most
important bands, declining until 0 for the unused bands, as opposed to the 1 and
0 selection system used in BPSO-CSP. Conducted experiments show that by
employing feature scaling, better results can be achieved especially compared to
vanilla CSP and feature selection with 100 hidden nodes in three from five BCI
Competition III datasets IVa, namely aa, aw and ay, with around 5–8% better
results compared to vanilla CSP and feature selection.
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1 Introduction

Brain-computer interface (BCI) is a system that translates human thoughts into com-
mands, which enables humans to interact with their surroundings, without the
involvement of peripheral muscles and nerves. BCI based on electroencephalography
(EEG) uses control signals from the EEG activity as input/commands. BCI creates an
alternative non-muscular pathway for relaying a person’s intentions to external devices
such as computers, neural prostheses, and other different assistive peripherals [1].
Generally, BCI could be divided into three types; invasive, partially invasive, and
non-invasive. Non-invasive BCI is the most risk-free, subject-wise, type of BCI,
because it doesn’t involve any surgery to be implemented to the subject. However, it
has one trade-off: intervention from the scalp and skull decreases the resolution and
provides noise to the brain signal, compared to the invasive and partially-invasive BCI.
Some of the most popular modalities are Magnetic Resonance Imaging (MRI),
Magnetoencephalography (MEG), and Electroencephalography (EEG).

Despite its worst spatial resolution compared to the other types of BCI, BCI
through EEG is one of the most modern modality and most studied field of BCI, mainly
because of its non-invasive, portable, and low-cost nature. But BCI through EEG is not
without its weakness; it is susceptible to noises and artifacts, mostly from unwanted
movements such as eye blinks, or poor contact surface [2]. This problem mostly solved
by trying to reduce artifacts and noises by utilizing reference electrodes placed in
locations where there is little cortical activity and attempting to filter out correlated
patterns [3, 4]. Other precautions are done by applying filtering and defining the right
information to the EEG signals [5].

EEG architecture basically can be divided into four blocks; signal acquisition,
preprocessing, feature extraction, and classification. One of the most proponent algo-
rithm of BCI feature extraction is Common Spatial Pattern (CSP) [6]. This algorithm
focuses in maximizing the variance ratio of two classes of an EEG data [8]. However,
CSP is not without its limitations; CSP needs a fine-tuning of its filtering band for each
subject because it can only process one band and solely designed for two-classes use.

Several approaches have been done to overcome the limitations of CSP, which can
be categorized into five approaches: Improvement of estimation robustness [6, 7],
regularization [9, 10], multi-subject implementation [10, 11], kernel-based algorithm
[13, 14], and frequency band selection [14, 15]. There is an algorithm proposed to
address the limitation of CSP which belongs to the frequency band selection approach
called Binary Particle Swarm Optimization Common Spatial Pattern (BPSO-CSP) [16].
BPSO-CSP can use features from multiple bands it deems important, through the usage
of feature selection. With this algorithm, the important band is defined as 1 and the
unimportant or unused band is defined as 0. The classifier will then only process the
bands marked as 1. However, despite its ability to solve the fine-tuning problem of
CSP, BPSO-CSP only uses the selected bands and rejects the rest, despite the proba-
bility of usable information within the rejected band.
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In this paper, we propose an alternative approach to BPSO-CSP, especially to
overcome the selection problem of both algorithms. Instead of selecting or rejecting the
feature, we scale the feature through importance of it between zero and one by using
Genetic Algorithm (GA). Through this approach, the bands with less significance will
have a chance to be processed due to the probability of having several usable infor-
mation within them.

This manuscript is divided into part 1 as introduction, part 2 to present works
related to this paper, part 3 to explain the research methodology, part 4 to present the
findings and discussion, and part 5 serves as conclusion. Introduction explains about
the issue of BCI through EEG, and more specifically, the potential of CSP-derived
algorithms for its significance. And then, the related works discusses about the pre-
viously done studies in CSP, especially those with the significance regarding the topics
of multi-band-related CSP. In the methodology part, the dataset used and the systematic
methodology is explained. In the findings and discussion part, the result of experiment
is presented, and by that result, opens a discussion on possible future improvements
and current milestone on improvements. Finally, the conclusion summarizes the point
of the whole proposal.

2 Related Works

2.1 Common Spatial Pattern

CSP produces a set of spatial filters that can be used to decompose multi-dimensional
data into a set of uncorrelated components [6]. CSP maximizes the variance-ratio of
two conditions or classes. In other words, CSP finds a transformation basis that
maximizes the variances of one multi-channel signal and simultaneously minimizes the
variances of the other multi-channel signal. For instance, CSP for BCI is employed to
distinguish between the variance or power of the associated left-hand and right-hand
motor imagery classification from brain signal. This features particularly useful tool for
the discrimination of EEG data obtained during different mental states in BCI system.
In general, CSP is considered among the best performing algorithm for BCI commu-
nity. CSP is categorized as supervised learning method as it requires not only the
training samples but also the information of the classes of the signal, e.g. left-hand
signal.

CSP is an algorithm that maximizes the variance of one class and minimize the
variance of other class to discriminate between two classes of EEG data. The multi-
channel EEG signal separated into two mental tasks (A and B) can be described as two
spatiotemporal signal matrices of XA and XB, with dimension (N � T), where N signi-
fies few number of channels and T signifies few number of samples. Then, the
covariance matrices of these signals are calculated by

Rn ¼ XnXt
n

trace XnXt
n

� � ð1Þ
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where n signifies the respective classes (A or B), Mt signifies the transpose of the matrix
M, and trace(M) signifies the sum of the diagonal elements of matrix M.

The matrices XA and XB contain different mental task records; however, they share
the same condition and therefore can be modeled as follows:

Xn ¼ CnCc½ � Sn
Sc

� �
ð2Þ

where Sn and Cn signifies the specific source component and corresponding spatial
pattern for each mental task, while Sc and Cc signifies the source component and spatial
pattern for the common condition.

CSP algorithm is created with the purpose of designing two spatial filters, so the
source component Sn can be extracted with

Sn ¼ FnXn ð3Þ

where Fn refers to the spatial filters corresponding to each task. From these information,
CSP applies principal component and spatial subspace analysis to the diagonalized
covariance matrices using training data to estimate the spatial filters. A more detailed
explanation and calculation of CSP can be found at its corresponding research [6].

CSP is known to be yielding bad results when applied to unfiltered EEG data or
EEG data filtered with poor frequency band [15], which, in turn, leads a different
problem of the need of fine-tuning in order to achieve optimum results. There are
several CSP derived methods which have been proposed in the literature to deal with
various limitations of CSP. It is generally divided into binary-class [11, 15, 17–19] and
multi-class [20, 21]. Binary-class, as its name states, solves the problem of CSP with its
own basic characteristics of maximizing and minimizing two covariance matrices for
two classes, meanwhile the multi-class tries to implement CSP to data with more than
two classes.

The binary-class method can then be divided into five means, which specifies the
solution. The first means is to enhance the estimation of the robustness [7], which also
faces the inherent fine-tuning problem of CSP; the second one is applying regular-
ization [9, 10], which has a susceptible selection of regularization parameter which may
result in underfitting or overfitting of the solution; the third one is through addressing a
multi-subject problem [11, 12], which causes differentiation of the acquired brain signal
from multiple subject may differ much, leading to irreproducible results; the fourth one
is through the kernel-based solution [13, 14], which subjects the result to the kernel
selection and the parameter; and the last category is a multi-band solution [15, 16],
which, mostly, suffers from information negligence due to the nature of band selection
methods.

2.2 Binary Particle Swarm Optimization Common Spatial Pattern

BPSO-CSP is an improvement of CSP algorithm proposed by [16]. This methodology
employs Binary Particle Swarm Optimization (BPSO) [22] to select the suitable bands
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to process the brain signals. This algorithm selects the bands to be used according to
acceptance and rejection of each band by BPSO.

The methodology of BPSO-CSP can be concluded into 4 steps: Initialization of
each particles which correspond with a vector of 1 s and 0 s, where 1 means accepted
band and 0 means rejected band; computing fitness values for each particle which is
derived from the classification accuracy of each sub-band; updating the velocity and
position of the iteration based on the previous best velocity and position (given that
there has been a previous iteration); and mutation, in which a mutation operator is
employed in order to get the optimal points out of the BPSO algorithm. The steps are
repeated from updating until a certain threshold of maximum iteration which is pre-
defined before is reached. In this paper, for comparison, we employ a similar algorithm,
which is called Feature Selection. The procedure is shown in Fig. 1.

3 Methodology

In brief, our proposed methodology of FSc-CSP is shown in Fig. 2. The data-set was
preprocessed with Butterworth filter with sliding windows of 17 bands, next processed
by CSP at respective bands, and then scaled by GA-ELM, which finally passed
onto classifier for testing. Extreme Learning Machine (ELM) will be used as the
classifier.

Fig. 1. BPSO-CSP framework [16].
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3.1 Preprocessing

The data were first preprocessed by using sliding window and Butterworth filters.
Sliding Window is a method of choosing/splitting a lengthy band into several small
bands. It works by splitting an individual length of bands, e.g. 4–40 Hz, into several
bands based on windows, determined by variables called width and step. Width means
the range of the band, e.g. width of 4 means the band is four values long, minus the
starting value (e.g. a window that starts from 4 Hz with a width of 4 will have a length
of 4–8 Hz). Step means the margin between the starting point of one window to the
other, e.g. with a step of 2 and width of 4, with the band ranging from 4–12 Hz, the
windows will consist of 4–8 Hz, 6–10 Hz, and 8–12 Hz. In this experiment, the actual
length of the band is 4–40 Hz, with the width of 4 and step of 2, and 17 bands in total.
This range encompasses the theta, alpha, mu and beta bands.

The Butterworth filter is a type of signal processing filter designed to have as flat
frequency response as possible in the passband. In this experiment, third-order band-
pass filter is used, meaning that the signal is filtered only at a certain range of length.
The value for the low pass (lowest threshold of the length) and high pass (highest
threshold of the length) of the bandpass filter is the value of the sliding window. For
example, if the current window is 6–10 Hz, then the low pass is 6 Hz and the high pass
is 10 Hz. The example representation of sliding window can be seen in Fig. 3 below.

Fig. 3. Example representation of sliding window.

Fig. 2. FSc-CSP framework.
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3.2 Feature Scaling for Proposed Framework

GA is an optimization method process that tries to mimic biological evolution. The
algorithm creates a population of random solutions for the function, and at each
generation, the algorithm is aimed to move toward an optimal solution of the function.
The flowchart can be seen in Fig. 4. In this FSc-CSP algorithm, GA is used to find an
optimized scale for the classifier. The scale signifies the importance of the combination;
The higher the classifier accuracy with that scale, more important that scale is. The
number of the scale is the same as the number of bands, and then the scale is replicated
for each feature in that band.

As pictured in Fig. 4, the GA will first initialize a set of populations of the scale,
and then these scales will be applied to the ELM classifier. And then GA will try to
crossover all the members of the initial sets to produce children scales, in which will be
passed again to the ELM classifier. Throughout the iterations, GA will try to optimize
the scale so that the classifier will reach the best result. The scale that gives zero or
closest to zero error percentage during training with ELM compared with other scale
sets is the one that is selected as the best scale for the data. As for the process in ELM
itself can be seen in Fig. 5.

In Fig. 5, features encompass all the features from every bands, with m representing
the number of bands, and n representing the number of features. s1 until sm is the scale
the GA is trying to find in order to reach the optimal scale combination, which is valued
between zero to one depending on the importance of the band, and replicated for the
number of n for each m. For example, if there are 17 bands and each band has 8 features,
then the scale will be replicated 8 times for each band. h represents the number of the
predetermined hidden nodes. The criteria for the optimal scale combination tuning is
based on the training accuracy of a certain scale combination. The combination of the
scaling which yields the best training accuracy will then be passed into testing to
validate the result of the algorithm.

Fig. 4. Genetic Algorithm flowchart.
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4 Experiments Setup, Results and Discussion

4.1 Experiments Setup

To test our method, we use dataset IVa aa, al, av, aw, and ay from BCI Competition III
[23]. For the Genetic Algorithm, we use 50 Generations and 50 Populations. The band
is split into 17 sub-bands, ranging from 4–40 Hz, with a width of 4 and a step of 2. We
generate ten random samples from each dataset, and split them as follows: 60% of the
sample is used as the training sample and 40% of the sample is used as the testing
sample. Detailed explanation can be seen in Tables 1 and 2.

Fig. 5. Extreme learning machine.

Table 1. Dataset partitioning with 60:40 ratio.

Dataset # of trials # of class 1 data # of class 2 data

Subject aa 168 80 88
Subject al 224 112 112
Subject av 84 42 42
Subject aw 56 30 26
Subject ay 28 18 10
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4.2 Performance Evaluation

The performance of the algorithms is evaluated through the Mean Squared Error
(MSE) of the algorithm, which can be represented as

1
n

Xn
i¼1

Y 0
i � Yi

� �2 ð4Þ

where n represents the number of prediction, Y′ represents the predictions itself and Y is
the predictor. The evaluation is done per hidden nodes basis to attune the underfitting
or overfitting problem of neural network.

4.3 Results and Discussion

In this test, we conduct tests using vanilla CSP, with a bandwidth of 8–12 Hz, or the
alpha band, and Feature Selection to represent the BPSO-CSP, to give a comparison to
our proposed algorithm. Each algorithm is tested using different numbers of hidden
nodes for the classifier. The number of hidden nodes is decided randomly, except for
68, which is half of the total number of training and testing data of dataset aa. ELM is
used as the classifier. 10-fold cross validation is used to validate each data. These tests
were done in order to validate the result of our proposed algorithm.

Table 3 shows the testing performance of FSc-CSP algorithm. The performance of
feature scaling compared to Feature Selection yields some performance improvement
for at least three data sets, namely aa, aw and ay for 100 hidden nodes configuration,
while for a lower number of hidden nodes, Feature Selection yields better performance,
albeit with lower accuracy compared to FSc-CSP with higher hidden nodes.

There is an anomaly, however, with dataset al as the only dataset which perfor-
mance with both algorithms yield not an objectively bad result, but compared to the

Table 2. Parameter setup for conducted experiment.

Parameter setup

# of GA generations 50
# of GA populations 50
# of hidden nodes 5/10/68/100
# of runs 10
# of sub-bands 17
# of features 8
# of window steps 2
# of window width 4
Window range 4–40 Hz
Filter type Third-order butterworth
ELM activation function Sigmoid
# of input nodes 136 (Bands � Features = 17 � 8)
# of output nodes 2
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vanilla CSP, the performance is much worse, and compared to other datasets, should
we put vanilla CSP results aside and only put FSc-CSP and Feature Selection into
consideration, dataset al yields a reversed result: FSc-CSP yields better performance for
lower hidden nodes, while Feature Selection yields better performance for higher
hidden nodes.

In Fig. 6, we present an example of scale distribution of FSc-CSP for 100 Hidden
Nodes. It is seen that the algorithm can distinct between the most important bands
with the less important bands, evident in the results. Some bands, namely band 11
(24–28 Hz), 12 (26–30 Hz) and 13 (28–30 Hz), are deemed less important due to the

Table 3. Testing performance validation of the FSc-CSP.

# of HN Type aa al av aw ay

5 FSc-CSP 0.52 0.60 0.48 0.50 0.48
Feature selection 0.50 0.59 0.52 0.56 0.50
Vanilla CSP 0.48 0.71 0.47 0.45 0.43

10 FSc-CSP 0.48 0.65 0.49 0.48 0.48
Feature selection 0.47 0.60 0.45 0.52 0.48
Vanilla CSP 0.52 0.74 0.47 0.48 0.48

68 FSc-CSP 0.53 0.60 0.53 0.68 0.48
Feature selection 0.49 0.70 0.53 0.57 0.50
Vanilla CSP 0.52 0.84 0.57 0.52 0.47

100 FSc-CSP 0.58 0.64 0.53 0.61 0.55
Feature selection 0.53 0.68 0.55 0.53 0.55
Vanilla CSP 0.53 0.82 0.54 0.52 0.48

Note: Bold means the best result for the dataset compared to
other algorithms with respective hidden nodes configuration

Sc
al
e

Fig. 6. Dataset aa scale distribution for 100 hidden nodes.
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range of the scale. The outliers from these bands are occasions where the algorithm
deem the band as important enough, however, compared to significant bands like band
3, where the most evident range of importance is equal or above 0.4, these bands seem
to contain not so many useful information.

In Fig. 7(a) and (b), we present the power spectrum distribution of two of the most
significant bands with the closest range, namely band 3 (8–12 Hz) and band 4 (10–
14 Hz). From the figures, it is seen that both bands can distinguish between the hand
imagery and foot imagery, which is evident from the gradient difference in both sides.
We can also see that the 10–14 Hz band, which was deemed less important by the scale
in Fig. 7, albeit able to distinct the signals, the spread of the gradient is less distinct and
has more overlapping gradients compared to 8–12 Hz.

In Fig. 8(a) and (b), we present the eigenvalue pairing of both bands, and it is seen
that the results are in accordance with the scale. 8–12 Hz can distinguish both classes in
a good manner, evident in EV Pair 1 and 2 for class 1 and EV Pair 5 for class 2. As for
the 10–14 Hz band, it can distinguish for EV Pair 1 and 2 for the first class, but not so
much for the second class.

In Fig. 9(a) and (b), the results of CSP filtering are presented for Channel C5 and
C6. Both channels were selected because of its position as the center position of both
left and right side of the head, thus providing the most representative signal for the

Fig. 7. EEG Power spectrum for (a) band 8–12 Hz (b) band 10–14 Hz.
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distinction of left and right brain signal. Figure 9(a) shows the result of CSP filtering
for 8–12 Hz, which shows good distinction with some spike overlaps in Class 1, but a
clean distinction in Class 2. A good distinction can also be seen in Fig. 9(b); however,
10–14 Hz has more overlaps compared to the 8–12 Hz, which means the scale of the
features can predict the importance of the bands.

5 Conclusion

In this paper, we present a new algorithm developed to overcome the fine-tuning
problem of CSP. The fine-tuning problem is one of the most significant problem faced
in BCI research due to its time-consuming nature and its fine-tuned nature causes
difficulty for other researchers to replicate the results for benchmarking purposes.

We propose a Feature Scaling Common Spatial Pattern (FSc-CSP) algorithm,
which is benchmarked using datasets from BCI Competition III datasets IVa. In the
experiment, we also include the vanilla CSP algorithm and From the results, it is seen

Fig. 8. Eigenvalue pairing for (a) band 8–12 Hz (b) band 10–14 Hz.

(a) (b)

Fig. 9. CSP class distinction for (a) band 8–12 Hz and (b) band 10–14 Hz.
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that FSc-CSP could provide better result spreads compared to Feature Selection.
Feature Selection tends to have better results at a very low hidden nodes number
compared to FSc-CSP, whilst FSc-CSP has a better spread across different numbers of
hidden nodes compared to Feature Selection, even at the lower ones, as evidenced by
the result of dataset aa. FSc-CSP is also proven to be able to determine the importance
of each band through the scaling system.

The only exception for both algorithm is in dataset al, where in all hidden nodes
spread, dataset al is consistent in providing best result by using only one specific band
range, which is 8–12 Hz or the alpha wave.

In the future works, several improvements can be made based on these findings; for
example, an improvement of the algorithm through the improvement of the vanilla CSP
algorithm itself to overcome the limitation of the vanilla CSP algorithm, or the
improvement of feature scaling algorithm to include the probability of using single
sub-band, as evidenced by the result of dataset al where best results can only be seen by
using single sub-band.
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Abstract. Gravitational search algorithm (GSA) is a metaheuristic population-
based optimization algorithm inspired by the Newtonian law of gravity and law
of motion. However, GSA has a fundamental problem. It has been reported that
the force calculation in GSA is not genuinely based on the Newtonian law of
gravity. Based on the Newtonian law of gravity, force between two masses in
the universe is inversely proportional to the square of the distance between them.
However, in the original GSA, R has been used. In this paper, a modification is
done to GSA by considering the square of the distance between masses, which is
R2. The CEC2014 benchmark functions for real-parameter single objective
optimization problems are employed in the evaluation. An important finding is
that by considering the square of the distance between masses, significant
improvement over the original GSA is observed provided a large gravitational
constant should be used at the beginning of the optimization process.

Keywords: Gravitational search algorithm � PureGSA � Newtonian law of
gravity � Law of motion

1 Introduction

Gravitational search algorithm (GSA) has been firstly introduced by Rashedi et al. in
2009 [1]. It is a metaheuristic population-based optimization algorithm which is
inspired by the Newtonian law of gravity and law of motion. In GSA, fitness is
translated into mass and interaction between agents is simulated based on these laws.

The GSA has been modified extensively. For example, to apply the GSA algorithm
to multi-objective optimization problems, several variants of GSA algorithms have
been reported. In solving multi-objective optimization problems, Nobahari et al. have
proposed a Non-Dominated Sorting GSA (NSGSA) [2]. Also, a novel approach for
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handling multiple objectives using GSA, which is called Vector Evaluated GSA
(VEGSA) [3], has been reported.

In solving combinatorial optimization problems, Binary GSA (BGSA) has been
introduced by Rashedi et al. [4]. The BGSA preserves the fundamental concept of the
GSA except that each agent of a swarm consists of binary string representing an agent’s
position vector. The BGSA updates each agent’s mass velocity using the original
velocity update equation but each agent’s position is updated as either 1 or 0 based on a
probabilistic equation. Instead of using GSA with binary representation for solving
combinatorial optimization problems, Ibrahim et al. introduced multi-state GSA [5] in
which a state representation has been employed.

Even though GSA has a good potential in solving continuous, multi-objective, and
combinatorial optimization problems and has been employed to solved real-world
problems, Gauci et al. [6] has pointed out that an inconsistency used in gravitational
formulation in GSA. They have proved theoretically that GSA was indeed not gen-
uinely based on Newtonian law of gravity. Specifically, in the calculation of force,
distance R is employed instead of R2. Therefore, this paper presents the reformulated
GSA to be as close as possible to the Newtonian law of gravity and law of motion.
The performance of the modified GSA, which is called PureGSA, is analyzed and
compared to the original GSA algorithm by varying the value of initial gravitational
constant, Go.

2 Gravitational Search Algorithm

In GSA, agents are considered as an object and their performance are expressed by
their masses. The position of particle is corresponding to the solution of the problem.
Consider a population consisted N quantity of agents, so the position of i-th agent can
be presented by:

Xi ¼ x1i . . .x
d
i . . .x

n
i

� �
for i ¼ 1; 2; . . .;N: ð1Þ

The mass of i-th particle at time t is derived from Eqs. (2) and (3), denoted asMi tð Þ.

mi tð Þ ¼ fiti tð Þ � worst tð Þ
best tð Þ � worst tð Þ : ð2Þ

Mi tð Þ ¼ mi tð ÞPN
j¼1 mj tð Þ

: ð3Þ

where N is a population size, mi tð Þ is an intermediate variable in agent mass calcu-
lation, fitj tð Þ is the fitness value of i-th agent at time t, best tð Þ and worst tð Þ denote the
best and the worst fitness value of the population at time t. The best and the worst
fitness for the case of minimization problem are defined as follows;
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best tð Þ ¼ min
j2 1;...;Nf g

fitj tð Þ
worst tð Þ ¼ max

j2 1;...;Nf g
fitj tð Þ : ð4Þ

whereas for maximization problem,

best tð Þ ¼ max
j2 1;...;Nf g

fitj tð Þ
worst tð Þ ¼ min

j2 1;...;Nf g
fitj tð Þ : ð5Þ

At specific time t, the force acting on agent i from agent j in d-th dimension can be
represented as the following:

Fd
ij tð Þ ¼ G tð ÞMi tð Þ �Mj tð Þ

Rij tð Þþ e
xdj tð Þ � xdi tð Þ

� �
: ð6Þ

where Mi tð Þ is the gravitational mass of agent i, Mj tð Þ is the gravitational mass of agent
j, G tð Þ is the gravitational constant, e. a small constant, and Rij tð Þ is the Euclidian
distance between agent i and j. The distance is calculated as follows:

Rij tð Þ ¼ Xi tð Þ;Xj tð Þ
�� ��

2: ð7Þ

while gravitational constant is defined as a decreasing function of time, which is set to
G0 at the beginning.

G tð Þ ¼ G0 � e�a t
tmax : ð8Þ

To give a stochastic characteristic to GSA, the total force acted on agent i in d
dimension is a randomly weighted sum of d-th components of the forces exerted from
other agents;

Fd
i tð Þ ¼

XN

j¼1;j6¼i
randiF

d
ij tð Þ: ð9Þ

where, randi is a random number in the interval of 0; 1½ �.
According to law of motion, the current velocity of any mass is equal to the sum of

the fraction of its previous velocity and the variation in the velocity. Variation or
acceleration of any mass is equal to the force acted on the system divided by mass of
inertia, which is shown in the following formula.

adi tð Þ ¼ Fd
i tð Þ

Mi tð Þ : ð10Þ
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Therefore, the new agent’s velocity and position are calculated using these equations:

vdi tþ 1ð Þ ¼ randi � vdi tð Þþ adi tð Þ : ð11Þ

xdi tþ 1ð Þ ¼ xdi tð Þþ vdi tþ 1ð Þ : ð12Þ

Finally, the next iteration is executed until the maximum number of iterations tmax, is
reached. In summary, the principle of standard GSA is shown in Fig. 1.

3 Modification to GSA

Following the definition of gravitational force based on the Newton’s gravitational
principle:

F ¼ G
M1M2

R2 : ð13Þ

In GSA, the calculation of force supposedly based on this equation. However, as shown
in Eq. (6), distance R, is used as the denominator. Let e ¼ 0, then

Fig. 1. General principle of the original GSA.
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Fd
ij tð Þ ¼ G tð ÞMi tð Þ �Mj tð Þ

Rij tð Þ xdj tð Þ � xdi tð Þ
� �

: ð14Þ

since Rij tð Þ ¼ xdj tð Þ � xdi tð Þ, therefore,

Fd
ij tð Þ ¼ G tð Þ �Mi tð Þ �Mj tð Þ: ð15Þ

which clearly shows that the force Fd
ij is not influenced by the distance between agent

i and j. Thus, the original GSA is not genuinely follows the Newtonian gravitational
law.

In the proposed PureGSA, the use of R3 as the dominator in Eq. (14) is suggested.
Hence, the Eq. (14) can be rewriten as:

Fd
ij tð Þ ¼ G tð ÞMi tð Þ �Mj tð Þ

R3
ij tð Þþ e

xdj tð Þ � xdi tð Þ
� �

: ð16Þ

Similarly, let Rij tð Þ ¼ xdj tð Þ � xdi tð Þ, therefore,

Fd
ij tð Þ ’ G tð ÞMi tð Þ �Mj tð Þ

R2
ij tð Þþ e

’ G tð Þ Mi tð Þ �Mj tð Þ
xdj tð Þ � xdi tð Þ

� �2
þ e

: ð17Þ

which shows that the calculation of force can be formulated based on the Newton’s
gravitational principle, as shown in Eq. (13), and thus, the force can be influenced by
the distance between agents.

4 Experiment, Results and Discussion

The parameter setting for all experiments is tabulated in Table 1. In this study, thirty
standard benchmark functions from CEC2014 test functions [7] have been used
throughout the experiment. These benchmark functions consist of the shifted, rotated,
expanded, and combined classical test function.

Table 1. Parameter setting used in all experiments.

Parameter Value

Number of agents, N 100
Number of iterations, tmax 2000
Number of dimensions, D 50
Search range [−100,100]
a 20
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Fig. 2. Selected convergence curves of PureGSA with various Go values.
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Fig. 3. Selected convergence curves of PureGSA against the original GSA.
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Different values of Go, Go = 106 until Go = 1019 were tested in experiments for
PureGSA. Figure 2 shows selected convergence curves of PureGSA with various Go

value. Obviously, trade-off between exploration and exploitation can be improved if
different values of Go were used.

Then, PureGSA result with Go = 1011 was subjected to comparison with the original
GSA. Figure 3 shows selected convergence curves of PureGSA with Go = 1011 against
the original GSA. According to the result of theWilcoxon test shown in Table 2, by using
p-value equal to 0.05, the Z-value obtained is −2.1288. Based on normal distribution
curve it shows p-value for −2.1288 is equal to 0.03318, which is smaller than 0.05.
Hence, it can be concluding the PureGSA is significantly better than the original GSA.

Table 2. Wilcoxon test of GSA and the proposed PureGSA. Average results of 50 runs are used
in this analysis.

Function GSA PureGSA Sign Abs R Sign R

F1 14775830.9 12883470.66 1 1892360.26 28 28
F2 22443764.2 4968937.554 1 17474826.68 29 29
F3 138080.202 59465.40302 1 78614.7992 25 25
F4 878.734707 615.689502 1 263.0452 15 15
F5 519.999717 521.1891105 −1 1.1894 7 −7
F6 647.955355 612.9128535 1 35.0425 10 10
F7 702.097125 701.0457413 1 1.0514 5 5
F8 1076.49811 879.3150936 1 197.183 13 13
F9 1250.69963 961.3578655 1 289.3418 16 16
F10 8193.16657 5469.131576 1 2724.035 19 19
F11 9275.68745 4727.836415 1 4547.851 21 21
F12 1200.00289 1200.217911 −1 0.215 2 −2
F13 1300.47788 1300.504456 −1 0.0266 1 −1
F14 1400.29839 1400.570478 −1 0.2721 3 −3
F15 1765.90409 1516.062916 1 249.8412 14 14
F16 1622.52317 1621.368509 1 1.1547 6 6
F17 2181643.85 1247794.934 1 933848.912 27 27
F18 69338904.1 7594.924638 1 69331309.14 30 30
F19 1944.0205 1975.554168 −1 31.5337 9 −9
F20 59215.9615 31845.97477 1 27369.9867 23 23
F21 1844950.35 1897721.523 −1 52771.171 24 −24
F22 4133.86178 3546.484171 1 587.3776 17 17
F23 2500 2657.698759 −1 157.6988 12 −12
F24 2600.09343 2664.497601 −1 64.4042 11 −11
F25 2700 2707.254295 −1 7.2543 8 −8
F26 2800.08141 2800.362955 −1 0.2815 4 −4
F27 4789.01228 3224.517002 1 1564.4953 18 18
F28 6083.88723 3243.136466 1 2840.7508 20 20
F29 3100.15831 14569.2538 −1 11469.0955 22 −22
F30 3200.01244 109137.5661 −1 105937.5537 26 −26
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5 Conclusion

The original GSA algorithm was not genuinely follows the Newtonian gravitational
law. In this paper, by correcting the force of calculation in original GSA and inves-
tigating various initial gravitational constants, Go, PureGSA algorithm has been pro-
posed. In conclusion, the PureGSA algorithm not only superior to the original GSA,
but most importantly, PureGSA algorithm follows more closely to the Newtonian
gravitational law.

The impact of this finding is substantial. The GSA has been applied in solving
many problems and good results have been reported, for examples, in feature selection
[8], power system [9], control system [10], and digital filter design [11]. Better results
might be observed if this enhanced GSA is employed in solving those problems. This
could be a good direction of this study. Also, application of PureGSA to new problem
such as DNA sequence design [12, 13] will be undertaken soon.

Acknowledgement. This research is funded by the Fundamental Research Grant
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Abstract. In this work, a theoretical analysis on the electromagnetic actuated
valveless micropump for bidirectional flow is reported. The microchannel
module is optimized to increase the smoothness of stream flow inside the
chamber by modified the tangential angle to an optimum angle of 79.80°, with
microchannel specifications of 10 mm chamber diameter and 1 mm channel
width. In addition, the numerical simulation study determines the best shape
selection of the micropump actuator: NdFeB magnet involved in membrane
displacement. It is observed that cylindrical shaped magnet gives the lowest
membrane stress when a force is applied. The obtained optimum geometrical
parameters and best magnet shape were then being used for the dual chamber
design for bidirectional flow micropump. From the analysis obtained, the
micropump was capable for bidirectional flow application. Hence, the optimized
design geometry for the microchannel and the best NdFeB magnet size can serve
as a design guideline for bidirectional flow micropump without a complex
structure.

Keywords: Dual chambers � Bidirectional flow � Valveless micropump

1 Introduction

Microfluidics device is a miniature laboratory platform that processes or manipulates
small amounts of fluids using channels with the dimensions of tens to hundreds of
micrometres [1–3]. For the past few decades, the microfluidic devices or the Lab on
Chip (LOC) has gained rapid research interest in various fields such as chemical
analysis, environmental analysis and biomedical diagnosis [4–6]. The idea was first
introduced by Manz et al. [7], and is accelerated in the early of the 21th century [6, 8, 9]
due to the emergence of nanotechnology. Micropump, an element in fluids flow con-
trolled, has become prominent in microfluidics devices [10, 11]. Integration of
microfluidics system that able to dispense small dose of liquids (drug) into the patient’s
body with the controlled amount has long been a goal in the micropump development
[11–13]. For instance, the micropump able to control the insulin delivery level to
maintain the diabetics’ blood sugar level instead frequent needle injections.
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With the diversity of lab on a chip (LOC) applications, various micropumps are
needed to provide a wide range of flow that is compatible to different LOC’ needs [2, 3,
14]. It is hard to have a commercial micropump that is versatile and robust enough to fit
for various type of LOC applications that able to provide variety of flow rate [9]. In
addition, most of the designed micropump focus on single flow and consists of
expensive build up. Often due to the diversity of the LOC applications, the use of a
single micropump is very limited and often several micropumps will be needed in order
to cope with the LOC applications. For different LOC application, integration of
multiple micropumps in a LOC is required. As the pumping chamber is permanently
attached to the micropump that causes it to be difficult to be cleaned, furthermore the
actuation unit is often shared by various applications, therefore special care is highly
needed in order to ensure the pumping chamber is 100% free of contamination.

In this study, an electromagnetic actuated valveless micropump for bidirectional
fluid flow is studied using a finite element analysis method. The deflection of magnet
(actuator) is the important element in this study to relate the flow properties of the
valveless pump. In addition, the construction of the actuator device must be parallel
with the chamber design, so that, the system can pump to generate a flow. The
microchannel design was more focusing on the aspect of fixed geometry valveless
micropump. The availability of new microfabrication techniques has made smaller size
micropump system more feasible and achievable. The fabrication for miniature device
can be designed for mobile device purpose for example in drug dosing application [10,
15, 16]. In contrast, when designing a complex system, the drawback is the cost for
fabrication is very high.

2 Design Overview and Working Principle

An electromagnetic actuated micropump has been developed in an effort to meet the
needs in the microfluidics field’s application, for example in fluid mixing, liquid cooling
and modern drug treatments [13, 17]. The new design offers a low voltage supply
(1.5 Vdc input supply [18]), miniature (dimension), bidirectional flow and constructed in
a modular basis. The pump parameters and design requirements are based on the sim-
ulated result prior before fabrication. The geometrical layout is shown in Fig. 1, drawn
by SolidWorks® 3D CAD software (Dassault SystèmesSolidWorks Corp, USA).

Figure 1 shows the micropump setup, comprises a moving diaphragm (membrane
sheet), dual chambers valveless microchannel, an electromagnetic actuator, an external
controller and reservoirs. The working fluid is supplied via the reservoirs to the
microchannel inlet/outlet and the fluid flow is in bidirectional mode. The membrane
sheet is bonded on top of the microchannel module. The microchannel chip consists of
two chambers with a diameter of 10 mm. To maximize the membrane displacement,
the NdFeB magnets were positioned at centre of the chambers coincide with the
vertical centreline of the power inductors respectively. The ratio between the chambers
to the NdFeB magnet is 10:1. Two power inductors (Coilcraft Inc., Illinois, USA) were
placed at the bottom of the microchannel module in series with the NdFeB magnets.
The electromagnetic actuator module is controlled by an external controller. The
controller controls the input supply of the actuator to attract and repel the working
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magnet on the membrane at a desired frequency. Each power inductor commands its
own fluid direction either to flow in forward or in reversed direction. Figure 2 shows
the operation of a power inductor in steady state mode, repel and attract operation
based on the induced voltage supply.

Figure 2 illustrates the operation of the micropump in three conditions: rest mode,
upward motion and downward motion. The oscillation of NdFeB magnet was influ-
enced by the polarity of the supplied voltage from the power inductor to attract and
repel the magnet [19, 20]. In rest mode (Fig. 2(a)) no supply voltage, and hence, there
is no membrane movement. When the positive polarity voltage is induced (Fig. 2(b)),
the magnet is attracted towards the power inductor. The membrane is deflected to expel
fluid through the channel. On the other hand, negative polarity (Fig. 2(c)) repelled the
magnet and inflates the membrane, thus the fluid will enter into the chamber. The
continuous cycle of changing voltage polarities to attract and repel the magnet create a
net fluid flow. Different frequency gives different flow rate [19, 21].

Fig. 1. The complete electromagnetic actuated micropump system with a controller module.

Fig. 2. Electromagnetic actuator working principle (a) Rest mode (b) magnetized condition
induced by positive voltage (c) repelled condition induced by negative voltage.
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3 Microchannel and Actuator Module

Finite element analysis (FEA) method is required to predict the behaviour of the
designed device. Figure 3 shows the element involve in a bidirectional flow microp-
ump system.

Figure 3 shows an open loop system for the bidirectional flow micropump. The
dashed-rectangular shape represents the area for the numerical simulation. Further
numerical analysis on microchannel, membrane and actuator module is discussed in the
next subsections in this section.

3.1 Microchannel Modules

To ensure the micropump delivers optimum flow performance, the physical parameters
of the actuator device: the membrane thickness and shape, and the design of the
microchannel have been studied for the FEA method by using COMSOL Multi-
physics® (COMSOL Inc., Burlington, USA). Numerical simulation parameters
required for FEA are shown in Fig. 4.

As shown in Fig. 4, the microfluidics device consists of two pump chambers, a
single channel and a membrane sheet. The density, Young’s modulus and Poisson’s
ratio of the PDMS material are 965 kgm−3 [22], 1.32 � 106 Pa [23] and 0.499 [23]
respectively. To reduce the fluid flow resistance on the wall and increase the
smoothness of the fluid stream when the fluid enters inside or exit the chamber, a
curvature radius was introduced. The geometrical illustration on a curvature radius is
shown in Fig. 5.

Fig. 3. Numerical simulation area (represent by the dotted line).
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The curvature radius is situated between the chamber and straight channel as shown
in Fig. 5. The radius is determined by the opening of tangential angle, ht. Tangential
angle is where the two points of tangencies touches or make contact with the channel
and chamber wall to form a circle. The curve intersection between the channel and
chamber is called a curvature radius. The tangential angle for this design specification
is 79.80° for a 10 mm chamber diameter and 1 mm channel width. The distance
between outlet and centre chamber is 15 mm. The streamlines pattern and the average
velocity as respect to the curvature radius opening were studied. The input pressure was
applied at 1 � 10−3 Nm−2 at the inlet channel. The streamline results for minimum and
maximum tangential angles are shown in Fig. 6.

Figure 6 shows the streamline flow pattern between two tangential angles when
fluid enter the straight channel from the chamber. The streamline flow on the maximum
tangential angle was very smooth as compared to the 0° of tangential angle. The full
simulation result from 0° to 79.80° of tangential angle is presented in Fig. 7.

Fig. 4. Simulation parameter for microchannel and membrane modules.

Fig. 5. The curvature radius and tangential angle for a microchannel.
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Figure 7 shows average velocity inside the microchannel at different tangential
angle design. The graph shows that when the opening of tangential angle increased, the
flow became smooth, thus increase the fluid velocity to flow inside the microchannel.
From the unmodified angle until to the maximum tangential angle, the velocity at the
outlet is increasing. Based on the input pressure of 1 � 10−3 Nm−2 at the inlet channel,
among the simulated tangential angle, the maximum average velocity at the outlet is
11.27 µms−1 with 79.80° of the tangential angle. In addition, the pressure at the outlet
is increased from 0.17 mPa (ht = 0°) to 0.33 mPa (ht = 79.80°). Therefore, to reduce
the streamline resistance on the wall and increase the smoothness of the fluid flow to
the optimum is by modifying the tangential angle to maximum of 79.80° for the design
specification of 10 mm chamber diameter and 1 mm channel width.

Fig. 6. Comparison of streamline velocity field between two tangential angle (a) ht = 0°
(b) ht = 79.80°.

Fig. 7. Average velocity vs tangential angle.
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3.2 Electromagnetic Actuator

The micropump involves permanent magnets as the actuating element. The numerical
simulation study was to determine the best magnet in term of membrane stress and
displacement. There are two types of permanent magnets available in the market;
neodymium iron boron (NdFeB) and samarium-cobalt (SmCo). SmCo magnet can be
found only in a powder and huge block forms only, whereas NdFeB magnet is pro-
duced in many forms. For this work, the only parameter to be emphasized is the magnet
shape and its availability in the market, meanwhile compressive and tensile strength
were in low priority. In term of cost, NdFeB is cheaper than SmCo. The available
NdFeB magnet shapes are triangle, cylindrical, rectangular and ball shaped magnet.
The density, Young’s modulus and Poisson’s ratio of the NdFeB magnet are
7500 kgm−3, 1.6 � 1011 Pa and 0.24 respectively (Taiwan Magnetic Corporation Ltd,
China).

Each shape gives different magnetic strength that is resulting to different membrane
displacement. The magnet was bonded on top centre of the membrane. The thin
membrane was made from a polydimethysiloxane (PDMS) material. The membrane
was a round flat sheet with thickness of 1 mm. shows the magnet shape and type that
was being used for the numerical simulation. From Table 1, there are five types of
magnet size range from 3 mm to 7 mm. At initial state, there are no force is acting on

Table 1. NdFeB magnet shape and type.

NdFeB magnet
Shape Type Size

Cylindrical shape 1 3 mm
2 4 mm
3 5 mm
4 6 mm
5 7 mm

Rectagular shape (length � width) 1 3 mm � 3 mm
2 4 mm � 4 mm
3 5 mm � 5 mm
4 6 mm � 6 mm
5 7 mm � 7 mm

Triagle shape 1 3 mm � 3 mm � 3 mm
2 4 mm � 4 mm � 4 mm
3 5 mm � 5 mm � 5 mm
4 6 mm � 6 mm � 6 mm
5 7 mm � 7 mm � 7 mm

Ball shape (diameter) 1 3 mm
2 4 mm
3 5 mm
4 6 mm
5 7 mm
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the NdFeB magnet. After that, the force is applied at 1 N in –z direction on the top
centre of the magnet. Therefore, displacement is observed in downward direction on
the membrane. The shape of the membrane and thickness were constant. Only the size
of the magnet was changed and the responding variables are the membrane displace-
ment and Von Mises Stress. So, there are 20 simulations were being conducted.
Figure 8 shows the 3D visualization results from the simulation for the smallest size of
each magnet shape.

Figure 8 shows that the membrane displacement at different force. Result was taken
in form of Von Mises stress. By definition, Von Mises stress is widely used by
designers to check whether their design can withstand from a given load condition. The
design will break if the stress exceed the maximum tensile strength of a material. For
the type 1, it is observed that cylindrical shape magnet gives the lowest stress when
force applied as compared to the other three shapes. Meanwhile, the ball shape magnet
gives the highest stress to the membrane. This is because the surface contact ratio
between the cylindrical magnet and membrane is larger among the other three magnets.
The relation of the data is plotted in Fig. 9.

As reported by Johnston et al., the ultimate strength (fracture strength) for PDMS at
25 °C curing temperature is 5.13 ± 0.55 MPa [23]. If the stress limit of the membrane
is on or above this limit, the membrane will break and fail to operate. The fracture
strength limit of 5.13 MPa was added to the plot. As observed in Fig. 9, the cylindrical
shape is within the stress limit. As a result, the best magnet shape for the membrane in
this actuating operation is the cylindrical shape. In addition, in all the shape types,
cylindrical shape gives the lowest stress among the rest.

(a) (b)

(c) (d)

Fig. 8. Membrane displacement from Type 1 on each magnet shape (a) cylindrical shape
(b) rectangular shape (c) triangular shape (d) ball shape.
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4 Dual Chamber Design for Bidirectional Flow

FEA is further extended to investigate on the dual chambers design. The design cri-
terias for the dual chambers is based on the optimum parameter from the previous
analysis. The geometrical design is illustrated in Fig. 10.

As shown in Fig. 10, there are two types on microchannel; Type 1 and Type 2
microchannel design. The Type 2 microchannel is the modified version from Type 1 by
adding the curvature radius. Two chambers were being designed and a magnet was
placed on top of the chamber respectively. The size ratio between the chamber and
magnet was 1:0.4 where 5 mm for chamber radius and 2 mm for cylindrical shape
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Fig. 9. Von Mises stress vs NdFeB magnet type.

Fig. 10. The dual chamber design with a membrane and two magnets (a) Type 1 microchannel
design (b) Type 2 microchannel design.
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magnet radius. The channel is in rectangular shape with 1 mm height and width. The
total channel length from the outlet 1 to outlet 2 was 60 mm. There were two steps in
performing the simulation: apply a pressure on top of Magnet A while Magnet B at
rest. The reading on outlet A and B were taken, while the second step is to repeat the
method on step one with the pressure applied on Magnet B while Magnet A at rest. The
pressure was applied in parametric sweep between the values of 0.2 � 10−3 Nm−2 to
1 � 10−3 Nm−2 with a 0.2 � 10−3 Nm−2 increment. The pressure was applied in –z
direction (downward). The simulated result on Type 2 is shown on Fig. 11.

Figure 11 illustrates the simulated result on Type 2 microchannel when Magnet A
is applied with a 1 � 10−3 Nm−2 pressure. The flow velocity occurred at the outlet A
was 12.39 µms−1 meanwhile at the outlet B is only 2.70 µms−1. Maximum flow rate
occurs is noted at 23.94 µms−1. The simulated result with different input pressures on
both magnets are plotted in Fig. 12.

Figure 12 shows the average velocity comparison between Type 1 and Type 2 at
the two outlets when the pressure was applied on Magnet A and Magnet B respectively.
In all applied pressure on the membrane by the Magnet A while Magnet B at rest, the
water flows on outlet 1 was very high as compared with outlet 2 as observed in Fig. 12
(a) and (b). This is because the chamber A is designed near to outlet 1 but far to outlet
2. Hence, the liquid tends to flow more on the nearest outlet. Both outlets velocity was
observed linear at all applied input pressure. Then, same input pressures were applied
on Magnet B, while Magnet A at rest. The same result is obtained, as shown in Fig. 12
(c) and (d) but this time the velocity flow at outlet 2 was higher that outlet 1. Based on
the simulated analysis, the modified curvature radius at Type 2 microchannel gives the
highest velocity to the fluid displacement compared to Type 1 microchannel. In
addition, the bidirectional flow can be achieved by controlling both the magnets to
vibrate the membrane; fluid will flow in the forward direction when only magnet A is
induced by keeping magnet B at rest and vice versa. External controller is required to
control the magnet vibration frequency.

Fig. 11. Streamline comparison on Type 2 between chamber A and B when 1 � 10−3 Nm−2

pressure is applied on the magnet A (a) Chamber A with magnet (b) Chamber B.
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5 Conclusion

In this study, finite element analysis of the bidirectional micropump has been reported.
This study proposes the mechanism to design a bidirectional micropump actuated by an
electromagnetic actuator. Simulation using Comsol Multiphysics reveals the modifi-
cation of curvature radius between the chamber and straight channel gives a significant
effect to the working fluid to flow. The modification advantageous a better streamline
without the usage of a moving valve, which is easily to break and contaminate the
working fluid. When the curve opening is increased, the fluid flow resistance is
reduced, thus smoothen the streamline flow. In this study, the maximum tangential
angle for curvature radius is 79.80° with 1 mm channel width and 10 mm chamber
radius. The input pressure of 1 � 10−3 Nm−2 is applied to the working fluid at the inlet
channel, producing * 11.27 µms−1 maximum flow velocity. In addition, the interac-
tion between NdFeB cylindrical magnet and membrane gives an optimum displacement
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Fig. 12. Simulated result (a) velocity on outlet 1 when Magnet A is induced (b) velocity on
outlet 2 when Magnet A is induced (c) velocity on outlet 1 when Magnet B is induced
(d) velocity on outlet 2 when Magnet B is induced.
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compared with the triangle, rectangular and ball shaped magnets that available in the
market. The proposed bidirectional flow micropump design will have a vast potential
for future development and could serve as a design guideline for bidirectional flow
micropump without a complex structure and low cost fabrication.
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Abstract. In this paper, a steady state simulation for hydrogen production from
steam gasification of Palm kernel shell was developed and studied. The gasifi-
cation pilot plant process has been modelled in Aspen Plus® using Gibbs reactor
(R-Gibbs). The effects of different operating parameters using sensitivity anal-
ysis, including gasification temperature 600–900 °C and steam flow rate (1 to
2 kg/hr.), on hydrogen yields and Syngas composition were investigated. The
simulation results have shown the main gas components in Synthesis gas were
H2, CO, CO2, CH4. The product gas hydrogen yield increases with the increase
in temperature. The hydrogen concentration improved from 22.52 vol. % to
36.06 vol.%, but the CO concentration decreased from 37.53 vol.% to 28.37%
with increasing temperature from 650–900 °C under the operating parameters of
the steam flow rate of 1.56 kg/hr.

Keywords: Biomass gasification system � Palm kernel shell � Steady state
simulation � Aspen plus software

1 Introduction

With the increasing world energy demands and depleting oil and natural gas reserves,
biomass is considered as the most promising alternative to fossil fuels owing to its
abundant availability and carbon neutral nature [1–4]. In a sustainable energy system
hydrogen is likely to be the most significant energy source for future [5–8]. Presently,
there are a number of energy sources and technologies to produce hydrogen but about
99% comes from fossil fuel. It is mainly by steam reforming of natural gas which is the
fossil fuel based process that could not address above serious concerns to meet the
renewable and sustainable hydrogen production. There is potential in biomass to
increase the production of hydrogen and a primary source of energy [5, 9]. More recent
attention has focused on the provision of using hydrogen as an energy resource. It is
reported that the use of hydrogen has a number of attractive features such as clean fuel
because hydrogen combustion yields water rather than greenhouse gases though
combustion of hydrogen gives heat and energy which can than used to drive turbine for
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electricity production [8]. Particularly, oil palm is abundantly available in Malaysia and
Indonesia approximately 87% of the worldwide capacity [10]. It is estimated that at
about 85.5% of biomass waste is in the form of palm kernel shell, oil palm trunks and
fronds and empty fruit bunches in Malaysia. Palm kernel shell is reported as a preferred
feedstock in gasification process due to its characteristics like high fixed carbon pro-
portion and volatile matter, low ash and moisture content [11]. Among thermochemical
conversion technologies, biomass gasification provides distinctive attributes of effi-
ciency, product flexibility and emission control in comparison to combustion and
pyrolysis [12]. Biomass materials can be successfully converted into energy by using
circulating fluidized bed biomass gasifier owing to the features of adequate gas-solid
contact, improved temperature control, considerable heat capacity, a favorable turbu-
lence condition etc. [5, 10]. Even though CFB gasification commenced with rapid
commercialization for biomass, but still there is need of fundamental and pilot studies
to scale-up and for its optimum design [13]. Currently, studies and development have
shown the potential of producing more and cleaner hydrogen from biomass steam
gasification by using catalyst and adsorbent [14]. However, there are many short-
comings while producing hydrogen from biomass gasification technologies [10]. A lot
of research and efforts relevant to the catalyst and CO2 adsorbent usage has been
carried out to minimize the biomass gasification process shortcomings. A limited work
has been done by using palm oil wastes gasification for hydrogen production in flui-
dized bed gasifier. The modeling and simulation of biomass gasification is a developing
area of research. By far several models with different complexity of biomass gasifi-
cation process have been proposed [15–26]. Aspen gasifier model can be useful for
design, analysis of gasifier behavior and operational condition predictions during start
up and shut down. It is reported that experiments are usually expensive and compli-
cated, when performed at a larger scale [27–29]. However, modelling can save time as
well as money and also have the ability for the optimization and preparation of
experiments in real time [18].

Biomass-based conversion process has been simulated by many researchers using
Aspen Plus® [30–48]. Cohce et al. [49] presented flow sheet simulation for biomass
gasification for Syn gas production. The minimization of Gibbs free energy along with
mass and energy balance approach has been used. It is assumed that catalyst effects are
negligible, only char is present which consists of carbon, ash and tar were ignored
during the assessment.

The effect of temperature on product gas composition has been studied. The
maximum hydrogen predicted from biomass is 41.85 g/kg [49]. Mansaray et al. sim-
ulate rice husk gasification process using commercial software Aspen Plus® for the
calculation of material, energy, and chemical equilibrium [50]. Nikoo and Mahinpey
have also developed Aspen plus reactor model by using FORTRAN subroutines for
kinetics and hydrodynamics data generation. The effects of different operating condi-
tions were used to validate the model [10]. Ramzan et al. [45] demonstrate steady-state
simulation model for the gasification process [8]. It is reported that simulation model
can be used for optimization and behavioural study of the gasifier. The optimization
was done in terms of equivalence ratio, the temperature of the gasifier, air preheating
effects on gas composition and heating value [45]. Atnaw et al. used Aspen plus for the
simulation of downdraft gasification of oil palm fronds [51].
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The aim of this paper is to develop a steady state Aspen plus simulation model of
palm kernel shell gasification process for hydrogen production. A parametric analysis
has been done to predict the steady state performance of fluidized bed gasifier and the
gasifier temperature along with the steam to biomass ratio on Syngas composition,
hydrogen yield is analyzed.

1.1 Chemical Reactions

The reaction kinetics that is used in gasification process is as shown in Table 1:

1.2 Process Model

A steady state equilibrium model has been developed for the gasification process using
Aspen Plus.

1.2.1 Assumptions
The main assumptions considered in the simulation are as follows:

• The process is carried out at steady state conditions and atmospheric pressure.
• The devolatilization process occurs spontaneously produces synthesis gas contains

H2, CO, CO2, CH4 and H2O.
• The reaction takes place at isothermal and constant volume conditions.
• A constant temperature inside the gasifier and intimate mixing.
• The heat losses are negligible.
• The pressure drop in the gasifier is neglected.
• The particles are assumed to be of spherical and of uniform size and the average

diameter remains constant during the gasification.

1.2.2 Thermodynamic Property Package
In aspen plus several property methods are available together with activity coefficient
methods and equation of state (EOS) methods [43]. In this study, the
PENG-ROBINSON equation of state has been used to estimate all physical properties
of conventional components in Aspen Plus steady-state simulation. PENG–ROBIN-
SON equation itself is the particular version of the general cubic equation of state. At
high temperature, this package improves the correlation of pure component vapor
pressure which makes it suitable for gasification process [45].

Table 1. Reaction scheme for PKS steam gasification.

Sr # Process reactions Reaction ΔH (kJ/mol)

Overall reaction Biomass ! H2O;CO;CO2;CH4;C2H4and C
1 Char gasification CþH2O ! COþH2 +131.5
2 Boudouard CþCO2 ! 2C +172
3 Water-gas shift COþH2O ! CO2 þH2 −41
4 Methanation Cþ 2H2 ! CH4 −74.8
5 Methane reforming CH4 þH2O ! COþ 3H2 +206
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1.2.3 Biomass Feedstock Properties
The biomass including palm kernel was considered as possible feedstock for syngas
production in the gasification process. An instrumented controlled pilot plant of bio-
mass gasification situated in Block-P University Teknologi PETRONAS that can be
sufficiently run using feedstock PKS as shown in Fig. 1. Palm kernel shell has been
reported as a prominent feedstock due to its properties for the gasification of biomass
[12]. The ultimate analysis and proximate analysis on a dry free basis along with higher
heating values of PKS can be found in Table 2. The calorific value of palm kernel shell
is 20.40 MJ kg−1, it contains 17.5% moisture which is less in comparison with other
biomass such as coconut shell (18.5 wt%), sugarcane residue (52.20 wt%) and empty
fruit bunch (66.26 wt%). Palm kernel Shell holds 14.87% fixed carbon and 81.03%
volatile matter. The efficiency of gasification process would be more due to a higher
percentage of these matters results in the better ignition and gasifying properties.
Ng et al. [13] has also reported that gasification of palm kernel shell results in highest
hydrogen production (28.48 g H2/kg palm kernel shell) in contrast to rice husk, bagasse
and coconut shell.

1.2.4 Simulation Description
The schematic flow sheet of PKS gasification process (developed in Aspen Plus®) is
shown in Fig. 1. This flow sheet represents a typical setup used in biomass experi-
mental studies [53]. The unit operations block data along with the operating conditions
are taken from an actual plant given in Table 3. The overall gasification stages com-
prise of feed decomposition, de-volatilization and gas-solid separation in the simulation
model. Biomass (Palm kernel shell) as a feedstock (on a wt% dry basis) is regarded as a
non-conventional component fed at 1.35 kg/hr and (defined as a heterogeneous solid in
Aspen Plus®). Aspen Plus ®incorporate R-YIELD reactor block to decompose it into
elementary conventional components (C, H2, O2, N2, Cl, S). The Aspen plus R-GIBBS
Reactor was used to perform the decomposition and gasification of PKS with the

Fig. 1. Simulation flow sheet for the fluidized bed gasification process.
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assumption that these reactions follow the Gibbs free energy minimization calculations.
This step employs decomposition of PKS into constituting components including
carbon, hydrogen, oxygen, nitrogen, and sulfur at a specified temperature and pressure.
The combustible substance from R-GIBBS include H2, CO, CO2, CH4, and SO2. The
catalytic effects were neglected and the reactor was considered to operate at isothermal
and isobaric conditions. Additionally, steam as a gasifying medium supplied to the
bottom of the fluidized bed gasifier, where it reacts with biomass. The steam has
produced at 300 °C in the super heater using Aspen plus Heater model. Some part of
the gas is further sent for analysis. An analyzer has been used to determine the com-
position of the subsequent gases i.e. H2, CO, CO2, N2 and CH4.

Additionally, the gas product supplied further to Gasfier-2 and Gasifier-3. The final
product from Gasifier-3. Furthermore, the product stream is cooled to 40 °C in a cooler
and later will go to adsorption column system. A gas-liquid absorber was used for the
separation of liquid and gas (syn. gas) products at atmospheric conditions. The
equipment involve are summarized in Table 4.

Table 2. Properties of palm kernel shell [52].

Palm kernel shell

Molecular equation CH1.283O0.594N0.031

Moisture (%) 9.61
Volatile matter (wt% dry basis) 80.92
Fixed carbon (wt% dry basis) 14.67
Ash content 4.31
C (wt% dry basis) 49.74
H (wt% dry basis) 5.68
N (wt% dry basis) 1.02
S (wt% dry basis) 0.27
O (by difference) 43.36
Higher heating value 18.46
Calorific value (MJ/kg-1) 20.40

Table 3. List of block in biomass gasification simulation.

Reactor
block

Description

R-Gibbs This model is based on single phase chemical equilibrium works on
minimization of Gibbs free energy; This model has significance under known
temperature and pressure with unknown stoichiometry

Heater Thermal and phase state changer. Increase the temperature of water to make it
superheated steam

Split Feed splitter. Divide feed based on splits specified by outlet streams
Mixer Mixes two or more stream. It can also combine material, heat and work streams
Flash It is generally known as two-outlet flash. this model works on the principle of

rigorous vapor-liquid or vapor-liquid-liquid equilibrium
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2 Results and Discussion

The developed simulation model is evaluated by synthesis gas composition variation
with temperature and steam to biomass ratio in Aspen Plus®.

2.1 Effect of Gasification Temperature

The effects of gasifier temperature on Syngas production using PKS and steam as
gasifying agents in interconnected fluidized bed gasifiers was analyzed and reported.
The gasifier temperature was varied from 650–900 °C, at 2.1 bars constant pressure,
with steam to biomass ratio of 0.6. Then composition of product Syngas as a function
of gasifier temperature is presented, as shown in Fig. 2.

The result indicates that temperature has significant effects on hydrogen yield. The
production of H2 and CO increases as the temperature increase. Conversely, the
composition of CO2 and CH4 decrease respectively. The hydrogen production
enhanced with the increase in gasifier temperature and then kept nearly constant at
about 800 °C. This further demonstrates that within the gasifier temperature range of
650–900 °C. H2 content was about 50–70 mol%. It is clear from the Fig. 2 that the
favorable operating temperature for the gasifier lies between 750–850 °C to maintain
higher hydrogen content in the product gas.

A series of reactions involve for PKS gasification, which results in syngas pro-
duction, as mentioned in Table 1. The first two reactions are endothermic processes
whereas water gas shift reaction (3) is an exothermic reaction. Consequently, higher
temperature favors the reactants in the exothermic and products in the endothermic
reactions. Therefore, endothermic reactions 1, 2, 5 were promoted with an increase in
gasifier temperature. This results in an increase of H2, CO, and decrease in CO2 and
CH4 content.

It is apparent from the results that hydrogen was much higher than CO and there
exist a constant difference between the two gases concentrations. Due to the water gas
shift reaction activity CO and H2 composition changes within the temperature range of
650–900 °C. Moreover, the water gas shift reaction increases the hydrogen production

Table 4. List of equipment in biomass gasification system.

Equipment Parameters
Temperature °C Pressure barg Flow rate

m3/hr
Capacity
m3/hr

Cooling water pump 25 1 0.6 2
Boiler 150 6 0.0082 0.1
Super heater 400 6.9 0.00196 5.0
Fluidized bed gasifier 700 6 0.17 0.044
Guard bed gasifier 700 6 0.15 0.044
Gas polisher reactor 700 6 0.26 0.044
Adsorption column system 40 12 5 0.008
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in the presence of steam. The hydrogen production was further enhanced due to the
methane reforming reaction in the presence of steam.

Even though, water gas shift reaction produces CO2 which further decrease with
increase in temperature. This was due to boudouard reaction (2), which becomes
dominant and consumes CO2, The results showed an increase of CO content and
decrease in CO2 with the increase in temperature. In the current study, it is clear that as
the temperature increase water gas shift reaction becomes dominant in the range of
600–675 °C. This give rise to an increase in CO content up to 750 °C due to the high
reactivity of steam methane reforming reaction. Furthermore, the hydrogen yield effi-
ciency was analyzed within the gasifier temperature effects.

The H2 yield efficiency of biomass can be defined by the given formulas,
respectively.

H2 Yield efficiency ¼ H2 yield in the gasifier gð Þ
Biomass dry; ashfreeð Þ fed into the system kgð Þ ð1Þ

The effect of the gasifier temperature on the H2 yield is as shown in Fig. 3. The
results, as shown in Fig. 3, indicates that hydrogen yield increased as the gasifier
temperature increased. The favorable operating temperature range is 750–850 °C,
corresponding to the high hydrogen yield. There is no increase beyond the temperature
850 °C, as higher temperature further facilitates the side product formation. Further-
more, it was observed that increase in steam content, shifts the water gas reaction
towards the product formation direction. Overall more steam produces more hydrogen
but of consumes higher energy.

Fig. 2. Effect of gasifier temperature on product gas composition (steam/biomass ratio = 2.0).
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2.2 Effect of Steam/Biomass Ratio

This study has examined the effect of steam/biomass on syngas production from PKS
gasification in inter-connected fluidized beds. For steam/biomass ratio, the analysis was
done by varying the steam flow under a constant flow rate of biomass.

The steam/biomass ratio effect on product gas composition at gasifier temperature
of 650 °C is shown in the Fig. 5. The findings of current study support the published
experimental data which showed that the steam/biomass holds a complex effect on the
product gas composition. The results of this study indicates that by increasing
steam/biomass ratio H2 and CO content increased well, whereas CO2 content decrease
constantly and decrease in CH4 was much less. Furthermore, this can be understood by
the chemical equilibrium achieved during water-gas shift reaction.

For the simulation results, hydrogen yield corresponds to the maximum for a
steam/biomass ratio of 0.74 and the gasifier temperature of 800–850 °C as illustrated in
Fig. 4. It is demonstrated that a maximum value of Hydrogen yield can be achieved as
the S/B ratio increased. It is established that for steam/biomass ratio around 0.74
gasifiers could achieve equilibrium conditions along with the gasifier temperature of
800 °C in relation to the influencing reactions.

It can be concluded from the results that steam/biomass of about 0.74 can be
considered and suggested for future work as an optimized value for H2 yield efficiency
as well as for gas composition.

It is, therefore, likely that at a lower value of steam/biomass ratio of 0.74, there was
less steam present to react with the biomass, subsequently, it desists water-gas shift
reaction and steam reforming reaction. Therefore, H2 yield increase with an increase in
steam/biomass ratio.

Fig. 3. Effect of gasifier temperature on product gas yield.
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At a maximum point, H2 yield decreases with the increase of steam/biomass ratio.
The steam to biomass ratio value correspond to maximum hydrogen yield declined
from 0.8–0.5 with the gasifier temperature increase (Fig. 5).

Fig. 4. Effect of steam to biomass ratio on hydrogen gas yield.

Fig. 5. Effect of steam to biomass ratio on product gas yield.
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3 Comparison and Validation

The developed simulation model was validated using measured experimental data of
PKS gasification for lab scale gasifier published by Ramzan et al. [45]. The experi-
mental and simulation results are shown in the Fig. 6. Experimental results are com-
pared and presented with error bars which indicate that the simulation data are within
96% confidence level.

A detailed investigation of hydrogen composition comparison with the literature is
as shown in the Fig. 6. In the research, hydrogen composition of 60.07 vol.% (dry N2
free) was observed at 750 °C, S/B ratio of 2.0wt/wt. The experimental study reported
by Khan et al. [53] on the same pilot plant observed hydrogen composition of 67.40
vol.% at 750 °C, S/B ratio of 2.0wt/wt and adsorbent to biomass ratio of 1.0wt/wt
which yields zero carbon dioxide relatively. This study utilized the same feedstock
palm kernel shell under steam gasification with nickel catalyst in fluidized bed gasifier.
Han et al. [54] reported hydrogen composition of 69 vol.% at a relatively higher
temperature of 850 °C utilizing char (from empty fruit bunch) under air gasification in
the fluidized bed gasifier. Han et al. [54] produced H2 composition of 58 vol.% at S/B
ratio of 2.55wt/wt in steam gasification with CO2 adsorbent in fluidized bed gasifier.

The existing study verifies the previous findings from the literature and experi-
mental studies on the similar pilot plant and contributes additional evidence that
suggests that air-steam gasification in fluidized bed produced adequate hydrogen
amount in product gas but at the cost of the high temperature of 850 °C. Consequently,
the use of Cao as an adsorbent reduces the carbon dioxide in the overall product gas
which is suggested as future work. Furthermore, steam gasification produced relatively
favorable hydrogen at a lower reaction temperature between 630 and 675 °C in the
present study, highest hydrogen concentration of 60.1 vol.% with the presence of CO2

Fig. 6. Comparative study of product gas composition.
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in the product gas at temperature 750 °C is produced. Contrary experimental studies
inferred carbon dioxide capture favored low reactor temperature. At lower temperature
CO2 adsorption is the high activity of steam methane reforming along with water gas
shift reaction is high which leads to increase hydrogen composition in the product gas.
Overall, present study validates the experimentally reported findings with the optimum
gas composition in comparison to reported literature. For future work, it is suggested
that combination of catalyst and adsorbent in the process provides improved product
gas heating values in comparison to only biomass catalytic steam gasification and
steam gasification with in situ CO2 adsorption processes.

4 Conclusion

A simulation model was developed for the gasification of biomass in an atmospheric
fluidized bed gasifier using aspen plus® simulator. A sensitivity analysis was carried
out in order to evaluate gasifier performance as a function of gasifier temperature and
steam to biomass ratio. The simulation results for the product gas composition and
product gas yield versus temperature and steam to biomass ratio is reported.

The higher temperature improves both the gasification process as well as product
gas yield. The increase in temperature shows that hydrogen and CO content increase
and a product gas composition of 70% was achieved at a medium gasifier temperature
675 °C, whereas a lowest composition of 67.32 vol.% is attained at a highest tem-
perature of 800 °C caused by reverse carbonation reaction, the absence of CO2 was
observed at a temperature range of 600–675 °C.

It is concluded from the results that H2 yield increase with an increase in gasifier
temperature Furthermore, hydrogen composition and hydrogen yield were favored by
steam to biomass ratio. Despite steam to biomass ratio effects higher than 2.0wt/wt. was
not significant.

From the comparative study, it can thus be suggested that current study gives the
significant value of hydrogen gas in comparison to biomass steam gasification. Finally,
the simulation model well represents the experimental behavior of the biomass gasi-
fication, when it is fed with PKS.

The simulation model is adequate to predict the gasifier performance over a range
of operating conditions. This model is also suitable for simulation of PKS and other
feedstock such as wood, green waste, sugar cane bagasse etc. Therefore, it can be used
fully to support the design of the experimental campaigns. Further study is being under
taken for modelling performance by considering in situ-catalytic gasification.
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Abstract. A non-invasive condition monitoring system for diagnosis of faults
is vital for induction motors to operate safely and reliably. The currently used
invasive techniques need direct access to the motor to collect and analyze data.
Furthermore, the sensors used in invasive techniques are relatively expensive.
This paper presents the development of hardware and software integrations for
non-invasive diagnostic system to monitor specifically motor-coupled gear
defects. The proposed system employs instantaneous power analysis, a unique
technique for diagnostic condition monitoring which allows real-time non-stop
tracking as well as assesses the severity of the defects. This technique can be
adopted for decision-making that is not only fast but reliable. The severity of
different gear defects have been studied experimentally, and the results were
analyzed. The effectiveness of the proposed method has been verified through
experimentation from the actual hardware implementation through the
system-design platform and development environment software tool, LabVIEW.

Keywords: System-design platform and development environment � Condition
monitoring � Instantaneous power analysis � Fault diagnosis � Gear faults

1 Introduction

In industry, induction motors are encompassing up to 95% of the prime movers [1, 2].
Several applications utilize these motors that include paper mills, power plants, mining
plants and process industry. Even though induction motors need simple maintenance,
faults may occur incidentally [2, 3]. These faults may in turn cause production loss.
Therefore, it is necessary to detect these emerging failures to avoid unexpected
breakdowns [2, 4]. By avoiding induction motor breakdowns, unpredicted downtime
and plant maintenance cost can be decreased [5].
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For applications based on electro-mechanical power transmission, gears play a
major role. In the case of wound rotor induction generators (WRIG) based wind
turbine, downtime depends greatly on multistage gearbox which connects the rotor
blades to the generator [6]. For railway traction systems, gearboxes link traction motors
to the wheels. Thus, proper working of gears is important to ensure reliability and
security [7]. Early fault detection in gear performance can avoid unpredicted break-
downs and in turn decreasing downtime and maintenance cost. Consequently, the
development of an efficient fault diagnosis and condition monitoring system is nec-
essary [8–10].

Notably, a non-invasive method for gear failure diagnosis will have the benefits of
easy installation and lower cost. It is because of these advantages that several
researchers have focused on non-invasive gear failure diagnosis methods [12–17].

Stator current monitoring was used for diagnosis of mechanical fault-related load
torque oscillations in induction motors, [18]. However, the theoretical model presented
in the work did not take into account the influence of gear stiffness on the stator current.
According to a study of gearbox specific frequencies in stator current, three different
shaft frequencies along with mesh frequencies emerge in the electromagnetic torque
spectrum. These sideband frequencies around the electric supply frequency of stator
current in the multi-stage gearbox are related to input, output and layer shafts. Some of
these frequencies are related to the gear tooth fault [11, 19, 20]. The effects of motor
coupled gear on stator current spectrum were studied in [21, 22]. This study has shown
that for healthy gears, harmonics occur at the mesh and mesh-related frequencies. On
the other hand, supplementary harmonics associated with fault-induced mechanical
effects appear at the rotational frequency for faulty gears.

In order to investigate the effect of gear torsional vibrations on a motor current
spectrum, a simplified dynamic model was used by taking into consideration the
realistic behavior of a gear under the minimum number of mechanical parameters for
the gear [23, 24]. The influence caused by the transmission error in the gear was found
to have a relation to the wheel and pinion eccentricities as well as the tooth profile
abnormalities. This had developed the sideband frequencies of the pinion and wheel
rotation around the fundamental and mesh frequencies in the spectrum of the stator
current. In [25], the same technique was used to investigate how the torsional vibrations
of the planetary gear box influence the electrical signatures of a generator with a wound
rotor induction. In [26], an attempt was made to join the experimental work with the
numerical simulations so that the tooth pitting defect in a gear that is multi-staged could
be detected. A model with a low-degree of freedom was used for the gear dynamic
modeling which was comparable to the one employed in an earlier work [24]. The
results in [27] verified that it is possible for the gear teeth faults to produce mechanical
effects which are observable in the torque and thus, are noticeable in the electrical
signatures of the machine. In a recent work, [28] has focused on extracting operating
point independent fault signatures by using a kinematic error observer, spatial domain
sampling methods, and spatial domain signal filtering methods for gear fault diag-
nostics of electromechanical actuators. The identification of mechanical vibrations due
to backlash phenomena appearing between the pinion gear and the girth gear rim of the
kiln using the motor current stator analysis (MCSA) was reported in [29]. The proposed
diagnostic method was tested on under-scale laboratory test rig. It was shown that due
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to fault in pinion gear, the pinion rotation frequencies appear around fundamental
supply frequency.

Although the MCSA technique has been proven to be non-invasive and economical
for the motor gear fault detection, however, the amplitudes changes at characteristic
defect frequencies are affected by highest amplitude peak at fundamental frequency
especially when fault frequencies lie in a region near to the fundamental frequency.
This factor could influence the reliability of the on-line fault diagnosis system and
could lead to wrong decisions. As related to this, the instantaneous power analysis
(IPA) carries three characteristic defect frequencies two side band components and one
component directly at vibration frequency. The amplitude of this extra frequency
component is not affected by the highest peak at the fundamental frequency and thus
could be utilized to enhance the decision making capability of the on-line fault diag-
nosis system. The usage of the IPA method for analysis of gear defects in induction
motors has not being investigated previously, and this paper addresses this new
approach for the analysis of various gear defects for on-line condition monitoring of
motors. This technique provides continuous real-time tracking of faults and estimates
the severity through visual indication [33–38].

In this work, a real condition monitoring system are integrated with the
system-design platform and development environment software tool, LabVIEW, for
analysis and design of a non-invasive condition monitoring systems. This has involved
in brief the work undertaken in developing the program routine in LabVIEW, engi-
neering analyses, system data, and all other qualitative and quantitative engineering
data related to conditioning and monitoring operation, focusing on motor-coupled gear
defects fault detections.

This paper first highlights the issues in induction motor fault diagnosis and thus
Sect. 1 gives an overview of motor-coupled gears fault analysis techniques. Section 2
discusses the software and hardware for the system. Section 3 highlights the experi-
mental procedures of the proposed non-invasive fault diagnosis system and gives the
mathematical formulation of gear defect frequencies. Section 4 presents the imple-
mentation of the proposed technique to analyze various gear defects. Finally, Sect. 5
presents the conclusions of this paper.

2 Software and Hardware for the On-Line Condition
Monitoring System

This section provides an overview of the software and hardware module used in the
development of experimental test rig for the non-invasive diagnostic condition moni-
toring system. The experimental test rig has been developed using the commonly used
firm-wares in industry i.e. induction motor, current and voltage transducers, data
acquisition module (DAQ) and LabVIEW software. The DAQ is interfaced with
LabVIEW to acquire and process the data coming from the transducers. LabVIEW was
interfaced with power switching circuit to turn-off the motor if a fault exceeds some
threshold values.

The experimental test rig is developed that allows performing 3-phase currents and
voltage measurements and can be used as the data to analyze and detect any faults as
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defined in the study. From these experimental data, the mathematical equation or the
algorithm representing instantaneous power analysis (IPA) can be realized and eval-
uated. The IPA technique has been employed to recognize the characteristic frequen-
cies related to gears defects. The amplitude at characteristic frequencies utilized as the
indices to indicate faulty or healthy conditions of the motor. In this work, a code was
created in LabVIEW so that the fault frequencies from the instantaneous power
spectrum could be identified. The LabVIEW block diagram window was used to write
the code for the acquisition of real time data from the current (SCT-013-005) and
voltage transducers (LF-AV12-T4A25-0.5/400 V). The main purpose for this software
is to collect real time data, perform analysis and display results on the screen. The data
coming from the current and voltage transducers was read by the LabVIEW program
and processed to record the instantaneous power spectrum. The hanning window was
applied to avoid spectral leakages. The spectrum was normalized with respect to the
highest peak (fundamental element). The noise and DC bias variations have been
calculated based-on the design thresholds for reliable decision on the existence of fault
signatures.

The data acquisition system consist of an electronic device designed to acquire data
from sensors and transducers and to monitor parameters such as voltage and current, by
conversion of physical analog quantities into digital data and rescaling them into
physical quantities according to the transducers sensitivities. A DAQ has two parts:
hardware and software. The hardware consists of the data acquisition card and a host
PC computer with control software and data storage space. Complementary, the soft-
ware controls the data collection process and has basic data analysis tools such as
spectrum calculation for on-line data inspection. The data acquisition and processing
system used in this work consists of National Instruments data acquisition card NI
6281, AC current and voltage transducers and LabVIEW.

Sampling is an essential process of data acquisition system in which the continuous
analog signal is converted to a discrete signal. The output of any transducer is a
continuously varying voltage. The ADC samples the analog signal as discrete values
and stores it in the computer. LabVIEW has the configuration utility known as Mea-
surement Automation Explorer (MAX) for the configuration and installation of all
external data acquisition devices. MAX reads the information from device manager
windows registry and assigns it specific device name from which the information is
collected. The relation between the MAX and data acquisition device is shown in
Fig. 1, [39].

Windows Configuration

MAX

LabVIEW for Windows

DAQ Library VIs 

Windows Registry

Fig. 1. Relation between DAQ and MAX.
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(b)

(c)

(a)

Fig. 2. The developed condition monitoring system (a) LabVIEW front panel display
(b) Subroutine of characteristic defect frequency calculations (c) Subroutine of IPA algorithm
(d) Subroutine for tracking amplitude values (e) Subroutine of threshold design algorithm.
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(d)

(e)

Fig. 2. (continued)
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Data acquisition (DAQ) assistant is used in continuous mode to configure the
LabVIEW window with the MAX. The DAQ assistant is placed inside the loop to
acquire data continuously from the data acquisition device.

2.1 Design of LabVIEW Program

This section discusses briefly the design of LabVIEW program for the diagnosis of
mechanical fault at various operating conditions of the induction motor. The developed
algorithm has five subroutines to perform various tasks related to condition monitoring
and fault diagnosis of induction motor. The LabVIEW front panel window and pro-
gram subroutines are shown in Fig. 2.

2.2 Subroutines of the Graphical Block in the LabVIEW Program

Data acquisition (DAQ) assistant was used in continuous mode to configure the
LabVIEW window with the MAX. The DAQ assistant was placed inside the loop to
acquire data continuously from the data acquisition device. A brief description of each
subroutines are as follows:

Subroutine for the Calculation of Characteristic Defect Frequencies:
This program subroutine collects the stator current and voltage data from DAQ
assistant and calculates the characteristic defect frequencies related to gear defects
based on the mathematical formulation.

Subroutine for the Measurement of Instantaneous Power Spectrum:
This subroutines measure the instantaneous power of the motor using the stator current
and voltage measurements. The built-in power spectrum density sub.vi inside Lab-
VIEW was used to plot the instantaneous power spectrum.

Subroutine for the Threshold Design:
The statistical analysis sub.vi inside the LabVIEW was utilized to calculate the
threshold through the analysis of the instantaneous power signal under various oper-
ating conditions.

Subroutine for the Tracking of Amplitude Values:
This subroutine track the amplitude values at specific characteristic defect frequencies
and set an alarm if amplitude value increases the set threshold limits.

3 On-Line Condition Monitoring System

The test rig developed for the on-line condition monitoring system consists of an
induction motor, data acquisition device, a current and a voltage transducer and Lab-
VIEW®. The schematic diagram of the experimental set-up is shown in Fig. 3. A gear
assembly has been used for the analysis of gear teeth faults.
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In normal situations, both gears have a smooth surface so contact of pinion with
wheel does not create any impact. However, fluctuations of air-gap are produced due to
presence of gear defect. Due to these fluctuations, gear defect frequencies (fg) are induced
in motor electric supply and could be calculated using (1) and are shown in Table 1.

fes ¼ fe � mfg
�
�

�
� ð1Þ

where:

fe, is the electric supply frequency
m, is the modulation index
fg, is the gear characteristic defect frequency

Fig. 3. The block diagram of the developed experimental test rig.

Table 1. Expected pinion gear defect frequencies under various loading conditions.

Load conditions Motor speed (rpm) Characteristic defect
frequency (Hz)
fg1 2fe�fg1

�
�

�
� 2fe þ fg1

�
�

�
�

No load 1480 24.6 75.4 124.6
Full load 1390 23.2 76.8 123.2
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4 Results and Analysis

A total of eight tests have been conducted on the healthy gear, 25% broken teeth (fault
type 1), 50% broken teeth (fault type 2) and full broken teeth (fault type 3) of the pinion
gear. The electric discharge machine (EDM) has been used to create faults in the gear
teeth. The healthy and defected gears are shown in Fig. 4.

The IPA spectrums of the defected pinion gear and the healthy pinion gear for the
conditions of both no-load and full-load are illustrated in Figs. 5 and 6, respectively.
Each spectrum has been normalized with regards to the highest peak of the fundamental
power element. In each spectrum, the highest peak is related to the fundamental ele-
ment of 100 Hz. It has been noticed that under the condition of no-load, the change in
amplitude value at the characteristic defect frequency is very small for fault type 1 as
compared to fault type 3. However, under the condition of a full-load, the change in
values of the amplitude shown to have much larger increased at the characteristic defect
frequency.

(a) 

(b) 

Full broken 

Healthy teeth

Fig. 4. Example (a) healthy gear (b) full broken teeth in pinion.
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The analysis of the spectrums of the frequencies for all three types of defects under
a variety of loading conditions has been summarized in Table 2. The results show that
at the characteristic fault frequencies, the values of the amplitude grow larger as the
fault size of the gear teeth increased. Moreover, it has been observed that the increased
in the values of the amplitude was even more prominent under the conditions of
full-load.

It has been demonstrated that the IPA technique provides stronger fault frequencies
components. This implies that the IPA is a better alternative for diagnosing motor
coupled gear faults. This is due to the fact that the IPA has an additional element of the
characteristic vibration frequency, fg1, (other than just the two sideband elements). This
gives a bit of additional data for enhanced fault detection in an on-line diagnostic
system for defect determination.
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Fig. 5. The normalized instantaneous power spectrum of the motor for pinion gear defects under
no-load condition (a) Healthy motor (b) 100% broken teeth.
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5 Conclusions

This paper presents the development of a non-invasive condition monitoring system
using system-design platform and development software tool for fault diagnostic of
gears faults in induction motors. The fault analysis software created in LabVIEW is
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Fig. 6. The instantaneous power spectrum of the motor for pinion gear defects under full-load
condition (a) Healthy motor (b) 100% broken teeth.

Table 2. Summary of change in amplitude values at various defects levels.

Defect type (broken tooth) Characteristic defect
frequency (Hz)

Change in amplitude
(dB)

No load Full load No load Full load

25% 24.6 23.2 3 10
50% 75.4 76.8 5 16
100% 124.6 123.2 9 26
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used for the identification of the fault frequencies of the induction motor. The test rig is
designed to be flexible that facilitate the acquisition of experimental data in the form of
the 3-phase currents and voltages measurements containing information about the fault
types. The LabVIEW program has been designed and coded to represent the IPA
algorithm. As a demonstration platform and ‘proof-of-concept’, the on-line
non-invasive system for condition monitoring has been able to determine the various
motor-coupled gears defects using the IPA technique. A significant level of amplitude
(dB) value changes is observed at specific fault frequencies for both the no-load and
full-load conditions, which verifies the viability of the proposed method. In the IPA
spectrum, the additional information with regards to the characteristic vibration fre-
quency element (fg1) has given the relevant information on the detection of the gearing
fault. This has resulted in enhancement of the accuracy and the reliability of the
detection and diagnosis of the defects in motor-coupled gears.
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Abstract. In the development of new energy, a new type of marine gyro power
plant has a higher wave energy conversion efficiency in the field of wave energy,
the key component of which is the gyroscope speed control system, but
designing a motor system for a heavy inertia gyro rotor is rare, it is a challenge
for engineering design methods under limited output power and other design
conditions. In this paper, we design the dual-loop speed control system by using
the engineering method, and aim at the problem of the proportional integral
coefficient caused by the heavy moment of inertia. Analyzing the design prin-
ciple and the MATLAB simulation results, we propose a method for parameter
modification using the Bode diagram. In ensuring the overshoot, stability at
the proper adjusting range, we not only effectively reduce the proportional
integral coefficient, but also provide a reference for engineering design ideas.

Keywords: Marine gyro power � Heavy moment of inertia � Speed control
system � PI controller � Gyro rotor � Bode

1 Introduction

Marine energy in the development of new energy has been taken seriously, because of
its rich energy reserves, a variety of energy forms, sustained and stable utilization [1].

A new type of marine gyro power plant has a higher wave energy conversion
efficiency, the key component of which is the gyroscope speed control system. The
system provides a stable speed for the gyro device, ensuring that the power plant in the
sea wave was in a power generation state.

The system requires that the moment of inertia of the gyro rotor is large. At limited
output power, the motor that drove the heavy moment of inertia gyro rotor is barely, so
it need to carry out a special design. The scale factor of speed control system designed
by using the engineering method is too big and the setting time is too long. In this
design, we propose a new method of theoretical analysis and simulation, and provide a
new idea of engineering design.

2 Simulation Models

The marine gyro power plant is an inertial wave power generation, which includes an
inertial conversion device of wave power, a transmission system and a generator. When
the inertial wave power generation works, it is separated from wave by a closed shell.

© Springer Nature Singapore Pte Ltd. 2017
M.S. Mohamed Ali et al. (Eds.): AsiaSim 2017, Part I, CCIS 751, pp. 656–667, 2017.
DOI: 10.1007/978-981-10-6463-0_56



This design avoids the generation is corroded by sea water, and reduces material
production requirements (Fig. 1).

The inertial conversion device of wave power has precession characteristic, it can
make a sensitive reaction to wave force and convert the wave energy into mechanical
power. In response to the rapid changes in wave force caused by complex ocean
fluctuation, the gyroscope speed control system adjusts the speed of the rotor which is
in the inertial conversion device, to ensure the conversion efficiency.

The gyro speed control system contains permanent magnet brushless DC motor, the
design of system bases on the open-loop frequency domain method. By simplifying the
double closed-loop speed control structure, the system is transformed into a typical
system, then completing the design according to the relationship between typical
system parameters and performance indicators.

The engineering parameters given: Power is 2 kW, Moment of inertia is 16 N.m/s2,
range of rotation speed is 3000–6000 r/min.

The transfer function of motor torque, load torque and moment of inertia is as
fallows,

Te ¼ J
dx
dt

þBxþ Tl ð1Þ

Annotation:
Te - motor torque
Tl - load torque
J - moment of inertia
B - damping coefficient
x - angular velocity of rotor

Fig. 1. The profile of the inertial wave power generation.
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The value of Bx compared with the value of Te and Tl is very small, it can be
ignored. Because the value of the moment of inertia is large, so the angular acceleration
is little, the rotating speed growth is very slow in the speed control process. That is why
the responding speed is one of the main indicators in the choice of control strategy.

As we know, in the field of traditional PI control, double closed-loop DC motor
control system is widespread applications, and is the most classic control program [2].

For the motor, the good control effect under rated speed is one basic requirements.
The test standard of measuring a motor system includes the range of speed control, the
speed of rising or decline, the stability of maintain a constant speed.

Double closed-loop motor control system contains a speed control subsystem and a
current control subsystem, when the speed control subsystem exists individually, the
system doesn’t have a good control of the current dynamic process and the motor
appears the over-current phenomenon. These two subsystems respectively adjust the
speed and the current, the output of speed control subsystem is used as input of the
current control subsystem which controls the power electronic converter [3]. From the
closed-loop structure side, the speed control subsystem becomes an external speed
loop, and the current control subsystem becomes an internal current loop which also is
a part of the external speed loop (Fig. 2).

The output limited voltage (U�
i ) of ASR (the rotate speed regulator) determines the

maximum value of the current, and the output limit voltage (Ucm) of ACR (the current
regulator) limits the maximum output voltage (Udo) of the power electronic converter,
the limited values ensured that the components are safe to operate [4].

Engineering design of the speed and current control subsystem accords to the
principle, the outer loop is after the inner loop. First, to transform and approximate the
current loop, and then accord to the requirement of current loop control, correct into
what kind of typical system, finally determine the type of current regulator and cal-
culate the related parameters. Like that, current loop as part of the speed loop involves
in the design of the speed loop (Fig. 3).

Fig. 2. The steady-state structure image.
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2.1 The Design of Current Regulator (ACR)

The speed change of Motor speed regulation system is much more slowly than the
current change. In one or several current cycles, Speed is considered to be constant,
therefore we could ignore the influence of the counter electromotive force [5]. In order
to meet the needs of current loop with performance, we choose the typical type I system
and draw a simplified dynamic structure of current loop (Fig. 4).

The transfer function of ACR is as follows,

WACR Sð Þ ¼ Ki sisþ 1ð Þ
sis

ð2Þ

where Ki means the proportion of current regulator coefficient, then si means lead time
constant current regulator.

The open loop transfer function of current loop was as follows,

Wopi sð Þ ¼ Ki sisþ 1ð Þ
sis

bKs=R
Tlsþ 1ð Þ Teisþ 1ð Þ ð3Þ

where si is equal of Tl , Wopi sð Þ was correct for typical type I system which was as
follows (Fig. 5),

Wopi sð Þ ¼ KibKs=R
sis Teisþ 1ð Þ ¼

KI

s Teisþ 1ð Þ ð4Þ

Fig. 3. Equivalent of the double closed loop speed regulation system.

Fig. 4. The simplified dynamic structure diagram of current loop
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KI ¼ KiKsb
siR

¼ KiKsb
TlR

ð5Þ

The output voltage limited value of ASR is 5 V, the parameters of Current regulator
are worked out (Table 1).

All the indexes are in the acceptable ranges by querying related statistics.
The output voltage limited value of ACR is 25 V, then

Ks ¼ 9:25

KI ¼ 0:5
Tei

¼ 0:5
0:005

s�1 � 100s�1 ð6Þ

Ki ¼ KIsiR
Ksb

¼ 100 � 0:03 � 0:5
9:25 � 0:0667 ¼ 2:43 ð7Þ

The Ki is the proportion of current regulator coefficient. We can use the MATLAB
software to set up the simulation block diagram (Fig. 6), set the simulation time is
0.5 s, then we get the simulation result of current loop (Fig. 7).

Fig. 5. Logarithmic amplitude-frequency characteristics of current loop.

Table 1. The parameters of current regulator.

Power source 220 V Dc

The total resistance of armature circuit 0.5 X

Electromagnetic time constant Tl = 0.03 s
Current feedback coefficient b ¼ 5

1:5�50 ¼ 0:0667V=A

The current filter time constant Toi = 0.003 s
Small time constant of current loop Tei = Ts þ Toi = 0.005 s
Electromotive force coefficient Ce ¼ UN�INRa

n ¼ 0:0333V= r=minð Þ
The torque coefficient Cm ¼ 30

p Ce ¼ 0:3183N:m=A

Electromechanical time constant Tm ¼ GD2

375
Re

CeCm
¼ 78:83 s
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It can be obtained that the current keeps at around 75 A after overshoot, and remain
stably until the speed meet the rated speed.

2.2 The Design of Speed Regulator (ASR)

We list part of the constant time of speed regulator in the Table 2.

Fig. 6. The simulation diagram of current loop.

Fig. 7. The simulation result of current loop.

Table 2. Part of the time constant of speed regulator.

Equivalent time constant of the current loop 0.01 s

Speed filtering time constant 0:02 s
Small time constant of speed loop Ten ¼ 2Tei þTon ¼ 0:03 s
Speed feedback coefficient a ¼ U�

nm
nN

¼ 120
6000 ¼ 0:02

The current filter time constant Toi = 0.003 s
Small time constant of current loop Tei = Ts þ Toi = 0.005 s
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Both overshoot of speed and dynamic fall-speed can be measured by immunity
index. In this regard, the typical type II system is better than the typical type I system.
Therefore we choose the better one and put the speed loop correction as a typical type
II system [6]. The design of the speed control loop bases on the Minimum order peak
Mp method [7], and draw the figure of log magnitude-frequency characteristics of speed
open-loop (Fig. 8).

When the intermediate frequency width is 5, we calculate the lead time constant of
speed regulator is as follows,

sn ¼ hTen ¼ 5 � 0:03s ¼ 0:15s ð8Þ

The speed open-loop gain is as follows,

KN ¼ hþ 1
2h2T2

en
¼ 6

2 � 25 � 0:032 s
�2 ¼ 133:3s�2 ð9Þ

The proportion coefficient of ASR is as follows,

Kn ¼ hþ 1ð ÞbCeTm
2haRTen

¼ 6 � 0:0667 � 0:0333 � 78:83
2 � 5 � 0:02 � 0:5 � 0:03 ¼ 350:5 ð10Þ

Using the MATLAB software to set up the simulation diagram (Fig. 9), and set the
simulation time is 0.5 s, we get the simulation results of speed loop (Figs. 10, 11 and 12).

We can obtain from Fig. 7, current rapidly reaches steady state after the initial
overshoot, and the value of current is 1.5 times the rated current, which provides stably
stalling torque; the figure of speed slowly rises at a certain acceleration. In Fig. 12, the
current fells to the rated current at a breakneck speed and with shock when the speed
reaches the rated speed (Fig. 11). The process last for a short, less than 1 s.

Fig. 8. Log magnitude-frequency characteristics of Speed open-loop.
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Fig. 10. The simulation results of the system. (……..: speed;-:current)

Fig. 11. Enlarge figure when time is 1278.

Fig. 9. The simulation diagram of the system.

Application of Brushless Motor Speed Control System 663



3 Simulation and Discussion

In the Sect. 2, we design ACR and ASR by using engineering design methods. In the
current loop, the input value is be limited, which definitely limits the rang of the
proportionality coefficient of ACR in a way; In the speed loop, the input value is
smaller than feedback, which cause that Feedback proportionality coefficient is also
small, therefore, it must increase the proportionality coefficient of speed regulator to
improve speed in forward channel. It is why that we get a high proportionality coef-
ficient of ASR.

The current loop is simplified into the transfer function of typical type I and is
equivalent to a module when we design ASR. Irregular disturbance of flexible load
disturbances the stability of speed, the speed loop should have strong anti-interference
ability, so it is a better mothed that speed loop is corrected into a typical type II system
with better immunity [7]. The open-loop transfer function is as follows,

W sð Þ ¼ K ssþ 1ð Þ
s2 Tsþ 1ð Þ ð11Þ

In Fig. 8, the slope of 20 dB/Dec not only crosses the 0 dB/Dec line, but also stays
in the middle-frequency band. It makes sure that the value of xn belong to the
middle-frequency band, the simplified conditions are also met. The difference value
between s and T is more big, the stability of system is more high.

When the intermediate frequency width is 5, the response time is optimum, and the
over-shoot is reasonable. Accoding to the function of Kn, we know that it will reduce
one half the proportionality coefficient of ASR if improving the value of h to 10. At this
time, the over-shoot is higher and the response time rise, but the value of the pro-
portionality coefficient of ASR is still large.

Fig. 12. The simulation results of the current when time is 1278.
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We presents a novel method in the aspect of stability. The advantage of engineering
design method is higher stability. the stability can be controled within a certain range, if
not out, the system is still good. So we can reduce the proportionality coefficient of
ASR under the premise of better stability. In Fig. 13, The first half of the image is the
amplitude-frequency characteristic figure, the lower part is phase angle margin figure.
We get the information that when the value of the proportionality coefficient of ASR
turns lower (higher), the slope line shift to the left (right), then the value of xcn and
phase margin reduces (rises). The value range of xcn is from 1/sn to 1/Ten.

Fig. 13. Bode diagram.

Fig. 14. New Bode diagram.
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While the value of proportionality coefficient of ASR reduces 20 each time, we
observe the bode diagram to check the value of xcn and phase margin, several times
like this. When the value of the proportionality coefficient of ASR is 163.5, we get the
Fig. 14. In the image, the value of xcn is little more than 1/sn, and the value of phase
margin is flat pro.

Comparatively speaking, the new value of the proportionality coefficient is sig-
nificantly less than pro, the result is acceptable. The only drawback is that the setting
time becomes longer.

4 Conclusions and Future Work

According to the new values, we adjust the figure of the simulation model (Fig. 9), get
new simulation diagrams, draw up the collation map (Figs. 15 and 16).

We observe that the current recovers to rated current after a gently shock, the
oscillation process last almost 50 s. And we analyze the result of speed curve in
Fig. 15, when the speed reaches the rated value, it shows almost no overshoot. Why?
The closer the speed is to the rated speed, the smaller the torque provided by the
current, and the slower the rate of speed growth, so the overshoot is not obviously.

In this study, we design the gyroscope speed control system, drawing on the
engineering design method, finding that if the moment of inertia of the gyro rotor is too
large, the proportionality coefficient of ASR rise quickly. So we propose a new idea
that we can reduce the proportionality coefficient of ASR by adjusting the range of
stability. It is proved that the way is feasible and verifiable.

Fig. 15. The collation map of speed. (-: pre-speed; …….: modified-speed)
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In future work, we will introduce the fuzzy control technology, improve perfor-
mance of ASR, optimize the structure of the speed regulation system of gyro.
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Abstract. An effective state feedback stabilizing controller plays an important
role to ensure the reliability and robustness of nonlinear steer-by-wire (SbW)
system. This paper addresses a new state feedback controller designed to ensure
stability of SbW system. The SbW systems modeling is further studied where
the additive of nonlinearities and disturbance need to be taken into account and
compensated effectively. The state feedback control law can be designed based
on the bound information of nonlinearity in the system in the sense that not only
the robustness with respect to nonlinearity can be obtained but also the front
steering wheel angle can converge to the hand-wheel reference angle asymp-
totically. The state feedback controller K is obtained by solving a linear matrix
inequality (LMI) condition which formulated based on Lyapunov functional
candidate. The efficacy of the proposed method is verified by applying the
theorem on the SbW system simulated on Matlab/Simulink. The simulation
work validated that the proposed controller results in excellent system
performance.

Keywords: Steer-by-wire system � Nonlinear � State feedback � Stabilization �
Linear matrix inequalities

1 Introduction

Recently, the automobile industry is working on a new technology called Drive-by-
Wire (DbW) systems where electronic sensors, controllers and actuators are replacing
hydraulic and mechanical subsystems such as steering, suspension and braking.
Steer-by-wire (SbW) systems are part of DbW systems that are recognized as the
succeeding generation of steering systems. The benefits of using SbW systems in road
vehicles are to improve the overall steering performance, lower the power consump-
tion, and enhance the safety and comfort of the passengers [1–3]. The modern SbW
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systems have the following dissimilar characteristics: First, the conventional mechan-
ical link in the traditional vehicles used to connect the hand-wheel to the steered the
front wheels, through the rack and pinion gearbox, is removed. Second, the steering
column is equipped with the hand-wheel angle sensor to provide the reference signal
for the front-wheel steering angle to follow. Third, coupled to the rack and pinion
gearbox, the steering motor is implemented to steer the front wheels based on the
reference information provided by the hand-wheel angle sensor. Figure 1 shows
comparison of conventional steering system and SbW system.

Many researches on the SbW systems modeling have been carried out over the past
few years. In [4], the dynamics of the test vehicle’s SbW system was described with a
simple second-order model based on the observation of the experimental results by
ignoring tire forces and considering tire-to-road contact. In [5] and [6], two
second-order models considering the effect of tire forces and vehicle dynamics were
utilized in both the steered-wheel side and the hand-wheel side, respectively. Never-
theless, from the aforementioned work, the dynamics of the motors are not contained
within modeling of the SbW system. In [7, 8], the hand-wheel with the front-wheel
directional assembly described by the rack motion were represented by two
second-order models. Based on the relationship between the rack displacement and the
hand-wheel rotational angle, the complete closed-loop SbW system is developed. The
weaknesses of this SbW modeling structure, however, the tire dynamics, particularly
the tire self-aligning torque, were not considered, and the effect of the self-aligning
torque on the steering performance cannot be compensated efficiently in the controller
design of SbW system.

In most existing SbW control systems, a number of control methods realization
have been used to perfect steering characteristics. In [4, 5, 7–10], the conservative
proportional-derivative (PD) control practice was commonly used with the objective of
allowing front wheels to narrowly follow the driver’s command. In [11, 12], a state

Fig. 1. Comparison of conventional steering system and SbW system.
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feedback controller using the linear quadratic control technique was developed, tar-
geting at driving the rolling angle of the SbW motorcycle to track the reference angle.
As proposed in [13], an adaptive control method was applied through the estimation of
the front tire cornering stiffness to control the front-wheel actuators. Furthermore, the
adaptive online estimation method was used in [14] to classify the uncertain parameters
of the vehicle directional-control.

Furthermore, the stabilization problem of SbW system is a present issue under
consideration by many researchers [15–17]. The work in [15] proposed a two-wheel
steering bicycle with the front wheel is controlled by a SbW system. The stabilization
of the system and the controller are designed using linear-quadratic control method.
Stabilization of SbW systems with bounded time delays in the control input and system
states is proposed in [16] where the stability condition is expressed in linear matrix
inequalities (LMIs). In [17], a µ-synthesis robust controller is developed based on
linear fractional transformation theory for SbW system that aims to prevent instability
from the effect of model uncertainty and external disturbance. However, all of the
mentioned works in the literature review not considered the nonlinearity of the SbW
system. In [18, 19], a nonlinear state feedback control law is proposed for systems
containing Lipschitz nonlinearities. The work in [20] presented a robust quadratic
stabilization of nonlinear systems within the framework of LMIs. In [21], a specific
attention is paid to improve the transient performance of steering system using the
composite nonlinear feedback (CNF) method. To the best of the author’s knowledge,
there is little work undertaken on the problem of stabilization state feedback controller
for nonlinear SbW system, which is still open in the literature.

In this paper, the development of state feedback controller methodologies for the
SbW systems with nonlinearity is presented. The controller is obtained by solving an
LMI condition which is developed based on Lyapunov candidate function. In this
work, the design specification for the proposed control objective of this system is to
ensure that the front steering wheel angle can converge to the reference angle input
asymptotically. This paper consists of 5 sections and is presented as follows: Sect. 2
describes the problem formulation on the nonlinear SbW system with vehicle
dynamics. In Sect. 3, the state feedback stability condition for nonlinear SbW system is
derived. Section 4 provides an extensive analysis of simulation work developed in
Matlab/Simulink to investigate the efficacy of the proposed method. The conclusions
are drawn in Sect. 5.

2 Nonlinear SbW System Modeling with Vehicle Dynamics

The basic principle of an SbW system with vehicle dynamics model is shown in Fig. 2
[4, 5, 22]. It can be seen that the physical parts of the SbW system can be separated into
two: First, the upper part includes the hand-wheel and the hand-wheel angle sensor,
respectively. Second, the lower part is composed of the DC motor, the pinion angle
sensor, the rack and pinion gearbox, and the steered front wheels. The electronic
control unit (ECU) is where controller algorithm is executed.
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In this work, the steered front wheel in Fig. 2 can be treated as the load of the
steering motor and rotates about the vertical axis crossing the wheel centre. Hence, the
rotation of the front wheel satisfies the dynamic equation as follows [22]:

Jw€df þBw
_df þFcsign _df

� �
þ sa ¼ nsm ð1Þ

where Jw is moment of inertia of the steering wheel, Bw is viscous damping coefficient,
Fc is torque due to Columb friction force, sa is self-aligning torque, n is number of
steering wheel motors and df is steering wheel angle.

Assuming that a single SbW motor is in operation in the system (i.e. n ¼ 1),
therefore, the SbW motor torque can be calculated as a function of the current im, where
km is the motor constant as follows:

sm ¼ kmim ð2Þ

Equation (1) can be rearranged such that:

€df ¼ �Bw

Jw
_df � 1

Jw
Fcsign _df

� �
� 1
Jw

sa þ km
Jw

im ð3Þ

Torque due to Columb friction force is the nonlinearity of the system and is defined
as follows:

f x tð Þð Þ ¼ 0
� Fc

Jw
sign _df

� �� �
ð4Þ

Based on the symmetry of vehicle geometry a single-track vehicle dynamics model
or a bicycle model [22, 23], the forces acting on the steered front wheel and rear wheel

Fig. 2. Physical parts and state variables of SbW system.
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during a handling maneuver is illustrated in Fig. 3. Fy
F and Fy

R are the lateral forces of
the front wheel and rear wheel, respectively, Fx

F and Fx
R are the longitudinal forces of

the front wheel and rear wheel, respectively, v is the vehicle velocity at the centre of
gravity (CoG), df is the steering wheel angle of the front wheel, vwF and vwR are the
velocities of the front wheel and rear wheel, respectively, a and b are the distances of
the front wheel and rear wheel from the CoG of the vehicle, respectively, aF and aR are
the tire sideslip angles of the front wheel and rear wheel, respectively and b and r are
the vehicle-body sideslip angle and yaw rate at CoG, respectively.

The self-aligning torque is the disturbance of the system occurs due to the tire
contact forces on the steering system to resist steering away from the straight-ahead
position. Figure 4 shows the tire contact forces and self-aligning torque at the front
wheel. From the figure, the pneumatic trail is the distance between the tire centre and
the point where lateral force is applied, whereas, the mechanical trail is the distance
between the tire centre and the point on the ground where the tire pivots as a result of
caster angle.

The equation to calculate the self-aligning torque is given as follows [22]:

sa ¼ tp þ tm
� �

Fy
F ð5Þ

where tp is pneumatic trail, tm is mechanical trail and Fy
F is the lateral forces of the front

wheel.

Fig. 3. Single-track vehicle model.
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At a small slip angle, such as 4
�
or less, the lateral forces Fy

F and Fy
R varies linearly

with the tire sideslip angles.

Fy
F ¼ �Ca

FaF
Fy
R ¼ �Ca

RaR
ð6Þ

where Ca
F and Ca

R are the tire cornering coefficients of the front wheel and rear wheel
and aF and aR are the tire sideslip angles of the front wheel and rear wheel.

Furthermore, the tire sideslip angles of the front wheel and rear wheel can be
approximated to the vehicle-body sideslip angle, the yaw rate and steering wheel angle
by the following relationship:

aF ¼ bþ a
v
r � df

aR ¼ b� b
v
r

ð7Þ

By substituting (7) into (6), the lateral forces equations now become:

Fy
F ¼ �Ca

Fb� aCa
F

v
rþCa

Fdf

Fy
R ¼ �Ca

Rbþ
bCa

R

v
r

ð8Þ

Recalling single-track vehicle model in Fig. 3, the following equation can be used
to describe the dynamics of the vehicle-body sideslip angle for the vehicle [22]:

v _bþ r
� �

¼ 1
m

Fy
F þFy

Rð Þ ð9Þ

Fig. 4. (a) Tire contact forces. (b) Self-aligning torque at the front central wheel.
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By substituting the relationship between the tire sideslip angles and lateral forces in
(8) into (9), the following equation is obtained as

v _bþ r
� �

¼ � Ca
F þCa

R

m

� 	
bþ bCa

R � aCa
F

mv

� 	
rþ Ca

F

m
df ð10Þ

Then, by rearranging the Eq. (10), the vehicle-body sideslip angle of the vehicle
dynamics can be obtained as:

_b ¼ � Ca
F þCa

R

mv

� 	
bþ bCa

R � aCa
F

mv2
� 1

� 	
rþ Ca

F

mv
df ð11Þ

Next, the dynamics of the yaw rate for the vehicle can be described as the following
equation [22]:

Iz _r ¼ aFy
F � bFy

R ð12Þ

Then, substituting (8) into (12), the following equation is obtained:

Iz _r ¼ � aCa
F � bCa

R

� �
b� a2Ca

F þ b2Ca
R

v

� 	
rþ aCa

Fdf ð13Þ

Furthermore, the equation yaw rate for the vehicle dynamics in (13) can be rear-
ranged as follows:

_r ¼ � aCa
F � bCa

R

Iz

� 	
b� a2Ca

F þ b2Ca
R

Izv

� 	
rþ aCa

F

Iz
df ð14Þ

Now, combining (11) and (14) in a state-space form, the vehicle model is com-
pleted with vehicle-body sideslip angle and yaw rate as the states.

_x tð Þ ¼ Ax tð ÞþBu tð Þ

where

x tð Þ ¼ b r½ �T ; u tð Þ ¼ df ;

A ¼
� Ca

F þCa
R

mv

� �
bCa

R�aCa
F

mv2 � 1

� aCa
F�bCa

R
Iz

� �
� a2Ca

F þ b2Ca
R

Izv

� �
2
64

3
75;B ¼

Ca
F

mv
aCa

F
Iz

2
4

3
5 ð15Þ

By substituting (8) into (5), the self-aligning torque can be represented as a function
of the vehicle states; the vehicle-body sideslip angle, the yaw rate and steering wheel
angle as follows:
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sa ¼ � tp þ tm
� �

Ca
Fb� a tp þ tm

� �
Ca
F

v
rþ tp þ tm

� �
Ca
Fdf ð16Þ

Then, substituting (16) into (3), the steering dynamics can be rewritten in the
function of the vehicle states as:

€df ¼ �Bw

Jw
_df � 1

Jw
Fcsign _df

� �
þ tp þ tm

� �
Ca
F

Jw
bþ a tp þ tm

� �
Ca
F

Jwv
r

� tp þ tm
� �

Ca
F

Jw
df þ km

Jw
im

ð17Þ

Combining (17) and (15) in a state-space form, the steering dynamics system model
is completed with the vehicle dynamics model where steering wheel angle, steering rate
angle, vehicle-body sideslip angle and yaw rate as the states. The system where the
motor current as the input and the steering wheel angle as the output include the
nonlinearity term as presented in the following equation:

_x tð Þ ¼ Ax tð ÞþBu tð Þþ f x tð Þð Þ
y tð Þ ¼ Cx tð Þ

where

x tð Þ ¼ df _df b r

 �T

; u tð Þ ¼ im;

A ¼

0 1 0 0

� tp þ tmð ÞCa
F

Jw
� Bw

Jw

tp þ tmð ÞCa
F

Jw

a tp þ tmð ÞCa
F

Jwv

Ca
F

mv 0 � Ca
F þCa

R
mv

� �
bCa

R�aCa
F

mv2 � 1

aCa
F

Iz
0 � aCa

F�bCa
R

Iz

� �
� a2Ca

F þ b2Ca
R

Izv

� �

2
6666664

3
7777775
;

B ¼

0
km
Jw

0

0

2
6664

3
7775; f x tð Þð Þ ¼

0

� Fc
Jw
sign _df

� �
0

0

2
6664

3
7775;C ¼ 1 0 0 0½ �

ð18Þ

3 LMI-Based State Feedback Stabilization for Nonlinear
SbW System

Consider the SbW system with the nonlinearity function described by the following
differential equation:

Stabilization of Nonlinear Steer-by-Wire System via LMI-Based State Feedback 675



_x tð Þ ¼ Ax tð ÞþBu tð Þþ f x tð Þð Þ
y tð Þ ¼ Cx tð Þ ð19Þ

where for every t[ 0, x tð Þ 2 <n, u tð Þ 2 <m, y tð Þ 2 <p represent the state, the input
and the output of the system, respectively. The nonlinearity function f x tð Þð Þ is a
time-varying vector and is a piecewise-continuous function in both arguments t and x.
The matrices A, B and C are known real constant matrices.

The state feedback control law to ensure the stability of the closed-loop SbW
system is given as follow:

u tð Þ ¼ Kx tð Þ ð20Þ

where the controller gain K is designed in the form of LMIs.
By substituting (20) into (19), the following equation is obtain.

_x tð Þ ¼ AþBKð Þx tð Þþ f x tð Þð Þ ð21Þ

In order to propose the controller which serves as the main result of this work, the
following lemmas will be used.

Lemma 1 [20, 24]. The function f x tð Þð Þ is uncertain in the domain of continuity and it
satisfies the following quadratic inequality.

f T x tð Þð ÞIf x tð Þð Þ� xT tð ÞHTHx tð Þ ð22Þ

where H is a constant matrix to bound the nonlinearity function and I is identity matrix.

Lemma 2 [18, 19, 25]. The function f x tð Þð Þ is Lipschitz for all x tð Þ 2 <n and
x tð Þ 2 <n, and satisfies:

f x tð Þð Þ � f x tð Þð Þk k� Lx tð Þ � x tð Þk k; ð23Þ

where L is a Lipschitz constant matrix. The inequality (24) can be written as

f T x tð Þð ÞIf x tð Þð Þ� xT tð ÞLTLx tð Þ ð24Þ

The study of system stability will be carried out using Lyapunov candidate function.
An LMI-based sufficient condition is developed to determine the controller gain K in
(20), which guarantees the asymptotic stability of the system.

Theorem 1. Consider the nonlinear SbW system (19) and the control law (20). If there
exist positive definite symmetric matrix Y ¼ YT [ 0 and positive definite diagonal
matrix L with appropriate dimensions such that

AY þ YAT þBLþ LTBT � �
I �I �
HY 0 �I

2
4

3
5� 0 ð25Þ
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is satisfied, then the control law (20) ensures the asymptotic stability of the system
states and the controller gain K in (20) can be obtained as K ¼ LY�1.

Proof. Construct Lyapunov candidate function as follows:

V tð Þ ¼ xT tð ÞPx tð Þ ð26Þ

where P is symmetric positive definite matrix such that P ¼ PT [ 0.
Taking the derivative of (26) with respect to time using the trajectories of (21), the

following equation is obtained:

_V tð Þ� AT þKTBT
� �

Px tð Þþ xT tð ÞP AþBKð Þþ f T x tð Þð ÞPx tð Þ
þ xT tð ÞPf x tð Þð Þ ð27Þ

By adding Lemma 1 on the _V tð Þ, the time derivative of the Lyapunov function
becomes:

_V tð Þ� xT tð Þ ATPþPAþKTBTPþPBK
� �

x tð Þþ f T x tð Þð ÞPx tð Þ
þ xT tð ÞPf x tð Þð Þ � f T x tð Þð ÞIf x tð Þð Þþ xT tð ÞHTHx tð Þ ð28Þ

The inequality (28) can be further written as:

_V tð Þ�WT tð ÞXW tð Þ ð29Þ

where WT tð Þ ¼ xT tð Þ f T x tð Þð Þ
 �
and

X ¼ PAþATPþPBK þKTBTPþHTH �
P �I

� �
\0 ð30Þ

By applying the Schur complement in (30) yields,

PAþATPþPBK þKTBTP � �
P �I �
H 0 �I

2
4

3
5\0 ð31Þ

By introducing the change of variable Y ¼ P�1, L ¼ KY , premultiplying and
postmultiplying (31) by diag Y ; I; Ið Þ, LMI (25) is obtained. ☐

Theorem 2. Consider the SbW system in (19) with Lipschitz nonlinearity and the
control law (20). If there exist positive definite symmetric matrix X ¼ XT [ 0 and
positive definite diagonal matrices S and Y with appropriate dimensions such that

AX þXAT þBSþ STBT � �
I �I �
YT 0 �I

2
4

3
5\0 ð32Þ
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is satisfied, then the control law (20) ensures the asymptotic stability of the system
states and the controller gain K in (20) can be obtained as K ¼ SX�1.

Proof. Take the following Lyapunov candidate function:

V tð Þ ¼ xT tð ÞPx tð Þ ð33Þ

where P is symmetric positive definite matrix such that P ¼ PT [ 0.
Taking the derivative of (33) with respect to time using the trajectories of (21), the

following equation is obtained:

_V tð Þ� AT þKTBT
� �

Px tð Þþ xT tð ÞP AþBKð Þþ f T x tð Þð ÞPx tð Þ
þ xT tð ÞPf x tð Þð Þ ð34Þ

By adding Lemma 2 on the _V tð Þ, the time derivative of the Lyapunov function
becomes:

_V tð Þ� xT tð Þ ATPþPAþKTBTPþPBK
� �

x tð Þþ f T x tð Þð ÞPx tð Þ
þ xT tð ÞPf x tð Þð Þþ xT tð ÞLTLx tð Þ � f T x tð Þð ÞIf x tð Þð Þ ð35Þ

The inequality (35) can be further written as:

_V tð Þ�RT tð Þ/R tð Þ ð36Þ

where RT tð Þ ¼ xT tð Þ f T x tð Þð Þ
 �
and

/ ¼ PAþATPþPBK þKTBTPþ LTL �
P �I

� �
\0 ð37Þ

By applying the Schur complement in (37) yields

PAþATPþPBK þKTBTP � �
P �I �
L 0 �I

2
4

3
5\0 ð38Þ

By introducing the change of variable X ¼ P�1, S ¼ KX, Y ¼ XLT , premultiplying
and postmultiplying (38) by diag X; I; Ið Þ, LMI (32) is obtained. ☐

Remark 1. It is noted from the system stability that the steps in deriving the Theo-
rems 1 and 2 are almost the same except that in the step to solve the controller gain K.
In Theorem 1, the nonlinearity term is assigned by a matrix H, whereas, in Theorem 2,
the nonlinearity term is assigned as one of the LMI variable which is Y and later the
change of variable is introduced as Y ¼ XLT . These two different approaches will
resulted different controllers gain as presented in the next section.
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4 Simulation Results and Discussions

In this section, the performance of the proposed control theorems will be evaluated
where simulations of a nonlinear SbW system with vehicle dynamic are conducted in
Matlab/Simulink. Consider the SbW system with vehicle dynamic model in (18). Some
key parameters for the SbW system and the vehicle have been considered for pre-
liminary simulation runs and are listed in Table 1 [22, 26]:

Then, from these parameters the Eq. (18) can be calculated as:

_x tð Þ ¼

1 0 0 0

550:81 �20 �550:81 �43:16

�1:75 0 46003:50 �1:30

15:40 0 �48350:16 �50708:59

2
6664

3
7775xþ

0

0:0571

0

0

2
6664

3
7775u

þ

0

�0:7657sign _df
� �

0

0

2
6664

3
7775

ð39Þ

Solving the LMI problem (25) and bound the uncertain nonlinearity matrix H ¼ I
using the LMI Toolbox [27, 28], the following feedback gain controller is obtained

K ¼ 0:9678 3:8822 0:1705 0:5084½ � � 103 ð40Þ

Similarly, by using the LMI Toolbox, the LMI problem in (32) is solved and the
following feedback gain controller is obtained as:

Table 1. SbW system and vehicle model parameters.

Parameter Value (Unit)

Jw 3:5 (kg m2)
Bw 70 (N.m.s/rad)
km 0:2
tp 0:0381 (m)
tm 0:04572 (m)
Fc 2:68 (N.m)
m 1961 (kg)
Iz 3136 (kg m2)
a 1:05 (m)
b 1:71 (m)
Ca
F 23,000 (N/rad)

Ca
R 46,000 (N/rad)

v 13:4 (m/s)
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K ¼ 0:2751 5:4681 0:1967 0:3145½ � � 103 ð41Þ

The performance of the SbW system is evaluated using integral of the absolute of
the error (IAE) index function [29], which is defined as

IAE ¼ ZL

0

rs tð Þ � cs tð Þj jdt ð42Þ

where rs tð Þ is reference signal or steering wheel angle input of driving maneuver and
cs tð Þ is the parameters that need to measure their performance. For this case, cs tð Þ is the
steering wheel angle df . The lower value of IAE indicate a better control system
performance.

In this study, the driving maneuver ramp steering which usually adopted in a J-turn
maneuver is considered [30]. The driver model gives steering wheel angle input for the
driving maneuver as shown in Fig. 5. The simulation is performed until time t ¼ 8 s.
The desired steering wheel angle input is initially at 0 rad for 2 s and the ramp
maneuver takes effect from 2 s until the end of simulation time. The control objective
of this system is to ensure that the front steering wheel angle can converge to the
reference angle input asymptotically.

The comparative results of the steering performance of a ramp maneuver imple-
mented controller gain from Theorems 1 and 2 are shown in Fig. 6 to Fig. 8. It is seen
from the result in Fig. 6 that both of the proposed controllers using Theorems 1 and 2
have driven the front steering wheel angle df to track the reference angle input satis-
factorily, but the controller using Theorem 1 exhibits better performance in terms of
rise time and IAE of steering wheel angle error. The rise time for controller using
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Fig. 5. Steering wheel angle of simulation using ramp steering maneuver [30].
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Theorems 1 and 2 are Tr Theorem1ð Þ ¼ 2:36 s and Tr Theorem2ð Þ ¼ 5:26 s, respectively,
which indicate the controller using Theorem 1 has faster response. The IAE of steering
wheel angle error for controller using Theorems 1 and 2 are IAETheorem1 ¼ 0:01019 and
IAETheorem2 ¼ 0:5021, respectively. Moreover, the analysis of the vehicle stability
results as shown in Figs. 7 and 8 show that, the vehicle-body sideslip angle and yaw
rate are remain stable without oscillation on both controllers using Theorem 1 and 2.
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Fig. 6. The response of steering angle of SbW system.
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Fig. 7. The response of vehicle-body sideslip angle of SbW system.
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Remark 2. It has been noted that the tracking performances in the simulations using
controller in Theorem 1 is better as compared to the controller in Theorem 2 as the rise
time of the steering wheel angle of the SbW system is faster and the value of per-
formance index IAE is lower. In term of stability aspect, controller in Theorem 2
showed a better result that controller in Theorem 1 as it produced less overshoot but
need longer settling time to reach steady state. In real implementation of SbW system,
controller in Theorem 1 is more favorable as it offers faster response that desirable in
SbW time-critical application.

Remark 3. In this work, the vehicle velocity at the centre of gravity v is set at relatively
low which is 13:4 (m/s) [22, 26]. As noted in [31], for safety considerations, the
longitudinal velocity is selected in the range of 1–10 (m/s) which adequately reflected
of typical safe maneuvers. Furthermore, in [32], the vehicle equipped with SbW system
is set to two different velocities which are 5 and 30 (m/s), and the results shown that at
high velocity v ¼ 30 (m/s), the vehicle become unstable.

Remark 4. In this work, the limit of the steering angle input for ramp driving maneuver
is set to 1 rad as shown in Fig. 5 [30]. Similar driving input maneuver also imple-
mented in [33] where the maximum steering angle input is 60� which approximately
equivalent to 1 rad. Since the controller is design based on the SbW system model,
when the input excite the system, the proposed controller is able to track the reference
input trajectory and converge asymptotically even when the maximum steering angle
input has changed.

5 Conclusion

This paper discussed a new state feedback controller which designed to ensure the
reliability and robustness of a nonlinear SbW system. The SbW system modeling has
been further explored where the Coulomb friction and tire self-aligning torque are
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Fig. 8. Vehicle yaw rate response of SbW system.
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considered in order to compensate the effect of nonlinearities and disturbance effi-
ciently. The state feedback control law has been proposed which derived based on the
Lyapunov theory and the stability condition is expressed in the form of LMIs. The
simulation results have verified the exceptional steering performance of the proposed
controller. The further work on designing a LMIs-based anti-windup compensator
subjected to time delays and actuator saturation is under the authors’ investigation.
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Abstract. Air pollution model is commonly used to predict the pollutant level
in the air for the upcoming days based on the previous data. In this paper, a new
model for predicting ozone, nitrogen dioxide and sulphur dioxide will be
developed using the previous data of pollutants agents such as carbon monox-
ide, sulphur dioxide, nitrogen dioxide, ozone, particulate matter and the mete-
orological data includes wind speed, temperature and humidity. It is developed
to improve the estimation values for a low cost setup of air pollution mea-
surement system. The models are constructed using the Levenberg-Marquardt
training algorithms in the neural network tool. Different input parameters are
investigated to develop better performance model for predicting air pollution.
The proposed model is capable to predict the air pollution level with high
accuracy and the meteorological data are dominantly influenced the accuracy of
the model.

Keywords: Modeling � Air pollutant � Levenberg-Marquardt � Feedforward
networks � Pollutant agent � Meteorological data

1 Introduction

Air pollution is currently an on-going issue in Malaysia. This is due to rapid growth in
industrial site, factories, and suspended hazardous materials from the vehicles and
numerous residential units. Every day, the air that enter into the lung is not pure, which
contains lots of pollutants and mostly toxic [1–3]. There are five major pollutants found
in the air which are sulphur dioxide, carbon monoxide, particulate matter, nitrogen
dioxide and ozone [4]. These pollutants can give negative effects on human health and
also environment.

Exposure to the polluted air can cause diseases of respiratory system such as asthma,
chronic obstructive pulmonary disease, allergies, runny nose, cough and sore throat. In
addition, exposure to air pollution can have permanent health effect in nervous system
such as problems with memory, concentration, more frequent depressive behaviour,
faster aging of the nervous system, and increased risk of Alzheimer’s disease [5].
Exposure to air pollutant also can lead to skin irritant [6] and premature death [7].
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Furthermore, air pollution can lead to environment problem such as rain acid and
global warming. The environment problem can harm the buildings, lakes, plants and
animal by increasing the temperature surrounding, higher the sea levels and changes in
forest composition.

Basically, neural networks are trained so that input data will leads to a specific
target output and neural network which are applied in a various fields of application
such as pattern recognition, identification, classification and control systems to perform
complex functions [8].

This paper will focus on forecasting the concentration levels of pollutant using a
neural network model. The model is a function of carbon monoxide, sulphur dioxide,
nitrogen dioxide, ozone, particulate matter, time, wind speed, temperature and humidity
data that collected by a low cost air quality monitoring system that we have developed.
The choice of its architecture such as the number of neurons and selection of a learning
algorithm can significantly affect the model performance and have to be studied
individually for each case.

Up to now, many studies have developed neural network models to predict the air
pollution. For example, a neural network model are developed to predict the tropo-
spheric (surface or ground) ozone concentrations as a function of meteorological
conditions and various air quality parameters and their results showing that the Arti-
ficial Neural Network (ANN) is a promising method for air pollution modeling [9].

In another study, neural network models are developed to predict the carbon
monoxide (CO) level air the air [10]. In 2009, an ANN model is developed to predict
the concentration of pollutants in Delhi, India. Their result showing that the concen-
tration of sulphur dioxide ðSO2Þ can be predicted with maximum accuracy using
nonlinear perceptron and that the non-linear perceptron is better for forecasting the
concentration of sulphur dioxide, carbon monoxide, suspended particulate matter
(SPM) and ozone (O3) and delta learning is better for forecasting nitrogen dioxide
(NO2) [11].

In Malaysia, the ANNs model is developed for carbon dioxide emissions forecast by
investigating the performances of Levenberg-Marquardt and gradient descent algo-
rithms of back propagation. The model are trained using the Malaysian data of energy
use, gross domestic product per capita, population density, combustible renewable and
waste and carbon dioxide intensity. As the results, the Levenberg-Marquardt was out-
performed the gradient descent in carbon dioxide emissions forecast [12].

2 Methodology

The study area is located in the southern part of Peninsular Malaysia in Johor Bahru.
The area is bounded by the latitudes 1.559274°N and longitudes 103.641968°E. The
geographical map for the air pollution monitoring locations is shown in Fig. 1.

The daily data are recorded by a low cost air quality monitoring system that placed
at the top of building of Faculty of Electrical Engineering, Universiti Teknologi
Malaysia. A low cost air quality monitoring system is an arduino based device which is
consisting of carbon monoxide sensor, ozone sensor, dust sensor, sulphur dioxide
sensor, nitrogen dioxide sensor, temperature and humidity sensor and anemometer as
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shown in Fig. 2(a). The internal looks of the system are shown in Fig. 2(b). The data
are collected from 16 March–19 April 2017. The sensor monitor the air quality almost
9 h every day, start from 8.00 a.m. until 5.00 p.m.

The ANN network is divided by three layers, defined as input layer, hidden layer
and output layer [13], which is discussed in details as follows:

Input Layer: There are seven independent variables were selected as inputs: carbon
monoxide (CO), nitrogen dioxide (NO2), sulphur dioxide (SO2), ozone (O3), particulate
matter, wind speed, time, temperature and relative humidity.

Fig. 1. The study area is marked with blue dot (circle). (Color figure online)

Fig. 2. (a) A low cost air monitoring system; (b) Internal look of the system.
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The model is built using neural network toolbox in MATLAB. The data are divided
into three groups for training the network (70% of data), validating (15% of data), and
testing (15% of data).

Hidden Layer: Next, the number of hidden neuron is selected. The predictable
accuracy of the model also depends on hidden neuron. If the number of neuron is too
low, the capability of the model will be reduced and if the number of neuron is too
high, phenomena of over-fitting will occur [14]. For this reason, basically the number
of hidden neuron is selected based on experience and practical necessity [15].

There are many optimized algorithms in neural network such as orthogonal least
square learning algorithms, linear least square algorithms and Levenberg-Marquardt
algorithms [16]. However, Levenberg-Marquardt algorithm is applied in this work
because of fast response and better performance [17].

Output Layer: The mean absolute error (MAE), the root mean square error (RMSE)
and determination correlation (R2) and index of agreement ðd2Þ are used to evaluate the
model. The formula for calculating the mean absolute error (MAE), the root mean
square error (RMSE) and determination correlation (R2) and index of agreement ðd2Þ as
shown as below [18, 19]:

MAE ¼
Pni

i¼1 Pi � Oij j
n

: ð1Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pni

i¼1ðOi � PiÞ2
n

s

: ð2Þ

R2 ¼ 1�
Pni

i¼1ðOi � PiÞ2
Pni

i¼1ðOi � OÞ2 : ð3Þ

d2 ¼ 1�
Pni

i¼1 jPi � Oij2
Pni

i¼1ð Pi � O
�
�

�
�� Oi � O

�
�

�
�Þ2 : ð4Þ

where Oi is observed concentration, Pi is the predicted concentration and O is the
observation mean.

The main objectives of this study is to investigate the suitable inputs candidates for
air pollutant models that offering the best predicting performance, by means of giving
accurate inputs-output mapping. The targeted pollutants’ models are: ozone, nitrogen
dioxide, sulphur dioxide and carbon monoxide. The general architecture of the specific
model is as depicted in Fig. 3 where xi are the possible inputs and yj is the predicted
pollutant.
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3 Results and Analysis

In this study, we performed 32 simulation of difference combination of input as shown
in Tables 1, 2, 3 and 4 to find the best performance model for ozone, nitrogen dioxide,
sulphur dioxide and carbon monoxide using the proposed algorithms.

Fig. 3. The model architecture of the specific air pollutant model.

Table 1. Performance of the test set by difference combination of inputs for ozone model.

Set Inputs RMSE MAE R2 d2 Hidden
neuron

1 Time, SO2;NO2;PM10 1.9840 1.1852 0.8740 0.9685 16
2 Time, SO2;NO2;PM10, temp 1.7934 0.9884 0.8971 0.9743 17
3 Time, SO2;NO2;PM10, temp, hum 1.7533 1.0542 0.9016 0.9754 18
4 Time, SO2;NO2;PM10, temp, hum,

WSP
1.3078 0.7890 0.9453 0.9863 20

5 SO2;NO2;PM10 2.2760 1.1442 0.8342 0.9586 16
6 SO2;NO2;PM10, temp 1.7917 1.0303 0.8973 0.9743 17
7 SO2;NO2;PM10, temp, hum 1.7011 1.0428 0.9074 0.9768 18
8 SO2;NO2;PM10, temp, hum, WSP 1.6993 1.0094 0.9076 0.9769 20

Table 2. Performance of the test set by difference combination of inputs for nitrogen dioxide
model.

Set Inputs RMSE MAE R2 d2 Hidden
neuron

1 Time, SO2;O3;PM10 2.2932 1.3007 0.9126 0.9782 12
2 Time, SO2;O3;PM10, temp 1.2280 0.7604 0.9750 0.9937 12
3 Time, SO2;O3;PM10, temp, hum 1.0907 0.6754 0.9802 0.9951 12
4 Time, SO2;O3;PM10, temp, hum,

WSP
1.0651 0.6717 0.9812 0.9953 12

5 SO2;O3;PM10 3.2551 1.8530 0.8240 0.9560 12
6 SO2;O3;PM10, temp 1.6531 1.0841 0.9546 0.9887 12
7 SO2;O3;PM10, temp, hum 1.4191 0.9567 0.9665 0.9916 12
8 SO2;O3;PM10, temp, hum, WSP 1.2184 0.7794 0.9753 0.9938 12
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First, for the ozone model first simulation was performed using the information of
time, SO2, NO2 and PM10. For the next three set, we added the first set with meteo-
rological information that includes temperature, humidity and wind speed and for the
next four set, we are removed the information of time.

By referring to Table 1, the best combination for ozone model with the highest
accuracy is given by the inputs in the set number 4. The good combination of the
number of hidden neuron and selected variables inputs in ozone model presented the
best results. The number of hidden neuron used for this model is 18. The number of
hidden neuron is increasing regularly with the number of input variables as depending
on the complexity of the training process. Besides, it can be noticed that the temper-
ature, humidity and wind speed effect much on the performance of the model. For
example, set 4 constructed with the metrological data obtained determination corre-
lation R2 of 0.9453 and the set 1 which are constructed without meteorological data
obtained determination correlation R2 of 0.8740.

Table 3. Performance of the test set by difference combination of inputs for sulphur dioxide
model.

Set Inputs RMSE MAE R2 d2 Hidden
neuron

1 Time, NO2;O3;PM10 0.0795 0.0510 0.9214 0.9803 10
2 Time, NO2;O3;PM10, temp 0.0489 0.0331 0.9702 0.9926 11
3 Time, NO2;O3;PM10, temp, hum 0.0481 0.0312 0.9713 0.9928 12
4 Time, NO2;O3;PM10, temp, hum,

WSP
0.0465 0.0310 0.9731 0.9933 14

5 NO2;O3;PM10 0.1172 0.0754 0.8291 0.9573 10
6 NO2;O3;PM10, temp 0.0793 0.0472 0.9218 0.9804 11
7 NO2;O3;PM10, temp, hum 0.0649 0.0381 0.9476 0.9869 12
8 NO2;O3;PM10, temp, hum, WSP 0.0946 0.0536 0.8886 0.9722 14

Table 4. Performance of the test set by difference combination of inputs for carbon monoxide
model.

Set Inputs RMSE MAE R2 d2 Hidden
neuron

1 Time, SO2, NO2;O3;PM10 0.1397 0.0845 0.8990 0.9747 10
2 Time, SO2, NO2;O3;PM10, temp 0.1406 0.0946 0.8977 0.9744 12
3 Time, SO2, NO2;O3;PM10; temp, hum 0.0637 0.0442 0.9790 0.9948 13
4 Time, SO2, NO2;O3;PM10, temp, hum,

WSP
0.0953 0.0519 0.9530 0.9883 14

5 SO2;NO2;O3;PM10 0.2073 0.1489 0.7775 0.9444 10
6 SO2;NO2;O3;PM10, temp 0.1512 0.1027 0.8817 0.9704 12
7 SO2;NO2;O3;PM10, temp, hum 0.1344 0.0934 0.9065 0.9766 13
8 SO2;NO2;O3;PM10, temp, hum, WSP 0.1141 0.0749 0.9326 0.9831 14

690 N.A. Dahari and H. Wahid



Moreover, by referring to Table 1, it can be observed that the inputs set number 5
until 8, the input of time are excluded from the dataset. Unfortunately, the perfor-
mances of the model are affected as the value of RMSE and MAE become higher and
value for determination correlation R2 decreased. So, it can be concluded that time also
influence much on the accuracy of the model.

Figure 4 shows the prediction and observed level of ozone in one week correlation.
As we can observe, predicted patterns are mostly follow the observed pattern that
measured by our low cost air quality monitoring system. However, some predicted data
cannot follow the observed data especially when the observed data are peaking data.
From the graph, it is also shown that the decreasing trend in one week with the rate of
about −0.0054 ppm/min using the linear fit line.

Next, for the nitrogen dioxide model the first simulation was performed using the
information of time, SO2;O3 and PM10. For the next three set, we added the first set
with meteorological information that includes temperature, humidity and wind speed.
For the next four set, the simulation are performed without input of time.

According to Table 2, it shows that the nitrogen dioxide model are constructed
using a fixed number of hidden neuron. The number of hidden neuron is selected based
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Fig. 4. Predicted and observed data for ozone in one week.
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on performance of the model. All set of data are constructed with range of 10–20
number of hidden neuron and the number of hidden neuron 12 gives a better results
with highest accuracy. Hence, all set of the data are developed using 12 number of
hidden neuron.

By referring to Table 2, it is also shown that the best combination with the higher
accuracy is given by the inputs in the set number 4. Again, meteorological parameter
such as wind speed, temperature and humidity are determined to influence the model
performance. For example, set number 4 that are constructed with all the metrological
data are produced errors as derived by the RMSE and MAE are lowest than other set of
data. Furthermore, the determination correlation R2 is 0.9812, also the highest compare
with other set of data. However, without the good performance from the time data, the
set number 4 also cannot form the best combination with the higher accuracy. As we
can observe, the inputs in the set number 8 are same with the inputs in the set number 4
but without the time input. Because of excluded of the time data the determination
correlation R2 are decreasing to 0.9753. It can be concluded, the performance of set
number 4 are influence by the time and meteorological data.

Figure 5 shows the prediction and the observation level of nitrogen dioxide in one
week correlation. As we can notice, most of predicted pattern are approximately fol-
lowing the observed pattern with error deviation of ±5 ppm. From the graph, we also
can demonstrate the increasing trend in one week with the rate of about 0.01 ppm/min
using the linear fit line.
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Fig. 5. Predicted and observed data for nitrogen dioxide in one week.
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Next, for the sulphur dioxide model, the first simulation was performed using the
information of time, NO2;PM10 and O3. For the next three set, we added the first set
with meteorological information that includes temperature, humidity and wind speed.
The last four set, we removed the time input.

By referring to Table 3, the best combination for sulphur dioxide model with
highest accuracy is given by the inputs in the set number 4. The number of hidden
neuron used for this model is 14. The number of hidden neuron is increasing gradually
with the complexity of the training process. Besides, it can be stated that time, tem-
perature, humidity and wind speed affect much in the accuracy and the performance of
the model. The excellent combinations of the inputs give the lowest value of RMSE
and MAE that are 0.0465 and 0.0310 respectively. This is the best model that has been
constructed in this work.

The prediction and observation level of sulphur dioxide in one week is shown in
Fig. 6. From the graph, we can observe most of predicted pattern are following the
observation pattern with error deviation of ±2 ppm. In addition, the graph also rep-
resented the increasing trend in one week with the rate of about 0.00037 ppm/min
using the linear fit line.
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Fig. 6. Predicted and observed data for sulphur dioxide in one week.
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Finally, for the carbon monoxide model, the first simulation was performed using
the information of time, SO2;NO2, O3 and PM10. For the next three set, we added the
first set with meteorological information that includes temperature, humidity and wind
speed. The last four set, we removed the time. The data are collected during the haze
phenomenon. It can be spotted that the level of pollutant are increasing dramatically
especially for PM10. The level of temperature surrounding also faced significant
increasing especially at early in the morning and noon.

By referring to the Table 4, the best combination for carbon monoxide model is
given by the inputs in the set number 3. The model is constructed without the input of
wind speed. The number of hidden neuron applied for this model is 13. The number of
hidden neuron is increasing steadily with the complexity of the training process. We
expect that the wind speed will give an influence on the model performance. Unfor-
tunately, the results do not support the statement. It is due to small variation of the
recorded wind speed level. Hence, wind speed has minor influence to the model
performance. The performance and the accuracy of the model majorly depended on
time, temperature and humidity.

The prediction and observation level of carbon monoxide is shown in Fig. 7. From
the graph, we can detect most of predicted pattern follows the observed pattern.
Besides, we can obviously detect the levels of carbon monoxide are higher at the early
minutes and middle minutes. Furthermore, the graph also represents the increasing
trend with the rate of about 0.0014 ppm/min using the linear fit line.
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4 Conclusion

As a conclusion, new models for predicting the ozone, nitrogen dioxide, sulphur
dioxide and carbon monoxide have been presented. The several combination of the
input variables have been used to develop the model as the input variables would
influence the accuracy and the performance of the constructed model. The considered
inputs such are time, meteorological data, particulate matter and pollutant agents
included O3, NO2 and SO2. It has been noticed that time and meteorological data,
especially temperature and humidity dominantly affect the model performance. It is
also noticed that the presented of pollutant agents are not give much effect on the model
performance. For future work, we would apply the current methodology for long term
prediction of the ozone, nitrogen dioxide, sulphur dioxide and carbon monoxide.
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using white, black, or grey box model. This study focuses on developing a
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black model) to represent the dynamic thermal behaviour of iHouse – simpli-
fication is done based on the theoretical knowledge of the building. The per-
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1 Introduction

Mathematical model is used to represent the dynamic behaviour of a system for sim-
ulation purpose. Mathematical model can be categorised as white, black and grey box
model.

White box model is also known as theoretical model [1] and is developed based on
the fundamental knowledge in science and engineering [2]. The value of unknown
parameters in the white box model representing the dynamic behaviour of a system can
be obtained through measurement in the actual system, referring to datasheet/manual of
the system etc. [2]. Complex models can be simplified by making assumptions [2]. The
advantage of white box model is it gives insight to the user on how the system behaves
according to the fundamental law of science and engineering [1]. Since the model is
constructed based on fundamental law of science and engineering, the model can be
simulated over a wide range of operating point [1]. However, the white box model also
has some weaknesses – in some situations, the value of unknown parameters contained
in the system that is going to be modelled is difficult or even impossible to be measured
or obtained [1]. In addition, assumptions made to simplify complex model may cause
the model to be inaccurate [2].

Black box model is also known as empirical model [1] or data driven model [3], is
developed by tuning the parameters in a set of linear or non-linear equations to map the
relationship between the input(s) and output(s) of a system. Example of linear black
box models are Auto Regressive (AR) model, Moving Average (MA) model, Auto
Regressive Moving Average (ARMA) model etc. Example of non-linear black box
model is Artificial Neural Network (ANN). Black box model is a purely data driven
model – it maps the relationship between input(s) and output(s) of a system without
describing the physical theory behind it. One of the advantages of the black box model
is that it is suitable to be implemented when only the recorded input(s) and output(s)
produced by the system that is going to be model are available, but the theoretical
knowledge describing the system is unknown [1, 3]. Shamsul et al. [4] developed a
black box model to simulate the air temperature of one of the rooms in iHouse, a smart
house testbed (shown in Fig. 1) belongs to Japan Advanced Institute of Science and
Technology (JAIST) with minimal physical knowledge of iHouse. Mustafaraj et al. in
[5] predicted the room temperature and relative humidity of visa building in London
using the following models: (1) autoregressive model with external inputs (ARX);
(2) and neural network- based nonlinear auto regressive model with external inputs
(NNARX) – results shows that both ARX and NNARX performed reasonably good,
but the NNARX outperformed ARM. Mustafaraj et al. in [6] investigated the perfor-
mance of the following models to predict the thermal behaviour of an open-plan office
(room) in Portman House, located in central London: (1) a neural network-based
non-linear autoregressive model with external inputs (NNARX); (2) a non-linear
autoregressive moving average model with external inputs (NNARMAX); (3) and a
non-linear output error model (NNOE) to predict the thermal behaviour of an open-plan
office (room) in Portman House, central London – results showed that all models
performed reasonably good, but the NNARX and NNARMAX models outperformed
the NNOE model. Hazyuk et al. in [7] uses physical knowledge to decide the structure
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of the model, then uses black box modelling to represent the dynamic behaviour of the
indoor temperature of a typical detached house in France, which is used as one of the
reference building by Centre Scientifique et Technique du Bâtiment (CSTB)/Building
Scientific and Technical Centre for performance evaluation. Even though black box
model can be implemented with minimal theoretical knowledge of the system, knowing
more theoretical knowledge will be more advantageous during the model development
[3]. Like other models, the black box model also has disadvantage – it cannot be
simulated within the operating condition that is outside the range of the data that is used
to train/regress the black box model [1, 3] and it doesn’t give physical insight regarding
the theoretical knowledge of the system.

Grey box model is also known as semi-empirical model [1] or hybrid model [3], is
the combination of both white box model and black box model – the set of mathe-
matical equations describing the dynamic behaviour of the model is constructed based
on the knowledge of science and engineering while the unknown parameters in these
equations are estimated based on the input(s)-output(s) relationship data produced by
the system. The mathematical equations constructed based on fundamental knowledge
of science and engineering gives physical insight to the system like the white box
model, but the value of the unknown parameters in the equations that are difficult or
impossible to be obtained can be estimated based on the input(s)-output(s) relationship
data produced by the system that is going to be modelled [1]. Unlike black box model,
the grey box model can be simulated (with caution) within the operating range that is
outside the range of the data that is used to train/regress the grey box model [1].
Nguyen et al. [8] built a SIMULINK® toolbox named House Thermal Simulator to
simulate the dynamic indoor temperature of iHouse, JAIST (shown in Fig. 1) based on
a set of large quantity of equations that describe how the controlled inputs and dis-
turbances affect the indoor air temperature of iHouse – the unknown parameters in
these equations were estimated based on the real recorded data in iHouse using
Simulink Design Optimization toolbox in MATLAB®.

Fig. 1. The photo of iHouse, the smart house testbed belongs to Japan Advanced Institute of
Science and Technology (JAIST).
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A mathematical model is just a set of mathematical equations that represents the
dynamic behaviour of a system [1]. Depending of the application of the model, care
must be taken before and during the development process to maintain the balance
between accuracy and complexity of the model [1]. Too accurate models will increase
its complexity and consume lots of resources (in terms of time, budget, etc.) during the
model development while too simple model will decrease its accuracy [1].

This study focuses on simplifying the ARMA model developed in [4] to represent
the dynamic indoor air temperature behaviour of iHouse belongs to JAIST (shown in
Fig. 1) based on theoretical knowledge – simpler model leads to simpler implementation
and faster simulation. There are 2 previous studies that modelled the dynamic thermal
behaviour of iHouse: (1) the first study developed a grey box model called House
Thermal Simulator [8], which was developed using a set of many detailed mathematical
equations describing the dynamic thermal behaviour of iHouse; (2) and the second study
developed a black box model which was based on a purely data driven auto regressive
and moving average (ARMA) model with minimal theoretical knowledge regarding the
heat transfer properties of iHouse [4]. This study simplify the model developed in [4]
based on some of the theoretical knowledge learnt in [8] and other sources.

2 Methodology

Since this study is related to the previous work in [4], the scope of this study is also
similar with the previous work. First, only one out offifteen rooms available in iHouse is
modelled in this study. The modelled room is Bedroom A, which is the same room
modelled in previous work in [4] and is shown in the iHouse floor plan shown in Fig. 2.

Second, only the weather-related inputs (disturbances) without control-related input
(s) are considered for this study. Even though thermal comfort devices such as air
conditioner and motor-operated windows are installed in iHouse, the available his-
torical data that are recorded when these thermal comfort devices are operated by the
time this study is done are still not sufficient to develop model with control-related
inputs using black box and grey box modelling. Therefore, it is still unable to develop a
grey box or black box model that is capable to simulate control-related input by the
time this study is done.

Fig. 2. The floorplan of iHouse.
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Third, all the walls of the room that is going to be modelled is assumed to be
consisted of plain wall without doors or windows – these door and windows are
assumed to be part of the wall to maintain the simplicity of the model and reduce time
taken to develop it. Including the equations describing how the weather-related inputs
affect the room’s air temperature through the door and windows will increase the total
number or length of the mathematical equations in the model and will increase the
development duration.

2.1 Data Collection

Due to time constrain, available historical data that were used in previous study in [4]
are used again in this study. These selected data were recorded with the following
conditions: (1) the air conditioner was switched off; (2) and the motor-operated win-
dows were closed.

Two groups of historical data that were recorded with same conditions (as men-
tioned previously) and were recorded on the date that are as close with each other as
possible are identified and assigned as training and testing data set. The reason why the
training and testing data set must be recorded on the date that are as close as possible is
to reduce the variation of weather related inputs, especially in four-season countries.

The first group of historical data were recorded from the 1st of August 2012 until
the 3rd of August 2012 (assigned as train data set) while the second group of historical
data were recorded from the 10th of August 2012 until the 19th of August 2012
(assigned as test data set).

Different types of sensors in iHouse record different data at different time intervals.
To simplify the model development process, the interval for all recorded data is
standardized at every 90 s – this means that there will be 960 recorded input-output
relationship data for every day if the data is recorded at the interval of every 90 s.
Training data set (recorded from the 1st of August 2012 until the 3rd of August 2012)
has 2880 recorded inputs-outputs relationships while testing data-set (recorded from the
10th of August 2012 until the 19th of August 2012) has 9600 recorded inputs-outputs
relationships.

2.2 Data Selection

In previous work in [4], the ARMA model representing the dynamic indoor thermal
behaviour of iHouse was created based on minimal (almost zero) theoretical knowledge
regarding the physical thermal characteristic of iHouse. By the time this study is done,
more theoretical knowledge regarding the thermal characteristic of iHouse (and other
buildings) has been learnt.

Like the ARMA model developed in previous study in [4], the simplified ARMA
model developed in this study is a multi-input single-output (MISO) system. However,
the number of inputs has been reduced after having more information regarding the
theoretical knowledge of iHouse (and other buildings). The output assigned for this
model is the future temperature of bedroom A, ðTBedAÞ. Unlike in the previous work in
[4], the inputs assigned for this model has been revised based on the physical insight
regarding how the weather related inputs affect the indoor air temperature of iHouse,
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which are: (1) the past temperature of bedroom A itself ðTBedAÞ; (2) the differences
between the past temperatures of the spaces surrounding bedroom A and the temper-
ature of bedroom A itself – based on Fig. 2, bedroom A is surrounded by bedroom B
and staircase from the North ðDTBedB�BedA and DTStair�BedAÞ, outdoor from the East and
South ðDTOut�BedAÞ, master bedroom from the West ðDTMBed�BedAÞ, roof attic from the
top ðDTAttic�BedAÞ and Japanese-style room from the bottom ðDTJRoom�BedAÞ; (3) the past
heat emitted from residence(s) and electronic device(s) in bedroom A ðQResDevBedAÞ;
(4) the past heat radiation from outside air and ground onto the outer walls of bedroom
A ðQOutAirRadÞ; (5) the past solar radiations – only 2 types of solar radiations data are
considered in this study, which are direct solar radiation on eastern and southern outer
wall surface of bedroom A ðuDirEastWall and uDirSouthWallÞ and diffuse solar radiation on
both eastern and southern outer wall surface of bedroom A ðuDiffEastWall and
uDiffSouthWallÞ; (6) and the past heat gain due to convection between outside air and both
eastern and southern outer wall surface of bedroom A ðQConvEastWall and uConvSouthWallÞ.
This model with the determined inputs and output is illustrated in Fig. 3.

2.3 Model Construction

Let’s say that the ARMA model has k past input(s), which is from i ¼ 0 until i ¼ k � 1.
After the inputs that may have the potential to influence the temperature in bedroom A
are determined and listed in Sect. 2.3 and depicted in Fig. 3, the simplified ARMA
model equation with k past input(s) describing the air temperature in bedroom A is
written, which is shown below:

Bedroom A
(Simplified 
Black Box)

Future 

Past 
Past 
Past 
Past 
Past 
Past 
Past 
Past 
Past 
Past 
Past
Past 
Past 
Past 
Past 

Fig. 3. The illustration of model for the thermal behaviour of bedroom A with listed possible
inputs.
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TBedA nþ k½ � ¼
Xk�1

i¼0
AiTBedA nþ i½ � þ

Xk�1

i¼0
BiDTBedB�BedA nþ i½ �

þ
Xk�1

i¼0
CiDTStair�BedA nþ i½ � þ

Xk�1

i¼0
DiDTOut�BedA nþ i½ �

þ
Xk�1

i¼0
EiDTMBed�BedA nþ i½ � þ

Xk�1

i¼0
FiDTAttic�BedA nþ i½ �

þ
Xk�1

i¼0
GiDTJRoom�BedA nþ i½ � þ

Xk�1

i¼0
HiQResDevBedA nþ i½ �

þ
Xk�1

i¼0
IiQOutAirRad nþ i½ � þ

Xk�1

i¼0
JiuDirEastWall nþ i½ �

þ
Xk�1

i¼0
KiuDirSouthWall nþ i½ � þ

Xk�1

i¼0
LiuDiffEastWall nþ i½ �

þ
Xk�1

i¼0
MiuDiffSouthWall nþ i½ � þ

Xk�1

i¼0
NiQConvEastWall nþ i½ �

þ
Xk�1

i¼0
OiQConvSouthWall nþ i½ �:

ð1Þ

Equation (1) can also be written in an expanded form as shown below:

TBedA nþ k½ � ¼ Ak�1TBedA nþ k � 1½ � þAk�2TBedA nþ k � 2½ � þ � � �
þA1TBedA nþ 1½ � þA0TBedA n½ � þBk�1DTBedB�BedA nþ k � 1½ �
þBk�2DTBedB�BedA nþ k � 2½ � þ � � � þB1DTBedB�BedA nþ 1½ �
þB0DTBedB�BedA n½ � þCk�1DTStair�BedA nþ k � 1½ � þCk�2DTStair�BedA nþ k � 2½ � þ � � �
þC1DTStair�BedA nþ 1½ � þC0DTStair�BedA n½ �
þDk�1DTOut�BedA nþ k � 1½ � þDiDTOut�BedA nþ k � 2½ � þ � � �
þD1DTOut�BedA nþ 1½ � þD0DTOut�BedA n½ � þEk�1DTMBed�BedA nþ k � 1½ �
þEk�2DTMBed�BedA nþ k � 2½ � þ � � � þE1DTMBed�BedA nþ 1½ �
þE0DTMBed�BedA n½ � þFk�1DTAttic�BedA nþ k � 1½ � þFk�2DTAttic�BedA nþ k � 2½ � þ � � �
þF1DTAttic�BedA nþ 1½ � þF0DTAttic�BedA n½ �
þGk�1DTJRoom�BedA nþ k � 1½ � þGk�2DTJRoom�BedA nþ k � 2½ � þ � � �
þG1DTJRoom�BedA nþ 1½ � þG0DTJRoom�BedA n½ � þHk�1QResDevBedA nþ k � 1½ �
þHk�2QResDevBedA nþ k � 2½ � þ � � � þH1QResDevBedA nþ 1½ �
þH0QResDevBedA n½ � þ Ik�1QOutAirRad nþ k � 1½ � þ Ik�2QOutAirRad nþ k � 2½ � þ � � �
þ I1QOutAirRad nþ 1½ � þ I0QOutAirRad n½ � þ Jk�1uDirEastWall nþ k � 1½ �
þ Jk�2uDirEastWall nþ k � 2½ � þ � � � þ J1uDirEastWall nþ 1½ �
þ J0uDirEastWall n½ � þKk�1uDirSouthWall nþ k � 1½ � þKk�2uDirSouthWall nþ k � 2½ � þ � � �
þK1uDirSouthWall nþ 1½ � þK0uDirSouthWall n½ �
þ Lk�1uDiffEastWall nþ k � 1½ � þ Lk�2uDiffEastWall nþ k � 2½ � þ � � �
þ L1uDiffEastWall nþ 1½ � þ L0uDiffEastWall n½ � þMk�1uDiffSouthWall nþ k � 1½ �
þMk�2uDiffSouthWall nþ k � 2½ � þ � � � þM1uDiffSouthWall nþ 1½ �
þM0uDiffSouthWall n½ � þNk�1QConvEastWall nþ k � 1½ �
þNk�2QConvEastWall nþ k � 2½ � þ � � � þN1QConvEastWall nþ 1½ �
þN0QConvEastWall n½ � þOk�1QConvSouthWall nþ k � 1½ �
þOk�2QConvSouthWall nþ k � 2½ � þ � � � þO1QConvSouthWall nþ 1½ �
þO0QConvSouthWall n½ �:

ð2Þ
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2.4 Model Regression

‘Regression’ is defined as the process of estimating the unknown parameter(s) in
ARMA model. In Artificial Neural Network, this process is known as ‘training’.

Let’s say that the training data-set is recorded from t ¼ 0 until t ¼ p. Therefore, the
number of available sampled data recorded from t ¼ 0 until t ¼ p are pþ 1. The value
of pþ 1 in this study is equal to the number of data recorded from the 1st of August
2012 until the 3rd of August 2012, which is 2880 (as mentioned earlier in Subsect. 2.2
– Data Collection). When the data from k previous steps are used to estimate the
temperature of bedroom A (from t ¼ 0 until t ¼ k � 1), the input-output pairs are equal
to pþ 1� k. This can be illustrated by the matrices in Eq. (3) below:

Y ¼ XM: ð3Þ

where:

Y ¼

TBedA nþ k½ �
TBedA nþ kþ 1½ �

..

.

TBedA nþ p� 1½ �
TBedA nþ p½ �

2
66664

3
77775
;

X ¼

X 1;:ð Þ
X 2;:ð Þ
..
.

X p�k;:ð Þ
X pþ 1�k;:ð Þ

2
666664

3
777775
;

X 1;:ð Þ ¼

TBedA nþ k � 1½ �
TBedA nþ k � 2½ �

..

.

TBedA nþ 1½ �
TBedA n½ �

DTBedB�BedA nþ k � 1½ �
DTBedB�BedA nþ k � 2½ �

..

.

DTBedB�BedA nþ 1½ �
DTBedB�BedA n½ �

..

.

QConvSouthWall nþ k � 1½ �
QConvSouthWall nþ k � 2½ �

..

.

QConvSouthWall nþ 1½ �
QConvSouthWall n½ �

2
6666666666666666666666666666664

3
7777777777777777777777777777775

T

;
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X 2;:ð Þ ¼

TBedA nþ k½ �
TBedA nþ k � 1½ �

..

.

TBedA nþ 2½ �
TBedA nþ 1½ �

DTBedB�BedA nþ k½ �
DTBedB�BedA nþ k � 1½ �

..

.

DTBedB�BedA nþ 2½ �
DTBedB�BedA nþ 1½ �

..

.

QConvSouthWall nþ k½ �
QConvSouthWall nþ k � 1½ �

..

.

QConvSouthWall nþ 2½ �
QConvSouthWall nþ 1½ �

2
6666666666666666666666666666664

3
7777777777777777777777777777775

T

;

X p�k;:ð Þ ¼

TBedA nþ p� 2½ �
TBedA nþ p� 3½ �

..

.

TBedA nþ p� k½ �
TBedA nþ p� 1� k½ �

DTBedB�BedA nþ p� 2½ �
DTBedB�BedA nþ p� 3½ �

..

.

DTBedB�BedA nþ p� k½ �
DTBedB�BedA nþ p� 1� k½ �

..

.

QConvSouthWall nþ p� 2½ �
QConvSouthWall nþ p� 3½ �

..

.

QConvSouthWall nþ p� k½ �
QConvSouthWall nþ p� 1� k½ �

2
6666666666666666666666666666664

3
7777777777777777777777777777775

T

;
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X pþ 1�k;:ð Þ ¼

TBedA nþ p� 1½ �
TBedA nþ p� 2½ �

..

.

TBedA nþ pþ 1� k½ �
TBedA nþ p� k½ �

DTBedB�BedA nþ p� 1½ �
DTBedB�BedA nþ p� 2½ �

..

.

DTBedB�BedA nþ pþ 1� k½ �
DTBedB�BedA nþ p� k½ �

..

.

QConvSouthWall nþ p� 1½ �
QConvSouthWall nþ p� 2½ �

..

.

QConvSouthWall nþ pþ 1� k½ �
QConvSouthWall nþ p� k½ �

2
6666666666666666666666666666664

3
7777777777777777777777777777775

T

;

M ¼

Ak�1

Ak�2

..

.

A1

A0
Bk�1
Bk�2

..

.

B1
B0

..

.

Ok�1

Ok�2

..

.

O1

O0

2
666666666666666666666666666664

3
777777777777777777777777777775

:

In this study, the least square method is used to regress the simplified ARMA
model. The purpose of regression is to estimate the values of the unknown constants in
matrix M for the ARMA model in Eq. (3). The least square equation used for
regressing the model is represented by Eq. (4) is written below:

M ¼ X
T
X

� ��1
X

T
Y: ð4Þ
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After the values of the unknown constants in matrix M are estimated using least
square method, the model is then simulated again using the training data set to check its
ability to fit the data-set. Then, the model can be tested and optimized with new data set
that has never been ‘seen’ by the model, which will be discussed in the next sub-section.

2.5 Model Testing

In this process, the regressed simplified ARMA model is simulated with a new data-set
that has never been ‘seen’ by the model. This data-set is called testing data-set. The
purpose of this process is to ensure that the regressed model can produce accurate result
when the model is simulated using different data-set (other than the training data-set).

Let’s say that the testing data-set is recorded from t ¼ 0 until t ¼ q. Therefore, the
number of available sampled data recorded from t ¼ 0 until t ¼ q are qþ 1. The value
of qþ 1 in this study is equal to the number of data recorded from the 10th of August
2012 until the 19th of August 2012, which is 9600 (as mentioned earlier in Subsect. 2.2
– Data Collection).

2.6 ARMA Model Parameter Estimation

The only parameter that needs to be tuned to optimize the ARMA model is the number
of past input(s), which is the value of k. Bigger value of k leads to more quantity of
constants available in matrix M (and vice versa). A MATLAB® script is written to try
the possible values of k one by one (instead of assigning the value of k randomly and
manually using trial and error method). Due to time constraint however, the value of k
in this research is tried one by one only from k ¼ 1 until k ¼ 200. The percentage of
fitness, %Fit is calculated for each tested value of k and its formula is shown below:

%Fit ¼ 1� norm TBedA � T̂BedA
� �

norm TBedA � mean TBedAð Þ½ � : ð5Þ

3 Results

The performance of the optimized simplified ARMA model in this study is compared
with the performance of the previous works, which are: (1) the optimised ARMA
model [4]; (2) the optimized House Thermal Simulator [8]. The parameters in both
ARMA model [4] and House Thermal Simulator [8] are also estimated and optimized
by using their own parameter estimation and optimization methods, but using the same
training and testing data-sets as those used in this study. The simulation results for the
simplified ARMA model in this study, the ARMA model in previous study [4], and
House Thermal Simulator [8] are plotted and displayed in Fig. 4 for comparison.
Meanwhile, the value of percentage of fitness, %Fit for the simplified ARMA model in
this study, the ARMA model in previous study [4], and House Thermal Simulator [8]
are summarized in Table 1 for comparison.
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4 Discussion

From the result displayed on Fig. 4 and Table 1, the accuracy of the simplified ARMA
model obtained in this study in terms of percentage of best fit, %Fit is slightly less
compared to the previous works in [8] and [4]. However, the differences are not big.

Even though the accuracy of the simplified ARMA model done in this study is
slightly less compared to the previous works [4, 8], it’s development and implemen-
tation is simpler. The ARMA model developed in previous study [4] has 19 types of
inputs – when the model’s number of order (which is also the number of past inputs) is
tuned from k ¼ 1 until k ¼ 200, the model is accurate the most when k ¼ 26. Mean-
while the simplified ARMA model developed in this study has 15 types of inputs –

when the model’s number of order is tuned in this study (from k ¼ 1 until k ¼ 200), the
model is accurate the most when k ¼ 1. Lesser types of inputs increase model’s
simplicity and reduces the time taken during model’s regression process while model
with lower order number (or lesser number of past inputs) reduces computation time
during simulation. Meanwhile, the model developed in this study is also simpler to be
implemented compared to House Thermal Simulator even though the accuracy of the
model developed in this study is slightly lower than the accuracy of House Thermal
Simulator because the simplified ARMA model developed in this study has lesser and
simpler mathematical equations.
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Fig. 4. The simulation result comparison for all three optimized models when simulated with
training data set and testing data set.

Table 1. The %Fit values for all optimized models during simulation are presented in.

Model %Fit
(Train data set)

%Fit
(Test data set)

House Thermal Simulator [8] 94.824 88.0188
ARMA Model [4] 97.6667 91.6101
Simplified ARMA Model 95.071 87.4575
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House Thermal Simulator [8] is a grey box model – it was developed based on
fundamental knowledge of science and engineering while the unknown parameters in
the model are estimated based on recorded inputs-output data relationship recorded in
iHouse, which provide insight regarding how each input cause increment/decrement to
the air temperature in iHouse. The set of equations used in House Thermal Simulator
[8] are in large quantities to describe the relationship between the inputs and output
vividly base on theoretical knowledge. This makes the House Thermal Simulator
suitable to be used by the advanced researchers who would like to get a very detail
insight on how the inputs affect the output. However, utilizing large quantity of
equation is time consuming and requires more powerful computers for simulation.
Meanwhile, the ordinary ARMA model that was developed [4] is a purely data driven
model and was developed with minimal theoretical knowledge – ARMA model is just a
single equation with parameters tuned to map the value of inputs versus output of a
system. This make a black box model suitable to be used by beginner researchers
because it can be constructed with minimal physical knowledge describing the system.
Model with single equation (or a set of equation in small quantity) can be simulated in
less powerful computers. Knowing more theoretical knowledge of a system while
developing black box models will be more advantageous [3]. Compared to the ARMA
model developed previously in [4], the number of inputs and model’s order in this
study is managed to be reduced based on the theoretical knowledge. In previous work,
the only inputs that provide the insight regarding how they affect the air temperature
increment/decrement in iHouse are: (1) the past temperature of bedroom A ðTBedAÞ;
(2) the past temperature difference between the surrounding spaces and bedroom A
ðDTBedB�BedA; DTStair�BedA; DTOut�BedA; DTMBed�BedA; DTAttic�BedA; andDTJRoom�BedAÞ;
(3) the heat generated by residence(s) and electrical device(s) in bedroom A
ðQResDevBedAÞ; (4) and heat radiation from outside air and ground onto the outer walls of
bedroom A ðQOutAirRadÞ. Meanwhile the rest of the inputs utilised in previous study [4]
did not give insight on how they affect the air temperature gain/loss in iHouse – these
inputs are: (1) the relative humidity of bedroom A ðRHBedAÞ; (2) the solar altitude
ðZSolarÞ; (3) the solar azimuth ðhSolarÞ; (4) and the wind speed blowing from all 4
directions ðVNorthWind; VEastWind ; VSouthWind; andVWestWindÞ. Instead of being used
directly as one of the inputs in the previous study, the relative humidity of bedroom A
ðRHBedAÞ should be used to calculate the heat capacity of the air in bedroom A.
However, neither the relative humidity of bedroom A ðRHBedAÞ nor the heat capacity of
the air in bedroom A are used as the inputs of the simplified ARMA model in this
study. Then, instead of being used directly as some of the inputs in the previous study,
the value of solar position ðZSolarÞ and solar azimuth ðhSolarÞ are used to calculate the
amount of direct and diffuse solar radiation that hit both the eastern and southern outer
wall surfaces of bedroom A ðuDirEastWall; uDirSouthWall; uDiffEastWall; uDiffSouthWallÞ, which
are used as the inputs of the simplified ARMA model in this study – these values are
calculated based on solar altitude, solar azimuth wall slope angle, and wall azimuth.
Finally, the wind speed ðvWindÞ and direction ðhWindÞ in the previous research were
resolved using trigonometric method into wind velocities that are coming from 4
directions, which are the wind velocity blowing from all 4 directions ðvNorthWind;
vEastWind ; vSouthWind; and vWestWindÞ. However, the values of vWind and hWind should be

Simplifying the Auto Regressive and Moving Average (ARMA) 709



used to calculate heat gain due to convection between outside air and both eastern and
southern outer wall surface of bedroom A ðQConvEastWall andQConvSouthWallÞ, which are
used as the inputs of the simplified ARMA model in this study – these values are
calculated based on outdoor air temperature ðTOutÞ, the wind speed ðvWindÞ, and wind
direction ðhWindÞ.

5 Suggestion for Future Work

The simplified ARMA model developed in this study is the improvement of the basic
ARMA model developed in the previous study in [4] and will be used in the future as a
platform to test any proposed control system and strategy to maintain the thermal
comfort in iHouse. Like the ARMA model developed in the previous study [4], the
simplified ARMA model developed in this study only considers weather-related inputs
during the model development due to the unavailability of historical data that was
recorded when thermal comfort devices were operated. The next step is to include the
control-related input(s) produced by thermal comfort device(s) so that the developed
model can be used to simulate any proposed control system and strategy to maintain the
thermal comfort in iHouse. New data will be recorded in iHouse while the thermal
comfort devices (air conditioner and motor operated window) are operated. The study
in this area is in progress and will be published once it is completed.

The equation of the model can be improved to increase the model’s accuracy. One
of the suggestion is to include the mathematical equations to represent the heat transfer
through the door and windows. Due to time constrain, all the walls of bedroom A in
this study is assumed to be plain walls (without window and door) to simplify the
model development. Investigation should be done on the model’s performance when
the model is expanded to have mathematical equations describing the heat transfer
through door and windows.

In addition, additional mathematical equations describing the heat transfer through
the envelope of bedroom A can be investigated and added.

6 Conclusion

The main goal of this study is to simplify the ARMA model describing the thermal
behaviour of iHouse developed in [4] based on fundamental knowledge in science and
engineering. Through this study, it is shown that the simplified ARMA model with
lesser inputs and model’s order can still perform almost on par compared to the ARMA
model in [4] and House Thermal Simulator in [8]. This is supported by the results
presented in Sect. 3 which show that the accuracy of the simplified ARMA model
developed in this study is slightly less compared to the other models of the previous
studies, but the accuracy differences are not big. In addition, the model developed in
this study is simpler to be implemented and faster to be simulated due to the lower
number of inputs and model’s order. The main contribution from this finding is in the
simplification of ARMA model based on theoretical knowledge that can be imple-
mented easier and simulated faster.

710 S.F.M. Hussein et al.



Acknowledgement. We would like to express our gratitude to the Japan Student Services
Organization (JASSO) for their financial support and the Malaysia-Japan International Institute
of Technology (MJIIT), Universiti Teknologi Malaysia (UTM) for their well-managed attach-
ment program.

References

1. Seborg, D.E., Mellichamp, D.A., Edgar, T.F., Doyle, F.J.: Process Dynamics and Control.
Wiley, Hoboken (2010)

2. Nise, N.S.: Control Systems Engineering, 6th edn. Wiley, Hoboken (1995)
3. Atam, E., Helsen, L.: Control-Oriented thermal modeling of multizone buildings: methods

and issues: intelligent control of a building system. IEEE Control Syst. 36, 86–111 (2016).
doi:10.1109/MCS.2016.2535913

4. Mohd Hussein, S.F., Nguyen, H., Abdullah, S.S., et al.: Black box modelling the thermal
behaviour of iHouse using auto regressive and moving average (ARMA) model. J. Teknol.
78, 51–58 (2016). doi:10.11113/jt.v78.9272

5. Mustafaraj, G., Lowry, G., Chen, J.: Prediction of room temperature and relative humidity by
autoregressive linear and nonlinear neural network models for an open office. Energy Build.
43, 1452–1460 (2011). doi:10.1016/j.enbuild.2011.02.007

6. Mustafaraj, G., Chen, J., Lowry, G.: Thermal behaviour prediction utilizing artificial neural
networks for an open office. Appl. Math. Model. 34, 3216–3230 (2010). doi:10.1016/j.apm.
2010.02.014

7. Hazyuk, I., Ghiaus, C., Penhouet, D.: Optimal temperature control of intermittently heated
buildings using model predictive control: part I - building modeling. Build. Environ. 51,
379–387 (2012). doi:10.1016/j.buildenv.2011.11.009

8. Nguyen, H., Makino, Y., Lim, A.O., Tan, Y., Shinoda, Y.: Building high-accuracy thermal
simulation for evaluation of thermal comfort in real houses. In: Biswas, J., Kobayashi, H.,
Wong, L., Abdulrazak, B., Mokhtari, M. (eds.) Inclusive Society: Health and Wellbeing in the
Community, and Care at Home, pp. 159–166. Springer, Heidelberg (2013)

Simplifying the Auto Regressive and Moving Average (ARMA) 711

http://dx.doi.org/10.1109/MCS.2016.2535913
http://dx.doi.org/10.11113/jt.v78.9272
http://dx.doi.org/10.1016/j.enbuild.2011.02.007
http://dx.doi.org/10.1016/j.apm.2010.02.014
http://dx.doi.org/10.1016/j.apm.2010.02.014
http://dx.doi.org/10.1016/j.buildenv.2011.11.009


Multirate Output Feedback Based Discrete
Integral Sliding Mode Control for System

with Uncertainties

Rafidah Ngadengon1(&), Yahaya Md. Sam2, Rohaiza Hamdan1,
Mohd Hafiz A. Jalil1, and Herdawatie Abdul Kadir1

1 Advanced Mechatronics Research Group (ADMIRE),
Department of Mechatronics and Robotics Engineering,

Faculty of Electrical and Electronic Engineering,
Universiti Tun Hussein Onn Malaysia,

86400 Parit Raja, Batu Pahat, Johor, Malaysia
rafida@uthm.edu.my

2 Department of Control and Instrumentation Engineering,
Faculty of Electrical Engineering, Universiti Teknologi Malaysia,

81310 Skudai, Johor, Malaysia

Abstract. This paper presents the design approach of Multirate Output Feed-
back (MROF) based Discrete Integral Sliding Mode Control (DISMC) for
system with uncertainties. Firstly, the state representing the MROF has to be
identified. The discrete integral sliding surface were selected in order to design
the controller. The MROF that used output feedback with two different sampling
times which are slow and fast rate is then combined with the DISMC to control
the uncertain system. The reachability condition and stability are also considered
and presented. Through extensive computer simulation, it shows that the pro-
posed controller’s capable to track the reference input even though uncertainties
present in the system. The findings demonstrated that the MROF based DISMC
provided better system response as compared to the Discrete Linear Quadratic
Regulator (DLQR) and discrete Proportional Integral Derivative (PID).

Keywords: Multirate Output Feedback � Sliding Mode Control � Discrete
integral � Inverted pendulum system

1 Introduction

In practical applications, systems are commonly operated under uncertain conditions
for examples modelling error, measurement error and external disturbance. The exis-
tence of uncertainties will affect the performances, responses of the system and may
lead the system to be unstable. An uncertainty that exists in the system is difficult to
track and control. Sliding Mode Control (SMC) was proposed in the 1960’s is a special
nonlinear control strategy with discontinuous property [1]. SMC is a robust nonlinear
control technique which has been applied widely for many applications that are
involved with uncertainties [2–6]. The advantages of SMC among other controllers are
external disturbance rejection, guarantee stability and insensitivity to system
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parameters variation especially after the system is driven to sliding surface as discussed
by Edwards and Spurgeon [7]. These characteristics have made the SMC a suitable
controller to control an uncertain system.

Nowadays the trend has been changed to discrete, as well as the SMC. That is due
to the rapid development of digital computer and digital equipment. In general, digital
control systems have many advantages over analog control system. Some of the
advantages include low power consumption, high accuracy and high reliability and
ease of making software and design changes [8]. For that reason, the discrete-time
system representation is more justifiable for controller design compared to
continuous-time. The brief idea of Discrete Sliding Mode Control (DSMC) was firstly
appeared in the control literature during mid-80s by Milosavljevi´c followed by
increasing list of publications [9, 10]. The new discrete integral sliding surface that can
eliminate the reaching law was designed in [11]. Then a combination of equivalent
control and integral control replacing the switching control was implemented by [12].
The matched and unmatched uncertainties were considered when designing the DISMC
[13]. Normally, most of the SMC strategies are based on state feedback. But not all of
the system states are available in practical, this situations would demand the need for
some observers or dynamic compensators. However the used of observer would make
the overall system more complex.

Meanwhile, the output feedback is always available all the time, so output feedback
can be used to design the controller. In [14, 15] a concept known as Multirate Output
Feedback (MROF) was introduced. The algorithm makes use of only the output
samples for designing the controller. In MROF two sampling time were used, the
system output sampled at faster rate and the control input is sampled at the slower rate.
Several researchers have successfully implemented the concept of MROF to control
various nonlinear plant [16–18].

In this paper, the controller is designed by combining MROF and DISMC in order
to deal with the uncertain system. Then, the designed controller is implemented to
inverted pendulum system. Inverted pendulum is selected because it is known as a
highly nonlinear and unstable system.

2 Controller Designed

The system in continuous time can be represented as follows:

_xðtÞ ¼ ðAþDAÞxðtÞþ ðBþDBÞuðtÞþBeðtÞ ð1Þ

where xðtÞ 2 Rn is the state vector, uðtÞ 2 Rn is the control input, yðtÞ 2 Rn is the output
vector, A and B are the nominal constant matrices, DA is the uncertainties present in the
system, DB denote the uncertainties that exist in the input matrices and e(t) is the
external disturbance. The output of the inverted pendulum system in continuous time
can be described as
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yðtÞ ¼ CxðtÞ ¼ C1

C2

� �
xðtÞ ¼ 1 0 0 0

0 1 0 0

� �
xðtÞ ð2Þ

In order to have the reference tracking in the system, a new error state variable,
z has to be added, where z(t) = r(t) − C1x(t) and r(t) is the desired reference. The C1 is
chosen because the system only consider the first state as a desired reference. By using
Eqs. (1) and (2) with the reference tracking, the continuous time system can be

_xpðtÞ ¼ ðAp þDApÞxpðtÞþ ðBp þDBpÞuðtÞþBpeðtÞþRprðtÞ
ypðtÞ ¼ CpxpðtÞ

ð3Þ

where

xp ¼
z

x

� �
Ap ¼

0 �C1

0n�1 A

� �
DAp ¼

0 0

0n�1 DA

� �

Bp ¼
0

B

� �
DBp ¼

0

DB

� �
Cp ¼

1 01�n

0 C

� �
Rp ¼

1

0n�1

� � ð4Þ

The xðtÞ 2 Rn is the state vector, uðtÞ 2 Rn is the control input, yðtÞ 2 Rn is the
output vector, Ap and Bp are the nominal constant matrices, DAp is the uncertainties
present in the system, DBp denote the uncertainties that exist in the input matrices and
Rp is the reference. If the condition in Eq. (3) is satisfied, then the matching condition
holds, where:

rankð½Bp
..
.
DAp

..

.
DBp

..

.
Bp�Þ ¼ rankðBpÞ ð5Þ

The pair (Ap, Bp) is controllable and the following match conditions are satisfied
[19].

DAp ¼ BpDApðDAp is a vectorÞ and DBp ¼ BpDBp ðDBp is a scalarÞ ð6Þ

The system in Eq. (7) is obtained by substituting (6) into (3). It can be rewritten in
the following equation:

_xpðtÞ ¼ ApxpðtÞþBpuðtÞþBpðDAp þDBp þ eðtÞÞþRprðtÞ
¼ ApxpðtÞþBpuðtÞþBpdðtÞþRprðtÞ

ð7Þ

where

dðtÞ ¼ DAp þDBp þ eðtÞ ð8Þ

Since the controller is in discrete time, the continuous time system in Eq. (7) is
sampled using zero order hold (ZOH) at a slow rate as s = 0.004 s. Then discrete time
of the system is given as
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xðkþ 1Þ ¼ UxðkÞþCuðkÞþCf ðkÞþHrðkÞ
yðkÞ ¼ CpxðkÞ

ð9Þ

where U ¼ eAps; C ¼ Rs
0
eApsBpds; f ¼

Rs
0
eApsBp ðkþ 1Þs� sð Þds:

The discretization of Eq. (8) is obtained by applying ZOH sampling over time
interval (ks,(k + 1) s) where s is a sampling period [20]. The fast output sampling time,
η can be obtained by dividing s with N, where N is an integer and the value of N must
be larger or the same as the observability index of (U, C). Using the fact that u(k) is
unchanged in the interval s� t�ðkþ 1Þs. The previous N fast sampled outputs be
denoted as the N-element column as

yk ¼

yðk � 1Þs
yðk � 1Þsþ g
yðk � 1Þsþ 2g

:
yðks� gÞ

2
66664

3
77775 ð10Þ

The system in Eq. (9) can be represented in a faster sampling time of η = 0.001 s as

xðkþ 1Þ ¼ UgxðkÞþCguðkÞþCgf ðkÞþHgrðkÞ
ykþ 1 ¼ C0xðkÞþCuuðkÞþCuf ðkÞþCrrðkÞ

ð11Þ

where the value of C0,Cu and Cr can be expressed as

C0 ¼

Cp

CpUg

CpU2
g

..

.

..

.

CpU
N�1
g

2
666666666664

3
777777777775

; Cu ¼

0

CpCg

CpðUgCg þCgÞ
..
.

..

.

Cp
PN�2

i¼0
Ui

gCg

2
66666666666664

3
77777777777775

; Cr ¼

0

CpHg

CpðUgHg þHgÞ
..
.

..

.

Cp
PN�2

i¼0
Ui

gHg

2
66666666666664

3
77777777777775

ð12Þ

By considering Eqs. (11) and (12), the state x(k) can be expressed as

xðkÞ
f ðkÞ

� �
¼ C0 Cu½ �T C0 Cu½ �� ��1

C0 Cu½ �T ykþ 1 � CuuðkÞ � CrrðkÞð Þ

¼ W ykþ 1 � CuuðkÞ � CrrðkÞð Þ
ð13Þ

where

W ¼ C0 Cu½ �T C0 Cu½ �� ��1
C0 Cu½ �T ð14Þ
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Substituting Eqs. (12) and (13) into Eq. (11), will gives

xðkþ 1Þ
f ðkÞ

� �
¼ Ug Cg

0 I

� �
Wykþ 1 �WCuuðkÞ �WCrrðkÞð Þþ Cg

0

� �
uðkÞþ Hg

0

� �
rðkÞ

ð15Þ

Then, the state xðkþ 1Þ can be represented as in Eq. (16)

xðkþ 1Þ ¼ Ug Cg½ �Wykþ 1 þ Cg � Ug Cg½ �WCu
� �

uðkÞ
þ Hg � Ug Cg½ �WCr
� �

rðkÞÞ ð16Þ

If Q = [Uη Cη] then the state x(k) can be expressed using the output yk as

xðkÞ ¼ QWyk þ Cg � QWCu
� �

uðk � 1Þþ Hg � QWCr
� �

rðk � 1Þ ð17Þ

The discrete integral sliding surface is defined as

rimrof ðkÞ ¼ Gimrof xðkÞ � Gimrof xð0Þþ hðkÞ ð18Þ

where h(k) is computed as

hðkÞ ¼ hðk � 1Þ � ðGimrofU� GimrofCKÞxðk � 1Þ ð19Þ

where rimrof 2 Rn is the sliding surface for MROF based DISMC, h 2 Rn is the integral
vectors, x(0) is the initial condition, Gimrof 2 Rm�n and K 2 Rm�n are the constant
matrices. The matrix K is chosen such that U + C(Gimrof U)

−1Gimrof + CK is lie within
unit circle. The forward expression of the integral sliding surface can be simplified
when considering Eqs. (18), (19) and (9) such that:

rimrof ðkþ 1Þ ¼ Gimrof ½CuðkÞþCf ðkÞþHrðkÞ � xð0ÞþCKxðkÞ� þ eðkÞ ð20Þ

By consider Eqs. (9), (17) and (20), the control input of the system can be repre-
sented in the output feedback as follows

uimrof ðkÞ ¼ � GCð Þ�1ðGimrofCK � Gimrof Þ½QWyk þ Cg � QWCu
� �

uðk � 1Þ
þ Hg � QWCr
� �

rðk � 1Þ� � GCð Þ�1½Gimrof Ff ðkÞþGimrof HrðkÞ
þ q rimrof ðkÞ

�� ��sign ðrimrof ðkÞÞ�
ð21Þ

Different from the continuous time system where the disturbance can be taken
directly, in discrete time system the Eq. (21) cannot be implemented because the
current value of disturbance f(k) is unknown. To overcome this problem, according to
[21], if the updated value is not available, the estimation value can be used in which the
last value of a disturbance signal can be taken as the estimate of its current value. Then
f(k) will be replaced by the estimated disturbance �f ðkÞ ¼ f ðk � 1Þ. Therefore, the
control input in output feedback is given as:
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uimrof ðkÞ ¼ � ðGimrofC Þ�1ðGimrofCK � Gimrof Þ½QWyk þðCg � QWCuÞuðk � 1Þ
þ ðHg � QWCrÞrðk � 1Þ� � ðGimrofCÞ�1½GimrofC�f ðkÞþGimrof HrðkÞ
þ qjrimrof ðkÞjsignðrimrof ðkÞÞ�

ð22Þ

2.1 Stability Analysis

The stability condition for the designed controller in Eq. (22) is necessary to be proven
to make sure that it is reachable and stable. The stability condition can be proven by
using the Sarpturk stability condition as in Eqs. (23) and (24). The first part of Sarptuk
stability condition can be described as

ðrimrof ðkþ 1Þ � rimrof ðkÞÞsgnðrimrof ðkÞÞ
¼ �q rimrof ðkÞ

�� ��\0
ð23Þ

The condition above is only true if the value of q > 0. Meanwhile the second part
of Sarpturk stability condition can be expressed as:

ðrimrof ðkþ 1Þþ rimrof ðkÞÞsgnðrimrof ðkÞÞ[ 0

¼ 2� qð Þ rimrof ðkÞ
�� ��[ 0

ð24Þ

Equation (24) is only true if the value of 2 − q > 0. From both conditions as stated
in Eqs. (23) and (24), which q > 0 and 2 − q > 0, it can be concluded that the
designed controller is stable when the value of q is in the range of 0 < q < 2.

3 Result and Discussion

The designed controller as Eq. (22) is implemented to inverted pendulum system. An
inverted pendulum model is selected due to its characteristics which is under actuated
nonlinear system, unstable and owns more than one degree of freedom. Therefore, it is
a challenge to stabilize the unstable inverted pendulum system. The inverted pendulum
consists of a single rod mounted on a linear cart in which the axis of rotation is right
angles to the direction of the cart motion. The cart is constrained to only move in the
horizontal direction, while the pendulum can only rotate in the x–y plane. The system
state for inverted pendulum system as in Eq. (1) is fourth order system. Thus the
observability index of the system is 4, hence the value of N is chosen as 4. In this work,
the output is sampled at slow rate of s = 0.004 s. The inverted pendulum system that
discretized in fast sampling time with η = 0.001 s as in Eq. (11) is shown as below:
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Ug ¼

1 �0:001 0 0 0
0 1 0 0:0010 0
0 0 1:000 �0:0000 0:0010
0 0 0:0009 0:9881 0
0 0 0:0462 �0:0513 0:9995

2
66664

3
77775 Cg ¼

0
0

0:0000
0:0016
0:0067

2
66664

3
77775

Fg ¼

0
0

0:0000
0:0016
0:0067

2
66664

3
77775; Hg ¼

0:001
0
0
0
0

2
66664

3
77775

Cf ¼ 1:0e� 004 � 0 0 0 0 0 0 0 0:0160 0:0670 0 0:0478 0:2002½ �T
Cr ¼ 0 0 0 0:0010 0 0 0:0020 0 0 0:0030 0 0½ �T

The MROF based DISMC has been simulated to demonstrate the ability of cart to
move to desired position and at the same time maintain the inverted pendulum in
upright position. In this condition, the initial cart position is zero meter and the mea-
sured pendulum angle is also zero radian. The cart position then is forced to move to
reference tracking which is the unit step input. The switching surface is designed as
Gimrof = [0.6819 0.1779 0.5724 −0.4204 −0.4950] and the matrix K is defined as
K = [− 35.9282 −22.6932 −8.3910 12.8303 35.7651]. The selection of switching
surface is via Particle Swarm Optimization (PSO). Based on stability analysis, the value
of q must be between 0 < q < 2, therefore q is selected as 1.995. For the comparison
purpose, the performance of the MROF were compared with the discrete linear
quadratic regulator (DLQR) and discrete Proportional-Integral-Derivative (PID). The
value of DLQR control gain, Kdlqr is set as Kdlqr = [945.9 1415.5 −560.1 1530.3].
Meanwhile, there are two PID controllers used in the investigation to control the
inverted pendulum system. PID controller 1 is used to control the position and PID
controller 2 controls the angle of the inverted pendulum system. The parameter values
of Kp, Ki and Kd for PID controller 1 and the PID controller 2 are −20, −0.1, −25 and
100, 4, 12 respectively.

The simulation results of the inverted pendulum’s cart position for MROF based
DISMC, DLQR and PID is displayed in Fig. 1. Meanwhile, details of the comparison is
shown in Table 1. Based on this comparison, the MROF based DISMC gives the
lowest settling time and lowest overshoot among the rest. Although the difference in
settling time for the DLQR is only 0.7 s from the MROF based DISMC, the maximum
voltage for the control input is very high which is near to 4 V compared to DISMC
which is less than 2 V. Meanwhile the PID controller provides the highest overshoot
and slowest settling time compared to the MROF based DISMC and DLQR controllers.
The simulation result for the angle of the inverted pendulum system for all controllers
are shown in Fig. 2. The angle of the inverted pendulum for MROF based DISMC is
moved to −0.56 rad, then it moves to positive 0.18 rad before maintaining at 0 rad
when the steady state is achieved. The result of control input for three difference types
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of controller is shown in Fig. 3. Meanwhile Fig. 4 shows the sliding surface for the
MROF based DISMC. The system state slides onto sliding surface and remains on that
surface thereafter at rimrof(k + 1) = 0.
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Fig. 1. Position of the cart.

Table 1. Comparison of the cart position with different types of controller.

Characteristic MROF (DISMC) DLQR PID

Rise time (s) 0.6489 0.7493 0.7202
Settling time (s) 2.6682 3.3545 3.5971
Percentage of overshoot (%) 0.3572 1.1322 3.1241
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Fig. 2. Angle of the inverted pendulum.
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4 Conclusion

The performance of the designed controller was demonstrated to prove that the MROF
based DISMC is invariant to the uncertainties that are present in the system and
guarantee the stability. Only by the usage of output state, the system is able to be
controlled, follow the reference tacking and not depending on the state feedback. The
comparison between the PID, DLQR and MROF based DISMC shows that the
designed controller has achieved the best capability in providing desired functional and
better system response in term of its fast settling time and less overshoot when com-
pared to the others.

0 1 2 3 4 5 6 7 8 9 10

-6

-4

-2

0

2

4

6

Time (s)

Co
nt

ro
l In

pu
t (

V)

Control Input vs Time

MROF (DISMC)
DLQR
PID

Fig. 3. Control input.
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Fig. 5. Schematic of the proposed control scheme with dual-loop tracking + damping
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