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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on IT Convergence and Security (ICITCS 2017) which was held in
Seoul, South Korea, during September 25 to 28, 2017.

The conferences received over 200 paper submissions from various countries.
After a rigorous peer-reviewed process, 69 full-length articles were accepted for
presentation at the conference. This corresponds to an acceptance rate that was very
low and is intended for maintaining the high standards of the conference
proceedings.

ICITCS2017 will provide an excellent international conference for sharing
knowledge and results in IT Convergence and Security. The aim of the conference
is to provide a platform to the researchers and practitioners from both academia and
industry to meet the share cutting-edge development in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in IT Convergence and Security-related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICITCS2017. We also would like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process and
to the authors for contributing their research results to the conference.

Our sincere thanks go to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference Web page and also spending
countless days in preparing the final program in time for printing. We would also
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like to thank our organization committee for their hard work in sorting our
manuscripts from our authors.

We look forward to seeing all of you next year’s conference.

Kuinam J. Kim
Nakhoon Baek
Hyuncheol Kim

Editors of ICITCS2017
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Investigating Public Opinion Regarding Autonomous
Vehicles: A Perspective from Chiang Mai, Thailand

Kenneth Cosh(✉), Sean Wordingham, and Sakgasit Ramingwong

Computer Engineering Department, Faculty of Engineering,
Chiang Mai University, Chiang Mai, Thailand

drkencosh@gmail.com

Abstract. Autonomous vehicles (AVs) are fast becoming a realistic vision of
the near future. With many technological advances being made, AVs are already
in the testing phase in several locations around the developed world. This research
project investigates the prospect of AVs in a developing country, specifically in
the city of Chiang Mai, Thailand, where driving conditions are significantly
different from those in the locations where the technology is currently being
tested. A broad section of the public was surveyed to investigate awareness and
opinions concerning AVs in general and concerning their use within Chiang Mai.
The survey presented here finds a city interested in the potential of the technology,
particularly the prospect of better safety.

Keywords: Autonomous Vehicles · Thailand

1 Introduction

Autonomous vehicles (AVs) have for a long time been a feature of science fiction, but
recent technological advances and investment in research are bringing into the near
future the possibility of driverless travel. Much effort has been made to solve the
technical challenges of what is likely to become the latest massively disruptive tech‐
nological advance. Self-driving cars are already being tested in several countries,
mainly the United States and Singapore, with developments being driven by leading
technology companies such as Google and virtually all car manufacturers, notably
Tesla. This research investigates the future of autonomous vehicles in a developing
country, Thailand.

There are many advantages being put forward by the proponents of AVs, including
improved road safety, reduction in the cost of travel [1], new opportunities for the disa‐
bled or elderly [2], and also the potential for minors to travel without adult supervision.
With fewer vehicles needing to be on the road journeys may be faster, and AVs may
have a positive impact on the environment [3]. Allowing AVs to communicate with each
other and plan their most efficient routes, congestion will be reduced. As vehicles will
no longer need to be parked close to their owners, cities can be redesigned and space
reallocated [4]. Indeed AVs may allow alternative choices with people choosing to live
further away from their workplace and make use of a productive commute [5].

© Springer Nature Singapore Pte Ltd. 2018
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AVs are likely to be an incredibly disruptive technology, causing a radical shift in
the way the world operates. As well as the likely impacts on the layout and design of
the cities of the future, and the social impacts of changing lifestyles, certain industries
and careers are likely to be impacted. Clearly many roles within transportation industries
will be affected, including public transport and logistics. Cost savings through logistics
efficiencies will have knock-on effects to the cost of products. Meanwhile industries
such as insurance are likely to be affected through reductions in accidents and claims.

The exact nature of future driving is unknown, with usage likely to evolve through
a variety of models. There are several stages of automation, from function-specific
automation, where particular functions such as cruise control and automated parking are
available, to level 2 automation where multiple functions are combined, allowing adap‐
tive cruise control and lane centering, but where the driver is expected to be in control
at all times. Level 3 allows limited self-driving automation, where all safety critical
functions are under the control of the automobile, up to full self-driving automation,
where occupants are not able to take over the controls of the vehicle [6].

Concerning personal transportation, there are further alternative visions. Some may
prefer to own their personal autonomous vehicle, while in some places the increasing
popularity of ride sharing might make mobility on-demand, pay-per-use services more
popular, when offered at an affordable price [7]. The eventual usage model may ulti‐
mately depend on government policy, legal decisions and the preferences of the general
public. Various opinion surveys have been conducted to assess public opinion, but these
surveys have focused on the opinions of developed western countries, mainly the United
States, United Kingdom and Australia [8–10] with few taking a global perspective [11]
and some focus on the importance of trust regarding AVs [12]. This paper focuses on
the city of Chiang Mai, in northern Thailand, a city with a different transportation infra‐
structure from most western cities.

Driving conditions in Thailand are very different from those elsewhere in the world.
A World Health Organisation report in 2015 ranked Thailand’s roads as the second
deadliest in the world, with 36.2 fatalities per 100,000 inhabitants per year [13]. Road
traffic injuries are the leading cause of death amongst adolescents and young adults [14]
and road traffic accidents the second leading cause of death overall [15]. Most of these
accidents (74%) involved a motorcycle and there is a significant association with
speeding, not wearing a helmet, and alcohol consumption despite a Compulsory Helmet
Law passed in 1994–1995 [16, 17]. Between 2004 and 2012 the number of registered
motor vehicles rose from 19.8 to 31.4 million, and during this period the ratio of cars to
motorbikes increased, with car driving licenses increasing by 41% and motorcycle
license declining by 41% [18]. The total population of Thailand is around 68 million.
Traffic law enforcement faces challenges, with minimal penalties for minor offences
combined with a general cultural acceptance of breaking certain rules leading to a driving
environment where potentially dangerous scenarios are commonplace. These include
driving on the wrong side of the road or the pavement, jumping red traffic lights and
double (or treble) parking in no-parking zones. This different driving environment could
create obstacles for autonomous vehicles that are not experienced in their current testing
environments.

4 K. Cosh et al.



Chiang Mai is an ancient city located in northern Thailand, the largest city outside
of the central provinces. Originally founded in 1296, the current city now expands away
from the moated old city with residential areas now either side of 3 ring roads encom‐
passing much of the city. Despite new roads being constantly under construction, traffic
congestion is a growing concern for residents. Within the old city, bordered by the moat,
many of the streets are narrow, slow moving and one-way. There are limited public
transportation options available, resulting in much of the population using private vehi‐
cles. The only mass transit option is the songthaew, a pickup truck converted to allow
2 benches of covered seating in the back. Alternatively there are a limited number of
metered taxis servicing the airport, or 3-wheeled tuktuks found in the old city. None of
these options are scheduled, consistent or reliable, although the regulated taxis do run
on a meter. Despite strong law enforcement, the 7-day New Year holiday in 2017
resulted in the highest recorded number of road traffic accidents and related deaths in
Thailand; and Chiang Mai province recorded the joint highest number of accidents and
injuries. Chiang Mai therefore provides an interesting location to investigate public
opinion regarding AVs [19].

2 Methodology

In 2016, a survey was conducted asking 481 residents of Chiang Mai to investigate their
awareness, interest and opinions about autonomous vehicles. The survey was distributed
through both online and offline means, and whilst it was a random sample, efforts were
made to collect responses from different parts of the community, in order to obtain a
reasonable cross-section of the society. The survey consisted of three parts: firstly some
demographic data was collected, the second section collected information about existing
transportation habits, including what forms of vehicle automation are already in use,
and the final and largest section investigated perceptions and opinions about autonomous
vehicles.

3 Results

The demographic data collected in the survey demonstrates that a broad cross section
of Chiang Mai’s residents were included. Female respondents made up 54% of the total,
with the remaining 46% being male. The majority of respondents were under 45 years
old, with 28% in the 18–25 age range, 25% in the 25–35 range, 31% in the 35–45 range,
13% in the 45–55 range and 3% in the over 55 range. Regarding the highest education
levels, 11% had completed high school, while 57% had a bachelor’s degree, a further
19% had a master’s degree, and only 1% had a doctoral degree. Unsurprisingly 97% of
those surveyed were Thai, and 3% were not. The survey was translated so respondents
could answer in Thai or English.

The second part of the survey investigated the transportation habits of the sample.
The commonest form of transportation was the car, which was the most popular amongst
72% of the respondents. Twenty-four percent used motorbikes the majority of the time,
while just 4% used public transport. When asked which means of public transport they
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used on a regular basis, 47% said they do not use any public transport, while the most
popular form of public transport was the songthaew, regularly used by 36%, followed
by taxis (17%) and tuktuks (6%). Modern ride sharing services such as GrabTaxi and
Uber were only used by 4% and 3% respectively. When asked about the current forms
of vehicle automation features that they currently use, 76% use automatic transmission,
21% use automatic braking and only 7% use cruise control.

The largest part of the survey investigated the awareness and opinions concerning
the use of autonomous vehicles. The first question asked whether they were aware of
Google’s self-driving car project, and 56% of those surveyed confirmed they had heard
of it. When asked when they thought autonomous vehicles would be available, the
majority expected them with 5–10 years (42%). 17% thought they would be available
within 5 years, while 35% thought they would take longer to come, being available by
2035 (28%) or 2050 (7%). A further 6% felt they would never be available.

When asked when they would be ready to start using an autonomous vehicle, the
responses match the technology adoption lifecycle [20]. There were a small group (8%)
of early adopters (very similar to the 13% predicted by the model) who are ready to start
using an AV as soon as it is available, while the early majority will be ready after a few
years of testing (33%) and the late majority ready when the majority of cars are auton‐
omous (35%). An smaller percentage of laggards (16%) said they would only be ready
if they had to use an AV, while 8% didn’t think they would ever be ready (Table 1).

Table 1. Opinions on AVs.

Aware of Google’s self-driving car project
 Yes 56% No 44%
How long before autonomous vehicles are available
 Within 5 years 17% 5–10 years 42%
 By 2035 28% By 2050 7%
 Never 6%
When would they be ready to start using an AV
 As soon as possible 8% After a few years testing 33%
 When the majority are AVs 35% Only if have to 16%
 Never 8%

The next section investigated how much the respondents would be willing to pay for
autonomous vehicles, the first question asking how much they would pay to convert
their vehicle to an autonomous vehicle. Of those asked, 15% were willing to pay more
than 100,000B for the conversion (around 3000 USD). 24% would pay in the 50,000–
100,000 range, while 32% would pay in the 20,000–50,000B range and 29% would pay
less than 20,000B (around 600 USD). When asked about their private vehicles, the
respondents were relatively evenly split between the offered price ranges. However,
when asked about renting a AV, the majority chose the cheapest price range offered with
65% saying they would pay 50B (around 1.5 USD) for a 10 KM ride. A further 25%
would be willing to pay 100B (around 3 USD). A current metered taxi fare in Chiang
Mai for 10 KM depending on traffic would cost around 135B.
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The next section of the survey investigated the perceived benefits that might arise
from AVs. Here respondents were asked to rank various criteria on a Likert scale where
represented “Not Important” to 5 which was “Very Important”. Most of the criteria
offered were considered very important by the respondents, but the benefit of improved
safety of AVs was given the highest priority (4.35). This was followed by offering access
for the disabled or elderly (4.33) and then the convenience of avoiding drink driving etc.
(4.26). Environmental concerns were addressed by lower vehicle emissions (4.18),
improved traffic congestion (4.11) and better fuel economy (4.08). Considerations about
time appeared at the bottom of the list with faster travel time and the ability to work in
the car being rated on average at 3.98 (Table 2).

Table 2. Perceived benefits from AVs.

Criteria
 Better safety 4.35 Access for disabled or elderly 4.33
 Convenience (drink driving etc.) 4.26 Lower vehicle emissions 4.18
 Less traffic congestion 4.11 Better fuel economy 4.08
 Faster travel time 3.98 Ability to work in the car 3.98

The next section investigated concerns about AVs. Again a Likert scale was offered,
with 1 representing a minor concern and 5 a major concern. The results showed that the
respondents had major concerns about many of the criteria offered, with “Safety” the
biggest one (4.46). This was followed by security issues with hacking of the computer
system ranking at 4.34, legal aspects with the liability of the driver or owner being rated
at 4.29, loss of control (4.25) and interaction between AVs and conventional vehicles
(4.23) followed by government regulation (4.21). The criteria that were considered less
concerning were the cost of the vehicle (4.10), the speed of the vehicle (3.83) and
learning to use the vehicle (3.83) (Table 3).

Table 3. Perceived concerns about AVs.

Criteria
 Safety 4.46 Hacking of computer system 4.34
 Legal liability of driver/owner 4.29 Loss of control 4.25
 Interaction between AVs and other vehicles 4.23 Government regulation 421
 Cost of vehicle 4.10 Speed of vehicle 3.83
 Learning to use vehicle 3.83

The following section of the survey queried what the respondents would like to do
while in a AV. Here the most popular activity was to look out of the window with 68%
of those surveyed interested, followed by surfing the Internet (58%). Less popular activ‐
ities included working (35%), sleeping (35%) and watching movies or playing games
(30%) (Table 4).
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Table 4. Activities in AVs.

Activity Yes (%) Maybe (%) No (%)
Look out of window 68 28 5
Surf internet 58 34 9
Work 35 47 18
Sleep 35 40 25
Watch movies/Play games 30 48 22

The next section investigated where the respondents thought AVs should be used.
The opinions were fairly consistent for all the locations offered, although in the coun‐
tryside got the highest approval, followed by in traffic jams.

The final part of the survey asked about specific driving scenarios and the perceptions
of how difficult the scenarios would be for AVs. Here again a Likert scale was used
where 1 represented little perceived difficulty for AVs and 5 represented perceived
difficulty. Some of these questions were directed towards local driving behaviour and
etiquette. The scenario that caused the greatest concern was general bad behaviour by
human drivers (3.84), followed by motorbikes riding towards the traffic (3.78). Drivers
jumping red lights (3.74), was the next concern followed by unclear road signs (3.71)
and then oncoming vehicles overtaking around corners (3.66). The less concerning
scenarios included incorrect parking scenarios (3.24 and 3.03) and other local road users,
songthaews (3.61), dogs (3.44) and pedestrians (3.35) (Table 5).

Table 5. Anticipated difficulty for AVs in specific driving scenarios.

Scenario
General bad behaviour 3.84 Motorbikes riding towards traffic 3.78
Drivers jumping red lights 3.74 Unclear road signs 3.71
Oncoming vehicles overtaking 3.66 Songthaews 3.61
Dogs 3.44 Pedestrians 3.35
Parking in no parking zones 3.24 Double parking 3.03

4 Conclusions

The results indicate the population of Chiang Mai are fairly knowledgeable about the
future of autonomous vehicles, with the majority aware of existing projects, and
expecting autonomous vehicles to be available within the next 10 years, a very small
minority (6%) didn’t foresee a future of self-driving cars. Amongst those surveyed, the
use of public transport was minimal, with nearly half never using any form of public
transport, although songthaews are a public transport option. Most prefer to use their
own vehicles, predominately cars, and to a lesser extent, motorbikes. This preference
for personal vehicle ownership extended to the view of the future use of AVs, with a
greater willingness to pay higher amounts to own their own AV than to pay per journey.

As mentioned, the willingness to adopt AVs follows a standard bell curve for new
technology adoption. A group of early adopters (8%) would be keen to start using AVs
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as soon as they are available, while the majority of the pragmatist population would
follow on after some testing and when most vehicles are autonomous. Less than 25% of
those surveyed expressed reluctance to adopt the new technology. Based on this,
assuming technology development continues to advance and be accredited, three quar‐
ters of the population could be willingly using their personal AVs within the next decade.

The predominant concern, and perceived benefit, was safety. The safety of AVs is
considered the primary concern at this point, but it is also seen as the main benefit that
might come from their use. Accessibility and convenience were the other main perceived
benefits, with less interest in potential productivity, economic or timesaving benefits.

The final section of the survey concerned some of the driving conditions in Chiang
Mai, and Thailand, which are partially responsible for the accident rates. There was
some concern expressed about how AVs might cope with general bad driving behaviour,
and incidents such as motorbikes driving towards oncoming traffic, red lights not being
observed, and inappropriate overtaking. Whilst there was some concern expressed about
the presented driving scenarios, the respondents were notably less concerned about these
scenarios than they were about the general safety of AVs. Perhaps if AVs can allay the
perceived general safety fears, then Thailand-specific driving scenarios will not present
any concerns. Nonetheless it should be borne in mind that once AVs have been tested
and proven in a different, cultural, driving environment, they will still need to be tested
under alternative conditions.

This study demonstrates that the population of Chiang Mai are interested in the
emerging AV technology, and the majority would be willing to adopt it within the next
decade, largely due to perceived safety improvements. Most would prefer to own their
own AVs rather than sharing them, as public transport remains unpopular.
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Abstract. This research paper proposes a Connected Vehicular Communica-
tion Network using Distributed Cluster Algorithm (DCA). We are introduced to
novel cluster metric, network model. Especially, we propose vehicular com-
munication network on cluster algorithm against changes in environmental
changed parameters, and P2P (Point to Point) of a graph such as ring search,
neural network and so on. In addition, we use the localized notion of node in
conjunction with a universal link metric to derive a DCA for the vehicular
network. Moreover, we design a distributed vehicular network that the proposed
DCA forms a more robust cluster structure.

Keywords: Distributed Cluster Algorithm �Vehicular Communication Network

1 Introduction

VANET (Vehicular Ad hoc Networks) are employed by intelligent transport systems to
operate wireless communications in the vehicular environments [1–3]. VANET are
designed to provide a reliable and safe environment for drivers. Their derivers could be
informed of situations by vehicular communications and exchanging the own infor-
mation about surrounding environments. The vehicles in VANET are similar to the
mobile nodes in the MANET [4–6]. However, VANET inherit most of the charac-
teristics of MANET, but VANET have some unique characteristics such as high rate of
topology changes, and high density of the network, and so on [7, 8]. For our research
have the new strategies and considering, we have to propose the congestion in
Vehicular Communication network with DCA.

2 Vehicular Communication and System

The main of V2V (Vehicle to Vehicle) communication is to standardize the protocols
and interfaces of wireless communication between the vehicles and their environment
[9]. It makes different vehicle as well as communicate with access points or the road
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side units. V2V communications form a decentralized network that is well suited for
active safety applications. Apart from safety applications, gathered information helps in
traffic management to support traffic flow [10–12]. Especially, V2V communication
systems are including In-Vehicle Domain, Ad-Hoc Domain, and Infrastructure
Domain. In order to enable vehicles and the corresponding infrastructure to exchange
data in adequate manner by Radio System [12–14]. There are two types of commu-
nication channels used by V2V radio system. (1) Dedicated V2V Channels have
network control and critical safety applications, and road safety and traffic efficiently
applications. (2) This system provide public channels as specified in IEEE 802.11
a/b/g. In Fig. 1 shows a cross-layer control architecture in VANET, this is considered
for detecting and controlling between some information from the application layer and
detection by sensing the channel in the physical layer. In addition, the network layer
can control by routing that efficiently rebroadcast the message. The prioritizing and
scheduling message at MAC layer can significantly help control in VANET [15].

3 Proposed System

3.1 C-VCN (Connected Vehicular Communication Network) Model

We design that WLAN (Wireless LAN) is based on IEEE 802.11 standard and WWAN
(Wireless WAN) is implemented by 3G/4G by hybrid network model. Wireless net-
work is constituted by different layers, and each layer has its own responsibilities.
WWAN has already had some acknowledge standards. The most popular one is 3G/4G
network. In our research model, 3G/4G wireless network as WWAN part. Each vehicle
communicates with its BaseStation (BS). As shown in Fig. 2, BaseStation access to
internet through wired network. Generally, 3G/4G network provides relative low
throughput with large cell coverage. Our C-VCN model represents vehicular com-
munication network architecture. The involved entities of the network architecture are
following Fig. 2 as bellows:

Fig. 1. Cross-layer control architecture in VANET
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3.2 Connected Communication Vehicular Network (CCVN)

In vehicular communication network, cluster structure is implemented by the cluster
algorithm. This support an appropriate topology for distribute node and decide the
effect of running algorithm. Our concept is a highly dynamic wireless network, and is
motivated by the definition of network capacity. We need to be solved clustering
metrics by clustering. This metrics would provide the quantitative definition, and
should reflect the characteristic of their network. In general, network topology in
VANET is frequently changing. In our simple scenario, considering vehicular network
contain Vn nodes. If it takes an arbitrary time, the network topology could be describes
as a graph G = {V, E}, where Vn = (V1, V2, V3, V4,…. Vn) is the set of nodes and E is the
set of links between nodes. In a graph G = {V, E}, the weight matrix is W = {wij}

n. Let
the matrix M have mij =

P
k=1
n wik (i = j), otherwise 0. M is the degree matrix for

weight W. According to this graph, a cluster is named community, and so vehicular
clustering can be classified into a community detection problem, which focuses on
aggregating similar nodes together with the given features of nodes.

When we assume the following properties for this graph, Fig. 3 is shown the
abstraction vehicular network model. We centrality measure for both nodes and links
are quantifies the robustness of a network graph with the environmental changes, traffic
events, topology modifications, and destination for traffic. After all, VANET is a
connected graph, a random node occurs when travels between nodes.

Fig. 2. Vehicular network architecture for connected vehicular communication network. Area
zone nodes are vehicle running and in operating network. Communication in vehicle provides an
IEEE 802.21 interface and a 3G/4G interface. Base Station is central infrastructure in 3G/4G
Cellular Network, and Servers are functional entities that provide service to these clients.

Fig. 3. Abstraction vehicular network model. G is an undirected graph. For each link by zone,
this has a weight w which is defined to represent between node Vm (Vehicle Master) and node Vs

(Vehicle slave). Each node is communicated with V2V, so position and velocity of each node. In
addition, each node has the same transmission in WLAN area, is composed equally in the
proposed cluster algorithm.
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3.3 Distributed Cluster Algorithm for CCVN

In our research paper, the proposed distributed cluster algorithm is designed for the
purpose of each vehicles trajectory in CCVN. This algorithm assumes each vehicle is
aware of their location and velocity using Base Station. Each vehicle inside vehicle
cluster provides their context from the target by Fig. 2. In other words, their location is
reached on vehicle distance that can be used in this algorithm to acquisition information
such as enable trajectory. Algorithm Description. This is divided into three cases
‘initialization’, ‘cluster maintenance’, and ‘trajectory’. First, in case of initialization
cluster is created and the initial cluster (Vm) is selected by ‘head’. Second, in case of
processing, in each vehicle (Vs) node performs their different tasks for cluster mainte-
nance, and recommend in changed trajectory in each cluster. Base Station (BS)
broadcast a control message to the entire network the vehicle information such as
context, condition, and situation and waits to receive response message from each
vehicle or cluster. For BS waits a response message, it has a plan to decide trajectory
policy by considerable environment from each vehicle or cluster. When BS receives a
response message from them, send to specific zone in the network if it has a rough about
the context information. BS performs procedure from Algorithm 1 and show Fig. 4

Algorithm 1 BaseStation Procedure

Describe the Function.
SendBS (Node ID, PacketId, TrajectoryInfo, CurTime);

Task Action. 
IF do not received Vm (Head) from the Vs ( ) then,

sendBS(NodeID, PacketId, TrajectoryInfo, CurTime)
end if
IF received Vm (Head) from the Vs ( ) then,

sendBS(new NodeID, new PacketId, new TrajectoryInfo, new CurTime)
end if

Fig. 4. BaseStation Communication Function. It is a central/individual broadcasting and
receiving with trajectory for cluster and particular vehicle.
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In DCA, Vm is the central management Vs in which all Vs had a role in managing in
the cluster. Then, our algorithm is considered a central algorithm. The Vm is responsible
for cluster maintenance in order to make a reliable trajectory. Accordingly, we have
solved by reliable trajectory with one/more candidate Vm of another clusters. The
cluster maintenance function of Vm is shown in Algorithm 2. The Vm begin to send an
information message for their tasks by communication inside cluster, and Vm supposed
to be sent at each DTR time interval. Also, we show a Fig. 5.

Algorithm 2 Vm in cluster Procedure

Task Action
While (Trajectory == true) do 

send Vm (Node ID, PacketId, TrajectoryInfo, CurTime);

Vm ← Vs

Calculate ΔTR ( )

sendVm ( );
 ………..

If receive Vm ( ) then,
 Update.information (NodeID, PacketId, TrajectoryInfo, CurTime)

endIf

If do not received Vm←Vs ( ) then,

Search.Trajectory.info (new NodeID, new PacketId, new TrajectoryInfo,new  CurTime )
endIf …..

Fig. 5. Vm and Vs broadcast/communicate transaction on WLAN and message information
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4 Experiment and Evaluation

We have experiment and test the proposed algorithm and from Figs. 2, 3, 4 and 5 with
our scenario to show the effect of trajectory on cluster. As well, we have performance
of each algorithm which is communicated for trajectory purpose between Vm and Vs.
Although we had a weak point of simulation area, this research used networking
technology for vehicle trajectory and communication purpose which may be a future
advancement by many researchers. This experiment result of our algorithm is shown in
Table 1.

We have experimented our algorithm with vehicle numbers to the effect of network
density on clustering performance, and we had a velocity range (25–35 m/s) and
transmission range (100 m). We shows the effect number of vehicles on the Vm metric.
In our algorithm, we have considered a threshold for changing the Vm. This threshold is
defined in a way to decrease changes in some cases. The evaluation result in Fig. 6
shows that increasing the number of vehicle have a positive effect on the Vm. The good

Table 1. Experiment Considerable Elements

Parameter Value

Experiment environment Gyeongbu express highway, Korea
Number of vehicle (node) 50, 100, 150, 200
Data packet size 1000 byte
Data packet frequency 0.5 Hz
Control packet frequency 1 Hz
Transmission rate 1 Mbps
Communication range 50, 100, 250, 500 m
Traffic type UDP
Mac protocol IEEE 802.11

Fig. 6. Increasing the number of vehicle on the Vm.
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reason is appropriate Vm metric which is not affected so much by cluster structure
changes, and is a vehicle with the most similar movement pattern to the trajectory.

Figure 7 shows the effect of network density changes on packet delivery ratio. In
dense networks more vehicles are capable of detecting the trajectory. Accordingly, the
number of cluster increase which results in more data message transmission in the
cluster. After all, as the number of message increase, the probability of packet collision
increases, and packet delivery ratio falls down as a result.

5 Conclusions

The vision of V2V Communication in general interested most of the researchers in the
automotive industry. Their standardization activities are based on the IEEE 802.11
topology, and will have an opportunity to exchange information among themselves,
road sensors and traffic signs by vehicular communication network. In this research
paper a small prototype communication network model in highway environment is
presented, and also proposed a distributed cluster algorithm for area of vehicular
network. Considering the highly dynamic nature of the vehicular network, we
emphasize the robustness of the resulting clustering. Network criticality is a global
metric that quantifies the robustness of network topology against the variable envi-
ronment in the network topology. In addition, in the proposed clustering by Fig. 2 that
we derived new concept with DCA. For the distributed case, we localize the connection
of V2V network and use as a metric for DCA. DCA significantly improves the time of
clusters and state change times for vehicle trajectory. It is more suitable for mobile
wireless networks such as multi-hop, Ad-hoc network and so on, but our research
prototype is limited vehicular communication environment in real world. Nevertheless,
we are anticipated in developing in future applications and expansion for vehicle
infrastructure.

Acknowledgement. The present research has been conducted by the Research Grant of Seoil
University in 2017.

Fig. 7. Packet Delivery Ratio with the effect of network density
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Abstract. Electroencephalography is widely used to study the dynamics of
neural information processing in the brain and to diagnose brain disorder and
cognitive processes. In this paper, we proposed EEG based emotion recognition
system using Discrete Wavelet Transformation. A set of highly significant
features based on wavelets coefficients has been extracted which also includes
modified wavelet energy features. In order to minimize redundancy and maximize
relevancy among features, mRMR algorithm is significantly applied for feature
selection. Multi class Support Vector Machine is used to perform classification
of four classes of human emotions. EEG recordings of “DEAP” database are used
in this experiment. The proposed approach shows significant performance
compared to existing algorithms.
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1 Introduction

Automatic detection and recognition of different emotional states is a salient topic in the
fast growing research field of affective computing. Emotions are complex states of minds
comprised of numerous psychophysiological components, such as bodily changes,
cognitive reactions and thoughts. Numerous computational models and algorithms for
automatic recognition of emotions have been provided by Affective computing, which
integrates knowledge of computer science, physiology, artificial intelligence and
biomedical engineering.

Emotions affect all aspects of our daily life and has significant influence on our
health. State of depression, anxiety and anger disrupt human immune system and thus
associated with many chronic diseases. Bringing into play the current advances in IOT
and sensor networks [1], smart healthcare systems should be introduce to improve
overall quality of life. The development of automatic emotion recognition system can
be very useful in regulating self-emotions and would revolutionize applications in
education, entertainment and security.

Philosophers and psychologists presented various theories of emotions. Based on
these theories, numerous methods have been developed to detect and recognize different
emotions using facial images [3], speech signals [4], gestures and physiological signals.
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Physiological signals including EEG signals are considered to be the most useful signals
for human emotion recognition due to its strong correlation with emotions and inde‐
pendence of people’s will. Facial images based emotion recognition have a major flaw
of suppressing and intentional control of emotions while physiological signal originate
from Autonomous Nervous System activity, cannot be controlled intentionally. Exper‐
imental evidence shows that physiological/bio signals can be influence by the activity
of Autonomic Nervous System (ANS) and can convey information regarding human
emotion [5, 6]. In this paper, we proposed human emotion recognition system using
wavelet energy feature along with statistical and modified wavelet energy feature in
order to improve the performance of emotion recognitions systems.

This paper is organized as follows: Sect. 2 provides a review on different factor of
emotion recognition system. Section 3, illustrates the detailed methodology including
dataset description, procedure for feature extraction, feature selection and classification.
Performance of the proposed method and concluding remarks are given in Sects. 4 and
5 respectively.

2 Related Work

EEG based emotion recognition has gain a lot of interest and different emotion classi‐
fication system have been proposed by the researchers. The results of these systems
highly depends on five basic factors which includes number of participants, stimulus,
emotion modeling, feature extraction and classifier. Different techniques have been
employed by the researchers to investigate these factors and thus these emotion classi‐
fication systems cannot be compared. However a short review of the recent work done
is presented in this section.

Emotion modeling: Emotion is a mental state or feeling that arises involuntarily and
comprised of different components such as feelings, bodily changes, behavior and
thoughts. In literature numerous emotion models have been proposed. However the two
most utilized categories are Discrete Emotional Models (DEM) and Affective dimen‐
sional model (ADM). DEM deals with six basic universal categories of emotions:
happiness, surprise, anger, disgust, sadness and fear [2]. ADM deals with the description

Fig. 1. Circumplex model of emotions.
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of emotions in some coordinate system. It characterize emotion into two affective
parameters, Arousal and Valence. The most commonly used dimensional model is
Circumplex Model of Affects (CMA) [7] as given in Fig. 1.

Emotion elicitation: There are numerous methods of emotion elicitation. The most
widely used methods for emotion induction includes images, video clips and sound clips
etc. The most popular existing databases are: IAPS—the International Affective Picture
System and IADS—the International Affective Digitized Sound System facilitate the
task of emotion recognition. IAPS [8] and IADS [9] provides a collection of stimuli
publically to researchers in the study of emotion.

Feature extraction and classification: Different characteristics of EEG signals can
be captured and used as features for classification of emotions. These features can be
placed in one of two domain, time domain and frequency domain. Time domain feature
can be extracted from raw EEG signal and includes mean, standard deviation etc. [10].
Frequency domain features include the power of different frequency bands of EEG
signals. In addition to these, several other features extraction techniques have been
presented in the literature which includes High Order Crossings [10], Discrete Wavelet
Transformation [11], fractal dimensions [12] and Independent Component Analysis
[13]. For classification task, several machine learning algorithms have been used as
classifiers. These classifiers includes Support Vector machine [14], Neural Networks
[15] and Quadratic Discriminant Analysis [16].

3 Methodology

3.1 Dataset

Recent advances in emotion recognition have increased the interest of many researchers
and encouraged them to create databases containing visual, speech and physiological
emotion data. These databases includes MAHNOB-HCI [17] and DECAF [18] etc. In
this study, we used a public available database called DEAP proposed by Koelstra et al.
[19]. 32 healthy participants (16 male and 16 female), aged between 19 and 32, took
part in the experiment. The EEG and peripheral physiological signals which includes
electrocardiogram, galvanic skin response, respiration, skin temperature, blood volume,
electromyograms (EMG) and electrooculogram (EOG) were recorded from these
subjects while watching 40 different music videos. Biosemi Active Two system was
used to record EEG signals over the scalp from 32 electrodes according to the interna‐
tional 10–20 system as shown in Fig. 2. Preprocessing of EEG signals was performed
in order to denoise the heavily distorted EEG signals from motion artifacts, EOG arti‐
facts due to eye blinking and power supply noise. Initially EEG signals were recorded
with 512 Hz sampling frequency which were down sampled to 128 Hz during prepro‐
cessing. A bandpass frequency filter from 4.0–45.0 Hz was applied to filter EEG signals.
The elimination of EOG artifacts was performed using blind source separation tech‐
nique. In the last of experiment every subject performed self-assessment to evaluate and
rate the emotional state caused by each video using Self-Assessment Manikins. Rating
was performed by participant for each music video in term of levels of arousal, valence,
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like/dislike, dominance and familiarity. In this paper, we used the preprocessed data
released by Koelstra et al. [19].

Fig. 2. International 10–20 system for 32 electrodes (Marked as gray)

3.2 Feature Extraction

Statistical-Based Features
Due to the nonlinear nature of EEG signals and brain complexity, nonlinear feature like
high order crossing and fractal dimension are widely employed by researchers in recent
publication. However, simple features like mean, standard deviation and band power
are still considered beneficial for emotion recognition system. For 32 channel EEG data
provided in DEAP dataset, we extracted statistical features in combination with wavelet
based feature to improve emotion recognition accuracy. These features include

• Mean of the raw signal

𝜇X =
1
N

N∑

n=1

X(n) (1)

• The standard deviation of the raw signal

𝜎X =

√
1
N

∑N

n = 1

(
X(n)−𝜇X

)2 (2)

• The mean of the absolute values of the first difference of the raw signal

𝛿X =
1

N − 1

N−1∑

n=1

|X(n + 1) − X(n)| (3)
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• The mean of the absolute values of the first signal of the standardized signal

𝛿X =
1

N − 1

N−1∑

n=1

|X(n + 1) − X(n)| =
𝛿X

𝜎X

(4)

• The mean of the absolute values of the second difference of the raw signal

𝛾X =
1

N − 2

N−2∑

n=1

|X(n + 2) − X(n)| (5)

• The mean of the absolute values of the second difference of the standardized signal

𝛾X =
1

N − 1

N−2∑

n=2

|X(n + 2) − X(n)| =
𝛾X

𝜎X

(6)

Wavelet-Based Features
Discrete Wavelet Transform is a powerful analytical tool for non-stationary signals and
is widely used for time-frequency analysis of EEG signals due to its non-stationary
nature. DWT decomposes EEG signal into different frequency bands with successive
high pass and low pass filters. The high pass filter gives detail coefficients while low
pass filter gives approximation coefficients. In this paper, we used Daubechies Wavelet
Transform (db4) coefficients which is considered best for multiresolution analysis of
EEG signals and EEG signal with 128 Hz sampling rate. Five levels Daubechies wavelet
of order 4 is applied for decomposition of EEG signals into five frequency bands, delta,
theta, alpha, beta and gamma as given in the Table 1.

Table 1. EEG signals decomposition into different frequency bands

Frequency Decomposition
level

Frequency
band

Frequency
bandwidth (Hz)

0–4 A5 Delta 4
4–8 D5 Theta 4
8–16 D4 Alpha 8
16–32 D3 Beta 16
32–64 D2 Gamma 32

After Discrete Wavelet Transformation, we estimated wavelet energy and wavelet
entropy according to Eqs. 1 and 2 respectively.

El =

2S−1−1∑

n=1

|CX(l, n)|2, N = S2, 1 < l < S (7)

El =

2S−1−1∑

n=1

|CX(l, n)|2 log(|CX(l, n)|2), N = S2, 1 < l < S (8)
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Where CX (l, n) Wavelet coefficients associated with all five sub-bands are used to
estimate wavelet energy and wavelet entropy. Another energy based feature set proposed
by Murugappan et al. [11] is used in this paper. These features includes Recoursing
Energy efficiency (REE), Logarithmic Recoursing Energy Efficiency (LREE) and Abso‐
lute Logarithmic Recoursing Energy Efficiency (ALREE). These features are estimated
for gamma band as follows.

REEgamma =
Egamma

Etotal

(9)

LREEgamma = log10

[
Egamma

Etotal

]
(10)

ALREEgamma =

|||||
log10

[
Egamma

Etotal

]|||||
(11)

3.3 Feature Selection and Classification

Feature selection is performed in order to mitigate the high dimensionality feature space
problem. In this step, the most suitable subset of all derived features is selected which
not only solve the problem of dimensionality but also increase the classification accuracy
due to the reduction of noise caused by irrelevant features. In this paper, successfully
applied maximum relevancy and minimum redundancy algorithm (mRMR) for feature
selection. After selection of most relevant features, classification is performed using
machine learning classifier. For this purpose a multi class Support Vector Machine is
used with radial basis function.

4 Experimental Results

The EEG recordings of 32 subjects of DEAP database have been used to classify four
main classes. The arousal and valence scores on the scale from 0 to 9 is mapped into
two levels, high and low. The resulting four classes are, high arousal/high valence
(HAHV), high arousal/low valence (HALV), low arousal/high valence (LAHV) and low
arousal/low valence (LALV). For performance evaluation of the system, EEG data is
divided into two portions, training data and test data. 70% of the total data is used for
training purpose while the remaining 30% was used for testing. For classification, two
machine learning algorithms, Support Vector Machine and Quadratic discriminant anal‐
ysis are used to classify EEG data into four classes. Grid search approach was adopted
for parameter optimization. In this experiment, best performance is given by SVM with
overall accuracy of 49.7% using all channels data.

In order to implement a less complex and user friendly emotion recognition method,
we reduced the numbers of EEG channels as much as possible. For this purpose, we
selected a group of 15 EEG channels namely Fp1, Fp2, AF3, F3, F4, F7, F8, P7, O1,
O2, P8, CP3, CP4, C4 and C3, that belongs to all four major lobs of the brain. Research
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shows that, left frontal lobe and right frontal lobe exhibit certain activity when a negative
or positive emotion is experienced by a person [10]. Furthermore, the related research
also reveals that different sub bands (Delta, theta, Alpha, Beta and Gamma) are activated
by different emotional states in specific brain regions [20]. In this paper, we also inves‐
tigated the activity of all five bands of EEG signals in selected channels for the afore‐
mentioned four classes of emotion. The classification of emotions is performed using
each frequency band separately for combination of different sets of channels. EEG signal
acquired from frontal lobe (FP1, FP2, F3 and F4) and temporal lobe (T7, T8) showed
best performance with features extracted from Gamma band and achieved an overall
classification accuracy of 48.8% for four classes of emotions which is close to the prior
accuracy gained using all channels data of EGG signals (Table 2).

Table 2. Classification accuracy

Method HAHV HALV LAHV LALV Overall
QDA 44.4% 47.7% 45.1% 44.6% 45.4%
SVM 52.1% 49.1% 49.6% 48.3% 49.7%

5 Conclusion

In this paper, we presented emotion recognition system using the most significant
features set extracted from coefficients of Discrete Wavelet Transformation. A public
available database called DEAP has been in this work. The EEG recordings of 32
participants have been utilized to extract statistical based feature and wavelet based
feature. A feature selection algorithm was adopted to select the most significant and
relevant features in order to mitigate the problem of dimensionality, irrelevancy and
redundancy.

The proposed approach can significantly classify four classes of emotions using
Support Vector Machine from which following can be concluded. First, feature extracted
using Discrete Wavelet Transformation effectively represent emotional state of the
users. Second, Gamma band holds rich information of all four classes of emotions. Third,
we found that there is a strong correlation in frontal brain region related to Gamma band
for all four classes of emotions which validates the role of frontal lobe in emotion
recognition. In future, research will be conducted on fusion of EEG signals with others
physiological signals for high performance.
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Abstract. Modern society spends a lot of time sitting because of learning and
work environments. However, sitting in the wrong posture increases musculos‐
keletal disorders, and affects student concentration in early childhood and adoles‐
cence, where musculoskeletal structures are formed. This paper developed a
system to induce correct posture improve and seating habits for all ages. The
proposed system measures the intensity, frequency, and distraction of posture
changes. We tested 10 university students to evaluate the system performance
and verified that the proposed system can effectively estimate posture classifica‐
tion and distraction.

Keywords: Posture correction · Distraction · Unconstrained

1 Introduction

Various systems assist managing your health, such as personal health care, smart health
care, and disease management health care. Health management can be divided into
disease prevention and disease treatment [1]. Modern medical services have shifted their
focus from disease treatment to prevention, and a great deal of medical and IoT tech‐
nology has been developed by the convergence of these medical services [2]. This study
used IoT technology to implement a continuous health care monitoring system, in
particular, monitoring posture and distraction in the sitting state during daily life. There
are no current distraction development trends, so we defined research criteria based on
and behavioral behavior of the family medicine department. Therefore, the proposed
system employed in this study detects impulsive posture changes to estimate distraction.

2 Implementation of Distraction Estimation System

This paper implemented chair based distraction estimation during sitting, as shown in
Fig. 1. The system incorporates three load cells below the seat in a regular triangle shape
to measure body mass movement that occurs during posture changes, and estimates a

© Springer Nature Singapore Pte Ltd. 2018
K.J. Kim et al. (eds.), IT Convergence and Security 2017,
Lecture Notes in Electrical Engineering 450,
DOI 10.1007/978-981-10-6454-8_4



distraction index using an attitude determination algorithm based on weight information
and trigonometric centering. We developed PC and Android based monitoring systems
using wired and wireless transmission. The proposed system is suitable for real time
monitoring and continuous management and feedback.

Fig. 1. Proposed distraction monitoring system

2.1 Measurement

The measuring unit comprised three load cells (SB S-beam load cell, 100 kgf) arranged
in an equilateral triangle to improve center estimate accuracy. The load cells generated
signals with mV granularity based on the occupant’s seating position. This signal was
amplified using AD620, and AD620, which feature low offset voltage (50 uA), low input
bias current (1 nA), and CMRR = 100 dB. Weight information was measured using a
twin-T notch filter with 60 Hz cut-off frequency to eliminate power supply noise, and
separated into right, left, and hip cell responses, then used to determine current posture
and changes. Figure 2 shows posture change and weight shift for the implemented
system, and Fig. 3 shows the placement and structure of the load cell.

Fig. 2. Position of the change in posture
change and weight shift

Fig. 3. Weight shift in the implementation
system
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2.2 Posture Change Estimate

We implemented an algorithm to estimate posture change intensity and frequency from
real-time measurements using the trigonometric centering algorithm. This returned
information of each load cell in coordinates, and estimates the center of mass movement
direction and distance, as shown in Fig. 4.

Fig. 4. Triangular center of gravity based
motion algorithm

Fig. 5. Strength detection algorithm

3 Experiments and Results

To evaluate the proposed system’s performance, we estimated distraction for 10 healthy
college students while watching an audiovisual feature for 10 min. Table 1 shows that
the subjects changed posture an average of 18 times during the feature, with average
generation intensity = 2.70 and attitude detection = 92%. Thus, the proposed system
was able to effectively estimate posture and distraction (from posture change) (Fig. 5).

Table 1. Posture and distraction data captured by the proposed system for 10 subjects

Subject Proposed system summary statistics
Average
intensity

Posture
changes

Posture
detection (%)

1 3 18 97
2 4 24 87
3 2 16 87
4 1 15 93
5 3 20 90
6 2 21 100
7 4 23 95
8 5 24 87
9 0 0 100

10 3 18 94
Avg 2.70 17.90 92.70
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4 Conclusions

This study implemented distraction estimation from measured posture changes. The
proposed system comprised a chair with three load cells to determine posture, and
measured center of gravity movement intensity caused by posture change, which was
converted to a distraction index. An experimental trial showed that the proposed system
was able to discriminate nine common postures, and had high discrimination success.

Future research will analyze the success rate and the decline of the concentration of
posture from long time scale measurements and video evaluation.

Acknowledgment. This research was supported by the Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education (Grants
2015R1D1A1A01061131 and 2016R1D1A1B03934866).

References

1. Sok, Y.-Y., Kim, S.-H.: Integrated medical information system implementation for the
u-healthcare service environment. J. Korea Contents Assoc. 14(5), 1–7 (2014)

2. Harmin, M., et al.: Healthcare aide: towards a virtual assistant for doctors using pervasive
middleware. In: Fourth Annual IEEE International Conference on PerCom Workshops 2006,
pp. 6–495. IEEE (2006)

3. Lee, E.-Y., Seo, K.-E., Jung, W.-J., O'Sullivan, D.: Evaluation of the usefulness of smart good
posture cushion. Korean J. Sports Sci. 25(6), 1511–1521 (2016)

32 J.-Y. Seo et al.



A Study of Job Competencies for Healthcare Social Work
in Case-Based Discussion in Taiwan

Yi-Horng Lai1(✉), Hui-Yun Xiong2, Shu-Chen Hsueh2, and I-Jen Wang2

1 Department of Healthcare Management,
Oriental Institute of Technology, New Taipei City 22061, Taiwan

FL006@mail.oit.edu.tw
2 Department of Social Work, Far Eastern Memorial Hospital, New Taipei City 22061, Taiwan

{sw19779,wij0211}@femh.org.tw, shu978@gmail.com

Abstract. Job competencies are central to every organization’s human resource
management system. Competencies can be used to help organizations create high
performance, select and hire a workforce, and establish a foundation for training
strategies. Social work, as a profession, has developed competency models for
many specialized fields of social work. The purpose of this study was to identify
the job competencies that exemplary healthcare social workers in case-based
discussion in an effort to provide a foundation for a competency model. The
participants selected for this study was exemplary performers of senior healthcare
social workers. Deep interviews rendered data from which to analyze the opinions
of five senior healthcare social workers in a medical center in Taiwan. A thematic
analysis of the interview data revealed main competencies for healthcare social
workers in case-based discussion are Ability to Decide Intervention Programs,
Ability to Provide Individualized Care, and Cross Team Collaboration Ability.
Results from this study have implications for healthcare organizations, social
work education, and the professional development of healthcare social workers.

Keywords: Healthcare social work · Job competencies · Case-based discussion
(CBD) · Analytic Hierarchy Process (AHP)

1 Introduction

Social workers are perceived to work as child welfare workers, individual and group
counselors, and community organizers. It is important that employers recognize the
value of social work skills in corporate and business settings. Some campus programs
are now training social workers to lead social responsibility strategies, diversity initia‐
tives, and employee wellness systems. Narrowing the gap between employer perception
and reality requires social workers to adopt strategic marketing approaches that empha‐
size talent, competency, and knowledge base [1]. Therefore, social work skills and
talents should be practiced in such a way that expands the definition and scope of social
work and sustains the profession in a rapidly changing world society.
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Fields of social work include child welfare, gerontology, healthcare, mental and
behavioral health, substance abuse, clinical social work, public welfare and community
development, school social work, criminal justice, and international social work [2]. The
competencies and skills of healthcare social workers are vital to the growth and improve‐
ment of the profession [3] because healthcare social workers permeates all areas of social
work practice [4, 5]. Since case-based discussion competencies are unique to fields of
healthcare social work practice [6] and healthcare is a prominent practice setting within
the profession [7], a competency model is needed for healthcare social workers. To this
date, research has not presented a competency model for healthcare social workers in
case-based discussion, so this paper aims to make up this shortage.

Spencer and Spencer [8] indicated job competencies as characteristics that cause or
predict behavior and performance as measured by a standard of minimally acceptable
or superior performance. This means that there is evidence that indicates that the posses‐
sion of the characteristics precedes and leads to effective performance. Competency
methods give emphasis to what actually causes superior performance in a job [8]. There
has not been any study for healthcare social workers in case-based discussion, the
purpose of this study is to identify the job competencies that exemplary healthcare social
workers in case-based discussion.

1.1 Job Competencies

A competency is a characteristic of an individual that causes or predicts behavior and
performance as measured by a standard of minimally acceptable or superior performance
[8]. Brownell and Goldsmith defined competencies as specific descriptions of the behav‐
iors and personal characteristics that are required to be effective on the job [9]. Corporate
human resource professionals generally define competency as an underlying character‐
istic of a person which results in effective performance on the job [10].

Competencies can be conceptualized into two categories: threshold competencies
and differentiating competencies. Threshold competencies are exhibited by average
performers. Differentiating competencies, on the other hand, are the behaviors that
distinguish exemplary performers from average performers [8]. Therefore, the compe‐
tence of an individual can be obtained by comparing the best instance of a performance
with what is average [11].

1.2 Social Work in Healthcare

Healthcare was first introduced as a social work field of practice when Cannon and Cabot
started the inclusion of social workers to physician teams to address the social problems
that hindered patients’ health in 1905 [1]. They found that the effectiveness of medical
treatment was influenced by a patient’s family state [12].

The goal of social work within healthcare settings is to contribute to high quality
patient outcomes [13]. Further explained by Mayer [14] and Rosenberg and Weissman
[15], the primary purpose of medical social work is to attend to the environmental and
psychosocial problems affecting patients and their families. The National Association
of Social Workers outlined general purposes of healthcare social work include to
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promote behaviors that contribute to the physical and emotional health of patients, to
address psychosocial conditions that adversely affect patient health and well-being, to
intervene to ensure patients receive services that maintain or improve their health and
quality of life, and to help patients manage and adjust to their health conditions in order
to realize maximum social functioning [16]. These objectives are satisfied through the
implementation of diverse and complex practice functions.

In general, the main function of social work department in a hospital is discharge
planning [13]. Discharge planning is focused on helping patients, families, and care‐
givers plan for the post-hospital care of patients [14]. Particularly, this function refers
to the characteristic activities of assessment, case management, and information/referral
management [13]. For cases in which patients are economically disadvantaged, financial
assistance accompanies discharge planning activities in effort to help them find the
means to pay for medical expenses [13]. For cases in which patients have psychosocial
problems that impact the discharge plan, medical social workers carry out in-depth
psychosocial evaluations and interventions ranging from supportive counseling to clin‐
ical social work services that include individual or group treatment [14].

2 Research Methodology

2.1 Research Framework

This study discussed the job competencies for healthcare social work in case-based
discussion. This study employed the two main principles of core competencies as defined
by senior healthcare social workers in a medical center in Taiwan (Far Eastern Memorial
Hospital): Case Records Assessment and Clinical Ability Assessments. Regarding the
sub-principles of Case Records Assessment and Clinical Ability Assessments, this study
included those sub-principles proposed by senior healthcare social workers in a medical
center in Taiwan. Finally, this study constructed the framework of indicators of core
competencies for healthcare social work in case-based discussion.

2.2 Research Methods

The Analytic Hierarchy Process (AHP) was devised by Thomas Saaty [19]. AHP is an
effective tool for dealing with complex decision making, and may help the decision
maker to set priorities and make the decision. By reducing complex decisions to a series
of pairwise comparisons, and then creating the results, the AHP helps to capture both
subjective and objective features of a decision [20]. The AHP considers a set of evalu‐
ation criteria, and a set of alternative options among which the best decision is to be
made.

The AHP makes a weight for each evaluation criterion according to the decision
maker’s pairwise comparisons of the criteria. The higher the weight, the more important
the corresponding criterion. For a fixed criterion, the AHP assigns a score to each option
according to the decision maker’s pairwise comparisons of the options based on that
criterion. The higher the score, the better the performance of the option with respect to
the considered criterion. The AHP combines the criteria weights and the options scores,
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thus defining a global score for each option, and a consequent ranking. The global score
for a given option is a weighted sum of the scores it obtained with respect to all the
criteria.

The AHP is a very flexible and powerful tool because the scores, and therefore the
final ranking, are got on the basis of the pairwise relative evaluations of both the criteria
and the options provided by the user. The computations made by the AHP are always
guided by the decision maker’s experience, and the AHP can thus be considered as a
tool that is able to translate the evaluations made by the decision maker into a multi-
criteria ranking. The AHP is simple because there is no need of building a complex
expert system with the decision maker’s knowledge embedded in it.

For compute the weights for the different criteria, the AHP starts creating a pairwise
comparison matrix A. The matrix A is a m × m real matrix, where m is the number of
evaluation criteria considered. Each entry ajk of the matrix A represents the importance
of the jth criterion relative to the kth criterion. If ajk > 1, then the jth criterion is more
important than the kth criterion, while if ajk < 1, then the jth criterion is less important
than the kth criterion. If two criteria have the same importance, then the entry ajk is 1.
The entries ajk and akj satisfy the following constraint as Eq. (1).

ajk × akj = 1 (1)

Obviously, ajj = 1 for all j. The relative importance between two criteria is measured
according to a numerical scale from 1 to 9, where it is assumed that the jth criterion is
equally or more important than the kth criterion. It is also possible to assign intermediate
values which do not correspond to a precise interpretation. The values in the matrix A
are by construction pairwise consistent as Eq. (1). On the other hand, the ratings may in
general show slight inconsistencies. However these do not cause serious difficulties for
the AHP.

After the matrix A is built, it is possible to derive from A the normalized pairwise
comparison matrix Anorm by making equal to 1 the sum of the entries on each column,
and each entry the average of ajk of the matrix Anorm is computed as Eq. (2).

ajk =
ajk

m∑

l=1
alk

(2)

After all, the criteria weight vector w is built by averaging the entries on each row
of Anorm, as Eq. (3). This study calculated the AHP weights with Eq. (3) with R 3.4.0.

wj =

m∑

l=1
ajl

m

(3)

36 Y.-H. Lai et al.



2.3 Identifying Indicators of Core Competency

This study employed in-depth interviews coupled with a questionnaire on the importance
of indicators to identify essential core competencies. Then, this study investigated the
importance of the framework indicators and the appropriateness of the classifications.
The results indicate that the research subjects agreed with the classification of the prin‐
ciples. The indicator framework of the core competencies is presented in Fig. 1.

Job Competencies for Healthcare Social Workers in Case-based Discussion

1 Case Records Assessment 2 Clinical Ability Assessments

1.1 Data Integrity
1.2 Content Consistency
1.3 Detailed Intervention Record

2.1 Ability to Analyze Data Comprehensively
2.2 Ability to Identify Diagnostic Problems
2.3 Ability to Decide Intervention Programs
2.4 Ability to Apply Social Work Theories
2.5 Ability to Provide Individualized Care
2.6 Cross Team Collaboration Ability
2.7 Follow-up and Case Closure Ability

Fig. 1. Modified indicator framework of the core competencies of healthcare social workers in
case-based discussion.

3 Results

After verifying the essential indicator framework of the core competencies, this study
asked the panel experts to compare the importance of any two principles via question‐
naires, and adopted the AHP to calculate the weight of each principle. The expert panel
was comprised of senior healthcare social workers. Deep interviews rendered data from
which to analyze the opinions of five senior healthcare social workers in medical centers.

The result of the AHP is shown in Table 1. The consistency ratio (CR) of both the
main principles and sub-principles was less than 0.1, reaching a level of consistency.
Regarding the main principles, Clinical Ability Assessments (weight = 0.824) has the
highest weightage, followed by Case Records Assessment (weight = 0.176), indicating
that senior healthcare social workers mostly focus on Clinical Ability Assessments in
case-based discussion in Taiwan. Regarding the sub-principles of Clinical Ability
Assessments, Ability to Decide Intervention Programs (weight = 0.265) has the highest
weightage, followed by Ability to Provide Individualized Care (weight = 0.211) and
Cross Team Collaboration Ability (weight = 0.171). In the sub-principles of Case
Records Assessment, Detailed Intervention Record (weight = 0.496) has highest
weightage, followed by Data Integrity (weight = 0.345) and Content Consistency
(weight = 0.159).
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Based on the weights of the main and sub-principles, this study inferred that the most
essential core competency for healthcare social workers is the Ability to Decide Inter‐
vention Programs (total weight = 0.219), followed by Ability to Provide Individualized
Care (total weight = 0.174), and Cross Team Collaboration Ability (total
weight = 0.141).

Table 1. Weights of the core competencies of healthcare social workers in case-based discussion.

Main criteria Weight Sub-criteria Weight Total weight
1 Case Records
Assessmenta

0.176 1.1 Data Integrity 0.345 0.061
1.2 Content Consistency 0.159 0.028
1.3 Detailed Intervention Record 0.496 0.087

2 Clinical Ability
Assessmentsb

0.824 2.1 Ability to Analyze Data
Comprehensively

0.142 0.117

2.2 Ability to Identify Diagnostic
Problems

0.169 0.139

2.3 Ability to Decide Intervention
Programs

0.265 0.219

2.4 Ability to Apply Social Work
Theories

0.091 0.075

2.5 Ability to Provide Individualized
care

0.211 0.174

2.6 Cross Team Collaboration
Ability

0.171 0.141

2.7 Follow-up and Case Closure
Ability

0.093 0.077

aThe CI and CR for the sub-criteria of Case Records Assessment are 0.04 and 0.07.
bThe CI and CR for the sub-criteria of Clinical Ability Assessments are 0.03 and 0.02.

4 Conclusions and Suggestions

4.1 Conclusions

The present study sought to fill a vacuum in the studies exploring healthcare social work
as existing bodies of knowledge have failed to present a competency model for health‐
care social workers. A comprehensive review of the study cited felicitous subject matters
and revealed that much of the research on healthcare social work is focused on the
management tasks and activities of the hospital social workers. Therefore, this investi‐
gation was the first attempt to explore and define job competencies for the healthcare
social workers in case-based discussion in Taiwan.

This study constructed a recruitment framework of the core competencies of health‐
care social workers in case-based discussion through in-depth interviews. This study
concluded the core competencies of the core competencies of healthcare social workers
in case-based discussion are two main principles (Case Records Assessment and Clinical
Ability Assessments) and 10 sub-principles. Of the principles, Ability to Decide
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Intervention Programs, Ability to Provide Individualized Care, and Cross Team Collab‐
oration Ability had the highest weightage.

4.2 Suggestions

The results of this study suggest that the job competencies of healthcare social workers
in case-based discussion are products of a complex set of behaviors and characteristics
demonstrated by exemplars in the field. Given the case-based discussion required of
healthcare workers, it is paramount that social work practice in healthcare organizations
be predicated on job competencies. Such competencies may be an important topic in
healthcare workers training. It is critical that healthcare organizations, professional
associations, scholars, and researchers alike extend their understanding of job compe‐
tencies beyond what has been so commonly referred to as skills. These research findings
can be used as a foundation to build a competency model for healthcare social workers.

Based on the result of this study, in addition to the enrichment of healthcare social
workers, graduates from departments related to social works should regard Ability to
Decide Intervention Programs as essential to successfully entering the job market. In
case-based discussion, this study suggests that students polish their Ability to Decide
Intervention Programs by participating in extracurricular activities.

The scope of this research focused on the healthcare social work in Taiwan. This
study suggests that future research investigate the recruitment principles of the health‐
care social workers in different countries and analyze regional differences.
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Observation of Continuous Blood Pressure with Posture
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Abstract. Smart healthcare services are continuously is increasing due to rapid
industrialization and increasing chronic diseases. Significant research has focused
on monitoring the health of an individual health in real time and to prevent disease
in advance. This paper implemented a wearable ECG and PPG measurement
system to conveniently monitor personal health in daily life. The proposed system
used pulse transit time, the time difference between ECG and PPG R-peak signals.
To evaluate the proposed system performance, we compared it with an existing
commercial system to observe blood pressure and pulse wave changes according
to posture, and validated the effectiveness of the proposed system.

Keywords: ECG (Electrocardiogram) · PPG (Photoplethysmogram) · PPT
(pulse transit time) · Smart healthcare · Real-time monitoring

1 Introduction

Chronic diseases are increasing due to rapid industrialization, with consequential strong
and increasing interest in smart healthcare. The convergence of information communica‐
tion technologies and services has removed time and space restrictions. U-healthcare has
conducted a number of studies to noninvasively measure ECG and PPG, which contain
health information among the vital signs. ECG in particular provides has the most basic
information to check health status, and ECG dislocation changes have an almost one-to-
one correlation with blood pressure and blood flow changes. Thus, the ECG probes heart
function [1]. PPG measures the pulse wave transmitted to the peripheral nerve. When
there is an abnormality or change in the body, the pulse wave shape changes and propa‐
gation speed increases. Previous studies have also investigated arterial perfusion and blood
vessel tension by analyzing pulse transit time (PTT), which is closely related to the blood
vessel quality, by simultaneously measuring PPG and ECG [2]. This paper implemented
an ECG and PPG measurement system that can be worn on the body and provide conven‐
ient health monitoring in daily life. The proposed system calculated PTT as the time
difference between PPG and ECG R-peak signals. Thus, we observed blood pressure and
pulse wave transmission time changes according to posture.
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2 Posture Change and Pulse Transit Time Measurement System

PTT is the time between ECG and PPG R-peaks, measured on peripheral parts of the
human body. PTT properties dependent on blood vessel quality, distance, diameter, and
structural of the blood vessel wall [3]. Thus, PTT represents physical characteristics of
the not the local vessel sites blood vessels from the heart to the specific site, as compared
to the pulse wave transit velocity. With the advent of new and simpler measurement
systems, PTT utilization is rapidly increasing.

To measure the ECG and PPG, a sensor unit was constructed that included an Ag-
AgCl surface electrode and reflection type PPG sensor, analog signal processing device
for detecting and amplifying ECG and PPG signals, wireless sensor node for converting
analog signals to digital signals and transmitting data wirelessly, and a monitoring
program for displaying and storing data on a PC (Figs. 1 and 2).

Fig. 1. Pulse transit time concept

Fig. 2. ECG and PPG measurement system

3 Experiment and Results

3.1 Comparison with Commercial Products

This study compared the proposed bio-signal system with the P400 PPT system (Phys‐
iolab). Ten healthy college students were selected and data measured for 5 min, as shown
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in Fig. 3. The proposed PTT system provides very similar profiles to the commercial
P400 system, although the absolute values differ somewhat.

(a) Proposed system (b) Physiolab P400 system

Fig. 3. Pulse transit time measured by different systems

Table 1. Pulse transit time (PTT) variation with posture [ms]

PTT sitting (ms) PTT lying (ms)
Mean SD Mean SD

Object 1 243.30 4.90 246.10 5.10
Object 2 241.79 5.17 245.10 7.20
Object 3 231.25 4.59 237.53 5.70
Object 4 235.67 5.23 240.63 9.17
Object 5 243.53 4.86 253.24 6.71
Object 6 237.49 4.92 242.65 6.14
Object 7 240.96 11.21 246.440 10.69
Object 8 239.60 5.34 246.64 6.35
Object 9 208.49 3.91 213.13 4.14
Object 10 231.09 4.66 238.55 5.53

Note: SD = sample standard deviation
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3.2 Pulse Transit Time Change with Posture Change

Blood pressure and blood vessel status differ with body position. Previous studies have
shown that PTT decreases for increasing blood pressure and vice versa. The current
study used ECG and PPG to observe PTT and blood pressure changes due to posture
change. Ten healthy volunteers had ECG and PPG measured simultaneously in lying
and sitting position for 5 min, as shown in Table 1. Subjects sitting showed shorter PTT
than lying, because the sitting posture allows the arm measurement point to fall below
the heart, which increases hydrostatic pressure in the blood vessel.

4 Conclusions

This paper implemented a wearable ECG and PPG measurement system to provide
convenient health monitoring in daily life. The performance of the proposed system was
compared to an existing commercial system, which validated the effectiveness of the
proposed system and confirmed measurable PTT changes with posture change. Thus, it
was possible to monitor blood pressure change through PTT, which could be used for
noninvasive and continuous cardiovascular health monitoring. Future studies will esti‐
mate blood pressure changes and disease status from PTT changes, compared with
various clinical instruments.
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Abstract. This paper implemented an efficient monitoring system using the
cloud based processing and storage capacity. The proposed system compressed
electrocardiogram data and transmitted it to the cloud to enable more efficient
processing than could be achieved from the limited resources of the measurement
system. We confirmed the proposed method’s suitability using the MIT/BIH
database, and showed it provided good compression ratio, high recovery success
rate, and low computational complexity.

Keywords: ECG compression · Template matching · IoT cloud based

1 Introduction

ECG (Electrocardiogram) signals reflect heart activity, and healthy hearts show regular
period and/or rhythm. Analyzing ECG signal can identify the presence or absence of
lesion site(s) [1], and can be used to diagnose cardiovascular disease by estimating heart
and physiological abnormalities. Previous research has used real-time classification to
provide user centered services, but these require significant calculation overhead for
accurate analysis and are not suitable for continuous monitoring [2]. Therefore, this
paper implemented a wearable system to monitor ECGs in real time and daily life,
compressing the data and transmitting it to the cloud for analysis. Thus, the proposed
system implemented an IoT based healthcare system to detect abnormal electrocardio‐
grams and notify the user only if abnormalities were identified to minimize data transfer
(Fig. 1).

2 Cloud Based Data Compression and Transmission

We implemented a template matching electrocardiogram compression algorithm that
maintained compression ratio and complexity without requiring a complicated calcula‐
tion process, as shown in Fig. 2. The template matching method first detects the ECG
R-peak, is a characteristic ECG point, and then generates a template, and calculates the
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similarity between the template and the actual ECG signal. Only this latter information
(and the template ID) is saved.

Fig. 1. Proposed real-time electrocardiogram monitoring system

Fig. 2. Proposed electrocardiogram compression algorithm

3 Real-Time Monitoring Using the Internet of Things

Cloud based ECG analysis was implemented using a wireless monitoring system
comprising Screen View, Communication, Pattern Data, and Data Management classes.
The Data Manager distinguishes wirelessly transmitted data packets and stores them in
each of the connection list objects. The Pattern Data Manager loads the indicated ECG
normal heartbeat template and the actual ECG data from the transmitted data packet,
and passes this to the Monitoring Graph Section for real-time monitoring (Fig. 3).
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Fig. 3. Cloud based signal restoration and real-time monitoring

4 Experiments and Results

We used the MIT-BIH Normal Sinus Rhythm database to evaluate the proposed algo‐
rithm. Data were extracted from 10 records for 10 min. We employed the compression
ratio (CR), percent root mean square difference (PRD), and peak detection accuracy (PDA)
as performance metrics, as shown in Table 1. Average CR = 7.94 and average
PRD = 5.33, which was significantly lower <than what>. However, the compression rate
increased with increasing amount of information required to express the measured cycle,
and the reconstruction rate can be reduced due to the signal high frequency component that

Table 1. Compression results using the <full phrase for MIT-BIH here> (MIT-BIH) Normal
Sinus Rhythm database

MIT-BIH CR PRD PDA (%)
16265m 6.64 4.04 100
16483m 7.81 4.50
16539m 8.04 5.70
16773m 8.76 5.05
16786m 9.47 3.63
16795m 9.75 5.91
17052m 8.11 5.45
17453m 8.52 4.77
18177m 6.43 6.82
19088m 5.88 7.49
Average 7.94 5.33

Notes: CR = compression ratio, PRD = percent root mean
square difference, (PRD), PDA = peak detection accuracy
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can occur at low sampling. Thus, lower high frequency component noise produced more
favorable compression ratios. Therefore, the proposed method can achieve high compres‐
sion ratio with high sampling rate in a miniaturized measurement instrument.

5 Conclusions

This study implemented a wearable system to monitor ECGs in real-time in daily life.
The proposed system compressed ECG data and transmitted it to the cloud for analysis.
We implemented an ECG classification and feature point detection method in the meas‐
urement device to efficiently compress ECGs with the limited available resources. The
proposed compression technique was evaluated using the MIT/BIH Database, and
showed goo compression ratio, high restoration success, and low computation overhead.
Thus, the proposed a technique is suitable for deployment as effective real-time ECG
monitoring.
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Abstract. In this study, we presented the trends of IoT (Internet of Things) used
to prevent, predict and detect falls in advance and the measures that could help
spur application of IoT-based fall prevention technologies. The application of
technology for fall prediction and detection can be divided at large into the image
data analysis method and sensor data analysis method which focuses on data from
sensors detecting physical activities. The applications of sensors include accel‐
eration sensors, air pressure sensors, vibration sensors, gyroscopes, audio sensors,
etc. The IoT expected to be further expanded in conjunction with big data analysis
and home care service in the period ahead. For that, simplification of easy-to-
operate device interfaces, linkage with home care services, more secure infor‐
mation collection and management should be ensured through synchronization
with various devices and more rigorous security control of collected information.

Keywords: IoT · The elderly · Falls prevention · Sensor · Device · Home care

1 Introduction

The senescent population is confronted with various physical and psychological chal‐
lenges. The degradation of physical functions, caused by aging, increases the risks of
prevalence of many different diseases, accompanied by psychological contraction,
which leads to an increase in costs incurred form diseases related to aging. Furthermore,
aging causes muscles and bones to be weakened, leading to an unforeseen fall accidents
that hinder everyday life of the elderly. After experience with fall accident, the decline
in recovery ability and psychological fear make the aftereffects persistent. According to
the “Burden of Diseases on Koreans” published in 2016, fall accident topped the list of
diseases, even outstripping the cancer. One-third of the population aged 65 and older
experience fall at least once a year [1]. Fractures caused by falls can increase the risk of
complications in the elderly due to prolonged recovery time. Furthermore, the dysfunc‐
tion and pain caused by fall accidents erode the quality of life and lead to higher mortality
rate. To ensure safe and independent lives of those at senescence, it would be very
important to prevent fall accidents that have recently increased.

With the advancement of IT (Information Technology), state-of-art electronic
devices and industry are developing rapidly. In addition, technologies that can underpin
protection of the elderly have been thrust into limelight as Korea is making a transition
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to the aged society where life expectancy is expected to rise to 100 years. Some robots
of medical applications have been developed to assist patients with dementia, and the
need for technology for care for the elderly has been ever more increasing.

This study was intended to examine the technologies applying the IoT (Internet of
Things) to prevent fall accidents in the elderly and looked into related cases as part of
efforts to mitigate the risks of fall in senescent population and to present efficient coun‐
termeasures that could reduce the risks of fall experienced by the elderly.

2 Technologies Applying the IoT for Prevention
and Detection of Falls

The Internet of Things (IoT) is defined as a technology that provide users with services
of optimal useful value by connecting the network of intelligent devices, capable of
determining the situations and learning, to a gigantic net such as internet, thus bundling
them into a single frame [2, 3]. Recently, IoT has expanded beyond the boundaries of
Bluetooth and near-field communication (NFC) into IoT platform using the smartphones
and found its applications even in healthcare field.

The elderly who experienced falls see a sharp decline in their own physical activities
due to fear of falling, which leads to weakened sense of balance and musculoskeletal

Fig. 1. Internal and external factor of falls [4]
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loss and increases the risks of repeated fall accidents. Therefore, prevention of falls is
important to avoid repetitive experience of falls. Risk factors for fall accident are clas‐
sified into internal factors and external factors, as shown in Fig. 1.

If gait patterns and walking disorders are detected and analyzed by using the IoT
technology among those factors, falls can be predicted, prevented, and detected. Amid
the increase in senescent population and rising needs for better quality of life, IoT tech‐
nology application is considered to represent an area with great growth potential in the
field of elderly care in the period ahead. The application of technology for fall prediction
and detection can be divided at large into the image data analysis method and sensor
data analysis method which focuses on data from sensors detecting physical activities
[3]. The image data analysis method involves tracking the behaviors of targets recog‐
nized by camera, which poses the risks of infringement upon privacy. Furthermore,
equipment problems should be considered when target’s radius of action is large while
the importance of network reliability should be taken into consideration when image
data are transferred. For sensor data analysis, the problem of image data analysis can be
mitigated because the sensors analyze the motions of target. Examples of applications
of sensors include acceleration sensors, air pressure sensors, vibration sensors, gyro‐
scopes, audio sensors, etc.

Studies that presented the fall detection algorithms involving the use of wearable
acceleration sensors showed that the methods of wearing or attaching the acceleration
sensor were different. The sense of foreign material or difficulty with sensor attachment,
etc., were reported, depending on the attachment position of sensors such as acceleration
sensor attached to the waist [5], acceleration sensor attached to mobile phones [6],
sensors attached to the chest [7], sensors attached to the ear [8], and sensors attached to
the wrist [9]. In addition, sensor used in game machines can be utilized to check the
outline of object through infrared rays. By using this method, the gait of the elderly can
be analyzed and fall accident can be predicted 3 months in advance. Air pressure sensor
and vibration sensor can be used to detect fall accidents [10]. Besides, real-time fall
detection system [11] using the acceleration sensor and tilt sensor was developed, along
with smart cane [12] designed to prevent falls using motion sensors and GPS, including
the fall detection system using the data of angular speed variation in gyroscope [13] or
utilizing the analytical data obtained from acceleration sensors and audio sensors or
utilizing the data from built-in acceleration sensor of smartphone [14]. Moreover, studies
[15] have been conducted to predict the fall based on detection and analysis of the elderly
behaviors through convergence of IoT and big data technologies.

3 Measures for Stimulation of Fall Prevention Technologies

To stimulate the application of IoT-based fall prevention technologies, the following
measures are required:

• Simplification of easy-to-operate device interfaces: In order to prevent and detect
the fall of the elderly in advance, it is important to ensure the interface design easily
accessible to the elderly who are the users of the device. Elderly-friendly interface
design needs to be developed which considers the use of color with good
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discrimination which can complement the degraded eyesight and cognitive functions
of the elderly, simple structure of menu layout that can be distinguished at a glance,
and use of fonts [16] with high legibility and high information deliverability.

• Linkage with home care services: More specific fall prediction and prevention
would be possible if various information related to the fall is collected and analyzed
based on frequent monitoring of health conditions and daily activities of the elderly
through cloud-based home care services synchronized with smart home (based on
the IoT). This will enable interconnection among home care for the elderly, treatment
and management of their chronic diseases, prevention of fall, etc., thus reducing
medical costs. Various services will be able to be delivered in conjunction with
visiting care and elderly care business in the period ahead.

• Security Reinforcement: Personal health information measured and collected
through home care services, smart phones, wearable devices, etc., requires strict
security maintenance and control. It is considered urgent to resolve the issues of
security, given that the problem of personal information leakage has constantly
occurred and controversy has swirled over such disclosure of personal data due to
transmission of data via wired and wireless networks. The linkage with home care
service is expected to expand in the future. For that, resolution of security problems
is urgent with respect to various elements related to IoT such as network, platform,
devices, sensors, etc. [13]. The need for more rigorous information security and
control systems should be further increased, along with the need for clarification of
responsibilities among stakeholders in the event of information leakage.

4 Conclusion

The rapid increase in elderly population aged 65 and older and their increased experience
with falls are directly associated with health problems and quality of life of the elderly.
In this study, we presented the trends of IoT used to prevent, predict and detect falls in
advance and the measures that could help spur application of IoT-based fall prevention
technologies. The IoT, which includes sensor network, has been replaced through sensor
data analysis that complements conventional image data analysis and is expected to be
further expanded in conjunction with big data analysis and home care service in the
period ahead. For that, more secure information collection and management should be
ensured through synchronization with various devices and more rigorous security
control of collected information.
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Abstract. Smart care technology which has made strides is recognized vital in
the aging society. This study was intended to examine trends and outlook of smart
care by type of elderly and situation to spur improvement in health management
for the elderly. Smart cares by type of elderly and situation were elderly-friendly
smart home, smart care for management of chronic diseases in the elderly, and
smart care for the elderly living alone. Smart care is needed to be implemented
actively not only to reduce medical costs and improve the quality of medical
services but also to ensure safety and quality of life for the elderly. However,
multi-faceted efforts need to be made to help overcome the difficulties arising
from degraded cognitive function of the elderly, considering the basic orientation
of smart care such as mobile, smart, cloud computing, IoT, etc. For that, it would
be necessary to develop elderly-friendly devices suited for characteristics of the
elderly group and to actively deploy professional manpower, in parallel with
active support from related organizations, who can provide instant support to the
elderly encountering difficulty with the use, so as to stimulate the smart care
service in the period ahead. Furthermore, as health information and privacy infor‐
mation generated in connection with individuals are sensitive data, it would be
the most important to ensure that strict security is maintained for safe data trans‐
mission and that only necessary part of information is shared selectively.

Keywords: Smart care · The elderly · Health care · U-health · Monitoring · Smart
home

1 Introduction

As the nation is making transition to an aged society, the health care for the elderly has
taken on an added importance and there is a widespread recognition that systematic and
efficient management system is required. The key to the technologies required for the
elderly health care system would be to obtain and manage various signals from the
elderly in an unconstrained and non-intrusive state by using existing stable technologies,
rather than cutting-edge technologies, given that the elderly are not easily adaptable to
new machinery. The health-related field in the aging society serves as a backbone of
future core technologies leading from E-Health to U-Health and smart care. Smart care,
which remotely manages health status of the elderly with chronic diseases who need
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constant health management while providing health education and disease management
for patients, can be considered to represent a fusion between ubiquitous health and health
education [1].

Smart care technology which has made strides is recognized vital in the aging society.
Various smart devices used as media for smart care have usefulness in that they enable
users to gain access to a variety of information services anytime and anyplace by utilizing
information communication. In addition, the absence of constraint on time and space
leads to an increase in the ease of accessibility by users, opening up the possibility for
improvement of effectiveness and efficiency in the delivery of healthcare services based
on convergence between health promotion and management services, as well as disease
management. Thus, a sea change is expected to be brought to the environment of health
management medical services in the period ahead [2].

Thus, this study was intended to examine trends and outlook of smart care by type
of elderly and situation to spur improvement in health management for the elderly.

2 Trend of the Smart Care by Type of Elderly and Situation

(1) Elderly-friendly smart home
The key concept of smart healthcare is to overcome spatial limitations and enable

constant health management through application of IT (information technology) to
existing residential space of the elderly [3]. The smart home system is an important
means to maintain health conditions and quality of life of the elderly and will become
indispensable in aging society. Lim and Chung suggested that spatial planning was
important for building a smart home [4] and presented technological elements of elderly-
friendly smart home based on four categories, i.e., life, health, security, and communi‐
cation (Fig. 1).
(2) Smart care for management of chronic diseases in the elderly

E-health and U-health have emerged as alternatives to cope with shortage of physi‐
cians which arises from population aging and to deliver high quality, sustainable and
high-efficient treatments to the elderly. In particular, E-health and U-health will help
increase the number of patients receiving sustainable and proper/diagnosis among resi‐
dents in areas with poor medical facilities and low population density, allowing patients
to stay home longer prior to admission to hospitals. Moreover, guidelines may be
presented for diagnosis and treatment through evidence-based knowledge system [5].
In addition, constant management of daily lives is far more important than short-term
treatment for major chronic diseases, such as diabetes and hypertension [6]. Non-contact
and non-pain biometric information measurement has been recently evolving, enabling
transmission of data from devices with greater convenience to manage disease status,
prevent fall, send out medication intake notification, and transmit notification alerts if a
dose is missed, and furthermore, remote medical services will be able to be delivered to
monitor health conditions of the elderly patients at home.
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Fig. 1. Elements of an elderly friendly smart home space planning [4]

(3) Smart care for the elderly living alone
The issue of the elderly living alone is likely to arise from recent surge in the number

of single-person households and the nation’s entry into the aging society. Most elderly
living alone are isolated from the outside and have the degraded ability to make decisions
in emergency situations and unable to cope with crisis in everyday life. Additionally,
problems such as the elderly dying alone, etc., have recently emerged as social issues
and therefore care needs to be given to the elderly living alone.

Examples of smart care for elderly living alone in Korea include the ‘U-Care System
for the Elderly Living Alone’ which is operated by Jeollanam-do Provincial Government
jointly with Gwangyang-si and ‘Emergency Safety Caregiver System for the Elderly
Living Alone’ which is operated by Busan Metropolitan City. In Japan which has an
advanced elderly-related industry, smart care for elderly living alone has been provided,
such as ‘Living Status System for the Elderly Living Alone’ which is operated by the
Central Research Institute of Electric Power Industry (CRIEPI) and ‘Self-Environment
for Life’ operated by Tokyo University of Japan.
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The smart care for the elderly living alone in Korea has focused on prevention of
lonely death of the elderly through health condition tracking, safety monitoring of the
elderly, and immediate response to emergencies related to their health conditions.
Meanwhile, the Central Research Institute of Electric Power Industry (CRIEPI) intro‐
duced the concept of non-intrusive sensing, enabling remote monitoring of the living
conditions of the elderly living alone through changes in electric current (Fig. 2).

Fig. 2. CRIEPI’s watching system for the elderly living alone [1]

The Self-Environment for Life operated by the Intelligent Cooperative Laboratory
at Tokyo University of Japan measures the condition of respiratory organs in the elderly
and manages their health condition by using the ceiling dome microphone and pressure
sensor bed (Fig. 3). In addition, IoT (Internet of Things) has been recently used for multi-
faceted monitoring of the health conditions of the elderly living alone.

Fig. 3. Diagram of Self Environment for Life [1]
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3 Conclusion and Recommendation

Smart care is needed to be implemented actively not only to reduce medical costs and
improve the quality of medical services but also to ensure safety and quality of life for
the elderly. However, multi-faceted efforts need to be made to help overcome the diffi‐
culties arising from degraded cognitive function of the elderly, considering the basic
orientation of smart care such as mobile, smart, cloud computing, IoT, etc. The elderly
who experienced smart care indicated that it also had disadvantages, such as difficulty
with use of measurement devices, difficulty in resolving system disorder or communi‐
cation disorder, inconvenience in using the system due to presbyopia [7], despite the
convenient and interesting features of smart care. For that, it would be necessary to
develop elderly-friendly devices suited for characteristics of the elderly group and to
actively deploy professional manpower, in parallel with active support from related
organizations, who can provide instant support to the elderly encountering difficulty
with the use, so as to stimulate the smart care service in the period ahead. Furthermore,
the most important issue in smart care market is the security issues. As health information
and privacy information generated in connection with individuals are sensitive data, it
would be the most important to ensure that strict security is maintained for safe data
transmission and that only necessary part of information is shared selectively.
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Abstract. This paper proposes new features for upgrading existing Web appli‐
cation, called TripBasket, in order to support smart tourism, especially enhancing
an individual tourist’s experience including elder tourists who regularly travel
alone in their young age. Four characterized features are tourist’s preference,
location-based notification, unique entrepreneurs, and data mining in tourism.
Some practical functions are introduced so that the further work can be done
practically with cooperation of entrepreneurs.

Keywords: Smart tourism · Location-based service · Innovation · Aging society

1 Motivation

Technologies for tourism are getting more important since emerging of social media
and big data on the cloud. Tourists get more convenience along their trips according to
the technologies. Stakeholders related to tourism also get benefits, for example, entre‐
preneurs in local destinations promote their businesses via social network; such as Face‐
book, Instagram; for free of charge. Both local entrepreneurs and tourists are able to
make uses of technologies on their own without being member of some middleman like
Booking.com, AirBnB.com, TripAdvisor.com, etc. It might be nothing more features
of technologies for tourism unless a term of smart tourism has not come up.

An intelligent advise, for tourists, given by application both Web application and
mobile application is new for tourism. This paper therefore reviews some articles in smart
tourism in order to find out what intelligent features should be added to existing tourism
technologies. Because the author has developed a Web application, called TripBasket, and
demonstrated it in one of Thai startup competition in early 2017. The application was
designed and developed based on basic needs of tourists under the influence of personal
experience of the author who frequently behaves as a solo traveler with no plan.

In order to make the TripBasket more intelligent, literature review in Sect. 2 is
studied. New features and characterization is proposed in Sect. 3. Section 4 concludes
what has been done and suggests some further works.

2 Research in Smart Tourism

Differences between e-Tourism and smart tourism have been clarified by Ulrike Gretzel,
et al., [1] in seven aspects. They defined smart tourism as tourism supported by integrated
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efforts at a destination to aggregate data derived from physical infrastructure, social
connections, organizational sources and human in combination. With the use of
advanced technologies, smart tourism transforms data into on-site experiences and busi‐
ness value-propositions with experience enrichment. The same as Kim Boes, Dimitrios
Buhalis and Alessandro Inversini [2], they claimed that ICT, leadership, innovation and
social capital supported by human capital are core components of smartness as it is
insufficient on its own to introduce smartness. Destination managers have to acknowl‐
edge the multi-facet construct of smartness to create value for all and enhance compet‐
itiveness. Therefore, human still need to be important part of smart tourism.

Yunpeng Li, Clark Hu, Chao Huang, Liqiong Duan [3] compared the characteristics
of both traditional tourist information services and those incorporated in smart tourism.
For the Chinese tourism market, smart tourism represents a new direction implying a
significant influence on tourist destinations, enterprises, and also tourists themselves.
They concluded that smart tourism is the ubiquitous tour information service received
by tourists during a touring process.

Getting information while traveling is widely popular as the Internet service is
accessible easily across countries. Research in mobile usability is then one of research
topics in tourism. Andréa Cacho, Luiz Mendes-Filho, et al. [4] have tried out a mobile
application, called FindNatal, while FIFA World Cup 2014 at Natal city, Brazil. They
aimed to assess the feasibility of the Find Natal in order to find out three questions: the
main visited places, meeting points among different groups of tourists, and outliers in
the tourist flow.

Tracking where tourists have been is also interesting. Noam Shoval and Rein Ahas
[5] have reviewed 45 papers in tourism in order to find out the use of tracking technol‐
ogies. They concluded that no doubt that the future of tracking technologies in tourism
because of the rapid advances in tracking technologies and the growing possibilities in
implementing them. Weimin Zheng, Xiaoting Huang, Yuan Li [6] presented a heuristic
prediction algorithm to predict the next locations of tourists using GPS data collected
from 111 tourists at the Summer Palace in Beijing. The experimental results suggest that
their proposed algorithm has significantly higher prediction power and accuracy than
existing methods.

Data mining is one of outstanding research in smart tourism. Alfredo Cuzzocrea,
et al. [7] have proposed a big data analytics framework, called FollowMe, that permits
to follow traveling Twitter and Instagram users by tracking their geo-located messages
they post during their trips, so that several analysis dimensions (i.e., Time Slot, Origin
Airport, Path, and others) can be built over them and exploited to analyze results. Yuan
Yifan, Du Junping, Fan Dan, JangMyung Lee [8] applied text mining on Baidu travel
notes in order to recognize and discover tourism activity quickly, accurately and conven‐
iently.

Smart destination can be suggested by technology as Cacho A. et al. [9] presented a
platform that uses social media as a data source to support the decisions of policymakers
in the context of destinations initiatives. The initial results suggest that data collected
from Twitter posts can be applicable to the effective management of smart tourism
destinations. Whereas Yong Liu, et al. [10] have already analyzed over four hundreds
thousands of customer reviews on TripAdvisor on ten thousands of hotels in five Chinese
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cities. Based on five attributes of hotels which are rooms, location, cleanness, service,
and value, Chinese tourists domestically exhibit distinct preferences for room-related
hotel attributes compared to foreign tourists. They concluded that having a different
language or cultural background affect customers’ preference related to hotel attributes.
The results suggest that, for tourists from abroad, the service, the room, and value are
the key determinants of hotel ratings, followed by cleanliness and location.

3 Trip Basket

3.1 Basic Features

The application was designed and developed based on basic needs of tourist under the
influence of personal experience of the author with some basic features for two types of
users: tourists and entrepreneurs. The following photo is one of major functions of the
TripBasket: writing a diary and gathering several diaries as a new journal.

The following are basic features for two types of user.

1. Tourists
• Communicating with entrepreneurs.
• Writing diary embedded with location address (Latitude-Longitude) and sharing

to social media (Facebook).
• Gathering diaries into a journal.
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• Showing surrounded attractions and businesses on a map.
• Making wish lists of destinations.

2. Entrepreneurs
• Providing information of their businesses.
• Communicating with tourists.

3.2 New Features for More Intelligence

According to definition defined by Ulrike Gretzel, et al. [1], smart tourism takes role
“during trip” whereas e-Tourism involves with pre and post travel. Therefore, the new
features will focus on enhancing tourists’ experience during their trips.

The TripBasket implements responsive Web design so that the same content is read‐
able properly on various screen sizes. Terry Cottrell and Brigitte Bell suggested that it
is reasonable to expect that users want to move seamlessly among tablet device, laptop,
desktop, and other devices so that their experience will be consistent.

Weimin Zheng, Xiaoting Huang, Yuan Li [6] proposed that they can expand their
work from location prediction for individual tourists to predicting tourist distributions.
However, the TripBasket is not designed for destination prediction as it allows individ‐
uals to make their own wish list for particular area before they start travel so that they
can follow their plan easily. Destinations in the wish list can be introduced during the
trip as location-based service.

As entrepreneurs, they have important role in promoting destinations. Suosheng
Wang and Joseph S. Chen [11] discovered that place identity affects resident’s attitudes
toward negative and positive tourism impacts. A sense of uniqueness or sense of
continuity may impact upon tourist’s place-based self-esteem and self-efficacy. Para‐
skevi Fountoulaki, M. Claudia Leue, and Timothy Jung [12] interviewed twenty
managers from hotels and tour operators in Crete city at Greece, about distribution
channels of tourism. They identified that social media and a mobile location-based
service is important for market distribution.

Not only uniqueness, but branding is also important for destination. Sheng-Hshiung
Tsaur, Chang-Hua Yen and Yu-Ting Yan [13] paid attention on branding of destination
and focus on the identity. They identified five dimensions of destination, for branding,
which are image, quality, personality, awareness, and culture. Tourists can use those
dimensions to identify differences of destination characteristics. Therefore, the proposed
dimensions can differentiate destination from competitors.

According to location-based feature of the TripBasket, new features should make
more benefits related to current location of a particular tourist. New features are
suggested as following.

• Enhancing tourists experience during their trips by giving location-based suggestion.
• Supporting entrepreneurs to make uniqueness of their businesses by distinguishing

destination’s identity along with promoting branding based on five dimensions of
destination: image, quality, personality, awareness, and culture.
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• Collecting data of tourists in three phases: before, during, and after the trip. It will
be used for data mining in order to provide more accurate suggestion for particular
tourist.

3.3 Characterization of New Features

In order to clarify proposed features of the TripBasket, this subsection describes char‐
acters of the new features.

1. Tourist’s preferences. Not only general information; such as gender, age, etc.; but
also keywords of a particular tourist are stored as his/her own preference. Accom‐
modated suggestions for individuals could be easily proposed. They can also have
their own plan for the whole trip.

2. Location-based notification. Information is fed from articles, diaries, or social
network related to current location of a particular tourist. Some conditions are
predefined, for example, distance, high ranking, or close to personal preferences.
Therefore, the tailored information is pushed to a particular tourist at the right loca‐
tion during the trip. An individual tourist can therefore get on-site experience.

3. Unique entrepreneurs. In order to enhance destination identity along with
branding, the system asks them to fill in the following information: identity of their
businesses related to destination, images, quality compared to standard, unique
personality, focus awareness, and culture of both the business and destination. Such
identity is one of filter factors for accommodating individuals.

4. Data mining. The TripBasket utterly aims to find out similarity of tourists by mining
collected data of a particular tourist. Information provided by the system could be
more accurate be feeding the right information at the right time at particular location.

3.4 Example Functions of the Smarter TripBasket

Merging with original basic functions of the TripBasket, some smarter functions are
proposed as below in order to support tourists before, during, and after the trip.

1. Tourists
• Setting personal profile.

– General information: such as gender, age, etc.
– Keywords of interest: such as culture, slow life, mountain, etc.
– Marking articles or diaries of other users in the system as favorites.

• Looking surround attractions and businesses on a customized map particularly
generated for an individual tourist. The map can be generated as either real-time
location-based or preferred location-based.

• Communicating with entrepreneurs who are suggested by the system or pre-
selected by the tourist.

• Writing diary embedded with location address (Lat-Long) and sharing to social
media.

• Gathering diaries into a journal and publishing with some keywords for mining
by others and the system.
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• Making wish lists from destinations proposed by using data mining technique,
for example, destinations of similar tourists classified by the system.

• Supporting elder tourists as many of them usually travel on their own since they
were young. They are more technologically [14] than they used to be and have
confidence and independence in traveling.

2. Entrepreneurs
• Providing information of their businesses with unique identity. The identities of

all businesses in the system can be classified and filtered for proposing to candi‐
date tourists who have similar characters to identities. Ultimately, the system
could provide suitable destinations to a particular tourist.

• Communicating with tourists before, during, and after the trip, for example,
proposing suitable promotions for individuals, sending instant supporting
messages while the trip, and summarizing feedback for further service improve‐
ment.

4 Conclusion and Further Works

This paper has introduced a Web application for tourism, called TripBasket, demon‐
strated in Thai startup competition in early 2017. It was recommended to be improved
in order to be distinct from existing application. Research papers in smart tourism were
studied in order to uncover what features could make the TripBasket smarter especially
enhancing an individual tourist’s experience. New features are then proposed and char‐
acterized in order to clarify how the system will be developed. By the way, existing
functions still remain.

Aging tourism is quite new as elders are encourage to have better quality of life. [15].
Kam Hung and Jiaying Lu [16] suggested that understanding aging in the tourism and
hospitality contexts can be achieved in two directions: the elderly as a traveler and the
elderly as a member of the tourism community.

The next job is iteratively designing user interface and user experience (UI&UX)
with cooperation of entrepreneurs until satisfaction is met. Then software development
process, such as database design, coding, and testing, will be done. The TripBasket could
be tried out at one local destination at the beginning and expand to other area later.
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Abstract. Following the lack of trust for information description and trust
support for the query processing, traditional blog systems are unable to satisfy
users in terms of the performance of information organisation and retrieval. As
well as the fact that the information provided by the website is undefined trust
and a user keeps on searching the information from the internet, it is important
for a user to have some belief or trust in the information they had read. The multi
criteria decision making technique (MCDM) through the integration of the
analytic hierarchy process (AHP) and technique for order preference by simi-
larity to ideal solution (TOPSIS) method is introduced to provide the trusted
score for ranking the blog based on the blog trustworthiness level. Our MCDM
methods are developed to consider the important keys of trusted information,
which entail great agreement from experts based on the proposed criteria which
are the follower, viewer and post. We present experimental results that can
beneficially be used by the user whenever they are looking for the blog infor-
mation and they can manage to rank the result based on the trusted score value.

Keywords: Trust � Blog � Multi-Criteria Decision Making � AHP � TOPSIS

1 Introduction

Blogs are one of the most popular Web 2.0 platforms and can be classified as personal
(or organizationally unaffiliated) or organization sponsored (e.g., a museum-sponsored
blog). Personal blogs are “diary-style web sites” on which bloggers post their opinions,
reviews, ideas, personal stories, and emotion. Nowadays blogs occupy an increasingly
important place in the information worldwide. Whilst sharing the knowledge and
experience, they also become automatically involved in a communication that exists
between blogger and visitors via comments or feedback. In the blog circle life, the
information is kept updated, something which is known as real-time information.
However, another interesting thing about the blog is that we cannot be sure if the blog
can be trusted or not. It is good to understand that blogs contain user experience
information and suitable as alternative information source for people but if people
know if the blog information is trusted or not well trusted, it will be more efficient and
the result will be more satisfied.
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The majority of the current work on the blog recommendation are focusing on the
tagging system, keywords, user profile and categories. The information is getting larger
every day and it is difficult to maintain some methods such as the computation for
tagging similarity, the similarity of keywords, ontology database and user-profile
maintenance. Besides, there has been less focus on trust information in blog recom-
mendation. Trust is everything in the online world and according to a recent study by
[1] in Econsultancy, 61% of customers read and trust online reviews when making a
purchase. Meanwhile, according to [2] in Evercoach, 81% of U.S online consumers
trust the information on blogs. Meanwhile, [1] mentioned that nowadays travel blogger
has their own personality and our readers trust our recommendations because they
relate to us. Besides, [4] stated that a travel blogger can reach people in a way that is
more effective, engaging and often less costly than traditional media. The research aim
of this study is to look further into some novel, effective and efficient approaches to
improve the quality of blog recommendation by means of implementing the trust and
exploring a new alternative criteria for ranking other than common rating and sorting
information. In order to improve the recommendation result by implementing the trust
score, we are interested to introduce one of the rich information contained on the
internet namely blog. To provide a broader scope of evaluation, we proposed new
measurement for trustworthiness in blog. The trustworthiness is defined by having a
trust score for each blog using three proposed criteria from blog which is the total
number of follower, viewer, and post. All these criteria are discussed in next section.

2 Literature Review

Personal blogging in Malaysia had come to peak where the relatively stabilized con-
ventions and expectations of the genre had emerged to sustain persistent interpersonal
and social dynamics. Malaysian Communications and Multimedia Commission
(MSMC) had mentioned about the Internet Users Survey 2016 [3] that interviewed a
total of 2,787 respondents through Computer Assisted Telephone Interview (CATI)
system. MSMC asserted that the internet remained to be an important source of infor-
mation for 90.1% users, while 80.2% said they were totally addicted on social media. As
trust is a social phenomenon, the model of trust for an artificial world like the Internet
should be based on how trust works between people in society [4]. The rich and
ever-growing selection of literature related to trust management systems for Internet
transactions, as well as the implementations of trust and reputation systems in successful
commercial applications such as eBay1 and Amazon2 give a strong indication that this is
an important technology. One of the researchers is [5] recommend a blog recommen-
dation mechanism that combines trust model, social relation and semantic analysis and
then illustrates how it can be applied to a prestigious online blogging system with the
emphasis on Taiwan. From their experimental study, they found a number of implica-
tions from the Weblog network and several important theories in the social networking
domain that is empirically justified and their proposed recommendation mechanism is

1 https://www.ebay.com/.
2 https://www.amazon.com/.
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claimed to be feasible and promising. ITrustU is an online blog article recommender
developed by [6]. This recommender is used to ease the information overload in the
blogosphere with a trust enhance collaborative filtering approach that integrates
multi-faceted trust following the article type and user similarity. In our research, we
proposed the blog trust ranking by using the trust weight from three criteria of blog. One
of the main reasons these criteria are chosen is because it shows the numbers that is
actually showing the truth or real of the blog. [7] Mentioned that flaunting comment
numbers, share count, subscriber count, etc. are all acts as trust triggers for your readers.
Such numeric figures can act as social proofs and can give a significant impact on
ranking the blog’s trustworthiness. The criteria are described details in next section.

The Multi-Criteria Decision Making (MCDM) was developed since 1970s as one
prominent model to measure and evaluate most of the chosen criteria. The MCDM
models are deemed appropriate for evaluating and making decision for the best alter-
native options in order to select the perfect criteria [14]. By adopting a decision theory,
multi-criteria systems can prepare or make available a lot of rich tools for system
designers to build more interesting systems as well [15]. It is also worth nothing that
allowing online visitors to provide fine grained multi-criteria rating feedback is common
in the travel and tourism industry. Recommender systems and decision support systems
have been trying to help the user and decision maker throughout the recommendation
and decision making process, respectively [16]. Thus, recommender systems can be
considered as decision support systems where a target user in a recommender system can
respond to a decision maker in a decision support system. In the decision making theory,
MCDM helps the decision maker in the decision making process when multiple criteria
(i.e. variables, attributes etc.) conflict and stands in competition with each other. Most
commonly used decision-aiding methods, such as outranking methods and the
value-focused models, depend strictly on the multi-criteria aggregation procedures. In
this paper, the integration of AHP and TOPSIS is used to get the trustworthy blog. The
Analytic Hierarchy Process (AHP) algorithm can be used to make pairwise comparisons
among criteria. AHP is one of the most popular MCDM methods [16, 17]. This method
is used to solve a complex decision making problem having several attributes by
modeling unstructured problem under study into hierarchical forms of elements.
TOPSIS (Technique for Order Preference by Similarity to Ideal Solution), developed by
[18] is functionally associated with problems of discrete alternatives. It is one of the
most practical techniques for solving real-world problems. TOPSIS attempts to indicate
the best alternative that simultaneously has the shortest distance from the positive ideal
solution and the farthest distance from the negative ideal solution [19].

3 Methodology

In this section, there is an evaluation and selection of the blog that involves procedures
and steps to choose the blog as follows:

3.1 Preliminary Investigation of Availability Blogs

In this paper, the investigation of availability blogs only apply to travel scope. As we
know, each blog has its own categories such as politic, gossip, education however
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travel category is one of the most top growing category. Overall, we selected 411
available blogs based on access date at June 2015 to December 2015. These blogs are
collected using specific keyword such as “travel to Kuala Lumpur” and we choose the
result provided by a Google from the 1st page’s result to 10th page’s result as it was
mentioned by the Google that the result after 9th pages are not highly recommended.

3.2 Evaluation – Establish the Criteria for Evaluate Trustworthiness
Blog

In this stage, the criteria for trust blog recommendation making which is follower,
viewer and post are identified. The details of each criteria are described as below:

1. Follower: From the Cambridge Dictionary definition means that someone who has
a great interest in something and someone who supports, admires, or believes in a
particular person, group or idea [8]. Meanwhile, Blogspot defines follower as
someone or readers who are a fan of what the blogger has posted. Among the
desirable follower outcomes posited to arise from authentic leadership and fol-
lowership are heightened levels of trust [9, 10]. Moreover, from the book “The
Trustworthy Leader” by [11], the author identifies six elements that reflect a lea-
der’s trustworthiness: honor, inclusion, engaging followers, sharing information,
developing others, and moving through uncertainty to pursue opportunities.

2. Viewer:One of the trust trigger by [12] is Subscriber/Follower/Reader Numbers where
he mentioned that similar to blog comments, the number of people who subscribe,
follow or read your site can help you build trust instantly. The author also agree that the
blogger should showwhatever number that proves blogger’s credible becausewhen the
numbers are small and insignificant, it can have the reverse effect and erode it instead of
building credibility. According to [13] some high pageview bloggers could have a great
influence on a consumer’s shopping decision. So, in our researchwe assume that with a
large number of viewers, the blog itself can have the one of criteria trustworthiness.

3. Post: or entry is the main content of the blog and it depends on how blogger
presenting the content inside his/her blog. In our research, we used the total number
of post provide by the blogger. We choose to have the number of post as because it
shows how active is the blogger in post the content. We believe that if blog have
many post than the blog have more trust score and more trustworthy content compare
to few number of post in blog. One of the post shared by expert blogger in the post
title “Build Trust” is ‘Provide great content consistently’ where the author men-
tioned that ‘if there are no regular content on your blog, it looks stale of your readers
and when you publish regular content on your site, it acts as a trust factor’, by [7].

3.3 Selecting Trustworthy Blog

This stage includes the collected of criteria weight in the metric table using Analytic
Hierarchy Process (AHP) and based on each criteria weight assigned by expert, the
available blogs are ranked in descending order of the score. Technique for the Order of
Prioritization by Similarity to the Ideal Solution (TOPSIS) is used to rank the best
trusted blog. Using aggregation in TOPSIS, the ranking for trustworthy blogs are
shown however the result may be vary as it can rely on individual judgements.

Trust Blog Ranking Using Multi-Criteria Decision Analysis 71



3.4 Determining the Criteria Weight by AHP and TOPSIS

The AHP measurement matrix is processed to obtain the weights based on the evalu-
ators’ preference. The stepwise procedure [17] is used for implementing TOPSIS. The
first step start with the construction of the normalized decision matrix and step 2 by
constructing the weighted normalized decision matrix. In step 3, the ideal and negative
ideal solutions is determined using, meanwhile in step 4, separation measurement is
calculate based on Euclidean distance. For step 5, closeness to the ideal solution is
defined and finally, in the last step, the ranking of the alternative is determined according
to the closeness to the ideal solution when the set of alternative is now ranked according
to the descending order of and the highest value indicates the best performance.

4 Result and Discussion

Each result and analysis are discussed in two categories which is category by AHP and
category by TOPSIS. In AHP, all evaluators result are compiled to get the final weights
for each criteria and in TOPSIS, these weights are used to rank the trustworthiness of
blog. Details are explained in the sections below. Table 1 shows the example of 20
collected data blog from 411 blogs dataset.

Table 1. The assessment of a sample of blog data based on followers, posts and viewers

Original blog data samples
Blog. no Follower Viewer Post Blog. no Follower Viewer Post

1 1 1020171 1445 21 0 35423 74
2 1864 2584655 530 22 3090 0 828
3 0 0 0 23 3116 0 811
4 0 0 0 24 383 1048742 231
5 0 0 19 25 57 87632 452
6 0 5 0 26 0 0 146
7 82 0 99 27 121 6208 77
8 0 0 50 28 6920 0 1940
9 129 254611 217 29 4 0 50
10 0 0 798 30 61220 4494888 2090
11 6716 423682 191 31 525 299169 1321
12 0 0 2 32 15455 4306424 0
13 144 0 187 33 41 841706 95
14 117 0 2661 34 118 123348 158
15 2190 419935 1299 35 159 0 0
16 1618 1235061 339 36 64 3255 34
17 6 151986 112 37 8 0 35
18 0 0 307 38 1272 4285518 1970
19 79 692353 959 39 0 0 44
20 16789 5269974 195 40 49 79634 766
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4.1 Weights Criteria by AHP

The results of the analysis (Table 2) were then used to build a decision matrix.
Essentially, AHP is a technique or a process that obtains ratio scales from paired
comparisons, allowing small inconsistencies in judgements due to inherent human
errors. For such technique, several experienced evaluators are needed to evaluate
several criteria required for the analysis. For this study, eight evaluators were recruited
to perform a comparative analysis on three criteria. Ideally, such evaluators should be
industrial practitioners and academic experts, with relevant knowledge and experience.
The final AHP results were then evaluated against the importance of each criterion, as
shown in Table 2. The results of the AHP analysis showed that the subjective judge-
ments made by the evaluators had high consistencies (CR) where consistency for each
evaluator, CR are 0.02, 0.96, 0.87, 0.00, 0.36, 0.90, 0.65, and 0.19, respectively.
Clearly, such CR values were smaller or equal to 1, which further strengthened the
reliability of the trust score results

4.2 TOPSIS Ranking Results and Discussion

Table 3 shows the mean scores of blogs based on the internal and external aggregations
in the overall TOPSIS analysis. Clearly, such analysis using both external and internal
aggregations had resulted in B144 being chosen as the first most trusted blog, which was
followed by B133 and B346 as the second and third most trusted blogs, respectively.
Table 4 summarizes the ranking of blogs by the eight evaluators in this study. Evi-
dently, the proposed criteria, namely follower, viewer and post, as measures or weights
of trust for blogs are deemed appropriate, given the consistent ranking of blogs by all
evaluators. For example, blogs B144, B133; and B346 were consistently ranked by the
eight evaluators as the top three most trusted blogs (in the descending order). Fur-
thermore, even though the rankings of the remaining blogs by the evaluators are not the
same, the blogs nevertheless remain in the list of the top 10 trusted blogs. The proposed

Table 2. The results of AHP pairwise comparison in selecting trusted blogs by eight evaluators

Evaluator Follower (A) vs. viewer (B) Follower (A) vs. post (B) Viewer (A) vs. post (B)

1 B is very strongly important
than A

B is strongly important
than A

A is equally important as B

2 A is very strongly important
than B

A is slightly important than
B

A is strongly important than B

3 A is strongly important than B B is slightly important than
A

B is very strongly important
than A

4 A is equally important as B A is equally important as B A is equally important as B
5 A is very strongly important

than B
A is strongly important
than B

B is slightly important than A

6 B is extremely important than A B is strongly important
than A

A is strongly important than B

7 B is very strongly important
than A

B is strongly important
than A

B is strongly important than A

8 A is strongly important than B B is strongly important
than A

B is slightly important than A
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new criteria-based method to determine the trust scores of travel blogs). Essentially,
this is a hybrid method, integrating AHP and TOPSIS techniques, to analyze and
compute the trust scores of blogs using three criteria of trust, namely follower, viewer
and post. Such a focus on these three criteria departs from the usual emphasis on other
measures commonly used by other methods, such as similarity tagging, user-based
profiles and item-based trust weights.

More specifically, this criteria-based method capitalizes on existing contents or
elements of blogs, thus making it more efficient and effective. As such, this method will
be able to calculate and generate trust weights to which the ranking of blogs will be
based on. Once blogs are ranked, users can select reliable and current travel infor-
mation from such blogs.

Table 3. Group decision making of TOPSIS with internal and external aggregation for Top 10
trusted blog

External aggregation Ranking Internal aggregation

Blog. no Follower Viewer Post Score Blog. no S+ S− Score

144 1101774 0 215 0.705478 1 144 1.806175 4.429194 0.710334
133 559236 12521352 0 0.456969 2 133 2.714219 2.308658 0.459629
346 4582 37765998 2726 0.235546 3 346 4.62818 1.41139 0.23369
231 61759 3124526 22524206 0.201502 4 231 4.421389 1.113403 0.201164
342 147620 14160420 375 0.164133 5 342 4.183928 0.815552 0.163127
197 8919 11966542 2067 0.088763 6 197 4.726036 0.448919 0.086748
292 103761 0 0 0.08395 7 292 4.502996 0.417125 0.084779
343 1926 9601496 2315 0.071674 8 343 4.773892 0.358892 0.069921
156 4518 8960094 0 0.06735 9 156 4.770251 0.335423 0.065696
30 61220 4494888 2090 0.062366 10 30 4.604839 0.304997 0.06212

Table 4. The top 10 trusted blog ranking by the eight evaluators

Trusted blog
ranking

Blog no.

Evaluator 1 Evaluator 2 Evaluator 3 Evaluator 4 Evaluator 5 Evaluator 6 Evaluator 7 Evaluator 8

1 B144 B144 B144 B231 B144 B144 B144 B144

2 B133 B133 B133 B144 B133 B133 B133 B133

3 B231 B346 B346 B341 B346 B346 B346 B346

4 B342 B231 B342 B133 B342 B342 B342 B342

5 B346 B342 B231 B342 B231 B231 B231 B231

6 B292 B197 B197 B197 B292 B292 B292 B292

7 B245 B292 B343 B343 B197 B197 B197 B197

8 B30 B343 B156 B154 B245 B245 B343 B245

9 B181 B156 B302 B202 B30 B30 B156 B343

10 B229 B302 B292 B20 B343 B343 B32 B30
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5 Conclusion and Future Work

In this study, three criteria of trust, namely follower, view, and post, were used in the
ranking analysis of 411 selected travel blogs by the recommendations system. The
evaluation of the impact of the proposed criteria and hybrid method on blog recom-
mendations is explained. The experimental results showed that the proposed
multi-criteria hybrid method based on MCDM technique was both effective and effi-
cient in ranking blogs based on the computed trust weights as compared to the existing
conventional methods. Hence, such ranking can help guide online users to choose
information that not only current but also reliable. Specifically, a hybrid of the
Multi-Criteria Decision Making (MCDM) technique was utilized to integrate the AHP
and TOPSIS methods in computing the criteria’s weights and in ranking the blogs.
Interestingly, the results of the analyses were found to be highly consistent and reliable.
Such findings strongly reinforce the validity and reliability of the three criteria (i.e.,
follower, view, and post) as measures or weights of trust of blogs, especially travel
blogs.
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Abstract. This work focuses on the implementation of interfaces for human
machine interaction (HMI) for the control of a three-phase motor within an
industrial process, using different softwares with which communication can be
established to control, monitor and manipulate the variables Which intervene in
an industrial process. For this, a didactic module is built using a programmable
logic controller (PLC), touch screen and frequency variator for the control and
monitoring of a three-phase motor.

Keywords: HMI � Interface � Software � Control

1 Introduction

Throughout the times the industry has evolved thus obtaining greater advantages to
automate processes [1, 2], with the automatic revolution the electronic controllers have
managed to break several limitations in the petroleum industry, food industry, power
generators, among others with which security, flexibility and economy in the operation
were achieved, where control methods have been used which Have evolved since [3]:
(i) ON-OFF control which is the simplest way to control a dynamic variable where the
actuator only has two states [4]; (ii) PID controllers that actually in the industry have
chosen a high percentage for their simple structure, precision, reliability and robustness
to a certain extent, with high stability in first order system and in processes where the
response times are not so relevant [5]; y (iii) advanced controllers [6], are characterized
by manipulating multiple variables at the same time, focused on the future prediction of
the variables to be controlled, thus presenting systems with greater robustness [7, 8],
taking advantage of techniques that integrate mechanics, electronics, and computer
science, replacing classic systems. In order to have these characteristics within the
industry, the main building blocks as: (i) programmable logic controllers (PLC) (ii) the
field of SCADA devices and among others, need to be flexible and consistent according
to their functionality [9].

SCADA systems are increasingly using new computer technologies in the devel-
opment HMI [7, 9, 10], using sophisticated software with the industrial capabilities
necessary to satisfy the process and operator requirements e.g. in [9] use web tech-
nologies to monitor the level of a tank where not practically the programmable logic
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controller intervenes directly with the web page, but can read and write the variables in
the SQL database, this type of technology is implemented by the advantages it pro-
vides, such as (i) adaptability (ii) support for smart deviced (iii) web technologies in
continuous evolution, among other; in [11] Implement an HMI using LabView soft-
ware for the monitoring of an autonomous vehicle guided by GPS, where the distance,
speed, direction and other variables of interest are monitored in order to identify the
proper functioning of the vehicle; in [12] employing an HMI, development in an
application known as WinCC (Windows Control Center) using a SQL database, the
advantage of this interface is that it allows the visualization and handling of processes,
manufacturing lines, machines and installations. The volume of functions of this
modern system includes the issuance of event notices in a form suitable for industrial
application [13]. As described the HMI are common tools and necessary to be able to
interact with the different industrial systems or processes in which a monitoring is
necessary [2, 9, 14], In the present work a complete system is built which integrates
stages of instrumentation, control and visualization of industrial processes in differents
HMI’s created by making use of softwares and technologies that continue to advance
and revolutionize the industrial field. A system has been created in which the operation
of the control can be deployed from one of the implemented HMI.

This work consists of 5 Sections including the Introduction. Section 2 shows the
construction and programming of the PLC for the module. Section 3 describes the
HMIs implemented in this module for the monitoring and control of the process.
Section 4 shows the experimental results of the control and visualization of the process
data in each of the HMIs. Finally, the conclusions are presented in Sect. 5.

2 Construction and Programming of the Process

2.1 Construction

In order to comply with the functional requirements of the module, it is considered that
the equipment to be used in the control module is industrial, in order to have a system
related to an industrial process, Fig. 1 presented the block diagram of the implemented
system.

Fig. 1. Block diagram of the speed processing module.
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Was studed several modules developed that control the different industrial pro-
cesses such as; (i) temperature, (ii) pressure, (iii) level, (iv) flow rate, (v) velocity,
among others. The most common ones for research are those that do not require
additional equipment for their operation e.g. Pressure, temperature and level using a
proportional pneumatic valve, a compressor is necessary, for this reason the speed
process is chosen. The piping and instrumentation diagram (PI&D) of the process is
represented in the Fig. 2.

The speed control process has an encoder, which measures pulses and sends a
digital signal to the PLC in which calculations are performed to determine the engine
RPM. Internally in the (i) PLC is developed a PID control algorithm, which has as
input the value of the SP in RPS, (ii) the actuator is a variable frequency drive that
supports the proportional regulation the RPS of the motor.

2.2 PLC Programming

The programming of the PLC employed was done in Ladder language, practically
consists of the constant reading of the encoder thus obtaining the process value;
Afterwards the execution of the PID loop is generated generating a control variable sent
to the actuator, this procedure is executed in a cyclic and continuous way for the
process, Fig. 3 shows a flow diagram of the programming of the programmable logic
controller.

Fig. 2. PI&D of the speed system.
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3 Design of HMI’s

A computer-aided HMI is part of the computer program that communicates with the
user. The term user interface is defined as all parts of an interactive system (software or
hardware) that provide the information and control necessary for the user to perform a
task with the interactive system.

3.1 Touch Panel Interface

For the implementation of the HMI in a touch panel, the software TIA PORTAL is
used that allows the programming of the screen of the Siemens brand, this software has
the necessary requirements to develop an interface in which the values of the process
and of Similar way to write the value of get of the RPS of the engine. The HMI used on
the screen is connected to the programmable logic controller wirelessly via ethernet
either directly with the plc or to a switch as shown in Fig. 4; For communication and
programming (i) the PLC (ii) the screen and (iii) the computer with the programming
software are connected in the same network to program these devices together.

Figure 5 shows the programmed HMI screens in the Touch Panel, thus obtaining
flexibility and ease of use.

Fig. 3. Flow diagram the program of the PLC.
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3.2 Web Server Interface

The range of PLCs of the S7-1200 series in the SIEMENS brand has a webserver that
provides access to the variables defined in the CPU of the PLC, thus enabling the
implementation of a basic SCADA system Fig. 5. Once the Web Server option is
activated in the PLC to later enter the IP address of the PLC in any web browser, we
have remote access to the process variables for PID speed control, where we can
perform the functions of Monitoring and control in a single interface provided by the
web server platform as indicated in Fig. 6.

Fig. 4. Interconnection of the HMI for the monitoring and control of the process.

Fig. 5. Screens available on the touch panel HMI.
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3.3 LabVIEW Interface

The LabVIEW System Design Software software is used as a resource to perform the
HMI interface through a PC, thus allowing the programming of an environment that
helps to visualize the values that are generated in the process, they are presented In a
graph and help the interpretation of the changes that are generated. The HMI allows the
user to insert the value in RPS of the motor as preferred by the operator (SP) and sent to
the PLC, all this makes possible with the use of OPC [15] that creates link to send and
receive information from the PLC to LabVIEW or vice versa wirelessly as shown in
Fig. 4 (i) the PLC (ii) TOP SERVER and (iii) the computer with LabVIEW System
Design Software connected on the same network. Following are the screens pro-
grammed in the LabVIEW HMI Fig. 7.

Fig. 6. Web platform of the process.

Fig. 7. Screens available in the LabVIEW HMI.
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4 Results

For the analysis of the results, the fully constructed module was used, which performs a
PID control of a three-phase motor. Figure 8 indicates the module which consists of:
(i) a Siemens S7-1200 PLC, (ii) a Touch Panel model KTP 700, (iii) there is a 24Vdc
LOGO source which feeds The Touch Panel and the PLC, (iv) is has the anlogic output
module to generate the control variable (CV); (v) to manipulate the motor speed uses a
frequency inverter which is connected to the motor.

The implemented interfaces indicate each of them the state of the process in real
time, as shown in Fig. 9, indicating the operation of the PID control on the HMI
unrolled in the Touch panel on the screen corresponding to Trends, even on this screen
It is possible to make SP changes and check the operation of the PID control used, as
you can see, the PID responds correctly before SP changes, stabilizing the PRS in the
desired value.

Fig. 8. Speed control module of a three-phase motor.

Fig. 9. PID operation shown on the touch panel HMI.
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The HMI developed in LabVIEW likewise indicates the trends of the real-time
process in which you can visualize the necessary damages that you want to know about
the process as shown in Fig. 10 the corresponding tests are performed to verify the
control and monitoring.

The HMI developed in WEB only indicates the values of the process, which are in
real time in the same way as the other interfaces, in Fig. 11 the display of the state of
the process values is indicated in the same way change the SP as required by the user.

5 Conclusions

The construction of the module allows familiarization with industrial speed processes,
as well as in a practical way to evaluate the controller, the module presents industrial
solutions for process control, industrial communications and design of HMI screens
using different software for the programming of each Of them facilitating the moni-
toring directly or remotely. The process interfaces are practical of the industrial type
with the corresponding screens for monitoring and control of the variables involved in
the speed process.

Fig. 10. PID operation shown in the HMI developed in LabVIEW.

Fig. 11. Status of process variables in web service.
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As a future work can be done a graphical interface with Web Server programming
in html language to create different screens similar to the messages in the article.
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Abstract. This article proposes the develop of a dynamic virtual environment
that with the consumption of real time data about the state of a place, offer an
immersion to the tourist like be at the desired location. The development
implements a communication and loader structure from many information
sources, manual information data loaded from mobile devices and data loader
from collecting equipment that get environmental and atmospheric data. The
virtual reality application use Google Maps, and worldwide heightmap to get 3D
geographic map models; HTC VIVE and Oculus SDK for support virtual reality
experience; and weather API to show the weather information from the desired
location in real time. In addition, the proposed virtual reality application
emphasizes user interaction on the virtual environment by displaying dynamic
and up-to-date information about tourism services.

Keywords: Virtual reality � Mobile applications � Tourist experience �
Experience quality

1 Introduction

At the international travel and tourism conference of the United Nations, tourism is
defined as: The consumption, production and distribution of services for travelers who
dwell in some place other than their domiciles or workplace for at least twenty-four
hours. Shorter sojourns are regarded as mere excursions. On the other hand, tourism
without creativity could not survive, that is why it must innovate its forms of diffusion,
for which the technological advances cannot be excluded [3, 4].

Any type of technological approach that we want to implement, we must accept that
the world has changed, in the global village that we are, we stop talking about isolated
societies, and we start talking about figures such as virtual groups. Currently, with the
development of new technologies, different virtual groups have been created: e-health
Which based on technology, takes care of the human’s health; e-business Uses
information and communication to facilitate transactions between businesses and
customers; e-learning Uses technologies for teaching; e-government Is an ICT appli-
cation for the benefit of e-society, focused on digitizing services, information or
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transactions offered to citizens, or the exchange of information between governmental
groups; e-democracy Is intimately linked with e-voting, e-participation and e-inclu-
sion, which focuses on democratic procedures [5]. As described above, technology is
reaching all areas that humans developed, and for all of this, there is no doubt that
e-tourism should not be left out [5].

E-Tourism was born as a society of travelers who exchange experiences of their
travels and recommendations of tourist destinations. The internet is the main resource
for obtaining information about services related to tourism; These resources can be
created and maintained by a web editor, a community or members of a forum [5, 6].
The dissemination of tourist information is born from the desire to have a small
experience before taking a decision, traditionally it is done by media content, product
presentation, illustrations, catalogs, maps, and other materials [2]. New technologies
offer new tools for transmitting information from many places regardless of time or
distance [7].

Virtual Reality, VR, focused on tourism, is a technology tool that is currently under
development, this allows the tourist to have a closer experience of the desired place,
either for fun, distraction or professional purposes [3]. Collaborative Virtual Envi-
ronments, CVEs, are virtual environments shared by users for their interaction and
collaboration, these can be on the same site or can be scattered around the world. This
type of virtual reality can be seen in the areas of e-tourism and VR-Shops, in addition to
information deployed within virtual environments, integrates the use of real-time data
collection ESRI ArcGIS attributes [7].

In Ecuador, tourism is considered as one of the most important economic sources
for the country as it is currently the third economic source of non-oil revenues for the
Ecuadorian economy. Therefore, with the objective of increasing the source of eco-
nomic income, the Ministry of Tourism has implemented five strategic pillars at the
National level to convert Ecuador into Tourism Power; The strategic pillars focus on:
(i) security to build trust; (ii) quality to generate loyalty; (iii) destinations and products
to generate unique experience; (iv) connectivity to generate efficiency; And finally (v)
promotion to generate demand. Specifically, in order to comply with the promotion
strategy, Ecuador has invested large amounts of money in order to increase the number
of foreign tourists visiting the country; As an example is the tourist promotion of the
ALL YOU NEED IS ECUADOR campaign that emphasizes that no country in the world
can say that it has everything like no other, and everything in one place and as close as
Ecuador has. For the positioning of the campaign, Ecuador was the first foreign country
to promote itself as a tourist destination through a sports event like “Super Bow 2015”
with an investment of 3.8 million dollars in a commercial of 30 s plus the cost of
production that surpasses the million dollars.

As described in previous paragraphs, this paper presents the development of a
virtual touristic application to promote and spread the tourist sites of the Republic of
Ecuador, Tungurahua Canton. A flexible application that adapts to situations where
variables obtained from dynamic environments are handled, giving the user the
opportunity to interact with the environment and adapt it to reality. In contrast to
traditional implementations in which virtual environments contemplate the use of static
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components such as land, buildings, roads, and perhaps some information of its
components, climatic conditions, vehicular flow; The proposed application integrates
the use of real-time information, both for the dynamism of the scenarios and for the
visualization of solids and information, by providing dynamic environments and the
ability to read data in real time, the application is completed with integration Of
interaction modules so that the user can work in the virtual world according to their
needs. In addition, a real-time communication and data loading structure is imple-
mented from different sources of information, either manually from mobile devices, as
well as data loading from atmospheric environmental data collecting equipment.

2 System Features

In this research handled data that are collected through an application of information
load, furthermore the consumption of APIs of mapping and reception of atmospheric
data, all this information is stored in a centralized database the Which standardizes its
access and management through API REST technology, making possible the con-
sumption of up-to-date information on the proposed virtual reality application.

A virtual reality application that allows dynamic scenarios and user interaction, must
have access to information in real time, to assist in the process of gathering information,
in this proposal is developed an application supported on Android Operating System
4.2.2+ that allows to load the information from the desired sites. This information is
synchronized to an already defined, created and hosted database on a server with public
IP that allow the connection from any user with internet connection; Security politics are
integrated against loss of connection with the central server, in that situation, the
information is stored in a SQLite database on the mobile device until it can reconnect
with the central server and perform a data update (Master-Slave replication). The cen-
tralized database is fed by data loader mobile application, but it allows to be fed with
information of meteorological centers too. In province of Tungurahua are currently
active 10 meteorological stations by the Ecuadorian meteorological service [9].

Although the acquired information corresponds to various types of data, variables
and relationships, all information are available for consumption under a REST API
schema, so it is not limit the consumption of information to certain devices or devel-
opment environments, any application on any equipment that has REST API service
consumption support can interact with the information repository, see Fig. 1.

In the process of information consumption, the virtual reality application uses the
information of the centralized database through HTTP requests, the requests specify the
format in which the information will be returned, in this case it uses JSON format, as it
allows a high processing speed and generates smaller files that are transmitted at high
speed in the network to provide a channel with information in real time.
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3 System Structure

The control scripts are developed, to respond the operation of different process asso-
ciated to the virtual device in the Unity environment, see Fig. 2.

Fig. 1. Block Diagram for the collection of information to be used in real time, by the e-tourism
application.

Fig. 2. Component interrelation diagram
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The map recreation phase of the scene, contains all virtual reality resources that will
be used in the app like Audio effects, show data panels, region maps in 3D, 360 media
content and the Game Objects that the virtual Reality Device needs. The goal is to show
the resources and information updated immersive, and with a natural input method.

In the phase of inputs and outputs, we have the virtual reality devices (tethered and
mobile) that will show the immersive part of the development, providing haptic
responses to the interaction and sending input information in the user interface and in
the Motion tracking of the HMD.

In the SCRIPTS phase, there are controllers that independently perform their work
but are controlled by the User Interface Controller which manages the input forms and
generates the information of the output phase and manages the contents in 360 that will
be shown according to the behavior algorithm of the App and user interactions. As part
of the individual drivers are the API Weather that reads the weather information in the
region for example from AccuWeather servers, while the Grab Objects Controller
converts the actions of the inputs into events that interact with the selected 3D objects.
Finally, the Map Controller is a script that generates the 3D relief of the original map,
depending on the interactions with the app the terrain can change to improve the user
experience.

4 Virtual Environment

The app development requires a list of steps managed in layers’ mode to achieve a
complete app. Each layer explains the important areas that conforms the final app like
(i) Layer 1: the method used to transform a 2D map to a 3D map with the original
features of the terrain; (ii) Layer 2: texture the terrain and environment objects with the
original colors of land reliefs; (iii) Layer 3: consumption data from a centralized
API REST system, manage 360 media content and interact with the weather API and
auxiliary 3D Resources, see Fig. 3.

Fig. 3. Layer interaction diagram
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The journey stars in the layer creation of real geographical data of the region where
these maps are to be worked, the most similar to reality as you can find it in tools like
Google Earth, OpenStreetMaps, etc. There are not available real 3D terrain models or a
directly way to import a Google Earth 3D map to a Unity scene. A way to solve this
problem consist in create a heightmap from a 2D map of the selected region. The
Heightmap could be found in the public topography maps of NASA.

A heightmap or heightfield is a raster image used to store values in their grayscale
colors, such as surface elevation data, for display in 3D computer graphics. In this case
the heightmap is converted into a 3D mesh data for a relief terrain. This process is made
by an algorithm implemented in javascript, see Fig. 4. This process is done one time,
but as the user interacts or changes the map, the algorithm is executed again to optimize
the user experience. The color 2D map is used to texture the 3D map with the original
features of the relief, see Fig. 5.

a) 2D Heightmap b) 2D Texture Map

Fig. 4. 2D Maps of Ecuador

a) Terrain with 3D relief b) Texturized 3D terrain

Fig. 5. 3D terrain model of Ecuador
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To share data in the API REST is necessary collect important data from the selected
places such as: coordinates, routes, tourist guide, and tourist services. The App Con-
troller access to API REST with the input information from the user to show relevant
information. Another activity is managing 360 media like play/pause 360 videos based
on a sphere texture player and an audio playback synchronized with the video. The
other 3D resources are used like controls of video player, displaying photos, markers of
selected places and panels that shows short description that come from a query to the
API REST, see Fig. 7.

5 Results and Discussion

This section shows an inmersive virtual environment of Baños de agua Santa, a turistic
city of Ecuador. In this case the user could be explore the zone in a real 3D terrain
generated with real data from google earth.

Before use the app is necessary to share data in the API REST with a small tool
developed specific to this case called The Android Data Loader (ADL), see Fig. 6.

Data loader Android application, help with the proccess of information loading,
using the internal gps features of the mobile device to get the longitude and latitude
taking care with the best location estimate, this data plus the input capacity to write de
aditional information are saved in the internal SQLite database, then automatically the
application test the internet connection status to sync the internal SQLite data with the
centralized database over internet through API REST features on the centralized
database, see Fig. 7.

The centralized base has all the loaded data with the ADL, to access to this
information the app query with the notation specified in the API REST, see Fig. 7. The
important reason to develop an API REST is that any device or software can access to
this information. And now the TourismVR app can run and consume loaded data.

Fig. 6. Android data loader application.
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When the user opens TourismVR, there are an animation of earth leaving to
Ecuador and shows an interface to select place. Quito, Cuenca and Baños and select the
tourism type interests: adventure, cultural and gastronomic, see Fig. 8. This input data
help to show relevant information. And the next step is press the GO! button to travel to
Baños de Agua Santa city.

For this prototype app the data for these places is: hotels, restaurants, and touristic
activities of Baños de Agua Santa city located in the Tungurahua Province. The
experimentation was developed with HTC VIVE headset in a room scale configuration
with a Virtual Reality Ready PC.

Fig. 7. Centralized database over internet and API Rest Access

Fig. 8. Home screen TourismVR app
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When the user chooses the site and type of tourism the app carries the user to de top
of Tungurahua Volcano that offers a panoramic view of the city and the markers with
the suggested places to visit, see Fig. 9. This feature makes the user appreciate the type
of nature that have in their hands like: valley, plains and mountains, etc.

The suggested places are: Ines Maria Waterfalls, Palomino Flores Park and La
Virgen Waterfalls. To go to this places, the user interface allows you to scroll inside the
environment using controlled flights to each one of suggested places using the grip
button of the HTC VIVE’s controllers. Another method to go to suggested places is
through a guided tour using animations of tarabita, bus, and teletransport directly to the
suggested place, see Fig. 10.

Fig. 9. Landing in the top of Tungurahua Volcano

Fig. 10. Controller flight around the suggested places
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The user could take advantage of this environment to look up the landscape, in this
case the user can see a way to transport lava and mud from Tungurahua Volcano when it
is active. This dangerous way is close to the city. This natural way cannot see always from
the real site in Baños because the weather does not allow it and the difficult to arrive.

When the user is in a suggested place, he will can see the resources, 360 media
available related with the place like name and a short description, weather info and the
forecast to the next week. In this case the selected place is the La Virgen Waterfalls, see
Fig. 11.

At this point when the user selects the video sphere, the headset shows a 360°
video, and when the photography sphere is selected, the headset displays a 360° photos
reel from different angle of place. The user interface has buttons to forward or rewind to
navigate on 360 media content. The projection of 360 media content give to the user
the immersive sensation in the real place because there are real video and photos from
the place, see Fig. 12.

Fig. 11. Controller flight around the suggested places

a) 360 Photo b) 360 Video

Fig. 12. Displaying 360 media content
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At the end, the user has experienced two virtual experiences in different ways. The
first one, to navigate in a virtual environment faithful to the reality of the tourist site,
and second, to enjoy content in photos and videos 360. The two ways that the app
offers to visit a place makes the user feel immersed in the place even before visiting it.
The application is in development to load to its bases the information of each tourist
place that is wanted to promote.

6 Conclusions

Immersion in virtual reality environments is complete when the interaction between 3D
resources are manipulables and this creates empathy between the user and the virtual
experience. The main objective is the visualization of informative data about virtual
environments, data is static or have a few changes in the course of time, as data
obtained in real time, the same ones that help the tourist to know the current state of a
desired environment. Finally, the distribution is done for both mobile applications and
devices (HTC VIVE and Gear VR), which help potential tourists to know a part of the
benefits offered by tourist places. As a prototype of information feed, data are taken
from Baños de Agua Santa city, located in the province of Tungurahua - Ecuador.

The use of virtual reality is not a way of replacing traditional tourism, this publi-
cation focuses on the dissemination of information so that the tourist has information
on the conditions of the site that he wants to visit. Further, the platform made up of
centralized data and access through API REST as well as the App Controller, present
scalable features to be able to add more information and features as well as services and
availability of resources that will give to the user an immersive experience ever greater.
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Abstract. In today’s digital economy, the government must face challenges the
to acquire, prepare, anticipate, and develop policies strategically for leveraging
micro and small business (MSB). As a consequence, MSB and home industry
should anticipate their business using information and communications technol‐
ogies (ICT) into e-commerce platform. This paper is to propose a key model
towards digital economy using Performance Evaluation Matrix and Analytical
Hierarchical Process (AHP) for MSB in coastal area Jakarta, Indonesia. This
research-in-progress study assesses transform factors for build business environ‐
ment using the internet instrument such as e-commerce, e-business, e-media, and
e-government. The triangulation method was used into literature studies, in-depth
interview, and secondary data. Based on analysis gap we represented the potential
factors key into a scheme of AHP. Our analysis shows that many potential regu‐
lation and policies are required to develop an environment as a central market
means to foster digital economy and learning in organizations.

Keywords: e-Commerce · The digital economy · Coastal areas

1 Introduction

Indonesia has a chance to be the biggest digital economy in South East Asia by 2020.
With more than 93.4 million persons of internet users in the world and 71 million persons
are using a smartphone, Indonesia will have 1,000 of technopreneurs with business value
IDR 10 billion and e-commerce value of IDR 130 billion.

According to government’s vision, the Minister for the Economy announced the
XIV Economy Package Policy. In digital economy, the government face several chal‐
lenges to acquire, prepare, anticipate, and develop policies strategically in leveraging
the micro and small business including home industries. For that reason, the govern‐
ment needs to deliver President Regulation on E-Commerce which called a Road Map
to encourage expansion and improvement of economy activities efficiently and

© Springer Nature Singapore Pte Ltd. 2018
K.J. Kim et al. (eds.), IT Convergence and Security 2017,
Lecture Notes in Electrical Engineering 450,
DOI 10.1007/978-981-10-6454-8_14



globally connected. The objectives are to encourage young generation in creation,
innovation, and invention to new economy activities. The Road Map Regulation has
eight aspects of adopting E-Commerce (Table 1) as fully type from ‘Majalah’ ICT [1].

Table 1. Factor key to success based on authors

Factors key to success Authors
Infrastructure, legislation, and promoting [8]
Infrastructure, the digital broadcasting, the Internet, e-services and e-government,
applications and IT services, hi-tech equipment, and education

[9]

The Internet, IT application, Technological digital divide, strategies plan,
business intelligence, and organic network structure

[10]

Ownership of ICT gadgets/tools/services, ICT, and the internet [11]
Individual, organizational, environmental, technological, and economic factor [12]
Individual, organizational, technology, market and industry, external support, and
government support

[7]

Web sites marketing, mobile technology, and partnerships [13]
Internet, technologies, complexity of business, investment, organizational
resistance, culture, technical skills and IT knowledge, to be suited to SME
business and the products/services, awareness, security, linked to the customer-
supplier-business partners, the expertise of SME, and e-commerce standards

[14]

Capital, attitude, awareness, knowledge, and skills [6]
Technological, organizational, environmental and individual factors. Special to
Indonesia SMEs, the crucial factors are technology readiness, perceived benefits,
and individual factors (innovativeness, IT ability and experience from owners)

[15]

Pressure: external, environment, competitive
Readiness: organization, national, industry
Budget: investment, cost, perceived benefits, resources
People: IT knowledge, skill, technical power, mindset
Technologies: infrastructure, internet speed, security, perceived ease of use
Organization: culture, structure, nature of business, management support and
commitment, size and type, owner’s awareness, governance

[16]

Infrastructure, budgeting, and cost of ICTs, and political environment [17]

The New Era Economy (the Digital Economy, Economy Internet or Economic Net)
would require many challenges and changes business on local, national, and even global
[2]. Drew [3] suggests adopting the different strategies for e-commerce and the needs
of training and support on the industry sector.

According to Indonesia Bureau of Central Statistics [4] stated that MSB continues
to increase approximately 1,361,129 whereas 1,328,147 previously in 2012. The
Minister of Communications and Information Technology [5] in the headline news
revealed that although Indonesia is currently experiencing a slowdown in economic
growth in the last five years, but the industry e-commerce even more rapidly. Therefore,
Indonesia is optimistic to become largest players of digital economy in Southeast Asia
as well as the next backbone of the national economy. Furthermore, this is also in line
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with the development of the ASEAN Economic Community (AEC) which is potential
for a digital state in Southeast Asia’s largest economy by 2020.

The dominance of SMEs will come to the basis of e-commerce business. Based on
analysis of Ernst and Young, it shows that online business sales value growth increased
by 40 percent each year due to 93.4 million Internet users and 71 million users of smart‐
phone devices in Indonesia” [5]. The point of this research is to find and analyze the
potential factors key to success and to make the key model of government policies for
micro and small business (MSB), especially for the coastal area.

1.1 Coastal Area – Seribu Islands

As an archipelago state, Indonesia has many coastal areas such as Seribu Islands,
Mentawai Islands, Maluku Islands, and so on. It will come to be a market potential of
the tourism sector and other sectors.

Seribu Islands is a part region of Indonesia capital city, Jakarta. The Greater Jakarta
Metropolitan Area in Indonesia is the 2nd largest agglomeration in the world (after
Tokyo) with around 30 million inhabitants. However, the island has a considerable
potential for development economy, but the disparity of technology infrastructure and
the ability to have enough human resources become a gap with the people of Jakarta on
the mainland. This region has four biggest islands (Sibira, Tidung, Pramuka, Harapan,
etc.) and the MSB growth is dominated by tourism and resorts. Seribu Islands have a
great potential for SMEs to take advantage of e-commerce. Tourism potential is wide‐
spread in some of the islands have a tourist attraction for both local and foreign countries
and its main economic empowerment into industrial centers, home industry, and the
modern market.

1.2 Micro and Small Business (MSB) Characteristics

Micro and Small Business (MSB) is different to Small and Medium Enterprise (SMEs).
So, we have to classify to Microenterprise. It is a very small business but considered as
the backbone of industrial development in the country [6]. In Indonesia, the size of the
company has been categorized based on the total number of full-time workers and annual
sales turnover. According to Janita and Kian [7] and refer to UU No. 20/2008, Small
Enterprise has characteristics (1) Asset - IDR 50 Million to IDR 500 Million excluding
(Land and Building); (2) Revenue or Annual Sales Volume - IDR 300 Million to IDR
2,5 Billion; and (3) Employees are 5 to 19 people. Meanwhile, Medium Enterprise (1)
Asset – IDR 500 Million to IDR 10 Billion excluding (land and building), (2) Revenue
or Annual Sales Volume - IDR 2 Billion to IDR 50 Billion, and (3) Employees are 20
to 99 people. Sometimes, MSB Indonesia is called street vendor (who has a little business
with a number of full-time worker and less than five or having a sales turnover).

MSB are most similarly with Malaysian microenterprise that was start-up business
with small resources and limited/few capital. Generally, they must provide of income
for supporting daily life and family. Next, they must exist by self-employment with
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limited resources, capital, and technology. These factors are indicated become the inhib‐
itor to achieve the opportunities in enhancing the adoption of IT into their business
performance [6].

1.3 The Factors Key to Success

Based on literature systematic review, we summarized the factors key to success in the
digital economy, whereas some of the barriers are to switch to success.

2 Research Methods

This research was used triangulation method. The analysis gap was conducted by
comparing between literature study, in-depth interview, and secondary data (which
collected by the government of Seribu Islands). The keywords e-commerce, digital
economy, micro business, SMEs was used for searching journals and paper on Science
Direct, Scopus, Emerald, Springer, Proquest, EBSCO, and so on. In-depth interview
was done by focus group discussion (FGD) that presented of government, stakeholder,
and online business expertise in the forum which facilitated by government city of DKI
Jakarta. The first FGD was attended by 20 persons which represent of stakeholder in
several departments and unit organization of Bureau of Economic Province DKI Jakarta.
The Second in-depth interview was attended by three persons who representative of
Seribu Islands. Finally, the third FGD is related to the seminar which more than 35
persons invited by the committee of BeKraft (the independent state commission that
focuses on creative economy). This research is preliminary to investigate and identifi‐
cation the factor keys of e-commerce to success towards the digital economy in coastal
areas. On this paper, we described the performance evaluation matrix method to gain
the list of factor keys and will enhance the results using AHP-QFD for the next research
to achieve our goal of the research.

3 Result and Discussion

Based on the in-depth interview, we analyzed problem arising in using ICT to
enhance MSB business. The government has done many programs to encourage and
facilitated the MSB onto e-commerce environment. Unfortunately, there are gap to
face e-commerce environment as following: (1) Develop a collaboration partnership
between Business, Government, higher Education (BGE) to support research and
development in e-commerce; (2) Promote the MSB to use the big channel of commer‐
cial market such as Tokopedia, GoFood, Lazada, so on, and future with Alibaba.com;
(3) Give the program training and education to create website, free material, and how
to business online transaction; (4) Develop annually the forum discussion to society
of Seribu Islands to leverage the potential economy. The biggest problem of this
region is transportation and accessing to get the islands. Limited of ships and port
become the main barrier and expensive of transportation. Sometimes one ship should
pay IDR 11 million for two ways in order to pick and distribute the MSB products;
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(5) ICT provider is limited causing led to weak of the signal; (6) Type of MSB are
most numerous with a few capital such as anchovies, pickles, crackers, breadfruit. If
the material unavailable it causes the business stop operation.

Based on secondary data, we found that BeKraft was initialized to help the problem
arising for Indonesian vision to the digital economy. We captured some opinion from
Mr. Rudiantara as Ministry of Communication and Information of Indonesia and Mr.
Harsono as Chairman Mastel Institute [1]. Herewith the following of their opinion for
Indonesia road map e-commerce. The road map exclusively describes on sub-section.

3.1 Indonesia Vision to Digital Economy

Indonesia has 57 million SMEs whereas every year that contributes 58–60% of national
GNP. Meanwhile, Government’s has an effort to digitalize SMEs or MSB without
disruption the current trading activities. Furthermore, some e-commerce expertise was
stated in Majalah ICT (2016). According to them, Indonesia has a great potential to
increase e-commerce industry sectors. Supporting ICT to e-commerce activities will
reach out a larger all Indonesia society. They believed that evidence of many innovations
will rise digital economy to a better local market opportunity by capital business. This

Table 2. Strategies and point target of Indonesian vision road map (source [1])

Strategies Point of target
Funding (1) People Business Credit (KUR) for platform developer tenants; (2) grant

for business incubator of startup partner; (3) USO fund to digital UMKM
and startup e-commerce platform; (4) angel capital; (5) seed capital from
Host Father; (6) crowdfunding; and (7) DNI opening

Tax (1) Tax redemption for local investors who invest in a startup; (2)
simplification of license/tax procedures for e-commerce startup whose profit
below RP. 4.8 billion/year; and (3) tax regulations equality for all e-
commerce entrepreneurs

Consumer
protection

(1) Government Regulation on Trading Transaction using Electronic
System; (2) harmony in regulations; (3) payment system for government
goods/service trading via e-commerce; and (4) progressive national payment
gateway

Education and
human resources

(1) E-commerce awareness campaign; (2) national incubator program; (3) e-
commerce curriculum; (4) e-commerce education to consumers, doers and
law enforcement

Logistic (1) Utilization of National Logistic System; (2) local courier company
enforcement; (3) UMKM logistic data development; (4) logistic
development from the village to city

IT infrastructure Communication infrastructure throughout broadband network construction
Cyber security (1) National system supervision arrangement in e-commerce transaction; (2)

cyber-crime public awareness; (3) SOP arrangement related to consumer
data record, certification for consumer data security

Evaluating Forming executor management by monitoring and evaluating e-commerce
road map implementation
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condition will support by the government with the various program through collabora‐
tion between pioneer company of digital technologies (Google) and program corporate
social responsibility (i.e., Pertamina etc.) that will bring positive impacts of business in
Indonesia. As in fact, Indonesia has 1.65% entrepreneurs (March 2016), it will become
a chance to make Indonesia a host in digital technology. All working cabinet was
agreeing to push e-commerce development as one target for Indonesia’s digital economy
growth.

For this reason, the government has launched the road map to form Indonesia dealing
with ecosystem and structure of e-commerce. This aim is to encourage and motivate the
business growth as tools to well monitor of using ICT. Meanwhile, the transaction has
been reported to increase the value of e-commerce IDR 12 billion (2014) to IDR 18–19
billion (2015). However, the people who are involving in legislative, judicative, and
executive should be aware of switching the direct to online interaction. And, create the
regulation and law protection on secure and free trade which can diminish tax objects
of products and service trading. Indonesia vision Road map to e-commerce is listed in
Table 2.

3.2 Propose a Key Model to MSB Success on Digital Economy

Based on results of triangulation method we proposed a key model to success MSB on
digital economy that refers to factor keys on SME’s critical success or barrier, potential
factors of the in-depth interview, and Government road map e-commerce (Fig. 1). We
eliminated some factors due to characteristics of coastal area and priorities of strategies
implementation.
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Fig. 1. Factor keys to success using AHP diagram

3.3 Next Step Research

The research will provide insights to the government, researchers, and expertise of e-
commerce by establishing the recommendation strategies implementation and adoption
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ICT in MSB in the coastal area. The research will determine the priorities factor key
that leads to the successful deployment using the Performance Evaluation Matrix with
two performance indices, easiness (E), and importance (I) to evaluate the performance
factor keys to success on the digital economy [18]. As mention by Chen et al. [18]
easiness and importance of factors of implementing e-commerce vary with the amount
and distribution of product or material and employee in a company. K scale to assess
the easiness and importance will use for each implementation factor. After this method,
AHP method will apply to priorities the factor keys. AHP has been widely used in
decision-making analysis in various fields such as business, economic, political, social,
and management sciences. The research will also focus on the challenges facing the
Indonesian government onto the business environment. Again, some SMEs Indonesia
studies show the limited of adoption e-commerce for their business sector, while the
literature highlights the absence of MSB categories on the take-up rate of e-commerce
for coastal areas. This gap have planned and will be examined in the proposed research
framework, and consists of three aspects, how the ICT readiness of MSB to play the role
of e-commerce environment and structure; what the recommendation strategies policies
to lead e-commerce for MSB in coastal areas in order to facilitate them as well as
increasing the take-up rate and improvements in the digital economy.

4 Conclusion

Indonesia MSB will play an important role in the digital economy and national economic
productivity. Meanwhile, Indonesia vision road map e-commerce was launched to
utilize e-commerce and ICT adoption dealing with has the potential to increase the
business sectors regionally and globally. This research was proposed a key model to
success in digital economy for MSB by exploring the potential factors and seeing insight
the Indonesia Road Map e-commerce. The model of factor keys was categorized into
three groups, which are ICT, Business, and Government Roadmap. The ICT aspect will
investigate Infrastructure, Application, Broadband Internet, and Services and security.
The business aspect will focus on capital, resources, partnership, and owner experiences
and ability; while the Government Road Map will evaluate relationships between stra‐
tegically existing and policies planning such as data jurisdiction, regulation, and law.
The aspects will focus on funding, tax, consumer protection, education and HR, and
logistic. This phase will be based on a structured survey that will be distributed among
Indonesia MSB on coastal areas. The results will help to establish the recommendation
for the government regarding on policies implementation.
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Abstract. In the ordinary graphics applications, they use one of the high-level
3D graphics libraries such as OpenGL and Direct3D. From the 3D graphics library
implementer’s point of view, they use some low-level graphics tools including
DRM (direct rendering manager). In this paper, we present the accelerated way
of achieving 3D graphics features through directly accessing DRM system calls,
rather than using the high-level graphics libraries. With DRM features, we can
achieve much accelerated way of typical and simple 3D graphics rendering.

Keywords: Direct rendering manager · Acceleration · 3D graphics output

1 Introduction

In these days, we have plenty of 3D graphics outputs and user interfaces. Most 3D
graphics applications use a 3D graphics library or a 3D graphics engine based on the
specific 3D graphics library. At this time, OpenGL [1] and DirectX [2] are among the
most widely used 3D graphics libraries.

In some graphics applications, the display speed may be one of the most critical
factors. Since the data set is too large for most 3D graphics libraries, a little bit of speedup
in the rendering process can result in the much speed-ups.

In this paper, we present a new way of accelerated 3D rendering, based on the Direct
Rendering Manager (DRM) [3]. For some specific cases, the application programs
require only the fixed-function rendering schemes, and then, we can implement the
specific functionality into the DRM-based low-level 3D graphics programs, instead of
the traditional OpenGL or DirectX. We represent the concepts and designs for the DRM-
based accelerated rendering system.
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2 Design of the Rendering System

The Direct Rendering Manager (DRM) is actually a module of the Linux kernel. Its
major role is to provide an Application Programmer’s Interface (API) to the Graphics
Processing Unit (GPU). A programmer can send the rendering commands and the target
data to the GPU, through calling DRM functions, as shown in Fig. 1.

user program

libdrm (API)

DRM
(direct rendering manager)

Graphics Card

Linux Kernel Space

Graphics Memory GPU

Fig. 1. The DRM module in the Linux kernel.

Fig. 2. Direct rendering architectural diagram [4].
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The DRM module provides additional functionalities including framebuffer
managing, mode setting, memory sharing objects handling, memory synchronization,
and others. Some of these expansions had carried out their own specific names, such as
Graphics Execution Manager (GEM) or Kernel Mode Setting (KMS). Those parts are
actually the sub-modules of the whole DRM module. Figure 2 shows the internal archi‐
tecture of the DRM module.

2.1 Graphics Execution Manager

Due to the enlarged size of graphics card memory and the complexity of graphics APIs
such as OpenGL, the strategy of reinitializing the graphics card state at each context
switch was too expensive. Also, Linux kernels need more optimized ways to share
graphics buffers with the compositing manager. These requirements led to the devel‐
opment of new methods to manage graphics buffers inside the kernel. The Graphics
Execution Manager (GEM) emerged as one of these methods [4].

2.2 Kernel Mode Setting

The graphics card should set a specific mode of the graphics display. So, the screen
resolution, number of bits for the colour and depth representation, refresh rate, and others
are set by this mode. This operation usually requires low-level access to the graphics
hardware. A mode-setting operation must be performed prior to start using the frame‐
buffer, and also when the mode is required to change by an application or the user.

2.3 KMS Device Model

From an existing OpenGL application program, we can extract the shader programs for
a fixed rendering pipeline. Then, we use the low-level DRM functions to build-up a
minimum system to execute the extracted shader programs. In this case, our application
level interfaces are directly connected to the Linux kernel level support to the GPU

Fig. 3. An example 3D graphics output from our DRM-based system.
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executions. Based on this simple and intuitive idea, we have implemented the first
prototype system, as shown in Fig. 3. This system can display 3D graphics primitives
without any commercial graphics library, such as OpenGL and DirectX.

3 Conclusion

In these days, most graphics applications use the commercial implementations of 3D
graphics libraries or 3D graphics engines. In contrast, we represent yet another rendering
system, based on the DRM. Since DRM is a low-level graphics module at the Linux
kernel level, it is hard to achieve a full set of high-level graphics operations. We aimed
to provide simple and intuitive fixed-function rendering functions, and provides the
design of our system. We expect that this system can be a solution for time-critical large-
scale data visualization applications.
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Abstract. This paper investigates the adaptivity of the Fixed Sphere Decoder
(FSD) algorithm, for iterative-multiple-input multiple-output (MIMO) detection
in 4G LTE environment. The switching mechanism for the FSD depends on the
calculated mutual information between the transmitters and receivers in
real-time. The detector determines whether the receiver would detect the
incoming symbols using a higher accuracy detector, a less performance detector
or simply abandon further processing and reduce energy consumption by
requesting a re-transmission. This paper provides the performance analysis for
the proposed algorithm in realistic conditions by providing a detailed energy
analysis of the algorithm for spatially correlated channel conditions. Analytical,
simulation and implementation results show that the practical behavior of the
proposed lterative-MIMO detector saves significant energy with a tolerable bit
error rate performance degradation.

Keywords: Fixed sphere decoding � Soft-decoding � Energy savings �
Iterative-MIMO � Mutual information � Adaptive Switching Algorithm �
FPGA � Spatial correlation

1 Introduction

To meet the explosive growth in data rates currently caused by mobile devices such as
smart phones and portable handheld multimedia devices, as well as data terminals such
as smart sensors, wireless hotspots, femtocells and base stations, the technology of
utilizing multiple antennas on both sides of the transmitter and receiver is imperative.
Theoretical analysis has shown promising capacity growth by employing the
multiple-input multiple output (MIMO) scheme [1, 2], which helps in increasing the
spatial diversity and capacity of the system. However, the presence of spatial corre-
lation between the multiple antennas reduces the capacity improvement [3]. Studies
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have evaluated the behavior of detectors in such spatially correlated channel envi-
ronments, for both low complexity linear MIMO detectors [4, 5] and high performance
tree search detectors [6]. Generally, it is found that the bit-error-rate (BER) degrades as
the channel gets more correlated. Studies are lacking however, for adaptive
iterative-MIMO detection as well as for a full receiver setup that includes iterative
decoding in such channel conditions. Moreover, to the best of the authors’ knowledge,
the energy analysis of adaptive algorithm implementations is also sparse in the liter-
ature. None of these papers considers the performance of such algorithms in spatially
correlated channels or the energy savings potential for realistic hardware implemen-
tations. In practice, the channels between different antennas are correlated and therefore
the full multiantenna gains may not always be obtainable. Therefore, the work
investigates the utilization of the Adaptive Switching Algorithm on simulated spatially
correlated channels, whereby the information between the antennas, which is the
mutual information (MI) is not optimal.

Therefore, this trade-off of complexity and energy savings gained in the detector in
spatially correlated channels are made and justified for realistic design implementations
for the Adaptive Switching Algorithm smart sensor receivers.

The main contributions of this paper are summarized as follows:

– The proposed adaptive algorithm is found to control the detector; to choose the
appropriate detection method, according to the channel conditions to help minimize
resources per transmission.

– Energy analysis and hardware design implementation for the Adaptive Switching
Algorithm saves energy whilst maintaining the performance of the detector in
spatially correlated channels with only a slight increase in hardware utilization
complexity, and higher signal-to-noise ratio (SNR).

2 Spatially Correlated MIMO Channel Model

In order to verify the effectiveness of the Adaptive Switching Algorithm in realistic
conditions, spatially correlated MIMO channels are chosen as a reasonable model for
providing simulated environments mimicking heavily built-up urban transmission
settings for radio signals [7, 8]. Based on a flat fading standard MIMO model [9], with
M transmitters and N receivers where M � N, the channel setup considered in this
paper utilizes the Kronecker model, where the correlation between the transmitters and
receivers are assumed to be independent and separable. This model is reasonable when
there is a lot of signal scattering that occurs close to the transmitting and receiving
antenna arrays. The results of this model has been validated by both outdoor and indoor
measurements [10, 11]. In this case, with Rayleigh fading, the channel matrix can be
factorized as in Eq. (1).

ð1Þ

The antenna correlation observed at the receiver is assumed to be the same for all
transmitters, and similarly, the correlation for the transmitters is also the same on all
receivers. The elements of Hw are independent and identically distributed (i.i.d) as
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circular symmetric complex Gaussian with zero mean, l and unit variance, r with
vec Hð Þ�CNð0; 1Þ representing the MIMO uncorrelated channel. The N � N matrix
RTx describes the fading correlation for the transmitter array while the M �M matrix
RRx described the received spatial correlation. The statistical behavior of the channel
matrix can also be expressed as in Eq. (2), where the vec �ð Þ denotes the vec operator
and � the Kronecker product [10].

ð2Þ

The spatial correlation depends directly on the eigenvalue distribution of the cor-
relation matrices, RTx and RRx. Each eigenvector represents a spatial direction of the
channel and the corresponding eigenvalue describes the average channel and signal
gain in a specified direction. High spatial correlation indicated by a large eigenvalue
spread in RTx or RRx means that some spatial directions are statistically stronger than
others. Low spatial correlation on the other hand, is represented by a small eigenvalue
spread in RTx or RRx, meaning that almost the same signal power can be expected from
all spatial directions. The higher the spatial correlation, the more impact it has on the
performance of a given MIMO system [12]. The capacity of the channel is always
degraded by the receiver side of spatial correlation as it decreases the number of
(strong) spatial directions that the signal is received.

The correlation model considered in this paper can be calculated mathematically
with respect to capacity, using generic definitions for the transmitter,

ð3Þ

and receiver correlations.

ð4Þ

where CTx and CRx represents real-valued correlation coefficients. The correlation
indexes considered are further simplified to give RTx ¼ RRx ¼ C, yielding a single
factor parameter. This means that the system considers the same correlation is present
at both transmitter and receiver sides. The given model can range from the uncorrelated
case i.e. C ¼ 0 to the fully correlated scenario of C ¼ 1.

Two points should be understood concerning the use of this model in the paper.
First, while the channel model does represent close to realistic channel conditions, the
results give pessimistic performance predictions for highly correlated fading scenarios
where the model assumptions described above are no longer valid [13]. Secondly,
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though the correlation values between the transmitters and receivers are unlikely to be
equal, this assumption is made to give an overall idea of the applicability of the
Adaptive Switching Algorithm to spatial correlated channels.

3 Adaptive Switching Algorithm Description

From the authors’ work in [14], it can be seen that the Adaptive Switching Algorithm
comprises selecting between by two well-known detection algorithms, namely the
Fixed Sphere Decoder (FSD) [15] and the Vertical Bell Laboratory Layered Space
Time with Zero Forcing (V-BLAST/ZF) [16] detection algorithms according to the
BER performance of the system. Switching between the two algorithms is determined
by thresholds pre-calculated from the MI between the transmitter and the receiver,
according to the real-time channel conditions of each data transmission.

The experiments for the proposed work use a software/hardware setup performed in
Matlab™ and its built-in Simulink® package as well as Xilinx® System Generator to
compile into a field programmable gate arrays (FPGA). The transmission setup com-
prises M ¼ 4 transmitters and N ¼ 4 receivers, based on a bit-interleaved coded
modulation (BICM) setup, which has a transmit frame size of Ku ¼ 1; 024 bits for
transmission over a random independent fast fading propagation channel, H, and it is
constant over a frame and changes independently from frame to frame following the
Kronecker model, which is perfectly known at the receiver. The transmitted bits, Ku,
are encoded using an iterative-turbo scheme at rate of / ¼ 1=2, which are then
interleaved randomly to give, Ka coded bits, before mapping into a quadrature
amplitude modulation (QAM) constellation, ; of size W = 16 points, forming a
sequence of Ks ¼ Ke ¼ log2 W symbols. This gives Ks = 512 symbols, which are
divided equally between the transmitters for 100,000 channel realizations. This part of
the transmitter system is simulated purely using Matlab™.

The work focuses on the receiver, which is consequently divided into the theo-
retical software experimentation and the hardware design implementation. On the
software side, the Adaptive Switching Algorithm for the iterative-MIMO receiver is
designed in Matlab™ and its built-in Simulink™ modeling package. On the other
hand, the hardware design involves constructing the circuitry of the receiver using
Xilinx® System Generator based on the latest Xilinx® Virtex-7 hardware. The system
setup for both software and hardware co-simulation is shown in Fig. 1.

The power readings are initially estimated by the Xilinx® Power Estimator
(XPE)™ tool based on the multiplier resource counter utilization during the software
modeling portion. The power readings measured gives ballpark estimates for hardware
design, which are later confirmed during the implementation using the Xilinx® System
Generator using the Xilinx® Power Analyzer (XPA)™ tool after the model is syn-
thesized and mapped onto the appropriate hardware.

It should be noted that, once the channel realizations and each corresponding
channel ordering for specific detection algorithms that make up the Adaptive Switching
Algorithm are simulated on Matlab™, the model of each detection and decoding
method is demonstrated on Simulink® before being synthesized and mapped onto the
Xilinx® Virtex-7 using the Xilinx® System Generator. The hardware is run at a core
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voltage of 1 V and at the operating frequency of 250 MHz. The energy can then be
calculated from the power and the time it takes to transfer and decode a packet. In order
to understand how the Adaptive Switching Algorithm receiver is implemented
specifically, each block of the FPGA design is described in detail in [17].

3.1 Adaptive Switching Algorithm Implementation

The general idea behind the Adaptive Switching Algorithm is explained in Fig. 2. The
“threshold control’’ block calculates the value of the accumulated MI and activates the
appropriate detector, either the V-BLAST/ZF when the channel condition is good i.e.
when the MI is above T2; or the FSD during bad channel conditions, i.e. when MI is
above T1 but below T2. Once the threshold is determined, the appropriate FPGA blocks
are switched on and off accordingly. If the threshold falls under T1, a re-transmission is
required at a later time that consequently generates a new channel matrix, H, in the
simulation process.

Fig. 2. Breakdown of Adaptive Switching Algorithm FPGA implementation model

Fig. 1. Flowchart of the software/hardware experimental setup
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For a complete receiver system, after the symbols are detected, they are passed to
the turbo decoder for error correction. Although out of scope, the ongoing research
shows that this complexity can be reduced by re-using the same MI calculation of the
Adaptive Switching Algorithm in the detector to design the threshold for early ter-
mination of the turbo decoder. This will be detailed in the next paper of the author.

4 Results and Analysis

The energy performance analysis are based on the Xilinx® Virtex-7 chipset running at
a core voltage of 1 V and an operating frequency of 250 MHz.

4.1 Part 1 - The Behavior of the Detector in Spatially Correlated
Channels

The first part of the work involves in running separate detection algorithms that make
up the Adaptive Switching Algorithm with different correlated channel factor. In order
to investigate the impact they have on the channel correlation indexes, the channel
correlations of H in Eq. (1) are set to be RTx ¼ RRx ¼ C. The total resource allocation
provided by the Xilinx® Integrated Synthesis Environment (ISE) for both detection
algorithms is given in Table 1. The V-BLAST/ZF uses less resources, about a quarter
of that required the more complex FSD.

The number of multiplier counts can be estimated by breaking down the resource
counter for each block using the Xilinx® ISE software. For V-BLAST/ZF, the most
complexity comes from estimating the incoming data since the process requires
complex matrix multiplications, which takes almost 65% of the whole detection
algorithm, followed by data quantization of matching symbols on specific QAM
constellation LUT at 26%. For FSD on the other hand, the highest complexity comes
from calculating the metric, of the channel matrix against the transmitted symbols, uses
most of the resources, as well as the summation of the accumulated ED, taking almost
75% of the total FSD operation. These results will provide an estimation for hardware
design implementation.

Table 1. Xilinx® resource utilization for the V-BLAST/ZF and the FSD detection algorithms

XILINX® VIRTEX-7: XC7VLX330TFFG1157

Logic resource utilization Utilization
V-BLAST/ZF FSD

Slice registers 3,312 13,683
Flip flops 892 4,688
4-input LUTs 2,940 12,161
DSP48E 48 132
Memory (RAM) 12 28
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When the two detection algorithms are implemented on different factors of C, the
BER degrades significantly for both detection algorithms as depicted in Fig. 3(a) and
(b) for FSD and V-BLAST/ZF respectively. As the channel correlation increases,
getting more profound differences at higher SNR regions. This gets problematic at
higher correlated channels when the V-BLAST/ZF is deployed, with BER of higher
than 10−1 for C ¼ 0:7 for SNR� 20 dB as depicted in Fig. 3(b). In order to achieve the
BER tolerance design for the entire system of 10−3, SNR approximately � 45 dB for
V-BLAST/ZF is required when the C ¼ 0:7 in comparison to SNR of approximately
27 dB for uncorrelated channels as depicted on Fig. 3(b). Similarly, a higher SNR is
also needed or the FSD as shown in Fig. 3(a), where the BER for C ¼ 0:7; is also
higher, at 10−2 for SNR of 20 dB and lower, and it requires an SNR of more than
26 dB to obey the system performance requirements. However, the BER performance
would improve significantly when the turbo decoder is included in the design, which
may help in dealing with maintaining the overall performance of the system on
spatially correlated channels.

With the performance verified, the MI values are calculated to provide the design of
the thresholds for the Adaptive Switching Algorithm detector on different correlated
channels. It is found that even though fading correlation does considerably affect the
BER performance of each detection algorithm, the correlation index does not show any
considerable changes to the MI values obtained.

Monte Carlo simulations are run 10 times, where each run comprises 100,000
channel realizations for each correlation index, C, at the SNR span of −5 dB to 20 dB.
This can be observed in Fig. 4. More information on how the thresholds are determined
can be found in [14].

The impact on the obtained MI thresholds shows only minor changes as the cor-
relation of the channel increases. The two thresholds for the Adaptive Switching

Fig. 3. Comparison of detector BER performance on spatially correlated channels for (a) FSD
and (b) V-BLAST/ZF
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Algorithm detector lie in the range of 2,100 to 2,300 for, T1, and 7,100 to 7,800 for
threshold 2, T2, for FSD and V-BLAST/ZF respectively. It gives a linear trend
therefore, it can be concluded that the threshold values for the Adaptive Switching
Algorithm detector remain the same even when applied spatially correlated channels
and it can be said that the detector design is only specific to the modulation and coding
schemes in use. With these results, the design for the proposed algorithm is set as 2,200
and 7,100 for T1 and T2 respectively. T1 corresponds to the BER = 0.5 and T2 for a
BER of 10−3.

The other performance parameter, which is the energy consumption, can be cal-
culated by taking the power readings provided by Xilinx® ISE and using the time it
takes to transfer a packet bit size of 1,024 at a core voltage of 1 V and an operating
frequency of 250 MHz on the Xilinx® Virtex-7 chipset. For the span of the SNR levels
of −5 dB to 20 dB, the average energy consumption of the two detection algorithms
within the Adaptive Switching Algorithm against the correlated channel index range of
0 to 1 are computed for the FSD and the V-BLAST/ZF as 3:6 J and 0:9 J respectively.
This shows that with the increase in correlation, the energy consumption of the detector
is hardly affected as well. This could be due to the both algorithms work independently
of noise level and have a fixed distinct search on any channel conditions. For the
detector, it can be concluded that, comparable energy savings can be gained in spatially
correlated channels as well. When combining both algorithms to make the Adaptive
Switching Algorithm, Fig. 5 shows the energy consumption on a spatially correlated
channels. In the detector, the energy savings when utilizing the Adaptive Switching
Algorithm on different correlated channel indexes can be calculated numerically for
SNR. range of 0 dB to 50 dB for a run of 100,000 channel realizations on the chosen
hardware. This is essentially the area under the graph of Fig. 5 if the FSD is taken as
the 100% baseline at 3:6 J. The results are tabulated in Table 2. It can be observed that
though there are still savings gained, the energy savings decreases with higher channel
correlation.

Fig. 4. Comparison of detector power consumption on spatially correlated channels
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Figure 5 also shows the reason for the reduced energy saving, which is that, the
threshold T2 between the two algorithms corresponds to a much higher SNR for higher
channel correlation values. From the figure, it can be observed that the switching occur
an SNR 25 dB for uncorrelated channels, and SNR 46 dB for C ¼ 0:7. It can be
concluded that, the energy usage varies for the Adaptive Switching Algorithm with
varying channel correlation factors, with lower savings can be gained as the correlation
increases.

5 Conclusion

The Adaptive Switching Algorithm was utilized in the first part of the MIMO receiver.
The detector uses the threshold calculations involving the MI between the transmitters
and receivers provide sufficient information in real-time regarding any channel con-
ditions, whether uncorrelated or spatially correlated. The work has proven that the
average energy savings in the detector can be achieved throughout the span of con-
sidered SNR conditions of −5 dB to 20 dB, and they are to be at the range of 19% to
40% when implemented on Xilinx® Virtex-7 chipset. Further work has been imple-
mented to show that the design for the Adaptive Switching Algorithm can be expanded
to be a link between the detector and decoder, and proved to save even more energy.
For more detailed description, refer to author’s future work.

Fig. 5. Energy consumption of the adaptive switching algorithm detector in spatially correlated
channels

Table 2. Energy savings of Adaptive Switching Algorithm detector on spatially correlated
channels

Correlation index (C) Energy savings (%)

Uncorrelated 40%
0.3 33%
0.5 27%
0.7 19%
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Abstract. In this study, we implemented an ultrasonic deburring system to
remove the burr formed after the casting process of the valve body which is a key
part in the manufacturing process of automobile and machine parts. The ultrasonic
deburring system consists of a vibrating part and a control part. To maximize the
deburring effect, the dissolved gas control method included in the deburring water
is applied. Experimental results show that different types of burrs are removed,
and it is confirmed that this method can be applied to real industry.

Keywords: Deburring · Valve body · Ultrasonic deburring · Dissolved gas

1 Introduction

Burr means foreign substances which are produced in cutting or processing of a material,
and it is accompanied by a process for removing the burrs in the manufacturing process.
A deburring and cleaning process is performed to remove burrs from the manufacturing
process of the valve body which is a core part of the engine and the transmission of the
automobile. The conventional burr removal method uses a vibration method using a
steel ball of 2 pie. In this case, it is difficult to precisely remove the minute burrs of the
valve body of a complicated structure by using only the left and right vibrations. In
addition, there is a concern that not only the deburring takes a long time but also the
defect rate increases and the life of the equipment is shortened due to the insertion of
the steel ball into the corner groove. If the burrs are not completely removed and the
missions are assembled in the grooved grooves, it can lead to fatal defects such as
pathway clogging of the mission oil, or valve failure.

In this study, ultrasonic deburring system was developed to remove burrs more
efficiently and to simplify the cleaning process. In order to improve the deburring
performance, a degassing device for controlling the dissolved gas in the deburring water
was constructed and interlocked with the deburring device to maximize its performance.
For the evaluation of the performance, the burrs were artificially created on the metal,
and the deburring results were observed with a microscope before and after the removal.
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2 Cavitation

In this study, we propose a system capable of precise deburring using ultrasonic. An
important factor for precise deburring is the density of cavitation generated using ultra‐
sonic generators. It is necessary to generate cavitation of a high density through variable
frequency using an ultrasonic oscillator in a variable frequency system or a plurality of
generators. The strength and density characteristics of the cavity according to the shape
and frequency of the cavity according to the oscillation frequency are shown in Figs. 1
and 2 respectively.

Fig. 1. Cavity shape by frequency. Fig. 2. The strength and density of cavities
according to frequency.

3 Ultrasonic Vibrator

In this study, ultrasonic oscillator is placed on the side and bottom to allow variable
selection of ultrasonic generation position, and ultrasonic oscillator of 20 and 28 kHz
band which can be deburred and cleaned is applied. Figures 3 and 4 show the results of
arranging the oscillator and the oscillator in this study.

Fig. 3. Ultrasonic vibrator.

124 Y.-D. Lee and D.-U. Jeong



Fig. 4. An oscillator arranged in an array structure.

The configuration of the ultrasonic oscillator for driving the ultrasonic transducer
enables the generation of the variable frequency through one oscillating system and the
system is implemented so that a plurality of oscillators can be constructed using one
oscillation module.

4 Experimental Result

The ultrasonic transducer implemented in this study was attached to the deburring water
tank. To maximize the efficiency of deburring, the transducer modules were arranged
in the side and bottom of the water tank. Deaerator was applied to generate deaeration
water to improve the performance of the deburring and the deburring performance was
evaluated by the concentration of the dissolved gas. Figure 5 shows an ultrasonic vibrator
mounted on a deburring water tank implemented in this study. Figure 6 shows a variable
frequency oscillator for driving an ultrasonic vibrator.

Fig. 5. Deburring tank.

Fig. 6. Variable frequency oscillation system.

In order to maximize the efficiency of ultrasonic deburring, dissolved gas control of
deburring water is important and a degassing system is applied for this purpose.
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Additionally, an artificial burr was formed on a number of metals to improve the debur‐
ring efficiency by controlling the dissolved gas. Figure 7 shows the performance eval‐
uation test of the ultrasonic deburring system and dissolved gas control.

1 2 3 4

before

after

Fig. 7. Deburring performance evaluation.

5 Conclusion

In this paper, we developed a precise ultrasonic deburring system with dissolved gas
control and evaluated the performance of the developed deburring system. As a result
of experiments, it was verified through experiments that more efficient deburring is
possible through control of dissolved gas. We will carry out further experiments to
objectively evaluate the deburring performance of various conditions and the degree of
elevation of deburring efficiency according to dissolved gas concentration.
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Abstract. The performance of computing systems has been improved signifi‐
cantly for several decades. However, increasing the throughput of recent CPUs
(Central Processing Units) is restricted by power consumption and thermal issues.
GPUs (Graphics Processing Units) are recognized as efficient computing platform
with powerful hardware resources to support CPUs in computing systems. Unlike
CPUs, there is a large number of CUDA (Compute Unified Device Architecture)
cores in GPUs, hence, some cache blocks are referenced many times repeatedly.
If those cache blocks reside in the cache for long time, hit rates can be improved.
On the other hand, many cache blocks are referenced only once and never refer‐
enced again in the cache. These blocks waste cache memory space, resulting in
reduced GPU performance. Conventional LRU replacement policy cannot
consider the problems from non-reused cache blocks and frequently-reused cache
blocks. In this paper, a new cache replacement policy based on the reuse pattern
of cache blocks is proposed. The proposed cache replacement policy manages
cache blocks by separating reused cache blocks and thrashing cache blocks.
According to simulation results, the proposed cache reuse replacement policy can
increase IPC by up to 4.4% compared to the conventional GPU architecture.

Keywords: GPGPU · Cache · Cache reuse · Replacement policy · Performance

1 Introduction

Nowadays, the performance of computing systems has been constrained. The main
reason behind is that techniques for increasing the throughput of CPUs (Central
Processing Units) are restricted by power consumption and thermal issues. Meanwhile,
GPUs are recognized as a powerful computing platform with large hardware resources
because of their ability in processing a plurality of threads in parallel [1]. Therefore, one
of solutions to this problem is to share the workload of CPUs with GPUs (Graphics
Processing Units). As a result, the performance of computing systems can be improved
[2–4].
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Cache memory is used as a buffer to hide the speed gap between processor and main
memory. Such kind of memory is usually organized in associativity (set-associative
mapping or fully-associative mapping) instead of direct mapping. GPU cache is divided
into L1 and L2 cache. L1 cache is used to store data referenced by CUDA cores. Mean‐
while, L2 cache stores data referenced by SMs. On GPUs, there are many types of L1
caches such as instruction, data, texture and constant. Recently, for improving perform‐
ance of GPGPUs, scheduling methods, internal networks and data parallelism enhance‐
ment techniques have been studied [5–7]. However, GPU cache has not received enough
attention. Previous research works showed that improving the performance of cache
architecture can lead to high performance of GPGPUs [8, 9]. Therefore, in this paper,
we concentrate on GPU cache architecture to improve the GPU performance. We
propose a cache replacement policy that is based on the characteristics of GPUs. The
cache replacement policy used in GPU cache is LRU, which is also commonly-used in
CPUs. However, on GPU cache architectures, there some cache blocks are referenced
many times due to the large number of CUDA cores. Cache replacement policy is
designed based on temporal locality (blocks are referenced in a small time duration) and
spatial locality (the use of blocks in close locations). Therefore, cache replacement
policy is important to cache architecture, especially when cache size is small. In fact,
previous studies showed that LRU replacement policy cannot provide good performance
for memory intensive workloads which usually have a large working set than the cache
size. When working set is larger than cache size, cache blocks will be replaced before
they are referenced again, known as thrashing issue. Other works like DIP (Dynamic
Insertion Policy) and RRIP (Re-Reference Interval Prediction) can solve the thrashing
issue in CPUs [10, 11].

The rest of this paper is organized as follows. Section 2 explains more about the
proposed cache replacement policy and existing techniques. Section 3 describes in detail
experimental environment and results, and finally Sect. 4 concludes this paper.

2 Cache Reuse Aware (CRA) Replacement Policy

2.1 Cache in GPU Architecture

Although GPU cache architecture is very similar to CPU cache, the hit rate is different
because GPU cache does not consider architectural characteristics. CPU cache tries to
predict blocks that may be reused by using spatial and temporal locality. However, as
GPU has many CUDA cores, there may be many requests to the same cache block at
different times. If a CUDA core requests a cache block, the probability that other CUDA
cores also request the cache block is high because CUDA cores in an SM execute the
same instruction at one time. However, GPU cache architecture does not care this char‐
acteristic, resulting in low cache hit rate.

Figure 1 shows cache reuse cycle with ‘Back Propagation’ application [12]. There
is 57.9% of reused cache blocks having the reused period of 1 to 2 cycles and 42.1%
having the reused period is greater than 2 (long). Conventional LRU replacement policy
always replaces blocks that have long reuse period. In this paper, we consider not to
always replace such cache blocks. The L1 data cache is modeled as an 8-way set
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associative, write-through, no write-allocate cache. Only blocks that have at least once
reused can apply this proposed method while blocks have more than 8 times of reuse
cannot. We set 2 ways for thrashing part (6 ways for reuse part) because the cache reuse
cycle probability from 1 to 2 is high.

Fig. 1. Performance according to L1 data cache size

2.2 Proposed Cache Replacement Policy

In this paper, we propose a new cache replacement policy that considers the GPU char‐
acteristics, called Cache Reuse Aware (CRA) replacement policy. CRA replacement
policy assigns reused cache blocks to reuse part for longer residing in cache. This is
because these reused cache block has high reuse probability in the future. Thus, CRA
replacement policy manages reused blocks to improve performance.

In order to improve the cache hit rate have been proposed various cache replacement
policy. There are many commonly-used cache replacement policies for improving cache
hit rate including Random, FIFO, LRU, LFU, and NRU (Not Recently Used). Some
recently proposed replacement policies are recognized good performance such as DIP,
RRIP. However, LRU is the most popular policy used in CPU and GPU. If a CUDA
core requests a cache block, the probability that other CUDA cores also request the cache
block is high since CUDA cores in an SM execute the same instruction at one time.
However, many cache blocks are referenced only one time and eventually replaced, this
can degrade performance. On CPU, each cache block has the same opportunity and the
least recently used cache block is evicted. This method is called LRU replacement
policy, however, applying LRU in GPU cache is not effective.

The Fig. 2 shows the comparison of CRA replacement policy to LRU replacement
policy. Diagonal stripes blocks refer the blocks that are non-reused and the non-diagonal
stripes block refers to reused blocks. Conventional LRU replacement policy does not
consider non-reused and reused blocks. Hence, if a reused block is evicted and requested
again, this cause a cache miss. Separating cache blocks into two groups, the left side
stores reused cache blocks and the right side applies LRU for thrashing cache blocks
may be the solution to the problem. This method can replace non-reused cache blocks
and the reused blocks can reside in cache for a long time.
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Fig. 2. Comparison of CRA to LRU

Figure 3 shows the principle of CRA replacement policy. The reused part which
stores reused cache blocks also applies LRU replacement. If a cache block in the
thrashing part is hit, it will be moved to the reuse part at the MRU (Most Recently Used)
position (1) the LRU block of the reuse part will be moved to MRU position of the
thrashing part (2) thrashing part has LRU and MRU positions. A new cache block is
inserted into MRU position. On a miss, the LRU block of the thrashing part is replaced.

Fig. 3. Cache reuse aware replacement policy

3 Evaluation

3.1 Experimental Methodology

In this section, we briefly describe our experimental methodology. To analyze the GPU
performance according to the proposed CRA replacement policy, various parallel appli‐
cations are selected from NVIDIA SDK [13], ISPASS [14]. In this paper, modified
GPUWattch constructed by GPGPU-Sim and McPAT to evaluate the performance and
energy savings of proposed techniques. To execute selected benchmarks, we use the
GPGPU-sim to model diverse aspects of GPU. Table 1 presents the system configuration
of baseline GPU used in our experiments.
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Table 1. System configuration

Parameter Value
Number of SM 15
Warp size (SIMD width) 32
Number of threads/SM 1024
Shared memory/SM 16 KB
Constant cache/SM 8 KB, 2-way 64 byte lines, Read-only
Texture cache/SM 12 KB, 24-way 128 byte lines, Read-only
L1 data cache 32 KB, 8-way, 128 byte lines, Read-only
Unified L2 cache 64 KB, 8-way, 128 byte lines
Clock (core: interconnection: DRAM) 575 MHz: 575 MHz: 750 MHz
Number of memory controller 6
Number of memory chip/controller 2
CTA&warp scheduler Two-level scheduler (Round-Robin)

3.2 Experimental Results

In this section, we analyze the GPU performance when multiple-applications are
executed in parallel. The applications are selected from NVIDIA SDK [13] including
Discrete Cosine Transform (DCT), and ISPASS [14] including Breadth-First Search
(BFS), LIBOR Monte Carlo (LIB), Ray Tracing (RAY), Weather Prediction (WP).

Compared to LRU replacement policy, CRA replacement policy is able to keep the
reuse cache blocks, and thus reduces victim cache blocks. Figure 4 shows the GPU
performance of the proposed CRA replacement policy for various applications. This
figure presents normalized performance (IPC) improvement of CRA replacement policy
normalized to the baseline replacement policy. CRA replacement policy shows higher
IPC compared to LRU replacement policy. The performance of GPGPU is increased
considerably, 2.8% on average (4.4% for BFS, 2.3% for DCT, 1.3% for LIB, 3.6% for
RAY, 2.4% for WP). This means that CRA replacement policy can better increase cache
hit rate than baseline replacement policy. This is because CRA replacement policy opti‐
mizes cache area assigned according to thrashing issue.

Fig. 4. Performance of CRA replacement policy (IPC)
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To analyze the cache performance according to CRA replacement policy, we eval‐
uate L1 data cache hit rate. Figure 5 shows that CRA replacement policy significantly
improves cache hit rates for various applications.

Fig. 5. Cache performance of CRA replacement policy

The reason for the hit rates improvement for CRA replacement policy is an increase
in cache hit rates. For example, more than a 4.9% increase is observed over CRA
replacement policy for LIB application compared to LRU. The miss rate of various
applications declines for CRA replacement policy because reuse part can effectively
store reuse cache blocks. Thus, the reuse cache blocks are stored from eviction when
thrashing. CRA replacement policy can achieve better GPU L1 data cache hit rate over
LRU. On average, the hit rate improvement is about 2.9% (3.5% for BFS, 1.0% for DCT,
4.9% for LIB, 0.1% for RAY, 4.8% for WP). From these results, we find that CRA
replacement policy can increase cache hit rate better than LRU replacement policy.

4 Conclusions

In this paper, a new cache replacement policy for the GPGPU architecture is proposed.
Note that the LRU policy is used as the baseline cache replacement policy. Comparing
to the traditional cache replacement policy, the proposed cache replacement policy
provides better performance for the GPU. The conventional LRU policy is based on the
assumption that a cache block would be re-accessed soon after it was accessed in the
CPU. However, the conventional LRU replacement policy is not effective in the GPU
since the reuse pattern in the GPU is different to that in the CPU. The proposed CRA
replacement policy divides cache sets into two parts, one is reuse part and the other is
thrashing part. If a cache block is reused, it is moved to the reuse part, hence solving the
thrashing issue. According to the experimental results, the proposed cache replacement
policy can improve average performance by 4.4% compared to the baseline LRU
replacement policy.
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Abstract. Two different ways of adopting Bring Your Own Device (BYOD)
policy in an enterprise are either contracting it out to vendor or building custom
made BYOD solution with a set of independent security mechanisms and
organizational policies. A comparative analysis of the two types of BYOD
solutions has been performed to assist enterprises that consider ways in adoption
of BYOD policy other than contracting it out to a vendor. In addition to the
comparative analysis, this research outlines residual risks to help enterprises
determine the suitable type of BYOD solution for their needs. To analyze
BYOD risks, major risk areas such as lost & stolen devices, unauthorized third
party applications, etc. have been analyzed. For all these risk areas, risk miti-
gation techniques were outlined and residual risks have been analyzed using risk
scenarios derived from widely accepted industry standards suggesting the best
practices. This research work adds as an additional source document to the
knowledgebase of BYOD.

1 Introduction

Adoption of BYOD policy in enterprises sees a considerable rise in the last decade and
the same trend is expected in the nearest future [3]. Gartner in 2013 estimated that 38%
of large corporations are willing to allow employees to bring their own devices for
work purposes solely or as a reinforcement [9]. If the adoption of BYOD is not
properly managed by an enterprise in line with enterprise infosec policies, such an
adoption can lead to potential loss of reputation, misuse of enterprise assets and
financial loss [1]. The choice to select the type of BYOD solution depends on the
enterprise’s current risk profile. Size and sector of the enterprise helps evaluate the
requirements depending on the sensitivity of the data and risk by exposure of resources
based on the environment they operate in. This information is further useful in arriving
at decision of choosing the type of BYOD solution [17]. Other factors that affect the
decision are geographic deployment, company’s compliance requirements, as well as
training and support [10].
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While adoption of BYOD in enterprises is gradually increasing with proliferation of
mobile devices at work place, enterprises however are only limited with a limited range
of options [7]. In this research, vendor based BYOD solutions are referred as
Platform-based BYOD solution, and assembled set of independent security mechanisms
is called Platform-less BYOD solution. BYOD solutions available in the market today
are vendor provided and they received noticeable attention from the industry experts [7].
Less attention paid on platform-less BYOD solutions is identified as one of the reasons
that is limiting the range of BYOD solutions available. Although platform-less BYOD
solutions are the kind that the industry has first seen, platform-based BYOD solutions
overtook them and began to lead BYOD market with the rise of Mobile Device Man-
agement (MDM) solutions [10].

To present all the possible options of deployment of BYOD, a closer look at the
platform-less BYOD solution helps change the way enterprises look at their options
when considering adoption of BYOD policy. It is obvious that platform-less BYOD
solution will require significant level of expertise from the enterprise. However,
detailed side – by – side comparison of platform-based and platform-less BYOD
solutions will help to determine whether or not it is feasible to develop a platform-less
BYOD solution within an enterprise without compromising objectives of BYOD.

This research provides a comparative analysis of platform-based and platform-less
BYOD solutions aiming at presenting how these solutions handle different kind of risks
that may arise in BYOD environment. Also, residual risks that may remain after
implementation of risk mitigation techniques solely or as combination of two or more
techniques are studied to identify whether it is worth adopting platform-based or
platform-less BYOD solution.

2 Related Works

There are few theoretical frameworks that recommend strategies to mitigate risks
associated with BYOD. The review covers BYOD strategies that have been outlined in
peer reviewed research literature as well as in some standards and good practices
released by Information Systems Audit and Control Association (ISACA) and National
Institute of Standards and Technology (NIST). Analysis of peer-reviewed literature has
also helped understand how policy makers can enforce some security measures to
control certain risks. To further proceed with, platform-based BYOD solutions such as
Samsung KNOX and MobileIron have been studied to identify the strategies that are
being adopted by providers at industry level. Study of such strategies is a useful entity
to find out whether it is worthy for an enterprise to invest resources in adopting a
Platform-less BYOD solution, if they follow this route.

Srikant et al. suggests that the concept of containerization that KNOX is equipped
with should be one of the key concepts that enterprises have to consider in developing a
BYOD solution for an enterprise [1]. The author has mentioned that containerization is
also effective in the event of remote wipe which is capable of wiping off just the
enterprises’ information without touching employee’s personal data [1]. This is the key
strategy that allows BYOD solutions to comply the policies protecting employees’
privacy while satisfying some needs to protect enterprise data. Similar to KNOX, most
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MDM solutions have adopted containerization, also called sandboxing. This func-
tionality basically isolates business data holding it separate from personal data on the
device to create a BYOD friendly environment.

MDM solutions in work environment serve most of the BYOD objectives.
Since MDM solutions have seen significant rise in development due to proliferation of
mobile devices at work places, enterprises are forced to depend on the solutions for
BYOD purposes. Various IT giants have come up with MDM solutions such as
Samsung KNOX. On the other hand, research work on non-enterprise specific solutions
has led to recommendations and frameworks for enterprises in developing BYOD
solutions. Various industry recommendations suggest that security mechanisms such as
encryption, two-factor authentication and remote wipe systems should be considered as
key tools in choosing BYOD platform [6].

A case study by SANS [5] talks about MDM agent to control the access to the
device and the wireless network. It mentioned that with the help of strong operational
policies a list of exempted devices that are excluded from access control policy needs to
be maintained [5]. Author has also mentioned that a combination of access control
policy and MDM system can create a full BYOD platform with acceptable risk [5].

A security perspective look at both type of BYOD solutions will help an enterprise
to evaluate the best suitable type of solution on their own. Additionally, by evaluating
BYOD requirements with respect to the enterprise risk profile will also help having a
knowledge of best practices to follow in a BYOD environment.

2.1 Existing BYOD Frameworks

To establish uniform management framework and to provide guidance on how to
embed security for mobile devices into IT governance, risk and compliance (GRC),
ISACA have published a framework called Securing Mobile Devices. Related docu-
ment - COBIT 5 for Risk also provides guidance on risk assessments that enable
stakeholders to consider the cost of mitigation and the required resources against the
loss exposure [3].

ISACA’s ‘Securing Mobile Devices’ using COBIT 5 for Information Security [3]
states that a robust BYOD solution should include security mechanisms with right
combination of organizational policies. Understanding the different types of risks
existing in BYOD environment will improve the evaluation and assessment of suitable
BYOD solution. To support this, the document categorizes risks to include those
relating physical risks, technical risks and organizational risks [3]. These are subcat-
egorized to include a wide range of risks those related to information transmission on
wireless networks, mobility, unencrypted data, authentication, physical risks and
ownership issues with device in case of fraud investigation and respective recom-
mendations for addressing these concerns [3]. Securing Mobile Devices explains risk
scenarios where the system has vulnerabilities that the threat can attack [3]. Explana-
tion of Risk scenarios include classification of smartphone threats in which most of
them are applicable for BYOD environment whether it is platform-based or
platform-less BYOD solution [3]. With the analysis of risk scenarios presented in this
document, an overview of risk involved in implementing BYOD policy at an enterprise
is provided. And, the respective risk mitigation techniques recommended in this
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document explains how to handle the risk appropriately including the requirements and
possible breaches that may occur if not handled appropriately. Although this document
stays vendor neutral it does not provide a specific approach on selection of
platform-based BYOD solution or to develop a platform-less BYOD solution. Also, it
does not discuss residual risks that may remain from implementing the recommended
risk mitigation techniques.

COBIT 5 for Risk professional guideline categorizes risk events to include those
relating to those involved mobile devices. It provides a comprehensive set of generic
risk scenarios which includes a wide range of risk scenario categories, components and
risk types. This document provides best practices to implement and manage risk mit-
igation strategies to control risk. This information is useful in effectively managing IT
risks in general, but not specific to BYOD environment.

NIST has published a comprehensive guideline for enterprises to manage mobile
devices [16]. The guideline highlights high portability of the devices and suggests that
enterprises should develop MDM strategies assuming that a device will fall into the
hands of malicious users. The document suggests layered security strategy in which
initial layer requiring authentication and second layer protecting the information
belonging to the enterprise and third layer protecting the most sensitive information. To
eliminate related risks, the guideline recommends the strategy to limit access to the
devices that are least controlled while most-controlled devices can be given most
access such as access to sensitive information. This framework also recommends that
the enterprise’s BYOD policy should consider risk-based strategy that determines what
levels of access to what type of devices should be given. In this guideline, key factors
to consider in building BYOD solution such as information sensitivity, level of con-
fidence in security policy compliance, technical limitations for the design phase are
explained. Several other factors including methods to dispose decommissioned devices
are also reviewed in this NIST guideline [16]. Although best practices and recom-
mendations provide vital information to the enterprises to consider while building the
BYOD policy, a guideline to develop a comprehensive platform that can be used to
coordinate BYOD related controls is required.

Review of existing industry frameworks suggested that these comprehensive
frameworks have intentions to provide generic guidance to all kinds and different sizes
of corporations. While these recommendations provide adequate guidance and educate
the enterprise GRC function about the best practices to maintain a successful BYOD
policy, an approach to evaluate suitable type of BYOD solution is not provided by the
frameworks.

Some suggestions have been provided in peer reviewed literature for enterprises on
selection of a specific Platform-based BYOD solution [7]. Existing frameworks and
peer review documents does not include residual risk and does not identify control
risks such as risk of incompatibility of different components of the system and risks of
reliability of the controls themselves. Although, several frameworks mentioned con-
tinuous monitoring and updating will be required to develop a successful solution in the
long run, it is not specific about the additional risks that may arise after the risk
mitigation techniques have been applied. Therefore, an extended analysis of the risk
scenarios, and best practices recommended by the other frameworks and current
industry standards is required.
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2.2 Review of Strategies Implemented by Existing Platform-Based
BYOD Solutions

There are several methodologies that have been developed suggesting different BYOD
strategies. Platform-based BYOD solutions are known for providing consistent security
policy enforcement throughout the enterprise with alignment of business needs [4].
Such solutions provide BYOD work environment on the devices by restricting the
applications that are not developed with a specific framework. This concept is referred
as containerization and credibility of an application is determined using black- or
white-listing the applications and security mechanisms such as anti-virus tools [4].
Related research on Platform-based BYOD identified the risks involving BYOD pro-
gram, and researchers have also compared few popular BYOD solutions to help
enterprises make a choice depending on the requirements. Also, IT support is a key
consideration as it may outweigh what an organization could save on infrastructure,
technology and maintenance when contracting with a vendor for Platform-based
BYOD solution. These are the factors that appears to be potential benefits in choosing a
Platform-based BYOD solution [1]. To understand risk mitigation strategies imple-
mented by Platform-based BYOD solutions, several Platform-based BYOD solutions
such as Samsung KNOX and MobileIron have been reviewed to determine how the risk
scenarios are handled in them.

Samsung declared KNOX solution as BYOD specific while other vendors have
referred their solutions as MDM suites however they claim they serve the purpose of
BYOD. It provides security features that enable business and personal content pro-
cessed on the same device, all in one-touch switching the device from Personal to Work
use or vice-versa [2]. KNOX uses National Security Agency’s (NSA) patented tech-
nologies and hardware-level features to provide improved security for its operating
systems and applications [2].

MobileIron is another MDM solution for operating mobile devices in BYOD
environment that provides a suggested approach for adopting BYOD policy. To pre-
pare an enterprise for BYOD, MobileIron suggests that the enterprise have to first
determine their BYOD risk tolerance by determining device choice, open or restricted
organizational policies, and access to applications, maintenance and support. Recom-
mendations say that enterprises has to clearly define BYOD program goals at the initial
stage and communication with the end users is important. After identification of their
enterprise’s IT capabilities and upgrading infrastructure they suggest soft launching the
BYOD applications before full phase deployment to fix issues. Regular maintenance
and user training is mentioned a key step for successful run of BYOD policy [17].

Platform-based BYOD solutions may be successful in implementation when the
requirements of the enterprise suits the vendor-predefined profile. Different types of
enterprises have different requirements and different type of functionalities are required
to accommodate their requirements. Since the BYOD solution is managed by a vendor,
it may not be possible to have enough flexibility to accommodate all kinds of
requirements that may arise in future [21]. Application management features may be
missing or weak in platform-based BYOD solutions due to limited test environment for
company-developed applications [21]. Right mixture of security policies to control
devices on the network may not be possible due to lack of flexibility with vendor
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provided BYOD solution [21]. Addition or removal of certain functionalities based on
operations requirement may affect other functions of the BYOD solution to add
additional risks.

From the review of existing strategies and existing Platform-based BYOD solu-
tions, it is visible that industrial frameworks and peer reviewed research literature have
recommended best practices for adoption of BYOD in generic but not specific to
platform-based or platform-less BYOD solutions. Review also revealed that mitigation
techniques that have been used by Platform-based BYOD solution providers are quite
similar in nature to those strategies recommended in the frameworks with a possibility
for some limited customization when required. However, there is no specific set of
recommendations that provided enough information to help determine suitable type of
BYOD solution i.e. Platform-based or Platform-less BYOD solution.

3 Analysis and Results

To achieve research objectives of comparing platform-based and platform-less BYOD
solutions, the study focuses on analyzing the potential ability of the Platform-based and
Platform-less BYOD solutions to handle the risks in BYOD environment.

Table 1 shows a sample of analysis of best practices identified from review of
frameworks and research literature for each risk area with a possible risk scenarios
derived from the framework. Risk mitigation techniques in use by existing
platform-based BYOD solutions column explains risk mitigation techniques imple-
mented by current platform-based BYOD solutions for respective risk scenarios as
applicable are also outlined in the table. Recommended risk mitigation techniques for
BYOD solutions column shows recommendations provided based on the analysis and
results of this work, which are not specific to platform-based or platform-less BYOD
solutions but suggested strategies that an enterprise can consider to decide between
platform-based and platform-less BYOD solutions. Residual risks column presents the
results of residual risk analysis performed in this research work, which helps enter-
prises to foresee potential residual risks or additional risks they will be looking at by
adopting platform-based or platform-less BYOD solutions or some combination of
them. Full version of Table 1 is available at the following URL: https://sites.google.
com/student.concordia.ab.ca/mdm-controls/home.

From Table 1, one can see risk scenarios applicable to BYOD and mitigation
strategies suggested by frameworks followed by control strategies knowing to be
implemented by existing Platform-based BYOD solution. Recommendations include
suggested best practices for the risk scenarios. Based on the analysis, it is clear that
platform-based solution operate mainly based on several strategies such as restricting
certain applications that are not developed with a specific SDK. For successful run of
BYOD policy, an enterprise must take into account not only BYOD risks but also
residual risks and control risks related to BYOD as well as some general IT risks such
as integration related risks especially for custom made solutions [12].

For example, the fact that BYOD devices are mobile in nature and communicate
using wireless networks there is increased amount of risk than that of conventional
wired networks. Although, the amount of risk varies from one case to another,
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recommendations by frameworks and peer-reviewed literature include adoption of
defense-in-depth strategy to be considered when designing access control policy [10].
Analysis of existing platform-based BYOD solutions such as Samsung KNOX and
Airwatch proved that vendors used SecureBoot, TrustedBoot and TIMA (Techniques
of Informatics and Microelectronics for integrated systems Architecture) to protect the
device from attacks [9]. With the analysis of best practices and existing BYOD solu-
tions, suggested best practices include use of VPNs and containerization which pro-
vides security by isolation. Similarly, key considerations and results of analysis for
each scenario as applicable are mentioned in the full version of the table.

Overall, Table 1 can be used to provide recommendations for selecting the type of
BYOD solutions along with explaining the potential residual risks that an enterprise
can find useful in arriving at a decision. For instance, compatibility issues may not be
underestimated or ignored while considering developing a platform-less BYOD solu-
tion for an enterprise. Compatibility issues if ignored may lead to potential threat if one
of the security controls proves to be incompatible with other components of their
BYOD solution. Residual risk analysis for the most common risk scenarios helps
enterprises by presenting the significance of the aspect and stresses taking into con-
sideration while developing the BYOD solution.

Table 1 – the main outcome of this research – provides hands-on document for
enterprises in general, irrespective of their type. Risk scenarios are developed based on

Table 1. Risks and mitigation strategies in MDM environment. Full version is available at the
following URL: https://sites.google.com/student.concordia.ab.ca/mdm-controls/home

Risk area Risk scenario Best practices
recommended by
frameworks/peer-reviewed
literature

Risk mitigation
techniques in
use by existing
platform-based
BYOD
solutions

Recommended
mitigation
techniques for
BYOD solutions

Residual risks

Wireless
networks
[3]

Wireless
networks are
more
vulnerable to
attacks thus
risk of
information
interception
resulting in
security breach
is increased.
Also, it leads to
damage to
reputation and
failure in
adherence to
regulations [3]

Defense in depth [17, 18]:
Use of multiple security
countermeasures in
coordination to one another
such as hardware
restriction mechanisms.

KNOX uses
SecureBoot,
TrustedBoot,
ARM
Trustzone –

based Integrity
Measurement
Architecture
(TIMA) as a
protection [2]
Airwatch uses
secure content
management to
protect
enterprise data
[9]

Use of virtual
private networks
and deploying
containerization
engine which is
installed atop
the host
operating
system is
recommended

Residual risk
remains even
after data link
level encryption
and
authentication
protocols due to
wireless nature
of
communication.
Evil twin attack
may be launched
to steal
passwords and
sensitive
information
using a bogus
evil twin
network which
pretends like
enterprise’s
authentic
network
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most common issues reported in variety of industries therefore certain adjustments will
be required to put suggested controls in place. Analysis on platform-based BYOD
policy is limited to two solutions without estimating costs but it gives general under-
standing of what is available for the enterprises. Although this work does not imply to a
specific type of enterprises it has to be said that even with the best BYOD solution in
place, organizations that are handling sensitive information may choose to avoid
BYOD.

4 Conclusion

In this research risk scenarios and respective risk mitigation techniques previously
suggested by both peer reviewed research and globally accepted industry-leading
frameworks have been reviewed. Analysis of risk mitigation techniques for the risk
scenarios is performed in comparison to the risk mitigation strategies that are being
implemented by some BYOD vendors in the market. This comparative analysis along
with identification of residual risks serves as the main contribution of this research
work. The developed set of recommendations will help enterprises arriving at a deci-
sion in identifying a suitable type of BYOD solution for their business needs. Also,
residual risks mentioned in Table 1 help enterprises weigh them against the potential
reward to determine if it is worth adoption of BYOD policy in the first place. Overall,
this work, by providing recommendations based on comparative analysis and residual
risk analysis also contributes to the future development of BYOD solutions for
enterprise. Recommendations for future work include researching a detailed approach
to develop a platform-less BYOD solution. Risk mitigation strategies to control
residual risk for platform-based and platform-less BYOD solutions may be developed
as a part of future research work.
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Abstract. The key agreement mechanisms are designed according to different
communication links of underwater sensor networks. Combined with the
underwater nodes deployment and geographic location information, the key
agreement mechanism, which using the elliptic curve point multiplication with
lower computational overhead, can support the identity authentication and
session key agreements between the nodes on the non-bidirectional links, and
resist Sybil attacks, replay attacks, spoofed node attacks, node replication
attacks, and so on. Extensive simulations demonstrate that the proposed
energy-efficient key agreement mechanism has better security and network
performance, especially reducing the energy consumption of low-performance
sensor nodes. The underwater sensor networks can achieve high network con-
nectivity, meanwhile guaranteeing that the energy consumption of the
cluster-head node and sensor node is less than 20 J and 10 J, respectively.

Keywords: Underwater sensor networks � Key agreement � Energy
consumption � ID-based � Session key

1 Introduction

It is security as well as supportable network scale that are usually rendered as the
design criteria for the traditional key agreement mechanisms. It is hard to maintain
underwater nodes, and their communication and computation capacities are also con-
strained by their own low energy. Therefore, the energy consumption should be taken
as an important design criterion of key agreement mechanisms [1, 2]. Considering the
characteristics of underwater sensor networks (USNs) and the constrained resources of
underwater nodes, the traditional key agreement mechanisms cannot be applied directly
to USNs. It is a very challengeable task to build a key agreement mechanism suitable
for USNs. Therefore, there is an urgent need for a secure and efficient key agreement
mechanism to improve the security of USNs while reducing communication and
computational overheads.

Most key agreement mechanisms, in the existing literature, concentrate on wireless
sensor networks rather than USNs. An authenticated key agreement mechanism based
on self-certified public key is provided in [3], which does not need certificate
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management, thereby suitable for resource-constrained wireless sensor networks.
However, it adopts costly Tate pairing operations, so each node has a significant
increase in energy consumption and computation time. An identity-based key agree-
ment mechanism is proposed in [4]. Each two nodes establish a session key based on
the Diffie-Hellman (DH) key exchange protocol. Although the mechanism has some
advantages in energy consumption and computation time of each node, it using the
encryption method to identify other nodes will increase the number of interactions and
bring higher energy consumption. In [5], a mutual authentication and key exchange
mechanism based on a session key is presented to resist replay attack,
man-in-the-middle attack and Denial-of-Service (DoS) attack. The mechanism, how-
ever, is not suitable for the hierarchical key management mechanism for large and
medium-sized wireless sensor networks, since each node needs to preserve the session
key with all other nodes. So the mechanism is not suitable for the hierarchical key
management architecture for large and medium-sized wireless sensor networks. In
summary, the existing key agreement mechanisms are all based on the bilinear map-
ping or large integer decomposition problems, in which the communication and
computation overheads are relatively large. Obviously, the above-mentioned key
agreement mechanisms are not applicable to USNs.

This paper proposes an energy-efficient key agreement mechanism for underwater
sensor networks. The security analysis and simulation results show that the proposed
key agreement mechanism has good security and performance in the computational
efficiency and message length of inter-node interactions. The remainder of this paper is
organized as follows. Section 2 describes the system model of USNs based on clus-
tering. Section 3 presents the corresponding key agreement mechanisms for the four
specific communication links of USNs. Section 4 analyzes the security and efficiency
of the key agreement mechanism. Section 5 provides the simulation environment, the
numerical results and some discussions. Section 6 concludes this paper.

2 System Model

Figure 1 shows the network model of USNs. In order to reduce the communication
overheads among the underwater nodes, USNs are divided into clusters according to
some attributes, such as geographical locations [6]. Each cluster has a cluster-head
node (H-node), which is responsible for collecting observing data from the sensor
nodes, aggregating and sending data to the buoy on water. Each H-node maintains
long-term online state, and supports the direct communication with adjacent H-nodes.
S-nodes are mainly responsible for observing in local area and sending the observing
data to H-nodes. Compared to S-nodes, H-nodes are high-performance nodes with
larger storage space as well as stronger computation and communication capacities.
Moreover, the number of H-nodes is smaller than that of S-nodes in the observation
area.

Each underwater node loads the system parameters, such as identity information,
private keys and so on. Each node negotiates with other nodes to obtain the corre-
sponding session keys. According to the identity-based encryption, the private key
generator (PKG) first chooses an elliptic curve defined over a finite field, and E(FP) is a
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group consisted of points on the elliptic curve and other points at infinity. Given
P 2 E (FP), and G1 is a cyclic group generated by P. Next the PKG chooses an integer
s 2 Z�

q, is a multiplicative group with q non-zero elements in a finite field. Then the
PKG calculates its own public key Ppub = sP, which is made public to all underwater
nodes. Finally, the PKG works with cryptographic hash functions H1 and H2, where
H1: {0, 1}

* � G�
1! Z�

q and H2: {0, 1}
*! Z�

q.
Each nodes ID value is unique and different from each other. After being deployed,

nodes location remains the same in general. When performing the localization algo-
rithm in the clustering process, each node generates its own public key and private key
with identity information and geography information. Take a H-node HA for example,
the public key based on identity information IDA and geography information lA is
calculated by cA = H1(IDA||lA||RA), and the private key expressed as (RA, dA), where
RA = rAP, rA 2 Z�

q, and dA = rA + cAsmodq.
It is worth noting that the difference in communication distance and the energy

consumption between H-nodes and S-nodes leads to the existence of the
non-bidirectional links. It means two underwater nodes cannot communicate with each
other directly, even though they are in the same cluster geographically. Therefore, the
key agreement mechanism needs to take the existence of non-bidirectional links into
consideration. It is critical not only to ensure non-adjacent S-nodes can complete key
agreement through H-node, but also the remote S-node can establish the session key
with the H-node to realize the end-to-end secure communication as well.

Therefore, the key agreement mechanisms for USNs include four typical cases as
shown in Fig. 1. First, the key agreement on bidirectional link between an H-node and
another adjacent H-node (H-H); second, on bidirectional link between an H-node and
an adjacent S-node (H-S); third, on non-bidirectional link between two non-adjacent
S-nodes (S-H-S); fourth, on non-bidirectional link between an H-node and a remote
S-node in the same cluster (S-S-H).

1

2

3

4

Link 1 H-H Link 2 H-S Link 3 S-H-S Link 4 S-S-H

cluster 
head

buoy
sensor 
node

Cluster 
boundary

Fig. 1. The network model of USNs
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3 Authentication and Key Agreement

3.1 H-H Mechanism

If two H-nodes HA and HB are within the each other’s communication range, there is a
bi-directional communication link between HA and HB. With high performance,
H-nodes can use different session keys in each session or periodically negotiate dif-
ferent session keys. The authentication and key agreement mechanism between HA and
HB are presented in Fig. 2.

1. Given xA, yA 2 Z�
q, HA computes YA = yAP, EA = xAP, and authentication infor-

mation hA = H2(IDA, lA, time, EA, RA, YA), where time is represented as a timestamp,
which is used to determine the time of sending or receiving messages under the
premise of keeping time synchronization among underwater nodes. Then HA cal-
culates zA = xA + hAdAmodq, and sends M1:<IDA, lA, time, EA, RA, YA, zA> to HB.

2. When message M1 is received, HB first determines whether time is valid, obtains
identity and geographic information, IDA and lA, and then verifies the validity of HA

identity through the public key cA and the authentication information hA, i.e.

zAP ¼ yA þ hAdAð ÞP ¼ YA þ hA rA þ cAsð ÞP ¼ YA þ hA Rþ cAPpub
� � ð1Þ

If the above information is verified, the HA identity is legal. Otherwise, the message M1

is rejected. Given xB, yB 2 Z�
q, HB computes YB, EB, hB, zB, and KBA as

YB ¼ yBP;
EB ¼ xBP;
hB ¼ H2ðIDB; lB; time;EB;RB; YBÞ;
zB ¼ xB þ hBdB mod q;
KBA ¼ xBEA:

8
>>>><

>>>>:

ð2Þ

3. HB sends M2:<IDB, lB, time, EB, RB, YB, zB> to HA.
4. When receiving the message M2, HA first determines whether M2 is an expired

message, and then verifies the HB identity through the public key cB and the
authentication information hB. If zBP = YB + hB(RB + cBPpub) is workable, HA

continue to calculate KAB = xAEB.

Fig. 2. The key agreement mechanism between two H-nodes
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So far HA and HB get the session key as

SK ¼ H2ðIDA; IDB; lA; lB;KABÞ ¼ H2ðIDA; IDB; lA; lB;KBAÞ: ð3Þ

3.2 H-S Mechanism

In USNs, S-nodes need to continually send underwater observation information to
H-nodes. These interactions cause frequent communication and a vast amount of data.
Because the performance of the S-node is low, it is uneasy to adopt the security
communication mode of one-time pad for the interaction between the S-node and
H-node. The S-node and H-node can establish the session key when implementing
mutual authentication and session key agreement in the deployment phase of USNs,
and then periodically implement re-authentication and key agreement to update the
session key. The session key agreement of H-S mechanism is similar to that of H-H
mechanism. HA and SB can obtain the session key SK = H2(IDA, IDB, lA, lB, KAB) =
H2(IDA, IDB, lA, lB, KBA).

3.3 S-H-S Mechanism

In the deployment phase of USNs, each S-node has established a session key with the
H-node in the same cluster. Thereafter, non-adjacent S-nodes can establish and peri-
odically update session keys with the assistance of the H-node. For example, two
S-nodes, SA and SB, establish the session keys SKAC and SKBC respectively with the
H-node HC according to the H-S mechanism. The key agreement mechanism in the
participation of HC between SA and SB is shown in Fig. 3.

1. Choosing xA, nA 2 Z�
q, SA computes EA = xAP, hAC = HSKAC (IDA, IDB, lA, time, EA,

nA), and sends M1:<IDA, IDB, lA, time, EA, hAC, nA> to HC.
2. When receiving the message M2, HC determines whether time is valid, and com-

putes hCA = HSKCA (IDA, IDB, lA, time, EA, nA).

If hAC and hCA are equal, SA will be authenticated by HC. Given nB 2 Z�
q, HB computes

hCB = HSKBC (IDC, IDA, lC, lA, time, EA, nB), and sends M2:<IDC, IDA, lC, lA, time, EA,
hCB, nB> to SB.

Fig. 3. The key agreement mechanism between two non-adjacent S-nodes
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3. SB verifies the timeliness of M2, calculates hBC = HSKBC (IDC, IDA, lC, lA, time, EA,
nB), and determines whether hBC and hCB are equal. If the above conditions are true,
SA and HC are authenticated by SB. Given xB 2 Z�

q, SB computes EA, KBA, and h0BC as

EA ¼ xAP;
KBA ¼ xBEA;
h0BC ¼ HSKBC ðIDB; IDA; lB; time;EB; nBÞ:

8
<

:
ð4Þ

4. SB sends M3:<IDB, IDA, lB, time, EB, h0BC> to HC.
5. HC determines whether M3 is valid, and computes h0CB = HSKCB (IDB, IDA, lB, time,

EB, nB).

If h0BC and h0CB are equal, SB will be authenticated by HC. HC then computes
h0CA = HSKCA (IDC, IDB, lC, lB, time, EB, nA), and sends M4:<IDC, IDB, lC, lB, time, EB,
h0CA> to SA.

6. SA determines the timeliness of M4, and computes h0AC = HSKAC (IDC, IDB, lC, lB,
time, EB, nA). If h0CAand h0CA are equal, HC and SB will be authenticated successfully
by SA. Finally, SA computes KAB = xAEB.

Two non-adjacent S-nodes SA and SB obtain the session key SK as

SK ¼ H2ðIDA; IDB; lA; lB;KABÞ ¼ H2ðIDA; IDB; lA; lB;KBAÞ:

3.4 S-S-H Mechanism

In USNs, most of S-nodes have bi-directional communication links with H-nodes in the
same cluster, while few non-bidirectional links exit between S-nodes and H-nodes. In
order to improve the network connectivity, it is necessary to implement authentication
and key agreement for the non-bidirectional links. Assuming that there is a
non-bidirectional link between the S-node SA and the h-node HB. The S-node SC is
adjacent to both SA and HB. HB establishes the session key SKBC with the SC according
to the H-S mechanism.

In Fig. 4, SA and HB on a non-bidirectional link implement authentication and key
agreement with the participation of SC. The process of establishing a session key
between SA and SC is similar to that of the H-H mechanism. SC, as a relay node, assists
SA and HB to complete the authentication and key agreement.

1. Given xA, nA 2 Z�
q, SA computes EA = xAP, hAC = HSKAC (IDA, IDB, lA, time, EA, nA),

and sends M1:<IDA, IDB, lA, time, EA, hAC, nA> to SC.
2. SC determines the timeliness of M1, and computes hCA = HSKCA (IDA, IDB, lC, lB,

time, EA, nA). If hAC and hCA are equal, SA is authenticated by HC. Given nB 2 Z�
q,

SC computes hCB = HSKCB (IDC, IDA, lC, lA, time, EA, nB), and sends M2:<IDC, IDA,
lC, lA, time, EA, hCB, nB> to HB.
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3. HB verifies the timeliness of M2, calculates hBC = HSKBC (IDC, IDA, lC, lB, time, EA,
nB), and determines whether hBC and hCB are equal. If the above conditions are true,
SA and SC are authenticated by HB. Given xB, yB 2 Z�

q, HB computes YB, EB, hB, zB
and KBA as

YB ¼ yBP;
EB ¼ xBP;
hB ¼ H2ðIDB; lB; time;EB;RB; YBÞ;
zB ¼ yB þ hBdB mod q;
KBA ¼ xBEA:

8
>>>><

>>>>:

ð5Þ

4. HB sends M3:<IDA, IDB, lB, time, EB, RB, YB, zB> to SA.
5. SA determines whether M3 is valid, computes cB = H1(IDB||lB||RB), hB = H2(IDB, lB,

time, EB, RB, YB), verifies the HB identity, i.e.

zBP ¼ yB þ hBdBð ÞP ¼ YB þ hB rB þ cBsð ÞP ¼ YB þ hBðRB þ cBPpubÞ; ð6Þ

and then continue to calculate KAB = xAEB.
As yet, the H-node and S-node on the non-bidirectional link get the session key

SKAB = H2(IDA, IDB, lA, lB, KAB) = H2(IDA, IDB, lA, lB, KBA).

4 Security and Efficiency Analysis

4.1 Security Analysis

1. The proposed key agreement mechanisms realize the forward security [7]. Even if
the attacker obtains the master key of the PKG or the private keys of underwater
nodes, the session key cannot be obtained by mathematical derivation. The above
four mechanisms adopt the elliptic curve digital signature algorithm to achieve
identity authentication and obtain session keys. As long as the elliptic curve discrete
logarithmic difficult problem is not cracked, the attacker cannot capture xA and xB
from the message EA = xAP and EB = xBP exchanged in the key agreement process,
nor can xAxBP be calculated. Since the session key is determined only by the

Fig. 4. The key agreement mechanism between the H-node and the S-node on a
non-bidirectional link

152 Y. Zhao et al.



random number xAxB, the security of the previously established session key is not
affected even if the private keys of user A and B, as well as the system master key is
leaking. Therefore, this key agreement mechanism has perfect forward security.

2. The proposed key agreement mechanism can resist replay attacks and spoofed node
attacks. Timestamps are added to the authentication information to prevent replay
attacks. The HH and H-S mechanisms adopt the digital signature algorithm to
achieve a two-way identity authentication. The two sides of communication use
their own private key to sign the key exchange information in order to facilitate the
identification of key exchange information. The attacker cannot know the private
keys of participants from both sides, and is unable to forge signatures to pass
identity authentication.
The S-S-H mechanism is based on the H-H and H-S mechanism. The two S-nodes
use their session keys that established with the H-node and authentication infor-
mation to achieve identity authentication. Since the attacker does not establish
session keys with the H-node, he cannot complete the authentication and session
key agreement process with S-nodes through the H-node. Similarly, the S-H-S
mechanism prevents unauthorized users from passing authentication and estab-
lishing session keys. Therefore, the four mechanisms can effectively prevent forged
attacks.

3. The proposed key agreement mechanism can resist Sybil attacks [8]. The public
keys, private keys and authentication messages of all underwater nodes contain
identity and geographic information. Since the attacker does not acquaint the private
key of each node, he cannot be disguised as a number of nodes with different
identities or geographical locations.

4. The proposed key agreement mechanism can resist node replication attacks [9]. The
attacker captures an underwater node and places its copies in some geographical
locations. Since the four mechanisms use the adjacent node authentication algo-
rithm, every legitimate node outside the surrounding area of the captured nodes will
refuse to receive the information from the replicated node. The replicated node
cannot authenticate with other nodes. The attacker is not able to carry out attacks by
copying information from legitimate nodes.

4.2 Efficiency Analysis

Table 1 shows the computational and communication overhead of the H-H, H-S, S-H-S,
and S-S-H mechanism respectively. The computational overhead is the amount of
computation in the key agreement process of each node. The communication overhead
is the length of messages sent and received by each node in a key agreement process. In
Table 1, S denotes an elliptic curve point multiplication operation, M a modular mul-
tiplication operation, and H a one-way Hash operation. Assuming that the energy
consumed in performing an elliptic curve point multiplication operation is about
0.752 mJ. The energy consumed in transmitting or receiving a byte is about
0.002 mJ. The length of message authentication code C, including E, R, Y, z, n, h, etc., is
20 Byte. The length of time, ID, and l is 2 Byte, 2 Byte, and 4 Byte, respectively [10].

As can be seen from Table 1, the computational and communication overhead of
the H-node is much larger than that of the S-node. The energy consumption of the
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H-node is about 12.146 mJ according to the S-H-S mechanism, which is the largest
energy consumption in four mechanisms. This level of energy consumption is
acceptable for high performance nodes.

5 Performance Evaluation

The system-level simulation parameters are shown in Table 2. The underwater nodes
are randomly deployed in the scene of 200 � 200 � 100 m3. There is a bidirectional
link between each two H-nodes. The experimental results do not consider boundary
effects among clusters and the subsidence of underwater nodes.

Table 1. The computational and communication overhead of four key agreement mechanisms

Key agreement Mechanism Computational overhead Communication overhead

H-H H-node1 4S + 2M + 3H 4|C|+2|time|+|ID|+|l|
H-node2 4S + 2M + 3H 4|C|+2|time|+|ID|+|l|

H-S H-node 4S + 2M + 3H 4|C|+2|time|+|ID|+|l|
S-node 4S + 2M + 3H 4|C|+2|time|+|ID|+|l|

S-H-S S-node1 2S + 2H 3|C|+|time|+2|ID|+|l|
H-node 4H 5|C|+2|time|+4|ID|+4|l|
S-node2 2S + 2H 2|C|+|time|+2|ID|+|l|

S-S-H S-node1 3S + 2H 3|C|+|time|+2|ID|+|l|
S-node2 2H 3|C|+2|time|+2|ID|+2|l|
H-node 3S + 2H 4|C|+|time|+2|ID|+|l|

Table 2. System-level simulation parameters

Parameter Value

H-node Number of nodes 4
Transmission distance 100 m
Underwater transmission rate 19.2 kbit/s
Working voltage 3 V
Working current 66 mA
Duration of Tate pairing operation [11] 0.06 s
Duration of elliptic curve point multiplication operation 0.012 s

S-node Number of nodes 160
Transmission distance 30 m
Underwater transmission rate 4.8 kbit/s
Working voltage 0.95 V
Current (working state/receiving state/transmission state) [12] 8/10/27 mA
Duration of Tate pairing operation 2.66 s
Duration of elliptic curve point multiplication operation 0.81 s
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Figure 5 shows the comparisons of the S-node energy consumption in S-H-S
mechanism and other existing key agreement mechanisms. In the identity-based key
agreement mechanism proposed in [4], the S-node directly uses the Tate pairing
algorithm to authenticate and establish session keys with the H-node. The mechanism
brings the most energy consumption in the three mechanisms illustrated in Fig. 5. In
particular, when the number of nodes adjacent to the S-node reaches 40, the energy
consumption of the S-node exceeds 30 J. In the temporal-credential-based key agree-
ment mechanism proposed in [5] and the S-H-S mechanism, the energy consumption of
the S-node is less than 10 J. The S-H-S mechanism is a key agreement mechanism
based on public key cryptography. S-node can periodically update session keys with
adjacent nodes. Therefore, the S-H-S mechanism has higher security than the
temporal-credential-based key agreement mechanism, and the energy consumption of
the S-node does not increase significantly as the number of adjacent nodes increases.
As can be seen from Fig. 5, the energy consumption of the S-node performing key
agreement is generally lower than 5 J.

Figure 6 presents the energy consumption of the H-node in the S-H-S mechanism.
It can be seen that the number of communication links within the cluster will affect the
energy consumption of the H-node. Assuming that the number of S-nodes adjacent to
the H-node is x, and there are k communication links between S-nodes. The minimum
number of communication links between S-nodes is calculated as kmin = x=2d e, and the
maximum number of communication links is calculated as kmax = x(x − 1)/2. As
shown in Fig. 6, when k = kmax and x = 30, the energy consumption of the H-node is
about 20 J, which is acceptable for high-performance H-nodes. In practical applica-
tions, the number of communication links between S-nodes is less than kmax to achieve
a high network connectivity rate, so it can also support the H-node to access a larger
number of S-nodes. For the two common scenarios, k = 1/4kmax and k = 1/2kmax, the
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energy consumption of the H-node is generally less than 20 J when x � 27. Analysis
and simulation results show that the completion of S-node authentication and key
agreement with the help of the H-node can significantly reduce the energy consumption
without causing a large load to the H-node. The session keys between S-nodes can be
periodically updated, thereby enhancing the security of USNs.

Figure 7 shows the energy consumption of the nodes according to the S-S-H
mechanism. S-node 1 performs key agreements with the H-node on the non-
bidirectional link, requiring S-node 2 assistance in the middle. If an S-node helps too
many nodes on non-bidirectional links, it will consume too much of its own energy.
Therefore, the S-nodes with higher residual energy are often selected as helpers for key
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agreements. As shown in Fig. 7, the energy consumption of the H-node is higher than
that of S-node 1 and S-node 2, while S-node 2 has the lowest energy consumption.
When the number of adjacent nodes is 40, the highest energy consumption of S-node 2
is about 3.6 J. The low performance S-nodes are fully capable of collaborating for key
agreements. In addition, because the number of nodes on non-bidirectional links in
USNs is small, the S-S-H mechanism will not cause significant energy consumption to
S-nodes.

6 Conclusion

In this paper, an energy-efficient key agreement mechanism for USNs is designed
according to the resource-constrained characteristics of underwater nodes. In the novel
key agreement mechanism, the ability to resist attacks is enhanced by adding identity
and geographic information to the public key and private key of underwater nodes. The
mechanism does not adopt the complex Tate pairing or large integer decomposition
problems. Thus it has a lower computational overhead. The high-performance nodes
assist low-performance nodes by means of identity authentication and session key
agreement operations, and undertake more auxiliary communication and computing
tasks. It effectively reduces the energy consumption of low-performance nodes.
A different session key can be negotiated before each communication between cluster
head nodes. The session key of the low-performance S-node can be updated periodi-
cally to improve the security and robustness of USNs. The analysis and simulation
results show that the novel mechanism has better security and network performance,
and can be applied to USNs better, in which reduces the communication and com-
putational overhead of underwater nodes. It also provides available references to
building security protection mechanism for USNs.
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Abstract. With the increasing information being shared online, the vast
potential for cybercrime is a serious issue for individuals and businesses.
Quantum key distribution (QKD) provides a way for distribution of secure key
between two communicating parties. However, the current Quantum Key
Distribution method, BB84 protocol, is prone to several weaknesses. These are
Photon-Number-Splitting (PNS) attack, high Quantum Bit Error Rate (QBER),
and low raw key efficiency. Thus, the objectives of this paper are to investigate
the impacts of BB84 protocol towards QBER and raw key efficiencies in single
quantum channel. Experiments were set up using a QKD simulator that was
developed in Java NetBeans. The simulation study has reaffirmed the results of
QBER and raw key efficiencies for the single quantum channel BB84 protocol.

Keywords: Quantum Key Distribution � BB84 � Cryptosystem � QBER � Raw
key efficiencies

1 Introduction

Physicists and computer scientists are working together in pursuing the construction
and realization of quantum computer, which would exploit and harness the quirks of
quantum mechanics to perform certain computations that are much more efficient and
scalable fault-tolerant quantum computers [1, 2].

From years of research, quantum computers are found to be theoretically more
powerful than conventional computers for breaking the cryptographic codes that are
currently used for many aspects particularly monetary transactions and maintaining
information confidentiality on the World Wide Web [3]. The security of the current
encryption method which is the public key ciphers are based on mathematical calcu-
lations that are simple to compute but require an infeasible amount of processing power
and time to invert [4]. The current encryption methods are thus facing multiple chal-
lenges from threats due to weak random number generators, advances to computational
power, new attack strategies and the emergence of quantum computers.

Bennett and Brassard [5] devised the first Quantum Key Distribution protocol in
1984, known as the BB84 protocol. BB84 protocol utilizes the principle of uncertainty
formulated by Stephen Wiesner in 1969 [6] and No-Cloning Theorem. However, even
though BB84 protocol provides theoretically unconditional security, it is prone to
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several weaknesses. These are Photon Number Splitting (PNS) attacks [7], high
quantum bit error rate (QBER) and low raw key efficiency [8, 9].

The objective of this work is therefore to improve the average quantum bit error
rate and raw key efficiency. By minimizing the average QBER in the process of
Quantum Key Distribution, an eavesdropper will have a minimal amount of infor-
mation and knowledge about the secret key, effectively ensuring QBER to be below the
threshold governed by the two communicating parties (sender and receiver). By
improving raw key efficiency in the process of Quantum Key Distribution, more bits
generated by the sender will be used as the final secret key between the two com-
municating parties. Section 2 analyzes the literature review, Sect. 3 introduces the
single quantum channel model, Sect. 4 discusses the simulation results based on BB84
protocol, and lastly, Sect. 5 concludes this paper.

2 Literature Review

This section discusses the fundamental theories of Quantum Mechanics, the Quantum
Bit Error Rate and Raw Key Efficiency that ensure the confidentiality of the transmitted
key during secret key transmission.

2.1 Fundamental Theories of Quantum Mechanics

Quantum Key Distribution exploits the strange rules of quantum mechanics to achieve
unconditional security for two communicating parties. These counter-intuitive behav-
iors and properties of quantum mechanics have direct consequences and pose a chal-
lenge in the field of quantum cryptography.

In quantum computing, a quantum bit or qubit is the basic unit of quantum infor-
mation. It is the quantum analogue to the classical bits in conventional computers.
Unlike classical bits which can only represent 1 or 0, quantum mechanics allows the
qubit to be in a superposition of both states, thus representing both 1 and 0 at the same
time [10]. As a result, the qubit can be represented as a linear combination of 1j i and 0j i.

uj i ¼ a 1j i þ b 0j i ð1Þ

where a and b are probability amplitudes and can be complex numbers. When the qubit
is measured in the standard basis, the probability of outcome 1j i is bj j2 and the
probability of outcome 0j i is aj j2 where

aj j2 þ bj j2¼ 1 ð2Þ

In the application of a Quantum Key Distribution protocol, a photon, which is light
energy, may be used to represent a qubit for information encoding [11]. Apart from
that, quantum states present in a quantum system are very frail and unintended mea-
surement as well as exposure to the external environment will destroy its superposition
state. This makes qubit in the quantum system difficult to be controlled and manipulate.
This quantum behavior is described as quantum decoherence and it provides an
advantage in detecting eavesdropper in an event of key sharing in QKD. Therefore,
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qubit used in key distribution must be well secluded from the environment to ensure the
quantum states are well protected [12].

According to Oraevsky [13], when a quantum computer contains more than one
qubit, measurement of states independently is generally not possible as the qubits can
be linked together in such a way that their states become interdependent. This is known
as quantum entanglement and qubits may remain correlated to each other regardless of
their distances apart. Quantum entanglement can be utilized in QKD where one photon
from each pair will be distributed between the sender and receiver to produce a ten-
tative secret key.

First discovered by Wooters and Zurek [14], the Quantum No-Cloning Theorem
effectively ensures that a qubit of unknown state cannot be replicated, duplicated or cloned.
It is a protection mechanism in quantum theory and is one of the essential concepts used in
quantum cryptography, specifically inQKD. Copies of quantum states are therefore cannot
be obtained and an eavesdropper cannot replicate quantum information.

The QKD relies on the Heisenberg Uncertainty Principle articulated by Werner
Heisenberg [15], a German physicist who states that two properties of an object cannot
be measured at the same time, even in theory. For instance, if a velocity of an atom is to
be measured, the position of the atom cannot be accurately determined. Thus, in QKD
application, the polarization state of a photon cannot be measured simultaneously by
multiple polarizers without randomizing either of the measurements, resulting in
inaccurate results [16].

2.2 Quantum Bit Error Rate (QBER)

The Quantum Bit Error Rate (QBER) is the measurement of the probability or per-
centage of error across the quantum channel during key distribution [10]. It is one of
the key quantities in QKD to evaluate the quality of light transmission in QKD system.
The quality of signal transmission can be affected by numerous factors including the
presence of an eavesdropper, the protocol used, disturbance and noise due to the
imperfection of components and transmission impairments to the qubits. In simpler
terms, QBER is defined as the ratio of error rate to the key rate and contains infor-
mation in the presence of eavesdropper and how much this information was compro-
mised. The QBER can be calculated as:

QBER ¼ E
Bmax

ð3Þ

where E is the length of erroneous bits and Bmax is the length of the raw key.
In the ideal quantum channel, QBER is equal to zero and any interference by an

eavesdropper will result in an increase in QBER. However, in the practical world,
noises and disturbance due to external sources have to be taken into account. Hence, a
QBER threshold has to be set to determine the level of privacy for the transmitted key.

2.3 Raw Key Efficiencies

Many experimental and even commercial QKD systems based on the BB84 protocol
have been proposed, which mainly used photons to represent qubits. An inherent
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weakness of such systems is that the photons can be easily absorbed by the channel
thus only a small percentage of these photons reach the receiver, the majority will be
lost in the channel [9]. The qubits received are therefore precious and should not be
wasted. In the BB84 scheme, both the sender and receiver may use different basis with
50% probability in which case at least half of the received qubits will be discarded,
reducing the efficiency of the system significantly. The raw key efficiency can be
calculated using Eq. 4.

F ¼ Bmax

R
ð4Þ

where Bmax is the length of raw key and R is the length of the original random key.

2.4 Recent Work

In a 2015, Li et. al. proved the importance of randomness in QKD and that the security
of the final secret key will be compromised if some random input bits are known or
controlled by an eavesdropper during the process of key transmission. The security of
the BB84 protocol was analyzed against the strong randomness attack where some of
the random input bits were completely controlled by an eavesdropper. In weak ran-
domness attack analysis, the random input bits were partially controlled by an eaves-
dropper. Mogos [18] implemented QKD protocol which utilized a four-state system
with twelve orthogonal states. In the simulation, the average Quantum Ququarts Error
Rate (QQqER) of the four-state system is found to be 68.34% with the absence of an
attacker, and 88.94% with the presence of an attacker. Similarly, Senekane et al. [19]
demonstrated an optical implementation of three-non-orthogonal states and a total of
six states for a QKD protocol where the proposed protocol achieved a higher security
margin, heightened eavesdropper detections and an improved symmetry. In 2016, Mafu
[20] investigated the security proof for QKD protocol which utilizes the quantum
entanglement. A simple security proof was proposed where an eavesdropper can only
guess the output state with a probability that will ensure that the eavesdropper may not
obtain more than half of the classical Shannon information regardless of the state
transmitted by the sender.

3 Single Quantum Channel Model

This section discusses the existing single quantum channel key distribution model,
known as the BB84 protocol.

3.1 BB84 Protocol Model

In BB84 protocol, both sender and receiver, conventionally named Alice and Bob, will
each possess a dedicated QKD device with a single quantum channel capable of
transmitting polarized photon and a classical channel for bases comparison and
transmission of encrypted text.
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Subsequently, an additional quantum channel will be proposed in next phase of this
research work and integrated into the single Quantum Key Distribution Model as a new
method to improve QBER and raw key efficiencies as shown in Fig. 1.

3.2 BB84 Algorithm

The BB84 protocol includes two bases i.e. rectilinear base and diagonal base while the
polarization state of a photon is used to represent each bit value. The 90° and 135°
polarization states are used to represent the binary 1 while 0° and 45° polarization
states are used to represent the binary 0. The essential secret key sharing phases of the
BB84 protocol pseudo codes are as shown in the following:

Fig. 1. Single-QKD model and the proposed quantum channel
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3.3 Simulation Tool

To simulate a QKD device, a quantum security system was developed in Java
NetBeans IDE to simulate the process of Quantum Information such as quantum
polarizer and eavesdropping in the quantum channel. The user is able to select the
length of the bit strings and opt to enable eavesdropping in the quantum channel as
shown in Fig. 2.

4 Results and Discussions

Simulated data and results on QBER and raw key efficiency based on the single
quantum channel key distribution method are presented in this section based on the
simulation tool. In this simulation, it is assumed that the user possesses a perfect
quantum channel without noises or disturbances and a perfect single-photon source.
Non-perfect simulation shall be done in next phase of this research work.

4.1 Simulated QBER and Raw Key Efficiencies for BB84 Protocol

In order to calculate Quantum Bit Error Rate, Eq. 3 was used to estimate the probability
of percentage of error across the quantum channel during key distribution. Figure 3
shows 100 simulations on the BB84 protocol to obtain the average QBER based on 200
qubits.

Fig. 2. Single-quantum channel simulation interface
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From 100 simulations, the average QBER can be calculated using the following
equation.

�x ¼
Pn

i¼1 xi
n

ð5Þ

where n is the number of simulations and x is the value obtained from each simulation.
The average QBER on BB84 protocol was found to be 25% in the presence of an

eavesdropper. In other words, an eavesdropper present in the quantum channel may
have 25% knowledge on the transmitted key.

From the simulated outcome, the average QBER of the BB84 protocol is consistent
with the findings reported by Nedra Benletaief et al. [21], Mohamed Elbokhari et al.
[22] and Di Jin et al. [8].

To determine raw key efficiencies, Eq. 4 was used. 100 simulations on BB84
protocol were conducted to measure the average raw key efficiencies based on 200
qubits. The simulation results are shown in Fig. 3.

The average raw key efficiencies was calculated to be 50% by Eq. 5. This was
expected, as at least half of the generated bits will be discarded due to the consequences
of not knowing which bases that Alice chooses to encode the photons. Hence, Bob was
forced to randomly choose 1 of the 2 bases to measure an incoming photon, resulting in
50% probability of choosing the correct base. The average raw key efficiencies
obtained from this simulation was agreeable to the findings reported by Di Jin [8],
Chris Erven et al. [23] and Hoi-Kwong Lo et al. [24].

5 Conclusion

In conclusion, the simulation study has reaffirmed that the results of QBER and raw key
efficiencies are 25% and 50% respectively for the single quantum channel BB84
protocol. These simulation results were consistent with the findings reported by other
researchers.
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For future work, dual quantum channel security model will be proposed as a new
method to improve Quantum Bit Error Rate (QBER) and raw key efficiencies based on
the single-quantum channel communication model.
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Abstract. Patch management is a risk management tool for enterprises and a
key element of IT security programs. Improper patch management may lead to
downtime and interruption, data leakage, penalties and fines for noncompliance
with regulations, lost revenue, damaged reputation, litigation fees, etc. It is
imperative for enterprises to develop, implement and monitor a well-structured
patch management program. Monitoring of program implementation includes its
audits. In this paper, an audit program and plan for patch management of
enterprise applications is developed. Program includes common elements rec-
ommended by information security frameworks and the research community.
The audit plan includes audit areas, accompanying audit objectives and tests.
Finally, the audit areas, audit objectives and audit tests is mapped to applicable
sections of the NIST cybersecurity framework.

Keywords: Patch management � Audit objective � Audit tests � Risk
assessment

1 Introduction

1.1 Background

Modern business environment landscape is witnessing ever increasing complexities as
more and more businesses largely depend on information systems. Enterprise appli-
cations and the associated technologies are relied on to support business processes and
operations. As a result, the security of enterprise applications has become critical and
attracts great attention from businesses and the research community.

According to [1] an information systems journal, enterprise applications are crucial
for the successful and effective operations of business activities as it provides complete
and timely information for management decisions. Enterprise information systems
ensure effective data exchange between business partners and ultimately enhance
efficiency and productivity through business level support functionality. Unfortunately,
the growing number of attacks on such systems negatively affects the benefits of IT.
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Worms and malicious code among other factors that exploit known vulnerabilities
of unpatched applications and system software is growing at an unprecedented pace.
Therefore, enterprises have to put in place a sound patch management program to
mitigate the risks associated with vulnerabilities and ultimately taking proactive steps
to maintain the success of its patch management efforts. For example, a crucial element
of maintaining patch management efforts is continuous monitoring, which typically
includes audit and assessment.

2 Patch Management and Associated Risks

In the last decade, where high profile, high-cost security incidents are prevalent ade-
quate defense-in depth mechanisms to effectively secure applications is of utmost
importance. One of the essential elements of an information security program is patch
and vulnerability management. The judgement call for proper patching came with
massive outbreaks of #Wannacry and #Petya ransomware in 2017 that affected hun-
dreds of thousands of systems across the globe leading to massive data losses in
healthcare, government, banking, etc. in hyper-connected societies. In both outbreaks,
the malware exploited vulnerability for which the patch was released few weeks prior
to attack.

According to [2] patchmanagement processes and procedures is a core security layer in
any organization’s defense-in depth strategy. Patch deployment is a subset of the software
maintenance phase in the software development lifecycle. Software lifecycle typically
involves planning, systems analysis, conceptual systems design, system evaluation and
selection, detailed design, application programming and testing, software implementation/
deployment and software maintenance [3]. Patch management is the phase in software
development lifecycle that ensures proper software maintenance is provided.

Patch management is defined as a process of identifying, acquiring, installing and
verifying patches for software and systems [4]. Usually patches does one of the fol-
lowing, fix a bug, install new drivers or other supplementary software, address new
security vulnerabilities, address software stability issues, and upgrade the software.

2.1 Risks Associated with Improper Patch Management Programs

A good patch management program entails developing effective plans and policies for
patching which covers what patches should be applied to which systems and at what
time. [5] Outlines the following as risks of poor patch management program: delayed
or non-applied patches (SQLSlammer, #Wannacry and #Petya), invalidated patches,
insufficient testing, downtime and interruption, vulnerabilities in patch management
tools, no fallback procedures, improper patch identification and installation.

Literature outlines common reasons for patch management program failures: lack
of corporate policy requiring patching; vague understanding of roles and responsibil-
ities associated with patching; wrong expectation of scope; poor software lifecycle
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management; no release or change management maturity; one patch solution for all
needs; lack of tools or automation to support automation in a repeatable manner, no
computer build standard or accreditation for new computers [6].

The risks associated with a poor patch management program ultimately leads to
negative implications for organizations such as data loss, fines for non-compliance with
regulatory requirements, damaged reputation, stolen intellectual property and litigation
fees.

2.2 The Need for Patch Management Audit

A review of the risks associated with poor patch management makes it obvious that it is
essential for organizations to have a system that assesses and monitors the extent and
success of patch management efforts. Auditing the patch management program enables
evaluation and assessment of the specific aspects of the patch management program.
Thus, auditing provides an efficient tool to measure deviations from patching targets
and objectives. Patch management audit objectives and tests should be aimed at
demonstrating that an enterprise patch management efforts are effective and efficient.
This enables meaningful assessment of the security posture of an enterprise with
regards to patching [2].

The recommendations reviewed recommended the following elements of a sound
patch management program: inventory of information assets, patch management pol-
icy, optimal timing of patches, risk assessment, identification of new vulnerabilities and
patches, testing and deploying patches.

A few recommendations included different considerations or elements of a patch
management process. In [7] authors recommended that a configuration management
plan, disaster recovery plan, and incidence response plan should be included in the
patch management program. Authors of [6] and [8] suggested the creation of a patch
and vulnerability group to monitor new vulnerabilities and patches. Work [9] suggested
a flaw remediation process incorporated into configuration management process. This
process would identify, correct and report information system flaws, establish bench-
marks for taking corrective actions amongst other functions [9].

While various recommendations have been put forward by information systems
security frameworks and the research community, there is no existing attempts for an
overarching template that would cover all major areas in patch management. This
research developed such an audit plan template focused on patch management pro-
gram. The proposed audit plan has key audit areas, audit objectives and potential audit
tests to enable IT auditors evaluate the patch management program and effectively
measure deviations from patch management objectives.

3 Summary of the Key Elements of the Audit Plan

Key elements of the audit plan include the following:

Risk Assessment: Timely response is critical to successful patch management
efforts. As a result of limited resources available to the enterprise, it is important to
determine which systems should be patched first. Conducting a risk assessment helps to
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prioritize patching. According to [10] risk assessment for patch management should be
done in the following areas:

Threat level: here the severity of the threat is considered, the likelihood of it
affecting the business environment.

Vulnerability: this area considers the level of vulnerability of applications and
systems. Application and systems that are more vulnerable may include systems that
outside the perimeter firewalls.

Criticality: this area considers how important a system is to the business envi-
ronment. Mission critical applications and systems is a key risk area. Examples include
mail servers, database servers among others.

Thus, mission-critical systems, vulnerable systems and severity of the threat should
be of utmost priority.

3.1 Applicable Categories and Sub-categories of the NIST Cybersecurity
Framework

The key audit areas and the accompanying audit objectives and audit tests have been
mapped to relevant categories and sub-categories in the NIST cybersecurity framework
that relate to patch management program. The categories include governance, risk
assessment, asset management, information protection processes and procedures, data
security, and protective technology.

As shown in Table 1, patch management policy is mapped to the governance
category (Governance ID-GV: The policies, procedures and processes to manage and
monitor the organization’s regulatory, legal, risk and operational requirements are
understood and inform the management of cybersecurity risks) and sub- categories- ID.
GV-1: Organizational security policy is established. ID-GV-2: Information security
roles and responsibilities are aligned internal roles and external partners.

Table 1 represents the actual template – major contribution of this research project.
Table elements can be interpreted as described below in this paragraph. For example,
the first area is policy. It is related to ID-GV domain in NIST framework [14] thus can
be included in the Governance auditing as well. To verify the existence of the policy
the auditor would need to look at the major required elements of the policy as outlined
in Audit Tests column: purpose, scope, roles and responsibilities, management com-
mitment, and compliance should appear in the policy. Next area is connected to risk
assessment domain in NIST framework (ID.RA) thus can be included into the auditing
procedures for Risk Management. As in the previous domain, tests are also provided in
the table. As it can be seen from this short description condensed format provided in
Table 1 can be easily converted to an extended checklist that an auditor can run
through.
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Table 1. Proposed audit plan alignment to NIST cybersecurity framework

Key audit
Areas

Audit objectives Audit tests/Procedures Mapping to applicable
NIST CSF categories

Patch
management
policy

Existence of a patch
management policy that
addresses; purpose, scope,
management commitment,
and compliance

Obtain and examine current
policy document to ensure
purpose, scope, roles and
responsibilities, management
commitment, compliance are
addressed

Governance (ID-GV): The
policies, procedures and
processes to manage and
monitor the organization’s
regulatory, legal, risk and
operational requirements are
understood and inform the
management of
cybersecurity risks
ID.GV-1: Organizational
security policy is established.
ID-GV-2: Information
security roles and
responsibilities are aligned
internal roles and external
partners

Defined scope for patch
management

Examine policy document to
ensure that systems and
applications that need to be
patched are clearly defined

Adequate roles and
responsibilities for patch
management

Review policy document to
ensure roles and
responsibilities are clearly
defined. Interview
information security
personnel charged with
patching roles and
responsibilities to confirm
adequacy of roles and
responsibilities

Frequency of review and
updates of patch
management policy

Obtain and examine previous
policy documents to
determine if
organization-defined
frequency of reviews and
updates have been adhered to

Risk
assessment

Risk assessment of new
patches to determine
severity levels and impact
on information assets

Obtain and examine risk
assessment reports to verify
if risk assessments for
patches are conducted based
on threat level, vulnerability
and criticality of security
patches

Risk Assessment (ID.RA):
The organization understand
the cybersecurity risks to
organizational operations
(including mission, function,
image, and reputation),
organizational assets and
individuals.
ID-RA-1: Asset
vulnerabilities are identified
and documented.
ID-RA-2: Threats and
vulnerabilities is received
form information sharing
forums and sources.
ID-RA-3: Potential business
impact and likelihood are
identified and documented

Effective notification
tracking system for release
of new patches

Examine notification
tracking systems:
subscription to vendor’s
mailing list, security
bulletins on software
enhancement and security

Identification of potential
impacts based on the risk
assessment of patches

Examine current and
previous business impact
analysis reports to confirm
risk levels and impact on
organization’s systems and
applications

Conduct periodic
vulnerability assessments

Verify that scanning tools
have successfully completed
their weekly or daily scans
for the previous 30 cycles of
scanning by reviewing
archived alerts and reports to
ensure that the scan was
completed

(continued)
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Table 1. (continued)

Key audit
Areas

Audit objectives Audit tests/Procedures Mapping to applicable
NIST CSF categories

Comprehensive and
up-to-date inventory of
information assets

Review previous assets
inventory database reports to
confirm frequency of updates
and completeness of the
report

Asset Management (ID.
AM): The data, personnel,
devices, systems and
facilities that enables the
organization to achieve
business purposes are
identified and managed.
ID-AM-2: Software
platforms and application
within the organization are
inventoried.
Information Protection
Processes and
Procedures (PR. IP):
Security policies, processes
and procedures are
maintained to
PR.IP-3: Configuration
change control processes are
in place.
PR.IP-4: Backups of
information are conducted,
maintained and tested
periodically.
Data Security: Information
and records (data) are
consistent with the
organization’s risk strategy to
protect the confidentiality,
integrity and availability of
information.
PR.DS-6: The development
and testing environment(s) are
separate from the production
environment

Change control process for
patches

Review change request
forms for previous patches to
ensure adequate approval
and documentation by
appropriate IT personnel

Successful backups of
mission-critical applications
and systems before patch
deployment

Select at least five systems
within the enterprise network
environment and restore to a
test system using the most
recent backup. Verify that
the system has been restored
properly by comparing the
restore results to the original
system

Patch testing and
deployment

Review test plan/guidelines
and test results to verify the
success of patch testing.
Post-deployment reports
should be reviewed to ensure
that there are no reported
issues at least one week after
patch application

Examination
of security
controls for
exception

Existence and effectiveness
of network protection
systems for applications and
systems where patches
cannot be installed or
vulnerabilities cannot be
resolved [14]

Take a software test program
that appears to be a malware,
but not included in the
authorized software list, to at
least 10 randomly selected
systems within the network.
Verify that the systems
generate an alert or e-mail
notice regarding the malware
within one hour. Verify that
the system generates an alert
or e-mail indicating that the
malware is blocked or
quarantined [16]

Protective Technology (PR.
PT):
Technical security solutions
are managed to ensure the
security and resilience of
systems and assets, consistent
with related policies,
procedures and agreement.
PR.PT-1: Audit/logs are
determined, documented,
implemented and reviewed in
accordance with policy
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4 Conclusion

Patch management program is an essential requirement for a robust and successful
information security program as it plays critical role in protecting confidentiality,
integrity and availability of any enterprise’s information systems.

Thus, the research proposes an audit plan for patch management, which included
the following major audit areas: first, patch management policy, which includes the
scope of systems and applications to be patched, roles and responsibility amongst
others. Second, risk assessment, typically involving risk prioritization/classification and
impact analysis with regards to patching. Third, key patch management processes and
procedures such as change management process, patch testing and deployment,
inventory of information assets. Lastly, examination of security controls, such as
network protection systems such firewalls, intrusion detection and prevention systems.
Hence, the audit plan provides a tool for IT auditors to consistently assess the success
and extent of patch management efforts. Patch management program should not be
thought of as a one-time procedure but as a process that requires continuous review and
monitoring.

This research focused on the development of an audit plan for patch management
and concentrated on major/key audit areas. Future research can be done on the
applicability of the audit objectives and audit tests, such as assessment of patching
times, scope, and risk assessment in a typical enterprise. This would further validate its
suitability of application.

References

1. Serova, E.: Enterprise information system of new generation. Electron. J. Inf. Syst. Eval. 15
(1), 116–126 (2012)

2. MacLeod, K.J.: Patch Management and the Need for Metrics, SANS Institute Reading Room
(2004)

3. Hall, J.: Information Technology Auditing and Assurance. South - Western Cengage
Learning, Ohio (2011)

4. Souppaya, M., Scarfone, K.: Guide to Enterprise Patch Management Technologies. NIST,
Virginia (2013)

5. Joint Universities Computing Centre: Network Computing, Information Security Newsletter,
p. 1, 23 December 2013

6. Hoehl, M.: Framework for Building a Comprehensive Enterprise Security Patch Manage-
ment Program, SANS Institute Reading Room (2013)

7. Tom, S., Christiansen, D., Berrett, D.: Recommended Practice of Patch Management of
Control Systems. Idaho National Library, Idaho (2008)

8. Mell, P., Tracy, M.C.: Procedures for Handling Security Patches. National Institute of
Standards and Technology, Washington DC (2002)

9. Blank, R.M., Gallagher, P.D.: Security and Privacy Controls for Federal Information
Systems and Organizations, National Institute of Standards and Technology (2013)

10. Mell, P., Bergeron, T., Henning, D.: Creating a Patch and Vulnerability Management
Program, National Institute of Standards and Technology (2005)

174 L. Odilinye et al.



11. Medzich, M.: Deploying a Process for Patch Management in relation to Risk Management,
SANS Institute (2004)

12. Ruppert, B.: Patch Management, SANS Institute Reading Room (2007)
13. Liu, S., Kuhn, R., Hart, R.: Surviving Insecure IT: Effective Patch Management. IT Prof. 11

(2), 49–51 (2009)
14. National Institute of Standards and Technology: Framework for Improving Critical

Infrastructure Cybersecurity, NIST (2014)
15. Council on Cybersecurity: The Critical Security Controls for Effective Cyber Defense,

SANS Institute
16. National Institute of Standards and Technology: Assessing Security and Privacy Controls in

Federal Information Systems and Organizations, NIST (2014)

Audit Plan for Patch Management of Enterprise Applications 175



Evading Tainting Analysis of DroidBox by Using
Image Difference Between Screen Capture

Images

Dae-Boo Jeong and Man-Hee Lee(B)

Department of Computer Engineering, Hannam University, Daejeon, Korea
jungdaeboo@gmail.com, manheelee@hnu.kr

Abstract. Protecting personal and business data stored in smart
phones from information leaking applications becomes very important.
To detect such apps as early as possible, the data tracking functionality,
called tainting analysis, is being utilized in many areas, and DroidBox
with TaintDroid is one of the most frequently used dynamic analysis
tools for Android system emulation. In this study, we showed a simple
steganographic technique utilizing two consecutive screen captures so
that TaintDroid or smartphone users cannot track or detect.

Keywords: Android · DroidBox bypass · Bypassing taint check · Data
leak · Steganography · Screen capture · Image difference

1 Introduction

As smart phones are used for both work and personal life extensively, the number
of information stealing apps keeps increasing. Different from other malicious
behavior, detection of information leakage is very difficult because real computer
architecture does not provide details about how data is processed in registers
and the main memory.

Tainting analysis in virtual environments can be a good alternative solution
for analyzing malwares before they steal data from real companies and users.
The technique is to put a tag on data, keep track of the tagged data throughout
the execution, and finally report whether the data is leaked or not. TaintDroid
is almost the first practical tainting analysis tools for Android [1]. It comes with
DroidBox, an Android virtual environment, that is a famous dynamic analysis
tool [2,5].

However, TaintDroid cannot protect every data in the system. As TaintDroid
developers noted [1], TaintDroid was not designed to track all possible side chan-
nel attacks [6,8,9]. G. Sarwar et al. presented many side channel attack methods
to evade TaintDroid’s tainting analysis [3]. In our previous study [7], we selected
and implemented a bitmap attack. Its attack scenario is simple. The first step is
to write data of interest on the screen, and then take a screen shot. Since Taint-
Droid is unable to track data stored on the bitmap memory for the screen, screen
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captures of data written on the screen is a nice method to leak private data. The
last step is to send the images to an outside server where text information is
extracted by using OCR (Optical Character Recognition).

Even though the use of screen capture could evade TaintDroid successfully,
it is not completely undetectable by ordinary smartphone users. That is because
it takes at least several seconds to take a screen shot. This means that private
data should be displayed for the time. When a user keeps looking at the screen,
it is very hard to miss this behavior because the private data appears on the
screen suddenly and disappears after some seconds.

In this research, we presented a simple data steal technique better than the
previous idea while successfully deceiving both TaintDroid and users. Before
explaining how to do it, we need to explain a key finding on which our idea is
based. A screen shot image looks similar to its original image, but they are very
different when we compare pixel information. By the way, while testing many
images on various devices, we found a very consistent symptom: Differences
between two images are still conveyed to the two screen captured images. For
example, if two images are exactly same except the first pixel’s blue value by
one, their screen captured images show the same difference on the first pixel
with the same blue value.

This study utilized this finding to devise a new data leaking technique as
follows: First, we send out a clean picture’s screen shot to an outside server. Sec-
ond, we embed private information into the picture using a simple steganographic
technique such that it is impossible to differentiate two pictures by human eyes.
Third step is to take a screen shot for the second picture. Fourth, we send out
the new screen shot to the outside server where the original private data is recov-
ered by comparing two screen shots. Since our method uses the screen bitmap,
TaintDroid still cannot detect it.

The rest of the paper is organized as follows. Section 2 describes a side chan-
nel attack, one of the techniques for bypassing tainting analysis in TaintDroid.
Section 3 proposes an data leaking algorithm using consecutive screen capture
based on side channel attack techniques. Sections 4 and 5 develop a data leak-
ing algorithm and validate the data leaking algorithm through testing. Finally,
Sect. 6 presents our conclusions.

2 Related Work

Sarwar et al. evaluated how effective TaintDroid tracks information [3]. As noted
in TaintDroid authors, TaintDroid does not implement control dependence infor-
mation tracking. In this method, tainted data itself is not propagated. Rather,
clean data is assigned to new variables, but the decision of clean data depends on
tainted data, thus indirectly copying tainted data to untainted variables. Second
approach is to use benign code trusted by system. The benign codes are not
perfectly tracked, so various activities of the code are not tracked. Third app-
roach is side channel attack. Side channel attack in cryptography is to extract
physical implementation through timing information, power consumption,
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or sound rather than through brute force or theoretical attack on algorithm
and its cryptographic system.

Side channel attack in TaintDroid is any techniques to gain access to private
data not through normal data access method, but through other method out of
scope of TaintDroid. Common timing attack is possible in TaintDroid by running
a special task with some meaningful intervals. By monitoring the task’s execution
intervals, any private data can be leaked without detection. Final approach is to
use bitmap cache that is used for screen display. Since TaintDroid stops tracking
on bitmap cache, any data written on screen can be exposed to outside without
detection. In our previous research [7], we adopted this idea and show how font
sizes and types affect the effectiveness of data leakage.

Main disadvantage of our previous idea is that private information that we
want to steal shows on the screen so that bitmap cache can recorded via screen
capture. If a user looks at the screen carefully, he can recognize that some texts
appear for seconds and disappear suddenly.

3 Data Leak by Using Consecutive Screen Capture

The key problem of using the screen capture is that data of interest needs to be
displayed to the smartphone user, inevitably making the user suspicious about
possible maliciousness of the app. This might be the most unwanted situation
by the hacker.

To solve this problem, we propose to use consecutive screen captures, which
is based on an interesting symptom of screen capturing behavior of many smart-
phones: differences between two images are exactly same as the differences
between two screen captured images.

Following is how to utilize the symptom to leak data without detection by
TaintDroid or human users. Its overall schematic is depicted in Fig. 1. First, we
display a normal image called a cover image without any private information
on the screen and capture it. Second, we generate a stego image by embedding
private information into the original image. Then, the stego image is shown to
the user and captured. In this process, it is important not to embed too much
information. In the field of image processing, provided the bit depth is 8 bits,
the PSNR (Peak Signal-to-Noise Ratio) of the original and its compressed or
lossy image needs to be more than 30 dB in order that human eyes are unaware
of the difference between the two images. Then, we send out the two captured
images to the predestined server where differences of RGB values of the images
are extracted to recover the private information.

Please note that this skill looks similar to steganographic techniques to con-
ceal private information in digital images [3,4,10,11]. The main difference is that
we use screen captured images rather than normal images. In the digital image
steganography, pixel values at specific locations are modified and the image is
sent out from the system. The image recipient can extract hidden information
because the image was directly transferred. However, in our situation, the image
cannot be sent out the Internet directly since all the data was tracked.
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Fig. 1. Data leak concept using two captured images

It would be best if an original and its captured images are perfectly the
same, but that is not the case; the original and its captured images are not
same at all. In Android emulator, we captured a Lenna image and compared
it with the original image shown in Fig. 2. They look the same to human eyes
since the PSNR of two images is about 45.52 dB, but the graph in Fig. 3 shows
difference between two images. The 145 × 145 image has 21,025 pixels and each
pixel has red, green, and blue values from 0 to 255. We compared RGB values
of all pixels of two images and calculated RGB color difference by adding up
absolute difference value of each color. For example, when RGB values of the
two pixels of the same location from the two images have (128, 128, 128) and
(129, 127, 128) respectively, the pixel’s RGB color difference is two. 76.23% of
pixels have different RGB values and the pixel’s average color difference is 3.61
with a standard deviation of 3.27. Therefore, it seems impossible to recover the
hidden information from captured image because the information loss occurs
when capturing the screen image.

Fig. 2. Original (left) and captured (right)
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Fig. 3. Color difference of Lenna images

As mentioned earlier, we use two captured images to leak private information.
For this method to be practical, it should be always true that we can recover
from the two captured images the exactly same information that we embed into
original images. For this, we need to assert that the following formula, F, should
be true all the time. Its main concept is depicted in Fig. 1.

F (I, I ′) : Diff(I, I ′) ≡ Diff(Cap(I), Cap(I ′))

where I is an original image, called cover image, I’ is a stego image of I, to which
data was inserted, Cap(I) is a captured image of I, Diff() function produces
the pixel difference information of two input images, I and I’. The information
includes every pixel’s RGB difference as well as the percentage of different pixels,
average color difference, and standard deviation. ≡ is defined that two Diff()
functions produce the same results, meaning that differences between two images
are exactly same as the differences between two screen captured images, asserting
F(I, I’) is true. After all, we make sure that the inserted information in I’ can
be recovered from the difference between Cap(I) and Cap(I’).

4 Validation by Experiments

To verify whether the formula is true in other environments, we tested six ran-
domly selected images shown in Fig. 4 on three different real devices: LG G2
(LG-F320K), Galaxy Nexus (SHW-M420S), Galaxy S2 (SHW-M250S). For each
image, we randomly chose one pixel and changed its blue value by one. Then, we
captured two images to calculate Diff(I, Cap(I)) and F(I, I’) on three devices.

Table 1 shows the test results. In Lenna image captured in LG G2 smart
phone, its Diff percent is 77.23%, meaning that percent of pixels of caputred
image are different from the original pixel values. Its average color difference is
3.46. With the same Lenna image, Galaxy Nexus and S2 showed different Diff
percent and average color difference. In all other tests, Diff percent and average
color difference look random. However, F(I, I’) is true all the time, meaning that
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(a) Lenna (b) Big Boss (c) Carolina (d) Scarlet (e) Veteran (f) Shin chan

Fig. 4. Six randomly selected images used for testing

Table 1. Images from the real devices test results

Image name LG G2 Galaxy Nexus Galaxy S2

Diff

percent

Avg color

difference

F(I, I’) Diff

percent

Avg color

difference

F(I, I’) Diff

percent

Avg color

difference

F(I, I’)

Lenna 77.32% 3.46 True 97.54% 8.14 True 97.56% 7.99 True

Bigboss 49.13% 3.83 True 84.80% 7.94 True 83.24% 7.68 True

North Carolina 38.63% 6.52 True 56.90% 10.94 True 56.56% 10.84 True

Scarlet 66.68% 2.87 True 93.94% 5.68 True 94.63% 5.77 True

Veteran 28.66% 2.54 True 61.39% 3.34 True 58.26% 3.42 True

Shin chan 61.94% 4.27 True 96.88% 12.41 True 94.68% 12.31 True

Average 53.73% 3.91 All true 81.91% 8.08 All true 80.82% 8.00 All true

the pixel difference information between two original images can be recovered
from the captured images.

To support our idea, we collected 100 images randomly from Google and
performed the same tested in the Android emulator. Its average Diff percent is
49.94% with standard deviation of 19.64. Its average color difference is 4.59 with
standard deviation of 2.03. Still, F(I, I’) stays true in all cases.

With this results, we reasonably assume that capture algorithms imple-
mented in each smart phone are different, but their algorithmic behavior is so
static that pixel difference information is conveyed in multiple captured images.

5 Implementation of Data Leakage App Using Two
Captured Images

From now on, we are ready to devise a data leaking algorithm based on what
we just found. Here, just for a proof of concept, we developed a simple IMEI
(International Mobile Equipment Identity) leakage technique and showed how it
worked.

We used the Lenna image. Since IMEI is a 15-decimal-digit number, we
randomly selected 15 points and changed its blue value by each digit’s decimal
value, which is similar to the traditional steganographic algorithms changing
least significant bits of pixel valuses. Since digits can be zero, we added one to
the digits. The reason why we chose pixel locations randomly is that it would
decrease the possibility of being detected.

Once the modification is done, the next step is to show the original Lenna
image to the screen and capture it, then do the same process with the modified
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image. Now two captured images are available. We sent them out to a remote
server where the leaking information is recovered by comparing two captured
images. This process is shown at the right side of Fig. 1.

Please note that it is not necessary to send the two captured image to the
outside. That is, the difference information can be recovered in the local smart
phone and the extracted information can be directly sent to the outside. However,
packets in transmission can be captured or monitored by data loss prevention and
detection systems. In this situation, private information leakage can be detected.
To avoid this situation, the information can be encrypted beforehand, but the
use of cryptographic APIs or sending out arbitrary strings with high entropy
values could attract unnecessary attentions. Therefore, sending out two similar
images that look the same would be better for lowering the possibility of being
detected.

We developed a sample app and a server for this test. After displaying the
Lenna image on the screen, the app captures a screen image and show the next
image after changing 15 locations’ pixel values according to IMEI value. After
capturing once again, the app sends the two captured images to the outside
server. We successfully recovered the inserted IMEI. Figure 5 shows a Json file
generated by DroidBox for application analysis. opennet part reports that the
application made two connections with 203.247.39.97, our test server, and sent
two files via the port number 22, but dataleaks part reports nothing, which means
that any data leak events did not occur. With this results, we showed that we
successfully leaked the IMEI by using two captured images while TaintDroid and
users cannot detect the event.

We iterated the same test for the one hundreds images that we used for Diff()
function validation. Average PSNR values between the cover and stego images
is about 72.95 with a standard deviation of 0.49. Therefore, we can say that this
process is so quick and the images are so undistinguishable that users cannot
notice that the image has been changed.

Fig. 5. DroidBox detection results
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6 Conclusion

The more people keep business and private data stored in smart phones, the more
important it becomes to protect the data from theft. DroidBox with TaintDroid
is a well-known Android virtual environment with strong tainting analysis func-
tionalities. Bitmap memory for screen is a known security hole that TaintDroid
cannot keep tracking tagged information well. In our previous research, we pro-
posed a method to leak private information by capturing the screen with private
information displayed in form of text and applying OCR to extract the text from
the captured image.

In this research, we improved the previous idea’s weak point that the private
data should be displayed for some seconds so that it might increase the possibility
of being detected by users. Instead, we proposed a leaking method by embedding
private information into the image and capturing the original and data-embedded
images separately. We found that the difference information extracted from the
two captured images is exactly the same with that from the original and data-
embedded images. By using this finding, we successfully developed a private data
leaking application evading TaintDroid’s data leak detection mechanism.

We are currently investigating how to detect our data leaking technique pro-
posed in this paper. We also keep searching data leak holes that TaintDroid
cannot detect. Through this research, we hope to help build more complete
TaintDroid.
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Abstract. The evolution of anthropomorphism and affective design principles
in Social Medial has allowed friends and colleagues to create content across
organizational settings that now provision for emotions through the popular use
of emoji. Of concern to information systems security practitioners is that the use
emoji can be effective in social engineering through facilitating escalated
malevolent attacks to unsuspecting victims. The article applies theories from
social psychology, criminology and information systems while using the
Elaboration Likelihood Model (ELM) to determine the possibility of using
emoji as tools for effective social engineering. A university setting was used and
student–actors enlisted to execute social engineering scenarios under carefully
controlled environments. Screen shots of social engineering using emoji were
taken by student-actors and sent to researcher for analysis. Qualitative data
analysis involved prepossessing emoji data through tokenization and normal-
ization. Results reveal two important findings. Firstly, that the effective use of
emoji is more likely to persuade victims because of unsuspecting emotional
appeal. Secondly, more time was taken to persuade a victim when only textual
words instead of emoji were used in the interaction process. The results of
findings are discussed in the main article.

Keywords: Social media � Social engineering � Emoji � Information security

1 Introduction

1.1 Evolving Social Media

The number of advanced Social Media (SM) software technology applications such as
WhatsAppTM, FacebookTM and TwitterTM available on the Internet that promote user
generated content, has made SM evolve from being a purely social platform to that
which is integral to organizational settings [1]. The evolution of anthropomorphism and
affective design principles in SM content (such as emoji) has allowed friends and
colleagues to create SM content across organizational settings that now provision for
sentiments and emotions. Anthropomorphic and affective designs in SM content gen-
eration has been one of the best successful ways that has inspired emotional elicitation.
The use of emoji is one of the best examples of successes in SM Anthropomorphic
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designs. Emoji were created in the 1990s by NTT DoCoMo, the Japanese communi-
cation firm to complement missing face to face and voice tone interactions [2]. An
information security issue arises when unauthorized third party users manipulates
emotions to gain access to private information (social engineering) [3]. Social engineers
will appeal to emotions when malevolently interacting with potential victims in order to
escalate these emotions towards malevolent intentions (e.g. fraud, espionage and
damage to assets) [4].

Social Media and Behavioral Information Security. Research into behavioral
information security often involve determining causes for security incidents such as
neutralization [5] and rationalization [6]. There has also been research that focusses
intervention and raising security awareness [7, 8] and those that focus on punishment
and reward [9]. However, such research has not addressed security in context to social
engineering and social media emotional perspectives. Social engineers have used
emotions to persuade victims to provide sensitive information and it would be
important to establish whether these same techniques can be heightened when
anthropomorphic emoji are exploited and used as conduits for social engineering. The
following is therefore a research question that could be explored. Would anthropo-
morphic emoji posted via social media platforms construe as exploitable information
security threats by social engineers?

Using frameworks from social psychology literature regarding emotions and trust,
information systems security and criminology literature regarding social engineering,
the work devices a model to explain the likelihood of emoji being used by social
engineers to exploit victims.

2 Social Media Anthropomorphism and Affective Design

Anthropomorphic analysis would involve computationally classifying/categorizing
qualitative emoji data and eliciting emotional attitudes that could be positive, negative,
or neutral.

2.1 Social Media Anthropomorphic Analysis

SM users are gradually mastering emergent technology interfaces that offer new pos-
sibilities for interaction and content creation. An interesting and emerging area of
content generation is the role of user
emotions (emoji) within the interaction
process. When interface design assigns
human traits to inanimate objects, this is
classified as anthropomorphism [10]. The
application of anthropomorphism to SM
and applications has increasingly lead to
augmented user interaction across various
in communities. Fig. 1. Emoji conveying anthropomorphism

and human-like emotional qualities [11]
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3 Social Engineering

3.1 Anthropomorphism Engineering

Social engineers often attempt to convince prospective victims by appealing to strong
emotions such as excitement or fear [4]. Social engineering is the art and science of
getting people to comply to wishes [12, 13]. Compliance is achieved by using “psy-
chological tricks in order to obtain information needed to escalate access to more
information” [14]. Social engineers will repeatedly take advantage of established
interpersonal relationships by creating, influencing and shaping an environment of
perceived trust and commitment [15]. Some people will willingly provide sensitive
information despite being aware that it could be a security threat [16]. This can be
explained when anthropomorphic emoji data is subjected to deeper analysis.

3.2 Emoji Analysis

Eliciting Emotions from Anthropomorphic Data. The process of understanding and
analyzing anthropomorphic data would involve examining emotional affective repre-
sentations (emoji) and extracting actionable patters and trends from raw social media
data. Performing an anthropomorphic emoji analysis on a platform such as Facebook
would not differ much from the typical sentimental analysis commonly used in clas-
sifying public posts such as Twitter Sentimental Analysis tool (DatumBox API). The
process would for instance involve creating an API which would make it possible to
fetch public anthropomorphic emoji posts that would be filtered and evaluated for
sentiment polarity of emoji.

Emoji Consistency. Anthropomorphic emoji analysis would involve determining
sentiment polarity. Emoji data is highly correlated with sentiment polarity of posts and
words. Emotional Consistency Theory (ECT) suggests that the use of two frequently
co-occurring words and emoji (emoji and emoji and/or words and words) should have
similar sentimental polarity. Emoji sentiment score D may be determined as;

Dij ¼ jjei� ejjj2

where ei and ej represent sentiment polarity of emoji (associated with words) in the
same post [17]. It could be argued that it is unlikely that people will mix negative and
positive emoji together in a short post. When the emoji strongly reflects the sentiment
polarity of words (emoji indication), the indication would serve as a vulnerable point of
entry by the social engineer. The following Table 1 presents emotional sentiments
weighted against emoji consistency. Table 1 reflects a two way polarity classification
(positive against negative sentiment emoji). Emotional inconsistency could result when
an emoji is applied wrongly and doesn’t reflect sentimental polarity of the words
expressed.
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Emoji intensifiers. SM applications such as WhatsAppTM has created new intensifier
features that allow the user to project emotional intensity by; (a) the size of the emoji,
or (b) the number count of same emoji used.

Social Engineering through Emotional Persuasion. There have been discussions by
social engineers about using techniques found in marketing to persuade and gain a
victim’s trust and compliance [15]. The prize of the social engineer is when the victim
is ultimately coerced or persuaded using in this case emoji (emotions) to provide
sensitive information. In the case of information security, the use of emoji consistency
and emoji intensity could be used by social engineers for this purpose. In many cases
the social engineers (attackers) will not come into actual contact with potential target
victims but will rely on SM applications and most probably use emoji for persuasion.
The Elaboration Likelihood Model (ELM) [4] is a possible framework social engineers
could use to persuade the victims using emoji to comply (examples are restricted to
emoji data) using peripheral route persuasion (indirectly confronting a victim). Cialdini
identifies six approaches that social engineers could apply in peripheral route persua-
sion [18]. As shown by Table 3, these six approaches include; normative commitment;
continuance commitment; affective commitment; trust and reactance.

Researchers have begun collecting data which rely on emotion for understanding
sentiments [19, 20]. Most have limited the collection to text sentimental analysis using
a three way polarity classification. From and information systems security perspective,
this work however provides a security mitigating framework that specifically focuses

Table 1. Emoji indication of consistency vis-a-vis inconsistency

lexicon Word-text Possible
Sentiment

Possible Emoji 
Consistency

Possible Emoji 
Inconsistency 

Positive My boss has left [joy, relief]

Negative Redo the work [surprised, angry]

Table 2. Emoji intensifier

lexicon Word-text Level of emotional 
intensification by  
size 

Level of emotional 
intensification by  
number

Positive “I’m sooo happy”   
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on emoji data. The work looks at a two way polarity classification that social engineers
would possible exploit.

4 Methodology

4.1 Procedure

A selected university was used as a case study. Social engineering scenarios were
constructed and emoji analysis employed at unique scenarios envisioned for this
University. Secondary data sets from information security personnel in the organization
were analyzed and emphasis was placed on identifying key words/phrases that were
popularly used to persuade victims in social engineering attacks. A study was carried
out to determine a range of possible emoji and phrases combination that were per-
suasive and would be used to social engineer victims. Student-actors were enlisted
from the university to perpetrate social engineering attacks using emoji ruses. The
student actors were given preliminary briefing on the emoji ruses to apply that involved
requesting the following sensitive information; log-in passwords, confidential exam
results/marks; fellow student bank account details and Social Security number/Identity
Number. The student-actors were supported by a senior academic in identifying suit-
able social engineering ruses that could be used. Screen shots of social engineering
using emoji were taken by student-actors and sent to researcher for analysis. Table 4 is
an example of possible ruses.

4.2 Prepossessing Emoji Data

Two steps were carried out in order to understand how social engineers would analyze
emoji data [21]. The first step involved tokenizing different emoji. Different kinds of
emoji data were identified (Fig. 1) and were tokenized and treated as distinct emotions.
The second step involved normalizing emoji data where informal emotional emoji
intensifiers such as large emoji vis-a-vis small emoji (Table 2) were taken to mean
various level of emotional intensity.

Table 3. Peripheral route persuasion and research model [4]

Approach Construct Possible to 
use emoji

Friend A Friend B
reply 

Normative commitment Reciprocation as obligation  Yes  Hi Hello 
Continuance 
commitment 

Cognitive investment and 
perceptual consistency

Yes 

Affective commitment
Social “proof” as behavioral 
modeling and conformance

Yes 

Trust Likeability and credibility Yes 

Reactance Scarcity and impulsivity Yes 
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5 Results and Discussion

A series of 20 social engineering attacks were carried out by student-actors. The results
emoji data is shown by Table 5.

From the 20 executed attacks, 3 three attacks to unsuspecting students were suc-
cessful. A common characteristic for the successful attacks was that the frequency of
emoji used was higher in these attacks. An extract of screenshots data taken from
student-actor interactions is shown by Fig. 2 (engaging emotions) and Fig. 3 (ex-
ploiting emotions).

Data analysis of various screenshot data reveal two important findings as follows.
Firstly, that the effective use of emoji is more likely to persuade victims because of
unsuspecting emotional appeal. More time was taken to persuade a victim when only
textual words were used in the interaction process.

Table 4. Social engineering ruses

Social Engineering 
Ruses

Possible word/ emoji scenarios

Request for contact 
information  

What is your telephone number? 

Rush process
Hey, just received an emergency call, please please give 

me access so that I help 

Intimidation 
He knows you were absent yesterday… but I’ll not tell

Name dropping 
I just spoke to Prof [name withheld] and he mentioned 
you by name…

Requesting forbidden 
access

I’ll keep your password safe… PROMISE !

Table 5. Corpus statistics

Social Engineering Emoji 
[Both attacker and 
response]

Frequency [n] Common Lexicon count

Positive 
58 [Affection/kiss  18] [listening 6], [smile 7], 

[wandering 11] [Mmm 9] [wink 5], 
[thinking 2], 

Negative 12 [shaking 4] , [punch 2], [wait 4] [angry 2]
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6 Implications to Information Security Practitioners

Results suggests that emotions and specifically selective use of emoji play a bigger role
in persuasion (social engineering) with likely hood of the social engineer escalating
attacks using emoji. Successful use of emoji (attacks) was via enforced reciprocity,
where the continuous use of emoji ‘forced’ the unsuspecting victim to ‘reciprocate’
emotions. The unsuspecting victim tended to provide more information (escalating
request) as more was asked. This is in line with similar findings by Workman’s
research of phishing techniques for social engineering [4]. What contrasts this work
from that is the quality and typology used in this work that suggest that a combination
of carefully selected emoji will tend to execute escalated attacks much more efficiently.

7 Conclusion

This study was premised in the discipline of information security while also borrowing
from disciplines of psychology and criminology. An analysis of the potential for
anthropomorphic emoji to be used by social engineers as conduits for escalated
attacked to unsuspecting victims was elucidated and carried out. Student-actors social
engineered under strictly controlled settings. It was revealed that attacks could be
manipulated to desired ends with emotions playing a bigger part in these attacks. The
work aims a sensitizing security professionals on the role of emotions and emoji in the
domain of security. It is anticipated that this work achieves this purpose.

Fig. 2. Engaging emotions Fig. 3. Exploiting emotions
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Abstract. It is often that personal data were being misused by organizations for
their own benefits. To tackle this issue, different countries had introduced and
enforced personal data protection regulations. With the enforcement, organiza-
tions in the relevant countries need to comply with the law enforcement to protect
personal data as their legal responsibility. Privacy Enhancing Technologies
(PETs) act as a form of technology that protects individual privacy data in
organizations. The purpose of this research is to discover the impact of personal
data protection act enforcement with PETs adoption on organization employees’
working experience and performance through the study of their working process
change. This research adopts a qualitative single case study on one of the
telecommunication companies in Malaysia. The targeted participants are
employees come from different work nature, i.e., use personal data, process
personal data or setup system to protect personal data. The finding of this research
will enable organizations to have better understanding in future PETs adoption
and provide insights on the measures to be taken to comply with personal data
protection. This paper presents our preliminary results based on semi-structured
interviews with 8 participants from different groups of work nature.

Keywords: Privacy enhancing technologies � Technology adoption � Personal
data protection � Information privacy

1 Introduction

Users provide their personal information to different company service providers
including banking, healthcare and telecommunications in exchange for their services.
To ensure users’ personal data not to be misused, it is important to have the personal
information well protected by these companies. Each company has their respective
information privacy policy to protect users’ personal information. On top of that, the
information privacy policy must comply with the data protection principles. Different
countries had enacted relevant acts in protecting personal information. For instance,
UK Data Protection Act 1998 (DPA), European General Data Protection Regulation
(GDPR) and The Federal Trade Commission Act (FTCA). Without exception,
Malaysia government had enforced Personal Data Protection Act (PDPA) in 2013 to
protect individual’s personal data in any commercial transactions [1].
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Many companies have adopted Privacy Enhancing Technologies (PETs) to comply
with their respective country data protection act with ease. PETs refer to any tech-
nologies that are used to protect personal data. PETs have been the center of attention in
many countries, especially the USA, where the legislative provisions for data protection
are efficient to protect personal data. It is better thought of as complementary to law with
which they must work together to provide a robust form of privacy protection [2].

In Malaysia, recent study indicates the adoption of PDPA is affecting organization
working processes among employees [3]. A number of studies have been conducted in
term of technology adoption affecting working processes. Positive and negative
impacts have been shown in these research [3–5]. However, prior literature shows
limited understanding of how the PETs adoption impacts employees’ working pro-
cesses which inevitably influencing their experience (such as acceptance and percep-
tion) and work performance (such as efficiency and effectiveness) [6, 7]. Hence, this
research aims to fill in this gap. Telecommunication industry is selected as the study of
this research as it is a sector that collects handles and process large number of data in a
daily basis. Thus, this research seeks to answer the following research questions:

1. What kind of working processes is affected in adopting PETs?
2. How do employees experience the change and adapt with the new system

environment?
3. What is the impact on employees’ performance in adopting PETs?

By analyzing and answering these questions, this research will provide insights on
the impact of employees’ performance and experience on PDPA enforcement with
PETs adoption. This allows organization to have better strategic planning in future
PETs adoption, employees’ working processes and procedures for personal data pro-
tection. Besides that, this research provides an insight on the measures taken to comply
with PDPA.

This paper presents a preliminary study results of exploring employees’ working
processes in adopting PETs after PDPA enforcement. A single case qualitative
approach has been taken in this research. This preliminary result is based on the
semi-structured interview of a total of 8 participants from different departments.

2 Literature Review

2.1 Protection of Information Privacy

Information privacy has been studied extensively over the years, but there is no one
standard definition for information privacy. Different researchers have defined infor-
mation privacy in different ways. However, they do share a common goal which is
individual has the right to control and access their own data. Table 1 shows different
definition by various researchers.

There might be misuse of personal information for ones’ own benefit. For example,
selling customer data to a third party. This leads to privacy invasions. Privacy invasions
can be divided into misappropriation, intrusion upon seclusion, false light and public
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disclosure of private facts. For example, one victim suffers from monetary loss when he
clicks on an internet link which is a malware virus [8].

This leads to individual’ concern of their personal data and privacy information
being misused. Individuals will be concerned for their privacy if there is insufficient
trust between user and organization [9]. However, individuals have little knowledge or
lack of control on their own information that maintained by organization’s database and
other sector entities [10].

The government involvement to protect individuals’ privacy by establishing leg-
islative and regulatory methods may be one of the method in handling privacy con-
cerns. Besides that, personal data can be protected through self-regulations, privacy
education and the utilization of Privacy Enhancing Technologies (PETs) [11].

2.2 Privacy Enhancing Technologies

The European Commission defines PETs as “a coherent system of ICT measures that
protects privacy by eliminating or reducing personal data or by preventing unnecessary
and/or desired processing of personal data, all without losing the functionality of the
information system” [12]. It is usually referring to the use of technology to help achieve
compliance with data protection legislation [13].

Different PETs were developed for various data protection purposes which may
include either both privacy and security protection features. For any protection that
involves technology such as collection or processing of the data, regardless of personal
or non-personal, it will belong to PETs [14]. Thus, security and privacy protection on
technology falls under PETs.

Olivier [15] structures PETs in four different layers which are personal privacy
enhancing technologies, web-based technologies, information brokers, network-based
technologies. In each layer, different technologies are used to protect data. For
in-stance, cookie managers, ad-blockers, encryption software, privacy networks, fire-
walls, etc. PETs are not limited to certain specific techniques only and it might not
necessary to be something new or something that has never see or done before [2].

Table 1. Privacy definitions

Author(s) Definition

Westin (1967) The claim of individuals, groups and institutions to determine for
themselves, when, how and to what extent information about them is
communicated to others

Stone et al. (1983) The ability (i.e., capacity) of the individual to control personally (vis-à-
vis other individuals, groups, organizations, etc.) information about
one’s self

Smith (1993) A condition of limited access to identifiable information about
individuals

Clarke (1999) The interest an individual has in controlling, or at least significantly
influencing, the handling of data about themselves

Bélanger and
Crossler (2011)

The desire of individuals to control or have some influence over data
about themselves
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Even though PETs are useful in protecting data, there are several obstacles in
adopting it. Borking [16] shows three obstacles in adopting PETs. Firstly, lack of
availability of PETs and lack of user friendliness. Secondly, it is insufficiently sup-
ported by current regulations. Thirdly, there are major obstacles towards deployment
infrastructures. To overcome these obstacle, it is important to understand the structure
and properties of PETs. Goldberg [17] suggested a list of technologies properties that
are required for PETs to be useful. For instance, usability, deployability, effectiveness
and robustness.

2.3 Impact of Technology Adoption on Work Processes

Organizations adopt technology to enhance their competitiveness as well as to increase
the efficiency and effectiveness of processes and products while lowering the operating
cost [6]. For instance, finding shows that there is a positive relationship between
technology adoption and hospital communication performance [5]. There are certain
factors that will affect the technology adoption such as relative advantage, compati-
bility, complexity, top management support, firm size, technological competence and
competitive pressure [18]. In addition, obstacles in adopting new technology includes
the resistance to change, uncertainty of new technology and employees’ acceptance of
change [7].

The introduction of a communication tool – eWhiteboard was introduced for the
support of inter-team coordination of patient status within the surgical flow. It is a
platform for care providers to communicate and share the care status and distribute
information on specific patient needs. After implementing this tool for 8 months,
observation shows that the communication load among care providers has reduced.
Thus, the interruptions to clinical work is reduced as there is lower incidence of phone
calls or face to face interruption [5].

In a study of personal data protection policy adoption, there is an indication shows
that adopting personal data protection slows down the organization process as there are
more procedure needs to be followed [3].

3 Problem Statement

In Malaysia, PDPA is an enforcement on organizations to protects users’ personal data
in any commercial transactions [1]. Therefore, it is a legal responsibility of organiza-
tions to comply with the act to ensure personal data of their customers is protected.
With the adoption of PETs, personal data is expected to be better protected. However,
there is a case where millions of personal information records have been stolen or lost
in the year 2015 [19].

Researchers have identified the factors and importance in adopting new technolo-
gies [18, 20]. However, prior literature shows limited study on how PETs adoption
affect employees’ working processes after PDPA enforcement and how PETs adoption
influence employees’ experience and performance. By analyzing these aspects, orga-
nization is able to have better understanding and subsequently planning for more
strategic PETs adoption. Further, the management team can utilize the finding as
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guidelines to improve the organization’s procedures for personal data protection. In
addition, organization can optimize the process of PETs adoption in the future by
understanding employees’ experience and how this influence their work performance in
the current processes.

4 Methodology

Qualitative single case study is adopted in this research to investigate the research
questions. There are a number of reasons in choosing qualitative case study research.
First, qualitative research provides both depth and detail in the responses, rather than
attempting to fit the experiences of individuals into pre-determined answers. Moreover,
the use of case study is to answer “How” and “Why” questions [21]. Thus, it is suitable
to be adopted in this research since the research questions has “How” and “Why”
elements.

In addition, an exploratory study is adopted when there is limited information
available and researchers have little control over the event [21]. Moreover, this
approach is chosen as the investigations area and topic are less understood and have
been less investigated in the past [22]. In addition, researchers are able to understand
the nature and complexity of the process that is taking place and gain an in-depth
understanding of the phenomenon under study through case study [4].

4.1 Data Collection

In this research, participants’ interview data is collected from one of the telecommu-
nication industries in Malaysia. The participants were selected based on purposeful
sampling. It is based on the purpose of the study which is to discover the impact on
employees’ experience and performance through the understanding of their work
process change. We identified three groups of users that have different roles in the
whole process of data request, process and dissemination. These groups of users are:

i. Data User – A user who requests data from data processor to perform their work
such as customer profile understanding and marketing.

ii. Data processor – A user who has the access to the database and personal infor-
mation. Data processor processes personal data based on the requests from data
user.

iii. Data Controller – A user who is responsible in defining data protection procedures
and approving data requests. Any request from data user will go through data
controller for verifying the purpose of the request.

We conducted semi-structured interviews with open-ended questions, which allow
us to follow up any unexpected responses. During the interviews, participants are free
to elaborate on the responses based on their perception. A total of 8 participants have
been participated in this interview thus far. Each interview took between 65 min to
90 min. Data confidentiality and anonymity of respondents were guaranteed. All
interviews will be audio recorded for analysis purposes.
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4.2 Reliability and Validity

Trustworthiness of qualitative research can be established using the terms credibility
(validity), dependability (reliability), confirmability and transferability [23]. To ensure
data reliability and validity, several procedures have been followed. Firstly, all recor-
ded interviews will be transcribed for analysis. Secondly, a rich description in con-
veying the findings is provided. Thirdly, discrepant information identified is presented
in the report as well [24]. Lastly, all the research will be documented [21].

5 Research Findings and Analysis

This research refers to a conceptual model of implementation research by Proctor [25].
The model shows the strategies in implementation and the outcomes. Besides that,
there are several aspects in affecting implementation [26]. In addition, [27] shows
several components for policy implementation research. The preliminary result of this
exploratory research is presented in the following subsections, and our analysis
rationale is guided partially by the aspects discussed in [25–27].

5.1 Comparing Work Process Flow

Different groups of users have different work processes. For data users, as presented in
Fig. 1 shows that there are three significant changes before and after PDPA enforce-
ment with PETs adoption. First, it shows that data users need to go through more
process layers in getting approval. After PETs adoption, there is an introduction of
security team (i.e., data controller). The purpose of security team is to validate and filter
the data requests. Hence, the process of requesting data is more tightened as before. In
addition, as the process flow of requesting data increases, data users might delay in
executing their tasks. Second, the company had introduced an additional computerized
system in data request procedure, a.k.a, IT CR system. Third, the access control of the
system. Each user will have their own username and password to log in to the system.
This allows data controller to track data users’ activities in the system.

For data processor users, as presented in Fig. 2, an important takeaway in data
processor work flow is the methods used to send data to data users. Before PETs
adoption, they can send it via email, shared folder or external hard disk. According to
the interviewee, the external hard disk can be either a personal hard disk or company
hard disk. This increases the chance of privacy risk. After year 2013, the company
improved the method of sending data is by only allowing data processor to send the
data through shared folder and secure email. However, it is untraceable on how the user
uses the obtained data. Besides that, data processor received less user request due to the
filtering process by security team. Previously, data users can easily obtain any data
from data processors if the data request is approved only by their supervisor. After the
PDPA enforcement with PETs adoption, there is a constraint which security team will
evaluate the needs of the data request.
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Fig. 1. A summarized data user workflow – before and after PDPA enforcement with PETs
adoption

Fig. 2. A summarized data processor workflow – before and after PDPA enforcement with
PETs adoption
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5.2 Employees’ Change and Adaptation Experience

The following present themes identified based on the interviews.

• The Awareness of Change
Only small numbers of employees are aware of PDPA via email notification.
Addition to that, they experienced PET adoption only when their superior informed
them. Usually, meeting is conducted regarding the change of the system.

• Perception of Data Protection
Although the participants think that PETs can protect personal information, but it is
not able to fully protect personal information. Interviewees think that personal
compliance is an important factor in protecting personal information.

• Technology used
There are numerous technologies used in adopting PETs which include encryption,
Multicast File Transfer Protocol, SSH File Transfer Protocol and introducing of new
systems. Employees think that PETs are useful in protecting data and there are no
major problems in using the system.

5.3 Impact of PETs Adoption on Performance

The following shows the impacts of PETs adoption after PDPA enforcement on par-
ticipants’ work performance.

• Efficiency
The workload for data users increases after PETs adoption because there are more
procedures that need to be followed. For example, they need to get additional
approval from security team and chief of IT. This delays the process of getting the
data and subsequently delaying the user to perform any analysis on the data.
On the other hand, data processors think that their workload has been decreased.
Before PETs adoption, data processors will receive a lot of data requests from the
data users. With the deployment of data controllers’ (security team) procedures,
which filter the requests from data users which directly decreasing the number of
requests. This filtering process lowers the burden of data processors. Therefore,
with the deployment of security team’s procedures for personal data protection; it
decreases data processors workload and essentially tightening the process of data
request.

• Training given
As mentioned earlier, the new system is adopted due to the enforcement of PDPA.
Training is provided when new system is introduced. However, there is no in-depth
introduction in understanding PDPA. During the yearly security meeting, only brief
introduction on PDPA is conducted. Therefore, numerous employees still unsure of
what is PDPA. For instance, some employees only know the purpose of PDPA but
they do not know the principles of PDPA.
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6 Conclusion

This preliminary result shows that different groups of participants experience different
impacts in adopting PETs after PDPA enforcement. The impacts are varied based on
the nature of work. It is also observed that all participants have positive perception on
PETs adoption for personal data protection, and additionally, personal compliance to
the data protection policy is perceived a critical factor for successful implementation.

Our preliminary result thus far presents the semi-structured interview outcomes
from data user and data processor perspectives. We will continue this research to gain
more complete understanding from additional data controller perspective. We aim to
publish the future work results according to all the different groups (i.e., data user, data
processor and controller) perspectives and use various methods to perform qualitative
data analysis.
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Abstract. It is quite easy to spoof an automated iris recognition system using
fake iris such as paper print and artificial lens. False Rejection Rate (FRR) and
False Acceptance Rate (FAR) of a specific approach can be as a result of noise
introduced in the segmentation process. Special attention has not been paid to a
modified system in which a more accurate segmentation process is applied to an
already existing efficient algorithm thereby increasing the overall reliability and
accuracy of iris recognition. In this work an improvement of the already existing
wavelet packet decomposition for iris recognition with a Correct Classification
Rate (CCR) of 98.375% is proposed. It involves changing the segmentation
technique used for this implementation from the integro-differential operator
approach (John Daugman’s model) to the Hough transform (Wilde’s model).
This research extensively compared the two segmentation techniques to show
which is better in the implementation of the wavelet packet decomposition.
Implementation of the integro-differential approach to segmentation showed an
accuracy of 91.39% while the Hough Transform approach showed an accuracy
of 93.06%. This result indicates that the integration of the Hough Transform into
any open source iris recognition module can offer as much as a 1.67% improved
accuracy due to improvement in its preprocessing stage. The improved iris
segmentation technique using Hough Transform has an overall CCR of 100%.

Keywords: Integro-differential operator � Segmentation � Wave packet
decomposition � False Rejection Rate (FRR) � Hough transform � False
Acceptance Rate (FAR) � Recognition Accuracy (RA)

1 Introduction

Increased demand for more trustworthy security systems has led to the application of
biometric security systems in various ways [1, 5]. When individuals are automatically
recognized, based on their physiological or behavioural characteristics, biometrics is
the base parameter in use. The fingerprints, voice and iris are some major examples of
biometrics and they have a wide range of application areas [6, 7]. The Iris is a very
accurate biometric parameter that is not susceptible to the aging effect.
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The Iris Biometric Recognition System can be spoofed with fakes such as artificial
iris etc. An Iris biometric recognition system that cannot be spoofed easily drastically
increases the trust placed on it by its users.

Daugman introduced the use Fast Fourier Transform (FFT) to check the iris pattern
[2]. In his proposition, the spectrum in high frequency domain was used to differentiate
one iris pattern from the other. Although a purposely blurred and defocused fake iris
may be falsely accepted by the iris recognition system.

In this work, an improvement of the already existing wavelet packet decomposition
for iris recognition is provided. It involves changing the segmentation technique used for
this implementation from the integro-differential operator approach (John Daugman’s
model) to the Hough transform approach (Wilde’s model).

The objectives of the study include, implementing a new iris segmentation algo-
rithm to build a more robust iris recognition algorithm, designing a flowchart for the
implementation of the proposed algorithm and using MATLAB to analyze the results.

The overall aim of this study is basically the implementation of a new segmentation
technique on Hough Transform to build an improved wavelet decomposition algorithm
for authentication using iris recognition.

2 Background and Literature Review

2.1 The Circular Hough Transform

The Circular Hough Transform is used to locate any regular curve in a given geometric
shape, or shapes in a given image. It redefines the image as forms of ellipses, circles
and expressions with powers of three and above. Circular Hough Transform was used
to localize irises by Wildes et al. [3]. Wildes proposed the generation of the points of
the parametric form by computing the initial derivatives of the image’s brightness and
thresholding the resulting values. Hough transform techniques have some drawbacks.
First, threshold values are required for tracing out the parametric form, and doing away
with important points in the image can lead to the formation of a poor image template.
The Hough transform needs a large memory and special hardware for its computation.
This makes it expensive for real time applications.

2.2 The Integro-Differential Operator

The Integro-differential operator was the brainchild of Daugman who used it to detect
the parametric properties of the iris [4]. It makes direct use of the differential deriva-
tions and does not do well in removing noise from the image template formed. But it is
not encumbered with the thresholding problem of the Circular Hough Transform.

3 Methodology and Proposed Framework Data Flow

MATLAB® was used to evaluate the Daugman (integro-differential) and Wildes
(Circular Hough) methodologies respectively.
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The framework data flow consists of the following as shown in Fig. 1 Database,
load image, segmentation algorithm, normalization algorithm, feature extraction
algorithm and matching algorithm.

4 Database Collection

To test the developed system, some set of iris data from the Chinese Academy of
Sciences - Institute of Automation (CASIA) eye image database were used. CASIA Iris
Image Database includes 1080 iris images from 108 eyes. For each eye, 10 images are
captured in two sessions with a self-developed CASIA close-up iris camera, where five
samples are collected in the first session and five in the second session. All images are
stored as BMP format with 320 � 280 resolution. The CASIA image dataset used
contains 6 subjects and 10 different images of each unique eye.

5 Implementation and Validation

Each eye image tested was selected and run through the simulated program and all the
processes involved in iris segmentation were carried out. The intra-class and inter-class
matching was carried out and recorded in a tabular form, from where further analyses

Fig. 1. Proposed framework dataflow
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were carried out. Figures 2 and 3 display screen shots of the application interfaces that
performed the recognition process for each algorithm on the selected eye image.

After the image was loaded, segmentation of the selected eye image using circular
Hough transform and integro-differential operator algorithms were carried out. After
segmentation, the program also performed normalization and feature extraction on the
iris image using Daugman’s rubber sheet and Log Gabor algorithms respectively.

6 Result and Discussion

The result of the intra-class matching using the integro-differential operator is displayed
on (Table 1). Eye image class one and two had an error of 8.33%, eye image class three
and four had an error of 10%, eye image class five had an error of 5.83% and eye image
class six an error of 9.17%. The result of the intra-class matching using the circular
Hough transform is displayed on (Table 2). Eye image class one and two both recorded
an error of 7.5%, eye image class three had an error of 5.83%, eye image class four had
an error of 8.33%, eye image class five had an error of 5% and eye image class six had
an error of 7.5%. Running the intra-class for each method shows zero percent False
Acceptance Error (FAR) rate.

Fig. 2. GUI for circular Hough segmentation process

Fig. 3. GUI for integro-differential segmentation process

206 K. Okokpujie et al.



The intra-class and inter-class hamming distance for the integro-differential oper-
ator and circular Hough transform implementations are shown from Figs. 4, 5, 6 and 7.

Figures 4 and 5 show the intra-class graph for integro-differential and circular
Hough transform respectively. The graphs show the eye images that are rejected
because they fall above the threshold value of 0.4. The systems are reliable since their
intra-class rejection rates are acceptable.

Figures 6 and 7 show the inter-class graph for integro-differential and circular Hough
implementations. From the graphs, eye images were rejected because they fall above the
threshold value of 0.4. This shows that the threshold set for the applicationwas acceptable.
It also shows that the system is reliable since False Acceptance Error is extremely low.

From each run of the intra-class and inter-class matching, numbers of FRR and
FAR and the percentage of error for each run were taken. In addition, the percentage

Table 1. FAR and FRR (integro-differential operator)

S/N FAR FAR (%) FRR FRR (%) Accuracy (%)

01 0 0 10 8.3333 91.6667
02 0 0 10 8.3333 91.6667
03 0 0 12 10.0000 90.0000
04 0 0 12 10.0000 90.0000
05 0 0 7 5.8333 94.1667
06 0 0 11 9.1667 90.8333

Table 2. FAR and FRR (circular Hough transform)

S/N FAR FAR (%) FRR FRR (%) Accuracy (%)

01 0 0 9 7.5000 92.5000
02 0 0 9 7.5000 92.5000
03 0 0 7 5.8333 94.1667
04 0 0 10 8.3333 91.6670
05 0 0 6 5.0000 95.0000
06 0 0 9 7.5000 92.5000

Fig. 4. Intra-class graph for integro-differential operator implementation.
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Fig. 7. Inter-class graph for circular Hough transform implementation.

Fig. 5. Intra-class graph for circular Hough transform implementation.

Fig. 6. Inter-class graph for integro-differential operator implementation.
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accuracy for each method was calculated. To calculate the value for the percentage
recognition accuracy, the value of the FRR and the FAR were subtracted from 100.
This is called the Recognition Accuracy (RA). These results are displayed in a tabular
form (Tables 1 and 2). The FRR of the integro-differential operator and the circular
Hough transform implementations are plotted on a graph and shown below:

Figures 6 and 7 show the inter-class graph for integro-differential and circular
Hough implementations. From the graphs, eye images were rejected because they fall
above the threshold value of 0.4. This shows that the threshold set for the application
was acceptable. It also shows that the system is reliable since False Acceptance Error is
extremely low (Fig. 8).

From each run of the intra-class and inter-class matching, numbers of FRR and
FAR and the percentage of error for each run were taken. In addition, the percentage
accuracy for each method was calculated. To calculate the value for the percentage
recognition accuracy, the value of the FRR and the FAR were subtracted from 100.
This is called the Recognition Accuracy (RA). These results are displayed in a tabular
form (Tables 1 and 2). The FRR of the integro-differential operator and the circular
Hough transform implementations are plotted on a graph and shown below:

Fig. 8. FRR for Circular Hough and Integro-differential implementations.

Fig. 9. Recognition accuracy for circular Hough transform and Integro-differential operator
implementations
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From the graph in Fig. 9, it was observed that the Circular Hough Transform
implementation curve was higher than that of the Integro-differential operator imple-
mentation. This implies that the circular Hough transform implementation’s degree of
accuracy is higher than that of the Integro-differential operator implementation’s
accuracy. This shows that the circular Hough transform implementation is more
accurate than the integro-differential transform implementation.

The accuracy of the system is determined by the FAR and FRR. For both imple-
mentations, FAR is zero (0).

7 Conclusion

This paper has proved that under the same conditions, Wildes’ algorithm performs
better than Daugman’s algorithm because the FRR curve of circular Hough transform
implementation was lower than that of the Integro-differential operator implementation.
Also, the Recognition Accuracy (RA) graph of the two algorithms depicts higher
accuracy for Wildes over Daugman. Hence, there is basis that if the circular Hough
transform proposed by Wildes is used as a segmentation algorithm in the proposed
wavelet packet decomposition, it will perform better than the integro-deferential
algorithm proposed by Daugman.

8 Future Work

Other forms of segmentation besides Daugman and Wilde would be considered and a
very efficient hybrid segmentation technique would be developed.
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Abstract. Fingerprints have been used for a long time as a very adequate
method of distinguishing people. Matching fingerprints can be very difficult
without a good algorithm for the scanners. Complexities especially during the
verification phase can arise from problems with the algorithm scanners use. In
elections and other forms of voting, security and proof of individuality remain
some of the biggest obstacles to be surmounted. This paper proposes an ideal
algorithm which could solve these challenges. The Zhan-Suen Thinning Algo-
rithm and the Guo-Hall Parallel Thinning Algorithm were compared using
standard parameters from the perspective of fingerprint technology and electoral
requirements to deduce the better algorithm. MATLAB® was used for the
comparative performance analysis of the two algorithms. The time taken to
complete iterations, quality of output produced and reliability were the param-
eters used to carry out the comparative performance analysis of the two algo-
rithms. The better algorithm, Guo-Hall’s was recommended for implementation
on e-voting systems. Guo-Hall’s algorithm is very effective and has the capacity
to curb electoral fraud when adopted in e-voting process.

Keywords: Thinning � Authentication � Enrollment � Verification

1 Introduction

Fingerprint enrollment is the sequences of steps taken to register a user’s fingerprint.
The user’s fingerprint is extracted by a scanner, converted into a digital image, thinned
and the minutia is extracted [3]. The minutiae are used to distinguish one fingerprint
from the other. The minutia is used to form a template that is stored along with the
user’s demographic information in a database. Other important steps in authentication
are verification and identification [5, 6]. Verification is the process where the biometric
system compares a fingerprint to another which has been previously enrolled to
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determine if they are a match or got from the same finger (1:1 matching – as the system
compares one query print to one enrolled print). Identification is when the biometric
system compares a fingerprint of a user with the prints other enrolled users in the
database to determine if that user is either known under a different name or a duplicate,
false identity (1:N matching – N is the number of users which have been successfully
enrolled) [1, 7]. Most times, a prospective user’s inability to be enrolled or verified can
be as a result of one or a combination of the following; age of the user, scarring and
cuts on the finger, resolution and capture area of the sensor, biological, environmental
and the nature of the user’s work.

Since the introduction of biometrics in Nigeria, there have been many cases where
users who have been previously enrolled are reported to have problems with authen-
tication. One of such cases occurred during the March 2015 general elections where the
Independent National Electoral Commission reported that there was a 41% failure rate
in the use of biometrics (fingerprints) [2]. In the report, INEC cited various possible
reasons for failure in the use of biometrics, but one solid reason is the presence of
flattened or worn out fingerprints in users. In Nigeria for example, there are different
databases managed by different private or governmental organizations, each with their
own unique way of capturing users’ fingerprint for data recognition. But an algorithm,
selected through comparative analysis should form the foundation for developing
uniform databases that make biometric enrollment and verification less cumbersome.

The aim of this paper is to compare with the aid of MATLAB® the efficiency of the
Zhang-Suen thinning algorithm and the Guo-Hall parallel thinning algorithm, when
implemented in an electronic voting machine that uses fingerprints scanner for enrol-
ling voters. The Zhang-Suen thinning algorithm and the Guo-Hall parallel thinning
algorithm were developed using Java. The efficiency each fingerprint algorithm and
their comparative analysis were carried out using MATLAB®.

Fingerprints were acquired from a wide range of people from different walks of life.
This was done to effectively prove that both algorithm works for different people.
A fingerprint database that matches the fingerprints to each user’s demographic
information was created.

2 Background and Literature Review

2.1 Fingerprints in Electronic Voting

Enrolling is the initial step in the use of any biometrics. The image of the fingerprint is
got by a sensor and a digital form of the image is made. The most essential feature of
the fingerprint that differentiate one user from the other is extracted from the digital
image, used to make a template and stored in a database with the unique user’s
information. To determine if the correct information was stored, a fresh sample tem-
plate from the user is used to compare the stored sample for any match. Fingerprint
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samples got from an individual at different times are never exactly alike due to several
factors among which are the way the user interacts with the biometric system and
fingerprint changes due to injury and age. This is called Intra-class Variation.
A threshold determines if two templates are a match. A score above the threshold is
regarded as a match. In this work, a threshold of 0.40 which is the standard for iris
recognition system was used. A detailed study of the intra-class and inter-class
matching helps in determining False Rejection Rate and False Acceptance Rate.

When a template that is not stored in the database of the biometric recognition
system is accepted, it is called False Acceptance and the frequency with which it occurs
is called False Acceptance Rate. But when a template stored in the database of a
biometric system is mistakenly rejected, it is called False Rejection and the frequency
with which it occurs is called False Rejection Rate. These parameters are directly
decided by the threshold value of the system. A high threshold value may lead to a
higher false rejection rate while a low threshold value may lead to a higher false
acceptance rate.

2.2 Zhang-Suen Fingerprint Thinning Algorithm

The Zhang-Suen algorithm is under a group of thinning algorithms which are known as
iterative [3]. An iterative fingerprint algorithm is one which deletes pixels on the
boundary of a pattern repeatedly until only a unit pixel-width thinned image remains.
Thinning is done only on binarized images [4].

In the Zhang-Suen thinning algorithm, a digitized binary picture is defined by a
matrix Z where each pixel Z (i, j) is either 1 or 0. The pattern consists of those pixels
that have value 1. Each stroke in the pattern is more than one element thick. Iterative
transformations are applied to matrix Z point by point according to the values of a
small set of neighboring points [3, 4]. In this algorithm, an 8–point connectivity matrix
is used which makes the iteration possible.

Zhang-Suen thinning algorithm matrix:

P9; ði� 1; j� 1Þ P2; ði� 1; jÞ 3; ði� 1; jþ 1Þ
P8; ði; j� 1Þ P1; ði; jÞ P4; i; jþ 1ð Þ
P7; iþ 1; j� 1ð Þ P6; ðiþ 1; jÞ P5; ðiþ 1; jþ 1Þ

2

4

3

5

2.3 Guo-Hall Fingerprint Algorithm

This algorithm makes use of an 8-point connectivity matrix. Its iteration process is
longer and takes more time to implement. The flowchart for the implementation
Guo-Hall algorithm is shown in Fig. 1.

214 K. Okokpujie et al.



3 Methodology and Proposed Framework Data Flow

The comparative analysis was carried out using MATLAB®. The criteria used for
comparison are:

1. Time taken to complete iterations (time taken to complete thinning process).
2. Quality of output produced (how close the fingerprint template is to the voter’s

fingerprint and the image’s clarity).
3. Reliability (the algorithm’s performance and behaviour over a defined period of

time).

The FVC – 2000 data set provides the database from which thirty (30) fingerprints
were randomly selected and used to carry out the comparative analysis.

4 Result and Discussion

(A) Time taken to complete iterations: the number of fingerprints used to carry out this
test was increased in batches starting with just one fingerprint. The fingerprints on
which each algorithm performed the thinning process were the same and in the
same order. The time taken for both algorithms to complete the thinning process is
tabulated below (Table 1).

START

C(P1) = 8

N(P1) = 
MIN(N1(P1)),N2(P1))

IS C(P1) = 0

SEARCH FOR 
CONDITIONS FOR 

N(P1)

IS C(P1) = 1

PERFORM EVEN OR 
ODD ITERATIONS

IS C(P1) = 1 STOP

YES

NO

YES

NO

NO

YES

Fig. 1. Flow chart for Guo-Hall algorithm.
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From the table above, it can be seen clearly that in comparison to Guo-Hall
algorithm, Zhang-Suen algorithm performs its iterations (fingerprint thinning
process) in a shorter time.

The graphical representation of the two algorithms’ thinning time for each
batch of fingerprint is shown in Fig. 2.

This graphical representation also shows that Zhang-Suen fingerprint algo-
rithm’s time to complete iteration is shorter.

(B) Quality of output produced: the Guo-Hall parallel thinning algorithm produced a
better output for twenty-eight out of thirty outputs, whereas the Zhang-Suen
thinning algorithm produced only three comparatively better outputs for the same
process. This is due to the fact that Zhang-Suen algorithm does not preserve the

Table 1. Fingerprint thinning time for each algorithm.

Batch Prints number Zhang-Suen Guo-Hall

1 1 3.77 s 4.38 s
2 2 7.50 s 8.8 s
3 3 11.4 s 13.3 s
4 4 15.2 s 17.4 s
5 5 19.0 s 22.0 s
6 10 38.0 s 44.3 s
7 15 57.3 s 65.3 s
8 20 77.4 s 88.1 s
9 25 95.3 s 110.3 s
10 30 115.1 s 132.7 s

0
20
40
60
80

100
120
140

0 10 20 30 40

Ti
m

e 
of

 o
ut

pu
t,

 in
 s

ec
on

ds

Number of inputs

Guo - Hall time (seconds) Zhang – Suen time

Fig. 2. Graphical representation of the time to complete iteration (thinning time) for both
algorithms
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eight–point connectivity principle that is used to group and view images as one.
Guo-Hall algorithm preserves this eight–point connectivity principle and thus
produces a better output. A sample fingerprint input is shown in Fig. 3.

The iteration results (fingerprint templates showing their respective minutiae
details) of the Zhang-Suen and Guo-Hall thinning algorithms details are on the
sample fingerprint shown in Fig. 4.

Fig. 3. Sample fingerprint input.

Fig. 4. Fingerprint template output of Zhang-Suen and Guo-Hall thinning algorithms
respectively.
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From the above images, it can be clearly seen that the Guo-Hall algorithm
provides an output with better thinned lines than that of Zhang-Suen. Intricate
lines like ridges, bifurcations and other form of measurable minutia are visible on
the two outputs but they are less pronounced on the Zhang-Suen algorithm output.

(C) Reliability: the number of useful outputs each algorithm produced for each batch
of fingerprints is summarized in the table below (Table 2):

From the table above it was discovered that the number of useful fingerprint
templates was quite consistent. The two algorithms showed an average non-useful
output of 13%. The number of non-useful fingerprint template output climbed to
its peak as the number of fingerprints in each batch to be thinned increased. The
overall reliability test showed that the Guo-Hall thinning algorithm was more
reliable especially as the number of fingerprints to be thinned increased.

The graphical representation of the table above is in Fig. 5:

This graph shows that the Guo-Hall algorithm performs better in terms of
reliability as it consistently produces more useful outputs as the number of fin-
gerprints to be thinned increases.

Table 2. Comparison of useful outputs produced by each algorithm.

Batch Prints number Useful outputs
(Zhang-Suen)

Useful outputs
(Guo-Hall)

1 1 1 1
2 2 2 2
3 3 3 3
4 4 3 4
5 5 5 4
6 10 8 9
7 15 12 14
8 20 17 19
9 25 22 20
10 30 26 26

1 2 3 3 5 8 12 17 22 26
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Fig. 5. Graph showing useful outputs for both Zhang-Suen and Guo-Hall algorithms
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5 Conclusion

The following can be deduced from the results of this comparative analysis:

1. The Zhang-Suen algorithm can be implemented in fingerprint enrollment and
verification processes where timing is a serious concern.

2. The Guo-Hall algorithm should be implemented when the accuracy and reliability
of fingerprints templates (output) are a major concern.

3. In all, despite the slower time for iteration shown by the Guo-Hall algorithm, it is
superior to the Zhan-Suen algorithm in terms of output quality and reliability.

6 Future Work

The development of an hybrid algorithm that would incorporate the strengths of the
Zhang-Suen and Guo-Hall algorithms.
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Nigeria.
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Abstract. In this paper, a dynamic re-encryption system is proposed that
prevents data from being decrypted and minimizes damage even if the
encryption key is exposed by changing the encryption key according to the
schedule and re-encrypting the stored data. We show that the proposed dynamic
re-encryption system can reduce the probability from 100 to 0% that the
RSA-512 ciphertext and the RSA-768 ciphertext are decrypted by the mathe-
matical attack method over a given period. The proposed system can reduce the
re-encryption time by 70% by implementing parallel processing with dynamic
multithreading that checks the CPU usage of the server and adjust the number of
threads actively. And the system ensures system reliability by preventing
overflow and system interruption from occurring while maintaining server uti-
lization at an average of 78%.

Keywords: Re-encryption � Priority scheduling � AES � RSA � Dynamic
threading

1 Background and Needs

Sensitive data such as biometric data used in personal identity authentication of
e-commerce such as FinTech [1], corporate secret data stored in cloud servers [2], and
privacy data collected through IoT [3] are stored in encrypted form on the server. In
order to enhance the security of the data, the encrypted data and its corresponding
encryption key are stored in different servers, respectively [4, 5]. In order to increase
the efficiency and consistency of data protection, data should be classified with the
security level of the data according to the attribute of each data element [6].

In this paper, we propose a re-encryption scheduling system which can reinforce
confidentiality and actively adapt to various server environment by re-encrypting the
encrypted and stored data according to the schedule. The contents of this paper is
composed of design and implementation of the proposed system, performance evalu-
ation, and conclusion.
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2 Design of the Re-encryption System

2.1 System Architecture

The structure of the proposed re-encryption system consists of an encryption server, a
key information database and a personal information database as shown in Fig. 1.
Clients are the parties that send and receive data. They send and receive plaintext data
through an encryption server. It is assumed that all components are connected to each
other via secure networks such as VPN, TLS, and IPSec.

When the encryption server (ES) receives a new data block from the client, it
generates a random AES [7, 8] key and RSA [8] keys, encrypts the data with the AES
key, and encrypts the AES key with the RSA public key, and then stores the encrypted
AES key and the RSA public key in the key information database (KIDB). The ES
stores the RSA private key and the encrypted data in the personal information database
(PIDB).

To send data to the client, ES performs the decryption process in the reverse order
of the encryption process. ES inquires the RSA private key and encrypted data from
PIDB. ES inquires encrypted AES key and the RSA public key from KIDB. ES
decrypts the AES key with the RSA private key and decrypts the ciphertext of data with
the AES key.

ES generates a new AES key and new RSA keys randomly according to the
re-encryption schedule and performs the re-encryption process. At first, ES performs
the decryption process and then performs the encryption process with the AES key and
RSA keys newly generated.

The re-encryption system can reduce the probability that they are exposed at the
same time by storing the encryption key and the encrypted object in different databases,
respectively. If the encryption key has been re-encrypted even though it is exposed, the
new encrypted data can not be decrypted with the old encryption key as shown in
Fig. 2. The re-encryption system not only enhances the security of data and encryption
keys by providing forward secrecy, but also ensures human security by eliminating the
need for administrator intervention in the re-encryption process.

Fig. 1. Structure of the re-encryption system
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2.2 Priority Scheduling for Re-encryption

Table 1 lists the external factors used to determine the re-encryption priority to be
given to each data block when re-encryption scheduling. Depending on the field or
context to which the re-encryption system is applied, the external factors can be set
differently.

The priority of the data is determined according to the security level of the data.
The higher the security level the higher priority is. However, priority scheduling
requires priority reordering because starvation may occur if data having a higher pri-
ority than the waiting data continues to be received [9]. In the re-encryption system, we
solved the starvation problem by increasing the priority of the data that has not been
re-encrypted in its re-encryption period. Figure 3 is a pseudo code list of the procedure
that takes precedence in considering the external factors given in Table 1. The
parameter alpha has an arbitrary integer value of 1 or more. The higher the value of
alpha, the slower the rate of increase in priority.

Fig. 2. Security against exposure of the encryption key and ciphertext

Table 1. External factors used in determination of re-encryption priority.

Criteria Description

Security level Integer value from 1 to 5 (larger means higher) [6]
Schedule cycle Scheduling period in terms of days, hours, minutes, seconds, etc.
Need of schedule This factor describes whether the data should be re-encrypted
Schedule date The last re-encryption time
Use of data This factor represents the data is being used or not
Data limited The largest number of data blocks without overflow
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2.3 Implementation of the Re-encryption System

The re-encryption system was implemented in Java, an object-oriented language. The
class diagram of the re-encryption system is shown in Fig. 4. Re-encryption scheduling
is implemented in ScheduleEnc class.

Random key generation and encryption and decryption for re-encryption are
implemented by API provided by Java. The EncAES class and the DecAES class are
constructed based on the Cipher class, KeyGenerator class, and the SecureRandome
class. The EncRSA class and the DecRSA class are constructed based on the Cipher
class and the KeyPair Generator class. Objects of all these classes are processed
through the Schedule Thread class which is a thread for re-encryption.

Fig. 3. A pseudo code list for determining prioity of a data block

Fig. 4. Class diagram of the re-encryption system
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2.4 Dynamic Multithreading

We have constructed a multi-threaded parallel processing system to speed up
re-encryption of the re-encryption scheduling system [9]. In order to solve the trade-off
problem of re-encryption operation speed and system stability, the re-encryption
scheduling system actively determined the number of proper threads according to the
CPU usage of the server. Figure 5 is the pseudo code list of an algorithm that deter-
mines an appropriate number of threads. We adjusted the number of threads to keep the
CPU utilization between min cpu usage and max cpu usage. As an example, the values
of min cpu usage and max cpu usage are 60% and 80%, respectively. The range of
CPU utilization can be changed according to the operating conditions of the system.

3 Performance Evaluation

3.1 Test Environments

For the performance evaluation of the re-encryption scheduling system, the server
environments as shown in Table 2 is configured, and the key information database and
the personal information database are separately configured.

Fig. 5. A pseudo code list of the dynamic re-encryption scheduling

Table 2. External factors used in determination of re-encryption priority.

Item Specification

CPU Intel Core 2 Duo, 2.53 GHz
RAM DDR3, 4 GB
OS Windows7 64 bit
Programming tools JDK 1.8, Eclipse Mars, MS SQL 2005
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3.2 Security

The re-encryption system uses RSA and AES algorithms. To decrypt the ciphertext of
the data, the AES key must first be decrypted with the RSA private key. Attack
methods for RSA algorithms that can be used when an attacker does not know the RSA
private key are brute force attacks, mathematical attacks, timing attacks, and chosen
ciphertext attacks [8]. This performance evaluation is a comparative evaluation of
security performance against mathematical attacks. The mathematical attack algorithm
is shown in the following equation [10, 11]:

exp cþ o 1ð Þð Þ log nð Þ13 log log nð Þ23
� �

ð1Þ

This algorithm is the best attack algorithm for RSA encryption among the known
mathematical attacks, and based on this, RSA-512 was decrypted in 1999 [10], and
RSA-768 was decrypted in 2 years in 2009 [11]. At present, it is anticipated to shorten
the time required due to the development of CPU performance, but this data is com-
pared for evaluation.

It is assumed that there is no possibility that the encrypted AES key of the KIDB
and the encrypted data of the PIDB will leak together during one re-encryption
scheduling period. This assumption can be realized by storing both fake data and a
pseudo symmetric key in each database.

Let’ s say the probability of deciphering a six-month mathematical attack on data
encrypted with the RSA-512 algorithm is 100%. If the scheduling period of the
re-encryption scheduling system that encrypts the AES cryptographic key with the
RSA-512 algorithm is set shorter than 6 months and the re-encryption is continuously
performed, the decryption possibility can be reduced from 100% to 0.

3.3 Re-encryption Speed

The time spent in the re-encryption operation is the sum of the time took to perform
priority calculation and assignment, decryption, and encryption. When the amount of
data is 10,000 blocks, it takes about 24 min to re-encrypt and the average CPU usage is
34%. When the re-encryption scheduling system is composed of 1, 2, 3, and 4 threads,
the relationship between the amount of data and the re-encryption operation time is
shown in Fig. 6.

When the number of threads increases from 1 to 2, the re-encryption time decreases
by half, but when the number of threads increases to 3 or 4, the reduction rate of
re-encryption time decreases. Experimental results show that the minimum
re-encryption time for four threads is reduced to 30% for single threads. That is, the
re-encryption time is reduced by about 70%.

Average CPU utilization was around 34% when processing re-encryption with a
single thread. The result of evaluation shows that when the number of threads increases
as 1, 2, 3, and 4, the average CPU usage rate is also increased to 34%, 55%, 68%, and
78%, respectively. When the number of threads is 5 or more, the CPU utilization rate
becomes 100% and the system crashes due to memory or stack overflows. Figure 7
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shows the frequency of overflow occurrences by performing 10 times of re-encryptions
of each 10,000 data blocks for each case of the number of threads.

Any overflow did not occur when there were fewer than four threads. Therefore,
when four threads are used, the re-encryption time is the shortest and the CPU uti-
lization is the highest.

Fig. 6. Data amount vs. re-encryption time with the number of threads as a parameter
(Re-encryption time includes priority calculation time, decryption time, and encryption time)

Fig. 7. D The number of threads vs. overflow frequency
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4 Conclusion

The proposed re-encryption scheduling system sets the re-encryption priority of each
data at a period of the schedule and selects re-encryption target data according to the
priority. The system decrypts the selected data and encrypts it by applying the newly
generated encryption key. The performance evaluation showed that if the AES key of
the re-encryption system is encrypted with RSA-512 or RSA-718 and the re-encryption
period is less than 6 months or less than 2 years, respectively, decryptability of the
encrypted AES key can be reduced to 0. The re-encryption system can have the
appropriate number of threads by which the system can achieve maximum
re-encryption speed and CPU usage without overflow. In relation to this, the perfor-
mance evaluation showed that the optimal number of thread is 4, reduction ratio of the
re-encryption time is 70%, and the maximum average CPU usage is 78% while the
system crash frequency can be kept at zero.

As a further study, we will search a way to apply the re-encryption system to faster
and more energy efficient secure data storages and crypto key distribution mechanisms.
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Abstract. Nowadays the internet users manipulated by several web applica-
tions which instruct them to download and install programs in order to interfere
the computer system stabilities or other aims. Most users didn’t realize that the
applications might have been added with some malicious software such as
Worms, and Trojan horse. After the malware infected the victim’s computer,
they made the machine to conduct for to the master’s purposes. This process
known as botnet. Botnet is categorized as difficult detected malware even with
up-to-date antivirus software and causing lot of problems. Network security
researcher has developed various methods to detect Botnet invasion. One of the
method is forensics method. Network forensics is a branch of Digital forensics
which the main task is to analyze the problem (e.g. Botnet’s attack) by identify,
classify the networks traffic and also recognize the attacker’s behavior in the
network. The output of this system will produce the pattern recognition of
Botnet’s attack and payload identification according to Network Forensics
Analysis.

Keywords: Malware � Botnet � Network forensics

1 Introduction

The main aim of botnets or robot networks creation were to help the network
administrator to operate the channels of Internet Relay Chat (IRC) services. But, then
some people also paying attention about the bot inside botnet which give the instruction
to the machine, as they seen it might be the weakness and could be functioned as
criminality method. Attackers simply identify botnet is working under the administrator
(master), fully-controlled via dedicated server called Command & Control Server
(C&C Server). Botnet is working through the computers that have been infected by
malicious software (malware). The malicious software tends to act as Trojan horse,
worms, and backdoor [1]. Most of the internet users might have seen the popular case
such as redirect link/hijack link which turned into spamming, and the malicious exe-
cutable software which is Trojan or worms after the installation (malicious executable)
software. Zeus botnet is indicated as one of the most dangerous C&C botnet because of
its capability in stealing the online account identity such as username and password. It
generally use to steal bank accounts for money profits and steal any account typed in
user computer that infected by Zeus bot such as email accounts, or social websites
accounts. At least in 2009, Zeus botnet known as the largest widespread malware,
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infected in over 200 countries and affecting approximately 75,000 computers. Spreaded
to victims by drive download or by email spamming [2].

Network forensic analysis takes the important role to overcome the various things
of cybercrime such as identity theft, fraud, and child pornography. Network forensic
analysis is a branch of Digital Forensics. The tasks are analyzing and classifying the
network traffic, attack behaviors, packet, and system log based on cases being hap-
pened. Based on problem correlate to botnets, this paper is expected to contribute in
how to recognize and identify the pattern of C&C Botnets (Zeus Botnets) attack
according to Network Forensic Analysis. Classifying the C&C Botnet attack pattern
based on Network forensic analysis method, visualizing and investigate in order to
result the rule that could be applieds on Intrusion Detection System (IDS) in further
research. In this paper, botmaster is installing Zeus botnet builder and Cpanel Server on
virtual machine with Windows Seven operating system. Victims PC are also created on
virtual machine with Windows XP operating system. For network forensics analysis
requirements, there are several application to use; NetWitness Investigator, Wireshark,
Fiddler2, and HxD (Hex Editor).

2 Related Works

The previous related works used as references are; “Analysis and Detection of the Zeus
Botnet Crimeware”. This study was a research title from M.I. Laheeb et al. in 2015,
presented a design and implement a Host Botnet Detection Software (HBD’s) to the
victims PC to detect the signature and pattern of Zeus botnet attack. Then they analyzed
the botnet activity and made removal of Zeus botnet by using Ollydbg reverse engi-
neering tool and penetration operation [3]. The next work is “Peer-to-Peer Botnets:
Overview and Case”. This study was a research title from J.B. Grizzard et al. in 2007,
where they present an overview of peer-to-peer botnets. Their case study of the Trojan.
Peacomm.bot demonstrated one implementation of peer-to-peer functionality used by a
botnet [4]. Another related work used as reference is “Network Forensic Analysis
Using Growing Hierarchical SOM” presented in 2013 by S.Y. Huang et al. SOM
(self-organizing map) is a data mining algorithm, used as a clustering and classification
method. The research compared GHSOM (Growing Hierarchical SOM) with K-Means
method to conclude the pattern of botnet attack from sample dataset of log network
traffic data had been collected. After the comparison, it was concluded that GHSOM
had a better value of botnet attack’s recognition accuracy than K-Means Clustering.
The analyze result of GHSOM could be used as a reference in application of digital
forensics [5]. Zeus botnet is one of C&C botnet, using bot as a backdoor, or estab-
lishing the access to the victims PC system [6]. The bot infections are widespread
automatically, directly directed by the attacker using worm to find the potential space of
networks or subnet. Another way of botnet attack is by using some fake web appli-
cations, which have been added by Trojan. The internet users might be influenced by
the instruction that instruct them to download and install the application to their
computer. They didn’t realize that they also installing bot to their computer after the
installation of fake software downloaded on the internet. Network forensics analysis
defines as a medium to apply or implement forensics science to the computer networks
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in order to discover the source of networks crimes. The objective is to identify mali-
cious activities from the traffic logs, discover their details, and to assess the damage [7].
Network forensics is basically about monitoring, capturing, analyzing the network
traffic and investigating the security policy violations. Forensic specialist monitors the
network continuously and stores a copy of all or the relevant packets, depending upon
the policy, in a prescribed format for future analysis. If any attack is found, the type of
attack is determined and the source of the attack is investigated. Forensic specialists can
attribute the attacker by proper monitoring, capturing, and analysis of the network
traffic and by proper investigation. There are six steps of the general process of network
forensics [8]: (1) Preparation and Authorization, (2) Collection of Network Traces,
(3) Preservation and Protection, (4) Examination and Analysis, (5) Investigation and
Attribution, dan (6) Presentation and Review (see Fig. 1)

Figure 1 shows the generic framework for network forensics where it can be a
guidelines to help the forensic specialists in determine their works phase. The first step
is preparation and authorization. Preparation is step of deploying the requirement tools
such as intrusion detection system, packet analyzers, and firewalls. These tools need to
be configured and deployed at various strategic points on the network. The required
authorizations to monitor the network traffic are obtained so that privacy of individuals
and the organization is not violated. Any unauthorized events and anomalies noticed
will be analyzed. The presence of the attack is determined from various parameters.
The second step is Collection of Network Traces. Collection is the most difficult part as
traffic data changes at rapid pace and it is not possible to generate the same trace at a
later time. The amount of data logged will be enormous requiring huge memory space
capacity. The original data obtained in the form of traces and logs is stored on a back
up device. A hash of all data is taken and the data is protected. Another copy of the data
will be used for analysis and the original collected network traffic is preserved. The
collected data is classified and clustered into groups so that the volume of data to be
stored may be reduced to manageable chunks. The evidence is searched methodically
to extract specific indicators of the crime. The indicators are classified and correlated to

Preservation and Protection

Preparation and Authorization

Collection of Network Traces

Preservation and Protection

Investigation & Attribution

Presentation and Review

Fig. 1. The generic framework for network forensics
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deduce important observation using the existing attack patterns. The information
obtained from the evidence traces is used to identify who, what, where, when, how and
why of the incident. The observations are presented in an understandable language to
organizations management and legal personnel while providing explanation of the
various standard procedures using used to arrive the conclusion. The results are doc-
umented to influence future investigation and in improvement of security products.

3 Network Forensics System Architecture

This paper is using the design of Network Forensics System (NFS) to discover the
source of attack, as shown in Fig. 2 [8], consist of: (1) Capture Module, (2) Analysis
Module, and (3) Presentation Module (see Fig. 2).

The proposed model (Network Forensics System Architecture) is used to identify
the patterns, behaviors, and the characteristics of Zeus Botnet while attack the victims
PC. The system is designed to capture the network traffic from the network interface of
the host, mark the relevant traffic packets, analyze the marked packet and display
valuable information. The capture module consists of three sub modules: capturing,
marking, dan storing process. The capturing process captures all packets that passing
through the network interface of host PC by using Wireshark. This stage is the first
process of identifying the malicious activities inside the network traffic catched by
Wireshark. The next step is the marking process. It marks the data of the packet capture
(pcap) according to the researcher requirement. This paper researched the Zeus Botnet
while passing through HTTP protocol only, with time interval of the attacker’s server

Analysis Module

Presentation Module 

Capture Module 

Capturing

Marking

Storing

Internet

Harddisk 

Storage

Fig. 2. NFS architecture
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being communicated with victims PC as a parameter. The HTTP choosed because Zeus
Botnet usually communicates via HTTP GET/POST requests to a specific server
resource (Uniform Resource Identifier). In the marking process, there is a reduction
process of information and only the relevant or required data to gained and analyzed.
The storing process defines as saving the marked packets into hard disk of the host
system for further analysis. This process ensure that the only the actual packets used for
Zeus Botnet attack are stored, so it has the less or smaller size than the first packet
captured. The second module is the Analysis Module. The analysis module analyzes
the log file stored in the host system by the capture module, in order to discover the
source of network attack. This paper analyzes the packet capture (pcap) from six
computers which have been infected by Zeus botnet. There are some information to be
analyzed correlated with the infected machine while accessing the internet [9]: (1) It is
abnormal for most users to connect to a specific server resource repeatedly and at
periodic intervals. There might be dynamic web pages that periodically refresh content,
but these legitimate behaviors can be detected by looking the server responses; (2) The
first connection to any web server will always have response greater than 1 kB because
these are web pages. A response size of just 100 or 200 bytes is hard to imagine under
usual conditions; (3) Legitimate web pages will always have embedded images,
JavaScript, tags, link to several other domains, link to several file paths on the same
domain, etc.; (4) Browser will send the full HTTP headers in the request unless it
comes from a man-in-the-middle attack. The third module is the Presentation Module.
It presents the result output from the analyze process of six computers infected by Zeus
botnet. Those six victims are one-by-one identified and investigated to find the general
pattern of Zeus botnet attack. The next processes are clustering and classify the
characteristics conclusion of Zeus botnet from comparing of the threshold values. The
presentation also includes the conclusion of time interval and sessions while the
attacker communicate with victims, and mention what they got after infect the victims
beside the user account.

4 Results and Discussion

The System made based on network forensics analysis with some certainty as follow:
six computers infected by Zeus Botnet are using Windows XP operating system, while
the attacker (botmaster) is using Windows Seven operating system. The attacker’s pc
name is Windows 7 with 192.168.0.3 address, and the rest of computers are victims.
Each of victim computers is analyzed and investigated according to Network Forensics
System design. The first step is capturing the packets from network traffic by using
Wireshark. The capturing process is followed by the activity of accessing the internet
by the every victim’s computer simultaneously as long as one hour. After the packet
capture (pcap) of each victim’s computer were collected, then the next step is marking
process. The marking process decides which is the relevant requirement needed by
forensics specialist to investigate the ongoing case. In this research, HTTP protocol was
choosed as the Zeus Botnet which usually communicates via HTTP GET/POST to the
Command & Control Server owned by the attacker. The marking process begins with
eliminate the protocols catched by Wireshark except HTTP protocol. After gaining and
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marking the packet capture (HTTP protocol) from every victim’s computers, there is
some decrement amount of pcap size, as it shown in the Table 1.

As shown in Table 1, there is significant decrement of the packet where it was used
for further analysis. The decrement size of the packets after marking process also make
some benefit to the forensics specialist because its size become not too large and could
save some capacity of storage. The following step after marking process is the analysis
module. The analysis module analyzes the packet captured from the marking process.
In this case, the pcap to analyze is pcap with HTTP protocol. The analysis module is
driven to every victim’s computers in order to gain the characteristics of Zeus Botnet.
Here is the analysis process of XP computer, as one of six total victims captured by
Wireshark (see Fig. 3). Figure 3 is one example of six pcap catched by wireshark.
Almost all of the victim computers have the same characteristic when accessing the
internet. XP computer, which has 192.168.05 IP address often communicate with
specific address of server (192.168.0.3). From 20 dataset taken, there is only one
unique URI connected and make repetitively 10 times of communication. One unique
URI connected is less than the threshold, while one unique URI connected and make
repetitively 10 times of communication is counted greater than the threshold value. The
analysis of pcap also uses NetWitness Investigator to make the investigation easier. By
using NetWitness Investigator, the other pattern or characteristics of Zeus Botnet could
be identified.

Table 1. Marking process

PC name Before marking (kB) After marking (kB)

Xp 3,138 358
pc2 513 196
pc3 1,107 252
pc4 2,013 395
pc5 6,272 330
pc6 1,106 389

Fig. 3. XP computer in analysis module
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The attacker’s server ensures the access to the victim computers by giving the script
or instruction (config.bin) to the bot inside the infected machine. Other way to conclude
the time session communication between the attacker and the victims is by giving the
graph pattern. The graph is created using NetWitness Investigator and defines as
general pattern of the whole victims investigation (see Fig. 4).

Figure 4 shows the time interval or session communication between the attacker
and PC2 for one hour. The pattern is repetitively constant as the attacker trying to
establish the access to the victim computer in every 20 or 21 s. The other victim
computers have also been investigated, and the result was not too significantly different
with the Fig. 4. The next step is analyzing the payload that has been captured in the
capturing module. Payload is the encrypted data and formed as hexadecimal numbers.
The contents of payload can be consist of various file, such as document, picture,
audio, or other kinds, separated into fragments and encrypted with its hash algorithm.
The forensics specialist needs to decrypt and extract the content inside payload to find
out the attached file. The purpose of payload analysis is to discover files gained by Zeus
Botnet when they infect the machine and steal the internet account. It is also needed as
the requirement of network forensics analysis to find out all important things under
investigations. The simulation of payload analysis begins with PC6 download the
attachment file from gmail account. The network where PC6 is located has identified as
the infected networks. All activities were catched by network traffic capturing sensor,
including when PC6 downloaded the attachment file. As information, gmail uses
HTTPS (Secure Socket Layer) protocol for the operation, while wireshark does not
recognize the HTTPS protocol traffic [9]. The solution is by using Fiddler2 to replace
wireshark in capturing the packets that use HTTPS protocol in their operation. Fiddler2
is able to catch the attachment file downloaded by PC6 and able to show the packet
payload in hexadecimal numbers (Fig. 5).

After that, the payload of the attachment file was saved and analyzed by using Hex
Editor (HxD). Hex Editor is needed to identify file inside hexadecimal number, and
also as the extractor of the file. To find any file inside the packet, there are two main
characteristic to be noticed called File Signature. File signature consist of Header Offset
and Trailer Offset. Header offset is an initial byte series of the payload, and Trailer

Fig. 4. Interval time (session)
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offset is a unique series of byte located at the end of payload. Packet has been analyzed
and there is File signature as it indicates the payload. The Header offset is shown in
Fig. 6, and the Trailer offset is shown in Fig. 7.

5 Conclusion and Future Work

In summary, using the Networks Forensics System in analyzing Botnet attack is very
useful to detect the characteristics, patterns and behaviors of the attack. The proposed
architecture of network forensics system is proved to find out the conclusion of

Fig. 5. The attachment file and payload catched by Fiddler2

Fig. 6. The header offset

Fig. 7. The trailer offset
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Zeus Botnet based on certainty parameter. The conclusions described as follows:
(1) Generally Zeus Botnet works via GET/POST HTTP protocol requests to a specific
server resource (Uniform Resource Identifier); (2) The indication of the Zeus Botnet
attack can be seen from several factors, such as the amount number appearances of
unique domain (URI), the intensity of specific address to communicate with, and the
time interval (session) when communicating with specific address; (3) The Network
forensic analysis is basically identic by using forensic tools to help the investigation
such as capturing, clustering, classifying and etc.; (4) The presentation is a stage which
make the results become understandable. In this case, presentation of Zeus botnet
attack by graph is make easier to understand; (5) By using forensics method, the packet
can be analyzed to get the important payload information; further works described as
follows: (1) The identified and detected pattern can be used and implemented directly
to the server as the Intrusion Detection System rule; (2) Future research can be driven
with other protocol to decide the pattern of Zeus Botnet attack; (3) The current pro-
posed architecture could be replaced with other forensic model to prove validation in
recognizing attack, otherwise the attack is replaced by another attack but still using the
current proposed Network Forensic System model; (4) Use another method to extract
the file from the payload.
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