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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on IT Convergence and Security (ICITCS 2017) which was held in
Seoul, South Korea, during September 25 to 28, 2017.

The conferences received over 200 paper submissions from various countries.
After a rigorous peer-reviewed process, 69 full-length articles were accepted for
presentation at the conference. This corresponds to an acceptance rate that was very
low and is intended for maintaining the high standards of the conference
proceedings.

ICITCS2017 will provide an excellent international conference for sharing
knowledge and results in IT Convergence and Security. The aim of the conference
is to provide a platform to the researchers and practitioners from both academia and
industry to meet the share cutting-edge development in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in IT Convergence and Security-related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICITCS2017. We also would like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process and
to the authors for contributing their research results to the conference.

Our sincere thanks go to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference Web page and also spending
countless days in preparing the final program in time for printing. We would also
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like to thank our organization committee for their hard work in sorting our
manuscripts from our authors.
We look forward to seeing all of you next year’s conference.

Kuinam J. Kim
Nakhoon Baek
Hyuncheol Kim
Editors of ICITCS2017
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Machine Learning and Deep Learning



Image-Based Content Retrieval
via Class-Based Histogram Comparisons

John Kundert-Gibbs®?

The Institute for Artificial Intelligence,
The University of Georgia, Athens, GA 30604, USA
jkundert@uga. edu

Abstract. Content-based image retrieval has proved to be a fundamental
research challenge for disciplines like search and computer vision. Though
many approaches have been proposed in the past, most of them suffer from poor
image representation and comparison methods, returning images that match the
query image rather poorly when judged by a human. The recent rebirth of deep
learning neural networks has been a boon to CBIR, producing much higher
quality results, yet there are still issues with many recent uses of deep learning.
Our method, which makes use of a pre-trained deep net, compares class-based
histograms between the known image database and query images. This method
produces results that are significantly better than baseline methods we test
against. In addition, we modify the base network in two ways and then use a
weighted voting system to decide on images to display. These modifications
further improve image recall quality.

Keywords: Deep learning + Image retrieval - Content-Based image retrieval -
Image based recall -+ CBIR - IBR - Information retrieval -+ Computer vision

1 Introduction

In the last few years, users’ desire to find more images like the one they are currently
viewing has increased dramatically. From personal photo libraries to personal and
business searches, vast numbers of image consumers are interested in finding images
that “look like” the one they are viewing at the moment. As the quantity of stored
images has expanded to a number far beyond what any team of humans could examine,
classify, and catalogue, we have turned to machines running Artificial Intelligence
searches to do the work for us.

The industry terms for recovering images that are visually and semantically similar
to the search image are Content-Based Image Recall (CBIR) or Image-Based Recall
(IBR). The major IBR breakthrough in the past few years has been the use of deep
convolutional neural networks. Even with major advances in IBR, however, the area is
an ongoing topic of research as results are not consistently appropriate. We propose a
new system that can outperform publically available IBR packages on a reasonable size
database of images. Our system utilizes a class histogram approach (described in
Sect. 3) to compare a query image to scores from an image database, producing quality
results rapidly. Though evaluating IBR can prove challenging as the results are
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generally qualitative, we can make some quantitative assessment as well. By com-
paring two off-the-shelf IBR solutions, as well as an un-retrained and a retrained
network using our method, we show that our system works better than the available
systems, and that further training increases the accuracy of our method.

2 Research in Image-Based Recall

Substantial work has been done on the topic of IBR for more than two decades. Most of
the traditional methods [1-5] require a large number of training instances. Until
recently most training sets were relatively small, thus IBR engines did not have much
to work with. Even with the advent of large image databases like Imagenet, and new
techniques like Support Vector Machines [6, 7] and active learning [8], results have
been only marginal. More recent approaches have made use of ensemble learning.
These ensemble schemes have been successful at improving classification accuracy
through bias or variance reduction, but they do not help reduce the number of samples
and the time required to learn a query concept. An approach based on Support Vector
Machines (SVMs) is proposed in [6], but this approach requires seeds to start, which is
not practically feasible, especially for large database queries.

Conventional IBR approaches usually choose rigid distance functions on some
extracted low-level features for their similarity search mode, such as Euclidean dis-
tance. However, a fixed rigid similarity/distance function may not be optimal for the
complex visual image retrieval tasks. As a result recently there has been a surge of
research into designing various distance/similarity measures on low-level features by
exploring machine learning techniques [9-12]. Distance metric learning for image
retrieval has been extensively studied [13-21]. In some instances like [16], class labels
are used to train DML.

Over the past half decade, a rich family of deep learning techniques has been
applied to the field of computer vision and machine learning. Just a few examples are
Deep Belief Networks [22], Boltzmann Machines [23], Restricted Boltzmann Machi-
nes [24], Deep Boltzmann Machines [25], and Deep Neural Networks [26, 33]. The
deep convolutional neural networks (CNNs) proposed in [27] got first place in the 2012
image classification task, ILSVRC-2012, proving the worth of this rejuvenated network
architecture. For our method, we make use of a pre-trained VGG- 16 model.

3 IBR Packages

While a number of IBR packages exist, we found two packages based on MATLAB
that are good experimental candidates because they utilize MATLAB as a basis and are
consistent in their underpinnings, using scripts that are open to examination. These two
IBR implementations serve to provide baseline results for comparison with our IBR
method, which is also implemented in MATLAB.

The first package examined is cbires, developed primarily by Joani Mitro. cbires
uses either k-nearest-neighbors (knn) or Support Vector Machines (SVM) plus feature
extraction to perform IBR [28]. The second package, CBIR, was developed by Amine
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Ben Khalifa and Faezeh Tafazzoli [29]. CBIR utilizes feature extraction which can
either be done locally or globally. Color and texture features can be extracted globally
or locally, and different distance measures can be invoked to compare images.

The method we have developed operates differently than the two baseline IBR
packages described above. Termed Class-Based Histogram, or CBH-IBR, this system
uses a pre-trained deep learning convolutional neural network—in this case trained on
the Imagenet database [30]—as the basis for image recall. In our case we use a network
trained via matconvnet [31]—a script package for MATLAB that is specifically
designed to create and train convolutional neural networks—that is set up to classify
the 1,000 categories of images that Imagenet contains. While this network,
imagenet-vgg-f.mat, which comes included with the matconvnet download, is intended
for use classifying a single output class, we note that the final layer (a fully connected
softmax probability layer) produces a 1,000 element vector that contains a probability
between 0.0 and 1.0 for each of the classes. We exploit this fact by running a
MATLAB script that records the full 1,000 element vector for each image in a resource
database (from which images are pulled to match the query image). These vectors
create a histogram of each of the 1,000 possible classes. When a query image is
submitted via another script, its class vector is calculated and then compared via RMSE
to each of the other images, as shown in the following formula.

images classes ,
Shesr = min Z Z (qj — b,-j) , ¢ = queryimage, b = baseimages
=1 j=1

The n closest matches (smallest differential RMSE) in the resource database are chosen
and displayed, as is the error between the query and resource images.

Even for images that do not contain one of the 1,000 Imagenet classes, each
histogram turns out to be distinct and therefore can be used to retrieve similar images.
The fact that images not featuring an object from the Imagenet classes can be queried
and matched is exceptionally useful as it means this method can recall images it was
not trained to recognize at all. We have used our CBH method to test and recall many
query images that are not classified within the 1,000 image-net classes, and while these
images would not produce viable classifications via the network, they produce good
results for IBR.

4 Experimental Setup and Methodology

We utilize the F-measure to determine the quality of results in our experiment: we
count images that are “very close” to the query image, images that are “pretty close,”
and images that are “not at all close.” From these relatively straightforward metrics we
calculate the precision of our results, either using only the correct (very close) images,
or both correct and partially correct results. In Table 1, we provide the F-measure for
both the correct results and the correct + partially correct results.

We selected two image sets, the Caltech 256 data set [32] and the one included with
the CBIR package [29], and combined them into an image database of 29,970 images
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that fall within 271 classes (many of which are not Imagenet classes). These images
contain between 80 and 200 of each image class/descriptor (e.g., sailboat, horses, bear,
car)." We then selected 50 images from google.com and duckduckgo.com as test query
images. The images are chosen to be reasonable images given the source image
database; in other words, images that are similar to a large number of images (at least
one class of 80+) within the source images. These images are isolated from the query
database and any training work, so that they remain completely outside the world that
the IBR packages had access to for training or querying.” For each engine, after
adjusting to find optimum settings, we run a query for each of our 50 test images and
request 20 similar images be output. For each of the 50 search results (with 20 images
each) we count up the number of correct images, the number of partially correct, and
the number of incorrect results, and record them in a spreadsheet. F-measures are
computed for each image query as well as a single F-measure result for the entire 50
image query set for each query technique, shown in Table 1.

In our tests, our pretrained Imagenet network works very well, but still has room for
improvement. We thus tried numerous methods to retrain/refine the network, including
retraining via softmax log loss, top k error, mshinge, and our own modified version of
softmax log loss. While our hope was to find one method that outperformed the original
network in all cases, this did not occur. We thus created a voting method that utilizes
the best three retraining methods—the original network, the network retrained with
softmax log, and the network retrained via minimizing sum of squared errors on
CBH-IBR—creating a results vector of all three methods combined. We sort this new,
combined vector (3 times the length of each return vector, or 60 values in this case) and
take the top 20 results. While a few results are actually worse, most are the same or
improved, so this method produces the best overall F-measure, as presented in Table 1.

5 Results

While our results are somewhat qualitative, as we have to use human judgment to
determine how close IBR results are, we have come up with distinctly differentiated results
that are borne out by direct observation. Our IBR engine performs substantially better than
the baseline packages using the same source image database and the same query images.

The cbires recall engine performs the worst of the group, as evidenced both by its
total F-measure and by observing results. We attempted to improve the results, but
there are very few parameters that can be adjusted via its GUI. We tried both knn and
SVM methods, and found them about the same. Our results are for the knn method. As
Table 1 indicates, the results of cbires are less than adequate. CBIR performed mar-
ginally better after some tweaking. Even at the best settings we could find, however, the
image query results are also less than adequate, as indicated in Table 1.

! As the Caltech data set contains many classes with more than 200 images, while others have as few
as 80, we removed any images beyond 200 for a class to reduce class imbalance.

2 cbires requires the query image be in the image database, so we had to place the query image in the
database before performing cbires searches.
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As opposed to the baseline methods, CBH-IBR produces high quality results, both
visually and via F-measure. Without retraining, the only tuning adjustment for this
system is whether to ignore small values in the histogram vector, and what the
threshold should be for ignoring small values. Empirically we determined that a value
of 0.01 works the best. This setting ignores the noise of any very small probabilities,
improving results dramatically. Interestingly, a large value for the threshold percentage
reduces the quality of the results, indicating that categories of classification with
smaller values significantly improve the engine’s ability to find similar images. Fig-
ure 1 shows two excellent results, while the left-hand side of Fig. 2 shows one that is
not wholly adequate.

Fig. 1. Using CBH-IBR to query images of a classic car (left) and a tiger (right).

Retraining the CBH-IBR method involves assigning classes to each image in the
database, and using loss algorithms to determine the quality of the result. Retraining
improves results in many cases, but also creates instances where the results are worse
than the original. Thus we have stacked the three best methods—the original network,
one retrained via softmax log loss, and one via a custom histogram/class method*—and
use lowest error scores from amongst the three methods to generate our 20 results. The
right-hand side of Fig. 2 shows the results of the same query after retraining. Note that
the two images in the second to last row are now images of mandolins, not incorrect
images. Though this stacked network method works the best of any we tested, it still
produces results that are less than perfect for some query images.

From visual examination, we produce F-measures for each search method, and for
both correct and correct + partially correct results. Table 1 shows the results of these
more quantitative measures and the numbers parallel our visual observations.

3 Our method minimizes the derivative of the sum of squared errors between class histograms (term 1)
added to class error, or softmax log loss (term 2).

images classes images L
Sderivative = dzdy * | —1.5 Z Z 2(‘]j - bij) - Z rluvveev’ —Ci
=1 j=1 i=1 3 en

k=1
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Table 1. F-measure for each of the four IBR methods tested.

IBR method F-measure (correct) | F-measure (correct + partial)
cbires 0.242 0.477
CBIR 0.222 0.498
CBH 0.875 0.945
CBH—retrained | 0.928 0.979

Fig. 2. Using CBH-IBR to query an image of a mandolin (left) and 3 CBH methods to query the
same image of a mandolin (right).

Fig. 3. Using CBH-IBR via original (unmodified) network (left), vs. retrained network (right).

6 Conclusions and Future Work

Our CBH-IBR method produces substantially better results than the baseline CBIR
methods we tested. These results indicate that comparing class score histograms pro-
duces high quality results without needing much data preprocessing. In addition,
retraining the network improves results, though sometimes at the cost of exact matches,
as, shown in Fig. 3. While images on the right of Fig. 3 are correct, as they match the
class bear, they are visually less correlated than the original network’s results,
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as they output more brown bears. Our retraining method thus needs more granular
classes on which to train: with sub classes for various bears, the degraded results would
be eliminated. We also note that retraining based on individual classes is likely not the
best way to improve performance. Our method allows the network to discover a web of
probabilities associating images. Retraining the network to recognize a single class as
correct, while improving class-based results, does not necessarily improve the visual
quality of the results. Our custom prediction/loss method, which involves minimizing
the sum of squared errors between the class histograms of the query image and the
training images, works well only if we add to this the standard softmax loss method for
classes. While results of this custom loss method are encouraging, research into
improving this method is ongoing.

Overall we find our results to be excellent. Using existing networks in a novel way
leverages all of the work that has gone into training DLCNNS, and with more robust
networks and more research into training techniques, we believe the results will
improve further.
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Abstract. With rapid development of the Internet, web contents become huge.
Most of the websites are publicly available, and anyone can access the contents
from anywhere such as workplace, home and even schools. Nevertheless, not all
the web contents are appropriate for all users, especially children. An example of
these contents is pornography images which should be restricted to certain age
group. Besides, these images are not safe for work (NSFW) in which employees
should not be seen accessing such contents during work. Recently, convolu-
tional neural networks have been successfully applied to many computer vision
problems. Inspired by these successes, we propose a mixture of convolutional
neural networks for adult content recognition. Unlike other works, our method is
formulated on a weighted sum of multiple deep neural network models. The
weights of each CNN models are expressed as a linear regression problem
learned using Ordinary Least Squares (OLS). Experimental results demonstrate
that the proposed model outperforms both single CNN model and the average
sum of CNN models in adult content recognition.

Keywords: NSFW - CNN - Deep learning - Ordinary Least Squares

1 Introduction

The number of Internet users increases rapidly since the introduction of World Wide
Web (WWW) in 1991. With the growth of Internet users, the content of the Internet
becomes huge. However, some contents such as adult content are not appropriate for all
users. Filtering websites and restricting access to adult images are significant problems
which researchers have been trying to solve for decades. Different methods have been
introduced to block or restrict access to adult websites such as IP address blocking, text
filtering, and image filtering. The Internet Protocol (IP) address blocking bans the adult
content from being accessed by certain users. This technique works by maintaining a
list of IPs or Domain Name Servers (DNS) addresses of such non-appropriate websites.
For each request, an application agent compares the requested website IP address or
DNS with the restricted list. The request is denied if the two addresses match, and
approved otherwise. This method requires manual keeping and maintenance of the
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restricted list IPs, which is difficult as the number of the adult content websites grows
or some websites change their addresses regularly.

Filtering by text is the most popular method to block access to adult content
websites. The text filtering method blocks the access to a website if it contains at least
one of the restricted words. Another approach is to use a machine learning algorithm to
find the restricted words. Sometimes, instead of using the machine learning technique
to extract keywords, a classification model is used directly to decide whether the
requested webpage is safe [7]. Nonetheless, the text blocking method only understands
texts, and it cannot work with images. This problem arises when the webpage does not
contain the restricted keywords or does not contain text at all. Worse still, it may block
safe webpages such as a medical webpage as it contains some restricted keywords.

Another blocking method uses image filtering [1, 9, 11]. This method works
directly on the images, trying to detect if the image contains adult content. Detection
directly from images is favorable as it does not require a list of IPs and is scalable to
new websites, and is not sensitive to certain keywords. However, detecting adult
content from images requires a complex model as the images have different illumi-
nations, positions, backgrounds, resolutions or poses. In addition, the image may
contain part of the human body, or the person in the image may be partially dressed.

In this paper, we seek to automatically recognize adult content from images using a
mixture of convolutional neural networks (CNN). Figure 1 shows the architecture of the
proposed model in which eight CNNs models, followed by Fully Connected (FC) layers,
are used to vote for the possible class of the image. Each model conforms to the same
architecture with different weights computed using Ordinary Least Square (OLS). Usu-
ally, the training time of the deep CNN is very long. We present a solution to create eight
models from a single architecture during training. A checkpoint is set to identify and pick
the eight most-performing models during the training session. The solution selects the
most optimal model to improve accuracy and helps reduce the training time drastically.

The contributions of this paper are as follows: (1) constructing a mixture of mul-
tiple deep CNNs at no extra cost; (2) assigning different weights to every model by
applying OLS on all the model’s output predictions

2 Related Works

The methods of recognizing adult content images can be divided into four categories:
color-based, shape information-based, local features-based, and deep-learning-based.

The first approach analyzes the images based on skin color. This method classifies a
region of pixels as either skin or non-skin. The skin color can be detected manually
using a color range [1], computed color histograms [4], or parametric color distribution
functions [3]. Once a skin color model of the image has been defined, the adult image
can be detected by a simple skin color histogram threshold, or by passing the statistics
of the skin information to a classifier [11].

Often, the skin areas contain some shape information such as ellipses or color
compactness in some parts of the human body. The structure of a group of skin color
regions is analyzed to see how they are connected. Several methods have been proposed
to detect the shape features such as contour-based features [1] where the outlines of the
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Fig. 1. The mixture of CNNs in which the eight CNNs models are combined linearly.

skin region are extracted and used as a feature, Hu and Zernike moments of the skin
distribution [13], and Geometric constraints which model the human body geometry [2].

The third approach based on local features is inspired by the success of local
features in other image recognition problems. Scale Invariant Feature Transform (SIFT)
was used in conjunction with the bag of words to recognize adult images in [9]. The
resulting features were trained using linear Support Vector Machine (SVM). Another
local features called Probabilistic Latent Semantic Analysis was proposed in [8] to
convert the image into a certain number of topics for adult content recognition.

The fourth and the most recent type of image content recognition technique is the
use of deep learning approach. Moustafa [10] adopted AlexNet-based classifier [6] and
the GoogLeNet [12] model architecture. Both models were treated as consultants in an
ensemble classifier. Simple weighted average with equal weights was used to combine
the predictions from the two models. Zhou, Kailong, et al. [14] proposed Another
model based on deep learning. A pre-trained caffenet model was developed and the last
two layers were fine-tuned with adult images dataset.

3 The Proposed Mixture of CNN Model

The proposed network contains six convolutional layers followed by two
fully-connected layers as shown in Fig. 2. The number of filters in each convolutional
layer is monotonically increasing from 16 to 128. A 2 x 2 Max-Pooling is inserted
after each of the first two layers and after the fourth and the sixth convolutional layer.
The size of each filter is 3 x 3 with two-pixel stride. To prevent the network from
shrinking after each convolution, one pixel is added to each row and column before
passing the image or the feature to the next convolution. After the six convolutional
layers, the features bank is flattened and is passed to a fully-connected layer with 128
neurons. The output layer which only contains one neuron is placed after the first
fully-connected layer, and before the sigmoid activation function. Except for the last
layer, a rectifier linear unit (Relu) is used as the activation function which is less prone
to vanishing gradient as the network grows. Another reason to adapt Relu is that it
operates very fast as only a simple max function is used.
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Fig. 2. The architecture of deep convolutional neural network model

To prevent the network from over-fitting the data, two regularization techniques
have been applied. The first technique applies L2 weight decay with 0.01 on the first
fully-connected layer. Dropout is also used to prevent over-fitting. Dropout works by
randomly zeroing some of the neurons output at training to make the network more
robust to small changes. Dropout is placed directly after each Max-Pooling, and also
after the first fully-connected layer. The probabilities of these four dropouts are set to
0.1, 0.2, 0.3, 0.4, and 0.4, respectively.

The network is trained for 300 epochs, with each epoch consisting of multiple
batches optimized with Adam [5]. The batch size is 128 and is trained with the
cross-entropy loss function. As adult image recognition is a binary problem in which
the output can be either positive or negative, the binary cross-entropy is used

L(f,y) = = flogy+ (1 —y)log(1 —f) (1)

where f is the predicted value and y is the true value.

Generally, the training time of deep CNN is very long. To alleviate this problem,
we introduce a way to extract eight sub-models with different weights in a single
training session.

Algorithm 1 Generating Best Eight Performing Models

Input: Training data, X, validation data, V,
set of epochs {1,2,..,300}, O
Output: The top 8 models, top8
Procedure:
checkpoints € empty list
model €& Deep CNN model with random weights
a € -o
for each epoch € 0O
model € train model on X using Adam
accuracy € validate model on V
if accuracy > a
a € accuracy
add model to the checkpoints list
end
top8 € top 8 models in checkpoints
return top8
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All the eight models are validated on the validation set, and a N X 8 matrix is
constructed from the outputs

S o fa
F=|: @)
fin - Sen
where N is the number samples in the validation set, and f;, is the predicted output of
the i-th model of the N samples. The eight models combined linearly as,

_J 1L Aiwit+fwa . 4 fywg >0
2w) = {O, Otherwise (3)
Finding the unknown weights vector W = (wj,...,ws) that minimizes

minw(Y — Z(W))* is possible as long as N >> 8. This problem is solved using
Ordinary Least Squares (OLS) as,

S oo fa | [w

Siv oo fan ] [ ws
By taking the derivative of (Y — Z(W)? setting it equal to zero with respect to W

Y - Z(W)P=0 5

Finally, we rearrange the equation and solve it for W
W= (F'F)'FY (6)

Usually, a model with a higher accuracy will get a higher weight than a model with
lower accuracy.

4 Dataset

Due to the nature of the problem, there is no recognizable public dataset on adult
content recognition. In this research, we collected the data manually from the Internet
yielding 41,154 adult images. For negative images, images from the ILSVRC-2013
[15] test set were used. These data are separated into training, validation, and testing
sets as shown in Table 1.

Each image is resized, centered, and cropped from the middle region to 128 x 128
pixels in RGB format. After that, all the images are normalized and mean subtracted.
RGB images are fed as input to the network as they allow the first convolutional layer
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to extract the skin color information while the rest of the networks extract high-level

Table 1. Dataset distribution
Positive (Porn) | Negative (Neutral) | Total
Training | 28930 27984 56914
Validation | 6092 6104 12196
Testing 6132 6064 12196
Total 41154 40152 81306

features based on body shape or textures.

5 Experimental Results

The CNN model is trained on 56,914 images and the validation set is used to pick the
best eight models. In order to increase the generality of the model, the training data is
augmented by flipping each image horizontally. This increases the total training images

to 113,828.

We observe from Fig. 3 that the accuracy increases in a steady manner during
training while the validation accuracy fluctuates around 96%. The best result at 96.43%

is achieved at epoch 50.
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Fig. 3. The performance of the model during training
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Table 2. Comparison of the models based on accuracy

CNN-Mixture | Average Sum | Single CNN
Validation | 96.88 % 96.44% 96.43%
Testing 96.90 % 96.50% 96.34%

We observe that the CNN-Mixture model gains small but constant accuracy
improvement in both validation and testing sets, where it achieves 96.88% in validation
set and 96.90% testing set, respectively as shown in Table 2. From the experimental
results, we find that CNN-Mixture can effectively distinguish an adult image from a
neutral image. Moreover, CNN-Mixture outperforms the single CNN model and even
the average sum of multiple CNNs. Compared with the average sum, the CNN-Mixture
uses the OLS to find the proper contribution for each model which help to distinguish
better the role of each model in extracting useful features for recognizing the image
content.

6 Conclusion

In this paper, we propose an adult image recognition system using a mixture of CNN.
The proposed model is end-to-end learnable as compared to traditional solutions such
as skin color detection. The proposed method is formed as a linear regression problem
where the weights are calculated using ordinary least square. The proposed model is
tested on a manually collected large dataset consisting of over hundred thousand of
training images. Experiment results show that CNN-Mixture is effective against
recognition of adult images, yielding an accuracy of over 96% on the testing set.
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Abstract. This research uses apriori algorithm and FP-growth to discover
association rules mining from maintenance transaction log of ATM mainte-
nance. We use ATM maintenance log data file from year 2013 to 2016. In
pre-process step, we clean and transform data to symptom failure part attribute.
Then, we focus on comparison of association rules between FP-growth and
apriori algorithm. The result represents that FP-growth has better execution time
than apriori algorithm. Additionally, the result from this paper helps mainte-
nance team to predict symptom of failure or failure parts in future. As the
advantage of predict failure parts, maintenance team will prepare a spare parts in
store and prevent break down time of machine. The team can add failure parts
from rules to preventive maintenance to prevent fail machine.

Keywords: Association - Apriori - FP-growth - ATM - Maintenance

1 Introduction

Many manufacturers used machines to run and handle the business core process. The
operation could not be stopped when the machine was running in sequently process.
The machine might be malfunction or break apart. Thus, the manufacturers should have
plan for machine maintenance periodically but sometime machine might be malfunc-
tion before maintenance time. Generally, prediction maintenance used a time series
data to predict amount of failure or part of failure by some variable or statistic data.
They could predict symptom of failure or part that had been consequently malfunction
with other part. Service department could do maintenance or replace part of machine
that could be failure before time to malfunction. The analysis could prevent core
business process from risk of interruption [1].

Data mining technique had 3 categories consisting of classification, clustering and
association rules. This paper used association rules mining technique consist of
FP-growth and apriori algorithm in our proposed method.

Currently, Service department had incident log file that had transaction around
3000 transaction per day. Then, they got incident logs data around 100 thousand

© Springer Nature Singapore Pte Ltd. 2018

K.J. Kim et al. (eds.), IT Convergence and Security 2017,
Lecture Notes in Electrical Engineering 449,

DOI 10.1007/978-981-10-6451-7_3


http://orcid.org/0000-0002-9671-1100
http://orcid.org/0000-0003-3211-964X
http://orcid.org/0000-0003-0774-3803

20 N. Rachburee et al.

transaction from year 2014-2016. Incident log data was a time series data that record
maintenance data several times in 1 day. In some cases, the part of failure had been
often fail at the same time with one or another part.

This research focused on association rules technique to discover a part of machine
that concurrently malfunction. We used the real world time series data set.

This paper organized as follows. In Sect. 2, the related work of association rule
technique, In Sect. 3, framework of proposed method is represented. In Sect. 4, the
result and discussion is presented. Finally in Sect. 5, the conclusion of this paper is
discussed.

2 Relate Work

Knowledge discovery in database (KDD) was a process to explore and analysis a
massive data set. Data cleaning and data preprocessing were the significant
step. Machine learning was used in KDD to discover the meaningful result [2]. Data
mining techniques were divided into two basic groups: unsupervised algorithms and
supervised algorithms.

2.1 Association Rules

Association rules were the core process of data mining technique in supervised algo-
rithm group. Association rules used to find frequency and correlation between items set
in massive data.

Association rules discovered the significant association rules based on support
value and confident value.

The support of rule X = Y was the fraction of transactions in D containing both X
and Y. The equation of support and confidence notion were given as below.

Support (X =Y) = XUY/|D]| (1)

Where | D | was the total number of transaction in data set.
The confidence of rule X = Y was the fraction of transactions in D containing X
that also contain Y.

Confidence (X = Y) = supp (XUY) / supp(X) (2)

Association rules were generated from item set with satisfy both minimum support
and minimum confidence.

2.2 Apriori

Apriori algorithm was an association rule technique in classification categories that
used breadth first search algorithm or level wise search to count candidate item set in
search space [3].
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Apriori algorithm had two step to process. First, we had to find frequent item set
that had minimum support value by frequent item set in all 1 item and all 2 item. Then,
iteratively amount of item should be processed. We created association rules from
frequent item set.

Generate association rule step was create rule form frequent item set. If item set was
infrequent, all supersets of infrequent should be considered as infrequent that prune the
search space (Fig. 1).

A B D
., <
AB AC A C

D B BD CD

ABC ABD\ ACD  BCD

Fig. 1. Generate association rules

Candidate item set generation had 2 steps. First, created all possible candidate fre-
quent item set. Second, from the result of the first step, removed all infrequent supersets.

This research deployed apriori algorithms to find association rules from high
dimensional data using QR decomposition. QR decomposition reduced dimensions of
data. Research team explored high important association rules from feature selection in
high dimension data. QR decomposition selected independent feature and discard
dependent feature. The result showed that proposed algorithm outperformed apriori
algorithms [4].

This paper introduced new algorithm for association rule technique based on
hadoop platform and map reduce. They proposed the interesting of threshold, confident
and support values. They improved apriori algorithm by parallelization and interest
threshold. The result from experiment showed linear increase of mining time that was
suitable for big data mining [5].

Apriori was used in this paper that proposed to use association rules in Retail
Company. The retail company was XMART that had 10 million historical transaction
data. They discovered frequent item set from sale records and generated association
rules with apriori algorithm. The rules were applied to sale department to raise more
potential for each store. Additionally, association rules were used to find product layout
in the store [6].

Apriori algorithm was used in this research that applied in power plant. They
determined association rules from equipment maintenance data. They focused on fault
prediction of equipment and optimized process of pruning and database scanning. The
result of paper showed that they reduced some of maintenance and cost [7].

This research used apriori algorithm for transformer defect correlation analysis.
They determined frequent pattern and dependency between decision attribute and
classification for data of defect. They introduced analogous frequent item sets. The
large volume of rules were discovered in this experiment. The result satisfied with the
improved apriori algorithm by partition data with geographical location and save in
array [8].
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2.3 FP-Growth

FP-growth was the conventional algorithm that operated to find frequent item set
without generating the candidate item set. FP-growth had two steps approach.

First, FP-tree was created from item set. All transactions were read and mapped the
item set to construct the FP-tree. The frequent item had a support count. Infrequent
items were discard.

Second, FP-growth algorithms extracted frequent item set from FP-tree by
bottom-up strategy. This strategy should find frequent item set from ending with
particular item (Fig. 2).
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Fig. 2. Decomposition of frequent item set generation

The research approach was to reach the association between characteristic of
maintenance and aviation maintenance fault from apriori algorithm. They used mini-
mum confidence 70% and minimum support 10% to find association rules. They found
that human characteristic attributes were important and required further analysis [9].

This paper analyzed association rules algorithm technique that were apriori, Eclat,
Dclat, FP-growth, FIN, AprioriTID, Relim and H-Mine. The comparative algorithms
used different thresholds, number of rules generation and size of data. They found that
execute time decreased when minimum support increased. Their result represented the
DCLAT algorithm was the best algorithms from the experiment [10].

This paper interested in mining association rules in dynamic huge data set. The
important issue was updating of frequent item sets by FP-growth and heap tree. They
compared FP-growth with other algorithm. The result showed significant reduce exe-
cution time of incremental updating frequent item sets. Additionally, this proposed
algorithm had a steady efficiency in continuous data [11].

This research introduced association rules mining by FP-growth and Eclat algo-
rithm in forest fire and land. They found association and pattern of hotspot occurrences.
The parameters were set, minimum support was 30% and minimum confidence was
80%. The result showed hotspot occur relation with characteristic of location. The
strong rule was precipitation greater than 3 mm/day with confidence 100% and 2.26 of
lift value [12].

This research compared apriori and FP-growth algorithm in web usage. They
collected data from server log data. They focused on discover pattern of website usage
from server log files by fetching, processing efficiency, and memory size etc. From the
result, apriori and FP-growth algorithm were appropriate to use in web usage mining,
efficient and scalable for frequent pattern [13].
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3 The Proposed Model

Pre-process data is the first step before using data in the framework. Hundred thousand
of incidents from ATM machine are recorded in incident log data file and linked with
ATM asset data by serial number. The combining two table generates 11 attributes
(Fig. 3).

Fig. 3. Framework of proposed model

Data cleaning and transformation: from transaction log file, the data consist of
corrective maintenance and preventive maintenance. We select only corrective main-
tenance and discard preventive maintenance from incident log data. Then, we extract
failure part from problem detail attribute. Problem detail attribute saves as a text field
that we transform symptom of failure by separating significant keyword of problem
detail. Finally, we extract distinct failure words to 33 types of part from failure issue.

Association rule algorithms are used to find frequent item sets using apriori algorithm
and FP-growth. We use the same example set to generate association rules by two
algorithms. The process of generated rule from data set is iterative generate frequent item
set and candidate item set. Then, we get support value and confidence from association
rules. We set minimum support and minimum confidence to accept that rules.

4 Result and Discussion

The experiment uses Dell Inspiron 13, 8 GB Ram, Intel Core i7 Processor with
RapidMiner version 7.1 and Windows 10. Goal of this experiment is to find association
rules that represent symptom of failure or failure part that occur in the same time. Then,
we compare performance of association rules between apriori algorithm and FP-growth
in maintenance prediction.

From incident log data, we clean and generate new attributes from failure part based
on name of failure part. As result, we discover new 33 failure parts from problem detail
attribute that show in Table 1.

After cleaning and transforming data, we generate new data set from incident log
data. Then, we transform failure part occurrence to binary as true or false. We send new
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Table 1. Failure part from transaction log data

Part name
Reader module | EPP-KB Filter
Slip Windows Vacuum
Printer Boot Supply
UPS URJB mini-misc-pcb
Log UTR Exit sensor
Slot Deposit Scanner
Monitor Modem-commu | Mouse
Dispenser MoneyBox SafeC
CCTV Supervisor Top-Up
Hard disk Reject Stacker
Alarm EMV Remote
Retrieve maintenan... Se:cl Aﬁribi\is Rephita!dEgiEVfl... Creatre A,ss“i“!","
PR AT
v v"!) v
JA J
Humerical to Binomi.. setRole FP-Growth
EEREERLE
v v v

Fig. 4. Process in Rapidminer

data set to FP-growth algorithm to find frequent item set and send to apriori algorithm

to create association rules that depend on minimum confidence (Fig. 4).

The results of FP-growth and apriori algorithm produce association rules that show
in Tables 2 and 3, respectively. This experiment uses minimum confidence at 0.9 and
minimum support at 0.05. The result represents association rules such as symptom of
failure parts modem, boot device and power supply that can be concurrently occurred

with ups failure.

Table 2. Association rules from FP-growth

Premises Conclusion Confidence
Modem-commu, boot, supply | ups 0.96660482
Modem-commu, supply ups 0.96297989
Reader Module, vacuum Dispenser Module | 0.95369458
Reader Module, filter Dispenser Module | 0.94788274
Reader Module, MoneyBox | Dispenser Module | 0.94001579
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Table 3. Association rules from apriori

Rule Confidence
[Commu, boot, supply] — [ups] 0.967
[Commu, supply] — [ups] 0.963
[ReaderModule, vacuum] — [Dispenser] 0.954
[ReaderModule, filter] — [Dispenser] 0.948
[ReaderModule, MoneyBox] — [Dispenser] | 0.940
[ups, supply] — [Commul] 0.927
[exit sensor] — [Dispenser] 0.923
[ups, boot, supply] — [Commu] 0.922
[vacuum] — [Dispenser] 0.886
[reject] — [Dispenser] 0.884
[Commu, boot, supply] — [ups] 0.967

5 Conclusion

This research used apriori and FP-growth algorithm to discover association rules from
maintenance log data in maintenance department. From the experiment, we found that
association rules from both apriori and FP-growth had a same rules. However,
FP-growth had better execution time than apriori.

The maintenance department could be alerted for the potential failure part that not
show in transaction log data. Therefore, maintenance engineer could plan for a pre-
ventive maintenance properly before the problem. Engineer could also prepare the
predicted failure part. Additionally, spare part store could be managed more efficiently
and effectively.
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Abstract. Student imbalanced data is one of the problems in data mining
community. To state the student dropout problem, an ensemble method with
under-sampling technique is applied for improved the performance of classifica-
tion of imbalanced student dataset. Mutual information for feature selection
methods is used to find a significant feature. Voting, bagging, and adaboost tech-
nique in the ensemble method are used with decision tree (C4.5) and artificial
neural network (ANN) classifiers to classify student in point of research objective.
The result of this experiment evaluated by overall accuracy, precision, and recall.
Bagging technique by random forest gave the best result in terms of overall accu-
racy is 74.57% and the recall of the prediction in the class (low) which we inter-
ested is 95.61%. This experiment extremely useful not only finding a useful
knowledge for student and academic planning and management but also
improving classification for imbalanced data which is the most effective way to
state the classify student performance.

Keywords: Imbalanced data - Ensemble method - Classification

1 Introduction

In Knowledge discovery and Data Mining (KDD) especially in classification approach,
imbalanced data problem is one of the problems which emerged many researchers in
data mining community. Imbalanced data set is the representative of the relative instance
that a large amount of data generated with skewed distribution. The class had known as
minority class or rare class when the number of the data are significantly less than 10%
of data in these distributions, whereas the remained data are the majority classes.

In classification method, the most classifiers are biased against the minority class,
because of most classification learning algorithms are trained and focus on the accuracy
of the majority class and ignore the essential patterns from the minority class. In many
research and application, class imbalance are most found and observed especially clas-
sification approach like anomaly detection, predicting equipment failures, fraud detec-
tion, medical screening for cancer, and classify student dropout.
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Student dropout problem is one of challenging task in educational data mining.
Student failure is a major problem and important for academic advisor and stakeholder.
To predicting with high accuracy of student performance in final grade is very useful,
not only inform valuable information for students to improve their studies but also for
academic planning and management. Conventional classification algorithms which
applied to student data are often biased toward majority class and simply attempt to
maximize the overall accuracy and minority class had been treated as outliers and then
ignored. Although, the accuracy of the classification learning is very high, but it useless.
In student data set, the majority of students had been got a good and fair grade. Then,
the classifier was trained by the majority data and a few of student data with a low grade
or minority data are not trained. In fact, student dropout problem, the academic advisor
needs to interested and pay attention to students who had got a low grade or a minority
class. Thus, the studies of imbalance data are growing at an explosive rate to understand
the classification of learning and state of the art solutions to address the problem.

In this research, an efficient technique in data mining is proposed. The under-
sampling technique is used to rebalance data, mutual information in feature selection is
used to select the best set of feature and then use an ensemble technique of voting,
bagging and adaboost of the decision tree and artificial neural network to find the best
result in term of overall accuracy and confusion matrix.

The paper is organized as follow: after introduction, methodology and related work
are presented in Sect. 2, follow by the proposed model in Sect. 3. Experiment and the
result are shown in Sect. 4. Finally, we provides the conclusive remarks on the research.

2 Methodology and Related Work

2.1 Resampling

Resampling or balancing of class distribution is a task in data preprocessing step.
Resampling techniques are used for resolved the problem of class imbalance by modified
adataset to improve its balance. Resampling can be categorized into three groups: under-
sampling, over-sampling, and hybrid method which combine both sampling methods.
Under-sampling technique creates a subset of the original dataset by randomly choosing
instances from majority class which no change the number of sample in minority class.
Over-sampling technique creates a superset of the original dataset by replicating some
instances from minority class which aims to balance between majority and minority
class. Synthetic minority oversampling technique (SMOTE) is one of the popular tech-
nique in oversampling which generate synthetic sample data from minority class. The
studied from imbalanced data had been subjected for a long time both in academia and
industry.

The review of the nature of imbalance learning scenario such as understanding,
finding the suitable algorithms, tools, and assessment metric used have been educated
and developed to address this problem [1]. In predicting student’s final outcome in a
particular course, the dataset collected from North South University, Bangladesh which
has been imbalanced. The technique of random oversampling (ROS), random under-
sampling (RUS), and SMOTE are used. The experiment showed that resampling
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technique can be solved the problem of imbalanced data by enhanced the performance
of the classification model [2], after that they extended their work in preprocess step
with optimal equal width binning and SMOTE. The result had clearly shown that the
accuracy significantly increased [3].

2.2 Feature Selection

The goal of feature selection is to find out the most intrinsic feature that provides a
classifier to reach optimal performance without loss any important information. Feature
selection can be categorized into filter, wrapper, and embedded methods.

Mutual information (MI) or information gain is the filter method which measure only
intrinsic characteristics of the feature in feature space. The concept of Ml is a statistic
measurement of the mutual dependence between the two variables in information theory.
The MI between two random variables is defined as follow:

Pxy(x,y)

Px(x)Py(y) M

IX:Y) = 3 Pxy(x.y)log
where, Pxy(x,y) is the combination of the probability distribution of the variable x and
y. Respectively, Px(x) and Py(y) are the probability distribution of x and y.

Ml is used with ensemble method named mutual information based feature selection
for EasyEnsemble (MIEE) [4] which combined adaboost in the final decision. UCI
datasets is used and the result shown that MIEE obtained better performance compare
with the asymmetric bagging [5]. The imbalanced data research in fraud detection from
electronic web payment system in Latin America, the under-sampling method is applied.
Gain ratio, correlation-based feature selection, and relief are used to reduce the number
of features. The result of the fraud detection compared with the actual scenario presented
the financial gain of up to 61% [6]. Many feature selection algorithms have used in many
researches in the class imbalanced dataset to solve the problems of imbalanced and also
improved the accuracy of the minority class [7, 8].

2.3 Ensemble

The basic idea of ensemble method is to combine the more than one weak classifiers
and then constructed the new strong classifier which aims to improve the performance
of the classification. The popular methods of ensemble classifier are voting, bagging,
and boosting. The vote ensemble method, at least two learners called base learners are
used and the prediction of an unknown example uses a majority vote. Bagging or boot-
strap aggregate, the basic idea is reduced the variance of the prediction by manipulated
data using bootstrapping technique. The base classifier is trained on each bootstrap
samples and return the class, and then the maximum is voted. An example of bagging
is random forests or random decision forests classification. Boosting, which from adap-
tive resampling and combining the multiple weak learners and turned to a strong learner.
Adaboost is the very well-known method in the boosting family which used on more
than two classes of the classification problem.
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The problem of student dropout in Thai university, cluster ensemble technique is
used as a data transformation framework which the combination of weighted connected
triple (WCT-T) with random-k cluster and ANN gave an effective accuracy of 91% [9].
Blogged dataset from UCI machine repository in sentiment classification used bagging
to combine with GA, SVM, and NB. All of the bagged ensembles definitely outper-
formed compared to each single classifier [10]. To increase the accuracy in multispectral
satellite images with ensemble technique: bagging, boosting, and adaboost with radial
basis function (RBF) and back propagation neural network (BPNN) are used to state the
problem. All ensemble technique with BPNN classifier achieved very high performance
than RBF ensemble and single classifier [11]. The voting based weighted online sequen-
tial extreme learning machine (VWOS-ELM) technique is proposed for multi-class
imbalanced classification compared with WOS-ELM. The eight multiclass datasets from
UCT are used, the experiment result has shown that the VWOS-ELM more robust than
WOS-ELM [12]. 10 iterations used with 15 imbalanced dataset in bioinformatics has
been conducted to bootstrapping a sample set in bagging ensemble that have been
achieved high quality in the classification performance [13]. The five different boosting
based techniques: SMOTEBoost, DATABoost-IM, EUSBoost, DATABoost—IM with
SVM, and boosting support vector machines are proposed and the survey conducted that
all boosting ensemble have able to improve the minority class classification [14].
BNRAC is a hybrid ensemble model based on adaboost.M2 and SMOTE technique in
preprocessed for imbalanced data from Portuguese banking institution. The base clas-
sifiers composed of decision tree, tree-J48, reduced-error pruning tree, and bayesian
network. The result of BNRAC model gave the high accuracy of 96.3% [15]. Distribution
based balanced sampling with the MultiBoosting algorithm (DBMB) is proposed with
the gaussian and poisson resampling techniques used with imbalanced data from KEEL
repository. The DBMB with both of resampling showed the outperformed comparing
with other boosting methods [16, 17].

2.4 Classifier

In Classification method, decision tree is one of the popular method. A decision tree is
supervised learning algorithm which partitions data recursively to form groups or classes
by the value of information gain and can be used in discrete or continuous data for
classification or regression. C4.5 is the popular algorithm in the decision trees family
which improved from ID3 or iterative dichotomiser 3.

Artificial neural network (ANN) is a machine learning methodology inspired from
biological central nervous systems in a human brain. The connection between one neural
and each other will activate when a synapses which located on the dendrites of the neuron
received signals, and if the weight of signals are strong enough or meet a threshold.
ANN consists of three layer: input layer (the number of attribute/feature), output (the
number of class), and hidden layer which can be calculate as follow:

no. of attribute + no. of class
2

+1 )

no. of neural =
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2.5 Evaluation

A confusion matrix is a basically used to evaluate the performance of the classification
which reported in the tabular form of the actual and predicted classification as shown in
Fig. 1 below.

Class Predicted Positives Predicted Negative
Actual Positives True Positives(TP) False Negative(FN)
Actual Negative False Positives(FP) True Negative (TN)

Fig. 1. The confusion matrix

3 The Proposed Method

Our previous research [18], we have studies about the performance of the classification
in the student data and we realized about imbalanced data. Thus, the main ideas of our
work as in a proposed model as Fig. 2 as followed.

I Student Data |

g

Data Preparation

o Feature Selection- Mutual Information
e Resampling- Under- Sampling

g
4 g g g
Ensemble —Voting Ensemble- Bagging Ensemble- Adaboost Ensemble- Adaboost
<+ Dtree, ANN <+ Random Forest «* Dtree <> N
! g T g !
I Evaluate |

Fig. 2. The proposed model

3.1 Student Data

In this research, the data is collected from years 2004 to 2010 A.D. from Faculty of
Engineering, Rajamangala University of Technology Thanyaburi, Pathumthani, Thai-
land. The amount of 463,956 records is grouped into 6,882 records by studentID. We
interested only the student’s admission data and the subjects which registered in first
year. Thus, in this experiment, the dataset consists of 15 features.

3.2 Data Preprocessing

In this step, many tasks are done. First, we cleaned the data by correct the inconsistent
data, removed noisy, and handle missing data. Secondly, we transformed the data by
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discretized the student’s GPA data into a categorical classes which consisting of high,
medium, and low as shown in Table 1. Then, feature selection are applied, we used
mutual information (MI) to find the most intrinsic feature from the dataset. After that,
under-sampling technique are applied to state the imbalanced data.

Table 1. A categorical classes

Class Low Medium | High

Possible value (GPA range) | 1.00— 2.00- 3.00-
1.99 2.99 4.00

4 Experiment and Result

In our research, the software we used to implement the proposed model is RapidMiner
Studio version 7.10, with window 10 operating system having Intel core i7 and 8 GB of
RAM.

We started the experiment with data preprocessing step, composed of data cleaning
and transformation. The amount of student records in each classes shown in Table 2.
Then, applied MI in feature selection task with a full dataset to find a set of significant
features. We interested in 10 significant features from MI method which equal to our
previous research [18] features. The amount of student in low classes are 114 records.
So, the resampling process with under-sampling technique was applied. After that, the
70% of sample set are selected into a training set and 30% is set to a testing set. Tenfold
cross-validation are used for accurate the experimental model. We set four experiment
of methods which each method ensemble the variety of classification technique. The
ANN parameters we used in this experiment were: learning rate = 0.3, training
cycle = 500, and momentum = 0.2. The hidden layer in ANN is set to one layer and the
number of neurons in the hidden layer computed from Eq. (2).

Table 2. The amount of student records in each class

Total Low Medium | High
6882 114 5908 860

After all the experiment done, the visualization of the performance in each method
have shown in Table 3 and Fig. 3, as follow:

Table 3. The experimental result

No. Method Overall Accuracy | Precision (%) | Recall
(%) (%)

1 Voting with D-Tree(C4.5) and ANN | 70.87 75.76 71.43

2 Bagging with random forest 74.57 66.87 95.61

3 AdaBoost with D-Tree(C4.5) 68.99 64.29 86.84

4 AdaBoost with ANN 75.12 74.77 72.81
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Fig. 3. The comparative results of the experiment

5 Conclusion

To state the student dropout problem, the amount of student with a low grade are imbal-
anced data. We applied an ensemble technique for improving a performance of classi-
fication of imbalanced student dataset. We used mutual information for feature selection
methods to find a significant feature. Voting, bagging, and adaboost technique in the
ensemble method are used with decision tree (C4.5) and artificial neural network clas-
sifiers. The result of this experiment evaluated by overall accuracy, precision, and recall.
In terms of prediction in a class (low) we interested, bagging technique with random
forest classifier gave the best result of recall at 95.61% and overall accuracy is 74.57%.
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Abstract. Accurate prediction of diabetes is an important issue in health prog-
nostics. However, data overfitting degrades the prediction accuracy in diabetes
prognosis. In this paper, a reliable prediction system for the disease of diabetes
is presented using a dropout method to address the overfitting issue. In the
proposed method, deep learning neural network is employed where fully
connected layers are followed by dropout layers. The proposed neural network
outperforms other state-of-art methods in better prediction scores for the Pima
Indians Diabetes Data Set.

Keywords: Dropout - Healthcare - Data overfitting - Diabetes prediction - Neural
network - Deep learning

1 Introduction

Diabetes is a common physiological health problem among humans across gender,
race and age. The term diabetic is applied when an individual is unable to break down
glucose, for lack of insulin. The human organ called pancreas is responsible for gener-
ating the hormone called insulin, which is a very important enzyme that regulates the
sugar level in human blood stream. It sanctions the human body to utilize sugar to
generate energy; sans enough insulin, body cells cannot get the energy they need,
consequently the sugar level in the blood gets too high, and many problems can
emerge. Diabetes is not a curable disease; although, fortunately, it is treatable.
Diabetes and related complications are responsible for the passing away of almost
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200,000 Americans every year [1, 2]. In modern healthcare, predicting and properly
treating diseases have become of foremost importance in medical prognostics fields.
The whole process of determination of diabetes is completely manual, often suggested
by the physician.

For diabetic patients, blood sampling by needle is a standard method for measure-
ment of glucose concentration in blood plasma. This method is painful as the diabetic
is measured glucose frequently (i.e., more than four times a day) [3]. To address this
issue, non-invasive glucose monitoring techniques have been implemented on the wear-
able product such as GlucoWatchG2 [4], Pendra [5], and GlucoTrack [6]. Recently,
Bandodkar et al. [7] developed a needle-free temporary tattoo for glucose monitoring
with a reverse iontophoresis operation. In 2016, Lee et al. [8] introduced a wearable
patch for sweat-based diabetes monitoring with drug delivery through bioresorbable
temperature-responsive microneedles. Non-invasive glucose monitoring systems are
generally known to be less accurate than blood-sampling systems. However, several
researches have improved the accuracy [9, 10]. If a wearable device for blood glucose
measurement provide reasonable accuracy, it can be widely used not only in the health-
care field [11], but also in the industrial safety and health field.

Smith et al. used the perceptron based algorithm called adaptive learning routine
(ADAP), which is an early neural network model, to establish a diabetes prediction
model for forecasting the arrival of diabetes mellitus. The system’s performance meas-
ures were done using standard clinical benchmarks as specificity and sensitivity. The
results obtained were then compared with those procured from applying linear percep-
tron models and logistic regression [12]. This method suffers from employing an early
and complex structure of neural network which is responsible for performance degra-
dation. On the other hand, Kayaer and Yildirim proposed three separate neural network
structures, which are multilayer perceptron (MLP), general regression neural network
(GRNN), and radial basis function (RBF) and afterwards utilized the same data set to
evaluate these three models. The performance gained by employing MLP was better
than that of RBF method for all spread values tried. Among the three models evaluated,
GRNN was able to provide the finest result on the test data [13]. Although not as complex
as structures previously used, GRNNs are still convoluted structures; furthermore, this
method, too, does not resort to any method for solving data overfitting.

The concept of deep learning is a fast-growing one which is teeming with ideas in
recent years. Deep learning techniques are used in a range of diversified fields, including
medical prognosis and optical character recognition [14]. In this paper, we will utilize
the techniques of deep learning, namely - deep learning neural network, to propose a
model for diabetes prognosis with high accuracy. This result is achieved with the help
of a regularization layer called Dropout, which addresses the problem of overfitting
arising from the use of deep fully connected layers.

The rest of this paper is structured as follows. Section 2 describes the proposed
method, where the parts of the complete model are examined closely. Afterward,
Section 3 delineates the dataset used in the experiment as well as the experiment proce-
dures, and analyzes the results obtained via the proposed method. Then, Section 4
concludes the paper.
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2 Proposed Method

Block diagram of the proposed method is outlined in Fig. 1. Here, the process is started
by entering data into the input layer. Then there are two fully connected layers in place,
each followed by a dropout layer. Finally, the decision is obtained from the output layer
with a single node. Together these layers construct a multilayer perceptron, which is
described in detail below.

Input Fully Connected E Fully Connected 2 Output
) P > Layer > S Layer & Layer
Layer 64 A 32 a

Fig. 1. Description of proposed method.

2.1 Multilayer Perceptron

Multilayer Perceptron is, in simple terms, a logistic regression classifier with hidden
depth. Here, the input data is transformed with non-linearity, or activation functions to
output one or more linearly separable classes. These intermediate layers are alluded to
as hidden layers. A single hidden layer is sufficient to turn an MLP into a universal
approximator. However, as it is learned, more hidden layers make the MLP more adap-
tive to the data [15].

Figure 2 represents the common architecture of an MLP. In formal notation, an MLP
with a sole hidden layer is a function f: R* — R®, where A and B are respectively the

Input Layer Hidden Layer Output Layer
M ncurons N neurons K neurons

Fig. 2. A feed forward neural network/MLP.
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sizes of input vector x and output vector f{x). Relation between input and output vectors
can be coined as:

£ = D(6 + W (b + Wha) ) M

with bias vectors b”, b®, weight matrices W, W, and activation functions ® and
@. Here the activation function can be various mathematical threshold functions, i.e.
tanh(x), sigmoid, exponential linear unit (ELU), or rectified linear unit (ReL.U). To train
an MLP, we learn all parameters of the model, and to do that we use Stochastic Gradient
Descent or any other relevant algorithm divided into mini-batches. The set of parameters

to learn is the set 0 = {W” ) WZ), p! ),b(z) }. Obtaining the gradients % can be achieved

through the backpropagation algorithm which is a special case of the chain-rule deri-
vation [16].

2.2 Dropout

Dropout is nothing but a form of regularization. Srivastava et al. first implemented the
dropout in their network to prevent overfitting problems of neural networks, which is
depicted in Fig. 3 [17].

(a) Standard Neural Net (b) After Applying Dropout

Fig. 3. A demonstration of dropout, adapted from the method of Srivastava et al. [17].

Dropout disables neurons in a neural network in such a random way that, during the
learning phase, the network is forced to learn multiple representations of data. These
representations are independent of each other and are derived from the same data. In
this way, in various layers, neurons are hindered from co-adapting too well and this in
turn reduces the possibility of overfitting. The DNN architecture uses a probability
distribution in order to randomly exclude a number of neurons in each layer from
updating weight. This results the neural network to learn from different representations.
Krizhevsky et al. had implemented this regularization in their neural netin 2012, winning
the prestigious Imagenet challenge of 2012 [18].

The significant ability of the feed-forward DNN lies in its hidden layer. In our
proposed method, we finalize on three layers altogether: the first input layer consists of
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64 neurons, which is a multiple of the 8 input attributes. This layer utilizes ELU as its
activation function. ELU is a special adaptive form of rectified linear unit which is
chosen because of its sustainability toward vanishing gradient problem [19]. The next
layer consists of 32 neurons, configured the same as the previous fully connected layer.
The final layer is the one neuron output layer for the prediction which has Softplus
function [18] as activation.

The numbers of nodes being accommodated in the hidden layers are decided by
training several network configurations and choosing the optimal network topology from
them. The criteria for optimality is fixed as yielding minimal seam square error (MSE)
value and demonstrating the most increased predictability. Both the numbers of attrib-
utes as well the of output layer decision are in the powers of 2. Therefore, the numbers
of nodes in both hidden layers are preferred to be powers of 2 as well. The point of note
here is that, incorporating too many hidden layer neurons or hidden layers in the MLP
architecture may sometimes lead to overfitting [21]. On the other hand, if the number
of hidden layer neurons is relatively insufficient to capture the complexities of the
problem, the issue of under fitting may arise [22].

Addition of dropout results in a generalized neural net rather than an overfitted one,
in that it prevents the neurons from learning too much about the input data. This is done
when dropout method forces some neurons in random order to be inactive during
different phases of forward propagation as well as back-propagation. When neurons are
randomly pitched out of the network during training, other neurons are forced to substi-
tute for the missing neurons by handling the representation required to make predictions.
This in turn results in multiple independent internal representations being learned by the
network. Furthermore, this improves prediction results and validation scores [23, 24].
Each layer of the DNN is configured to have a dropout as a function in learning process.
The first two layers of our proposed neural network has alow 25% probability in dropout,
but the final layer has a 50% dropout rate to reduce overfitting.

Weights and biases of the entire network are first filled up according to a uniform
function for maximum yield in learning. The Mean Squared Error (MSE) method is used
as the loss function and Adadelta function is used for optimization. Back-propagation
method is used for training the model via forward and backward passes. In forward
passes, weights, biases, and inputs are combined to calculate a predicted value for each
neuron. In backward passes, loss is calculated from difference of predicted and actual
values, and that loss is used to update weights and biases in the model [18].

3 Experimental Results and Analysis

The Pima Indians Diabetes (PID) Data Set [25] is used in experiment. This data set is
obtained from the UCI machine learning repository and is a subset of a bigger data set
held by the National Institute of Diabetes and Digestive and Kidney Diseases [26]. The
patients whose data are present in this database are women of Pima Indian inheritance
who were older than 20 years of age and were residents of USA at the time of surveying.
The binary output variable takes either O or 1, where 1 means testing positive and O is
a testing negative for diabetes. 268 (34.9%) cases are present in class 1 for positive test
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and 500 (65.1%) cases in class O for negative test. There are eight clinical attributes and
a brief overview is given in Table 1, along with specifications of the attributes in
Table 2. As we can observe from the data in Table 2, the data could have been normal-
ized. However, in deep learning, the DNN eventually learns the biases and filters the
data accordingly. In our experiment, we use the whole dataset as it is, making no change
to the data or any attributes.

Table 1. Attributes of PID data set [25]

Class Attribute number

Pregnancy count

Glucose concentration in plasma

Blood pressure (diastolic, mmHg)

Thickness of triceps skin fold (mm)

2-Hour serum insulin (u U/ml)

Body mass index
Pedigree function of diabetes

[c-RENREeo NAV RIS R SR

Years of age

Table 2. A brief description of PID data set [13]

Attribute number | 1 2 3 4 5 6 7 8
Mean 3.8 1209 |69.1 20.5 79.8 32.0 0.5 33.2
Standard 34 32.0 19.4 16.0 1152 |79 0.3 11.8
deviation

Minimum 0 0 0 0 0 0 0.078 242
Maximum 17 199 122 99 846 67.1 242 81

The whole experiment is done in an Intel Core i5-6200U CPU @ 2.30 GHz 4 cores
with 4 Gigabytes of DDR4 RAM. The MLP model is implemented with help of python
Theano [27], with Keras [28] wrapper at the top.

The results of the previous methods discussed in the paper as well as result of the
proposed method are depicted in Table 3. The proposed method has outperformed all
the other methods previously described. Smith et al., with their proposed method, yields
some good results, but the overall performance is not up to the mark. The specificity and
sensitivity of their algorithm is 76% on the test set of 192 instances due to using methods
that are now outdated. On the other hand, the three different methods proposed by Kayaer
et al. have three superior yields during training phase; however, the accuracy drops
significantly in the main cross-validation testing. This drop could be attributed to data
overfitting. In contrast, the proposed method has the advantages of dropout as the regu-
larization, which gives the network a considerable boost in performance. As a result,
the overfitting issue that has been plaguing the other methods has minimal effect on the
proposed method. Furthermore, the network is fed the data in raw format for processing,
which is a distinct approach from previous methods. Due to this, the system can learn
connections between the raw data values in a unique way. In the end, the proposed DNN
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had an 88.41% accuracy with 0.1 split validation, which is the new recorded accuracy
for the PID dataset.

Table 3. Results of different methods compared

ID no. Method name | Accuracy (%) | Remarks
1. Smith et al. 76 Regression
network

2. Kayaer et al. 82.99 DNN
Training set

3. Kayaer et al. 80.21 Same DNN
Test set

4. Kayaer et al. 82.29 GRNN
Mean correct
prediction

5. Proposed 88.41 DNN, with
method dropout

4 Conclusion

In this paper, areliable prediction system using a dropout method was proposed to reduce
data overfitting in the predictive model which is used for forecasting the disease of
diabetes. The proposed method employed a novel form of deep neural network for
diabetes prognosis to increase the prediction accuracy. In the experiment, the proposed
method achieved an accuracy of 88.41% over the PID Data Set. By diminishing the
effect of overfitting in the proposed model, increased accuracy is achieved via experi-
mentation. As a result, performance for predictive models for diabetes can now have
better prediction scores or performance gains which can lead to future breakthroughs in
health prognostication. In the future, a synergy effect of better diabetes prediction will
be explored with real-time data of healthcare wearable devices.

Acknowledgements. This work was supported by Electronics and Telecommunications
Research Institute (ETRI) grant funded by the Korean government [17ZS1700, Development of
smart HSE system for shipyard and onshore plant]. The authors also acknowledge department of
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Abstract. Thanks to Next-Generation-Sequencing (NGS) revolutionary, high-
throughput RNA sequencing data (RNA-seq) has become a highly sensitive and
accurate method of measuring gene expression. Since RNA-seq generate a huge
amount of data they have been struggling to overcome the lack of computational
methods to exploit the enormous RNA-seq Big-Data. In most of cases, those
methods have not been adequate for feature scaling scheme on RNA-seq Big-
Data. So, RNA-seq encourages computational biologist to identify both novel and
well-known features, although it have led to an increase in an adoption of previous
methods and development of newly scalable data analysis ones. And it provides
recognition of some deep learning methods which are scalable and adaptable for
assuming and selecting the highly correlated genes for classification and predic-
tion. However, some assumption of those methods have not been always correct
and they have been considered unstable in terms of large-scale gene expression
profiling. Therefore we propose improved feature selection technique of well-
known support vector machine recursive feature elimination (SVM-RFE) with
T-Statistics based on Intensity-dependent normalization, which uses log differ-
ential expression ratio (M vs A plot) for improving scalability. In each iteration
of SVM-REFE, less dominated feature set with respect to relevance and redun-
dancy is excluded from this set of features. In the proposed algorithm, the most
relevant and less redundant feature is included in the final feature set, accom-
plishing comparable accuracy with a small subsets of Big-Data, such as NCBI-
GEO. The proposed algorithm is compared with the existing one on several
known data. It finds that the proposed algorithm have become convenient and
quick than previous because it uses all functions in R package and have more
improvement with regard to the time consuming in terms of Big-Data.

Keywords: Support Vector Machine Recursive Feature Elimination (SVM-
RFE) - Intensity-dependent normalization (M vs A plot method) - T-Statistics -
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1 Introduction

The Next-generation sequencing (NGS) such as RNA-seq as an alternative DNA micro-
arrays have become an important part of genomics and systems biology [1] because it
can become a highly sensitive and accurate method of measuring gene expression. They
have been struggling to overcome the lack of computational methods to exploit the
enormous data since RNA-seq are generating a huge amount of data. In response, the
assistance of managing growing data volumes and those repositories has been realized.
So Bioinformatics and IT professionals have been extremely to analyze huge volume of
RNA-seq. However those methods have not been adequate for feature scaling scheme
on RNA-seq Big-Data because technical variability, high noise levels and massive
sample sizes also have been increasing. In terms of genomics experiments, there are
some of big objectives which are to generate a few groups of relevant data for identifying
differentially expressed genes and to build gene regulatory networks (GRN) for under-
standing the underlying molecular mechanisms through inferring causality relationships
[2]. In this paper, we focus on the object of identifying differentially expressed genes
with the number of transcripts, which can differ significantly between samples in Big-
Data. Gene expression profiling has been applicable for capturing the gene expression
patterns in cellular responses to diseases, genetic perturbations and drug treatments [2].
The complex patterns of gene expression might evoke more scalable and adaptive tech-
nique that substantially reduces technical variability and improves the quality of down-
stream analyses. This imply those should be required samples have not been highly and
differentially expressed features in accordance with reasonable time consumptions of
normalization. So, RNA-seq encourages computational biologist to identify both novel
and well-known features, although it have led to an increase in an adoption of previous
methods and development of newly scalable data analysis ones. The well-known
normalizations such as DEGseq [1] are based on total or effective counts and tend to
perform poorly. Therefore, we propose the improved algorithm to overcome the lack of
scalability with combining Support Vector Machine-Recursive Feature Elimination
(SVM-RFE) with T-Statistics which can become a “filter-out” factor for improving
scalability based on well-known normalization, DEGseq. We recognize that some deep
learning methods such as SVM-RFE [3] are scalable and adaptable for assuming and
selecting the highly correlated genes for classification and prediction. Guyon et al. [3]
propose support vector machine recursive feature elimination (SVM-RFE) algorithm to
recursively remove genes based on their weight vectors in the support vector machine
(SVM) classifiers and classify the samples with SVM. Because feature selection can be
regarded as a dimensionality reduction, some feature ranking algorithms exploit
commonly used ranking matrices such as Signal-to-Noise and T-Statistics [4]. In this
paper, T-Statistics as a “filter-out” factor in SVM-RFE can be named to remove the least
possible bottom-ranked genes following to the previous method [4]. The T-Statistics
could remove more than one gene at a single round. Moreover we use intensity-
dependent normalization, which uses log differential expression ratio (Minus vs Add
plot, MA-plot) as known DEGseq [1], as a preprocessor right before SVM-RFE with T-
Statistics. Some literatures [4] develop alternative algorithms based on SVM-RFE, to
overcome consuming a huge amount of training time and the problem of over-fitting
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persist and eliminating only one gene at each iteration. It can improve the accuracy of
the resultant classifier and narrow down the potential set of cancerous genes. The
proposed our algorithm can become more accuracy by exploiting DEGseq right before
the previous SVM-RFE while reducing the size of the number of potentially distin-
guishable genes. If some algorithms [2] might use the proposed our algorithm as a
preprocessor, it can be essential prerequisite for better time consumption with scalability
and more accurate. And the proposed algorithm can become convenient and quick than
previous, because it uses all functions in R package. It have more improvement with
regard to the feature selection in terms of Big-Data. Also, we have computational results
from the subsets of Big-Data, such as NCBI-GEO [5]. We compared the results of the
proposed algorithm with those of the existing ones. The comparison was performed
based on the number of ranked features. We can find that it can be accomplishing
comparable scalability in Big-Data. This article is structured as follows: the next
Sect. 2 describes the materials and methods that have been used for this work such as,
the datasets, the algorithms like MA-plot-based normalization (DEGseq), SVM-RFE
and T-Statistics. In Sect. 3, the algorithmic representation is demonstrated. In the next
section, the result of the proposed algorithm have been analyzed with the existing ones.
Finally, the conclusion describes the future directions.

2 Materials and Methods

2.1 Data

To compare our implementation results with a well-known result of a microarray-based
technology, we downloaded leukemia [2] from their websites. It was analyzed by using
R-package ‘golubEsets’. This set was exploited with SVM-RFE based on MA-plot-
based methods by R-package ‘DEGseq’. Leukemia [2] was assayed using Affymetrix
Hgu6800 chips. Also we are interested in RNA-seq like colon [6], which was assayed
using Illumina HiSeq 2000. We have downloaded the colon dataset [6] from NCBI-
GEO, GEO Series accession number GSE2109 in Gene Expression Omnibus (GEO,
http://www.ncbi.nlm.nih.gov/geo/). RNA-seq data of 54 samples (normal colon,
primary colorectal cancer (CRC), and liver metastasis) from 18 CRC patients are gener-
ated in [6], which are identified significant genes associated with aggressiveness of CRC
for identifying a prognostic signature with diverse progression and heterogeneity. Only
diverse statistical methods including generalized linear model likelihood ratio test have
validated the results of two significantly activate regulators in [6]. Likewise the recent
research [4], we try to the learning method, the well-known classifier, such as SVM-
RFE for large-scale gene expression profiling. And for that the objective of this study
is to identify the feature genes, although the number of input genes are too small, we
downloaded Salt tolerance of rice (Oryza sativa) [7]. For GO term enrichment analysis
on gene selected from our implementation results, we use ‘QuickGO’ (http://
www.ebi.ac.uk/QuickGO-Beta/) [8].
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2.2 SVM-RFE Algorithm

Guyon et al. [2] proposed a gene selection algorithm, Support Vector Machine-Recur-
sive Feature Elimination (SVM-RFE). SVM is a classification algorithm. In terms of
cancer classification, linear SVM has been already exploited as the basic classifier. For
a linear kernel SVM, the weight vector, w can be calculated by w = Z:;l aixiyi (1),
where i is the number of genes ranging from 1 to n, x; is the gene expression vector of
a sample 7 in the training set and y; is the class label of 7, y; € [—1,1] and «; is the
Lagrangian-Multiplier estimated from the training set. Feature elimination algorithms
work by iteratively removing one “least” gene at a time. In each loop, the remaining
significant genes are ranked and it is possible the genes ranking can be modified at the
result. As the well-known SVM-RFE as a recursive feature elimination algorithms

achieved notable performance improvement with the weight vector w = Ilwll* (2).
Figure 1 describes the SVM-RFE algorithm in detail.

Algorithm : SVM-RFE
1. Input: gene set, G={1,2,...n},
Output: Ranked gene list for classification
2. Initialization Set S={}
3. Do while if G is not empty
Train SVM in G
Compute gene ranking score by sum square of w=w” by equation (1) and (2)
Sort the features by the ranking score
4. Return Ranked gene list

Fig. 1. SVM-RFE algorithm

2.3 Feature Ranking Algorithms for Gene Selection

Some feature ranking algorithms works in a way by ranking genes individually in terms
of correlation-based metric. Because these ranked genes are selected to form the most
informative gene subset, they can be regarded as a metric for eliminating more one gene
at a time. Tang et al. [4] proposed feature ranking algorithm, a gene selection algorithm
that extended the SVM-RFE algorithm by incorporating the T-Statistics. This method
combined the statistical T-Statistics to predict higher accuracy and more significant
genes. And they are aimed at training the algorithm in a much faster manner by elimi-
nating many a genes at a time.

I(+) — (O)IVi(+2)/ n(+) + i(—)2/ n(=) — T — Statistics 3)

Combining Support Vector Machine-Recursive Feature Elimination (SVM-RFE)
with T-Statistics which become a “filter-out” factor could overcome the lack scalability.
There are some arguments about the good performance SVM-RFE is that it does not
make handling features simultaneously. Many previous works makes the assumption
that if only one gen is eliminated at each step, that is a smaller “filter-out”, the final gene
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subset should be the best one. However, the research [4] shows the assumption is not
always correct. So, we can use T-Statistics as a “filter-out”.

2.4 MA-Plot-Based Methods for Normalization

The MA-plot, which is a statistical analysis method, which is having been widely used
to detect and visualize intensity-dependent ratio of microarray data [1]. There are
systems differences in gene expression data. The normalization of expressed gene
adjusts the individual hybridization intensities in two-color (Red/Green) microarray
assay to balance them appropriately reliable so that meaningful biological comparisons
can be made. The intensity-based normalization which uses log differential expression
ratio (Minus vs Add plot, M = log,C; — log,C, and A = (log,C; + log,C,)/2, where C;
and C, is the counts of reads obtained from two samples) in each element on the array
for the Locally Weighted Linear Regression (LOWESS) [1] analysis can be exploited.
Local variation as a function of intensity can be used to identify differentially expressed
genes by calculating an intensity-dependent Z-score. In DEGseq [1] for this purpose,
there is a plot which is color-coded depending on whether they are less than one standard
deviation, between one and two standard deviations, or more than two standard devia-
tions. That means the genes out of the line (log, C; = log, C,) in the plot are identified
for carrying out further analyses

3 The Proposed Algorithm

In this section, we propose SVM-T-RFE with T-Statistics with DEGseq algorithm for
gene selection aims at eliminating more genes at a time recursively for an improved
scalability in Fig. 1. The previous SVM-RFE has been trained in each iteration at elim-
inating a gene at a time, depending on different sets of genes. It is a state-of-the-art
technique but has the flaws, which is consumption of the high amount of training time
because elimination “worst” gene at a time. There are some researches that the implicit
assumption about the SVM-RFE: The final ranked gene list could be better when the
SVM-RFE removes one gene at a time. However, there are some researches that shows
the assumption is not always correct when it simulated on the well-known AML/ALL
[2]. So we conjunct the T-Statistics with the SVM-RFE for some different raking criteria
as a larger “filter-out” factor for the good performance. In terms of the data size, gene
expression Big-Data were recursively removed, making the algorithm faster enough to
work with. In addition to this larger “filter-out”, we might exploit the Intensity-based
normalization which uses log differential expression ratio (M vs A plot by DEGseq) as
a preprocessor before the SVM-T-RFE for the good scalability. The proposed SVM-T-
RFE with DEGseq, which is a conjunction of SVM-RFE and T-Statistic (Welch’s t-test
statistic) based on DEGseq to aim at training the algorithm in a much faster manner by
eliminating many genes at a time with a smaller input gene expression from Big-Data.
So, the SVM-T-RFE with DEGseq provides the comparable time consumption
compared with the previous SVM-RFE [2] and SVM-RFE with T-Statistics [4]. In the
proposed algorithm, a new modified rank score is given in w;, = -*w; + (1 — -)*t;, where
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wj, = a new rank of the ith gene, - = parameter determining the tradeoff between SVM
weights, w; = SVM weight vector for ith gene and T-Statistics range from 0O to 1,
t; = Welch’s t-test of the ith gene. In MA-plot-based methods (DEGseq) of the proposed
algorithm, for the number of input genes such as the preprocessor, the T-Statistics P-
value or as log, Fold-Change from the result of the DEGseq can be exploited as a
threshold. We exploited the threshold in the AML/ALL and CRC RNA-seq. And for the
generic comparison, in Salt tolerance of rice (Oryza sativa) [ 7], we compared with SVM-
T-RFE without DEGseq (Fig. 2).

Algorithm: DEGseq-SVM-RFE with Welch’s t-test
Input: Gene-Set, G={1,2, ...n},
Output: Ordered Gene List for classification based on the ranking criterion, FRList

1. Initialization Gene-Set-Normal
2. Initialization Gene-Set-Cancer
3. Get the Output-Gene-List by DEGseq (MA-plot-based Methods)
4. Cut the Output-Gene-List with THRESHOLD such as log, Fold-Change/P-value
5. Update the initialized Gene-Set with the Output-Gene-List
{New-Gene-List} = { Gene-Set} — { Output-Gene-List}
6. Do while if New-Gene-List is not empty
Train SVM in New-Gene-List
Compute the Weight Vector (w;) by eq (1) (Wi = X}_, aiyixi)
Compute the T-Statistics (¢;) by eq (3)
(I = D2/ +i(-)2/n(-))
If P-value by T-Statistics less than 0.05, then w;; =+ *w; + (1-* )*;
Compute the Ranking Criterion, CR=lw;,I* by eq (2)
Sort the new Feature Ranks, Newy based on CR, Newy = sort (CR)
Update the Feature Ranked List, FRList
based on Newg FRList=FRList+New-Gene(Newg)
Eliminate the Features based on R,
New-Gene-List = New-Gene-List — New-Gene (Newg)
7. Return the feature ranked list, FRList

Fig. 2. The proposed SVM-T-RFE with T-Statistics algorithm

4 The Proposed Algorithm Evaluation

Most of recent researches have been targeted to select a few perfect gene subset for
providing a right validation accuracy: The smallest one is claimed to be the best. Most
extracted perfect subsets have been analyzed by the evaluation methods which are
meaningful in some senses. For example, with some small size of samples and highly
correlated genes, “a few perfect subsets” could be extracted by an algorithm. However,
the smallest perfect subsets cannot justify the gene selection algorithms outstanding
compared to other algorithms Because of “Curse of Dimension”, that is the scarcity of
the samples in Big-Data. A small number of perfect subsets cannot be extracted in a
comparable computation time. In the computation time, we try to select the subsets
which explain the complex cancer regulation in AML/ALL [2] and CRC [6] or salt-
resistance in Salt tolerance of rice [7]. Some results might not enough to uncover the
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cancer mechanisms. And those results could be our next movement for better under-
standing of cancer mechanisms.. In our work, the proposed SVM-T-RFE with DEGseq
is compared with the well-known SVM-RFE without DEGseq. For our DEGseq
grounded on the p-values of the genes, the p-values less than equal to 0.05 are considered
as statistically significant threshold. Before the iteration of SVM-T-RFE, DEGseq can
be performed as a preprocessor.

The AML/ALL with 7,120 genes, CRC with 23,505 genes and Salt tolerance of rice
with 200 genes have been prepared for comparison. After Degseq performed as a prepro-
cessor, each one of samples can be made in AML/ALL with 425 genes, CRC with 761
genes for SVM-T-RFE. And we need Salt tolerance of rice [7] for meaningful biological
comparisons such as when we use the whole genes without DEGseq, how many selected
feature genes are in the almost same ranking. So, the whole 200 genes of Salt tolerance of
rice have been taken into consideration. Table 1 shows that the feature genes of SVM-RFE
and those of SVM-T-RFE without DEGseq of Salt tolerance of rice are almost same (simi-
larity is 50% in the descending order of 20% of the top most subsets in 200 genes). This
result indicates that the algorithm with a larger “filter-out” can improve the performance
in terms of computational time in Big-Data with the comparative feature subsets. For the
proof that the smaller the number of genes, the more practical computational time without
scarifying the accuracy, we compare the results in the AML/ALL and in the CRC. Table 1
shows that the features genes of SVM-RFE and those of SVM-T-RFE with DEGseq of CRC
are little bit of different with the smaller input genes (accuracy is 5% in the descending
order of 10% with 761 input genes in 23,505 genes). That means the gene selection is not
accurate if too few genes have been used an input. However, Table 1 shows that the feature
genes of SVM-RFE and those of SVM-T-RFE with DEGseq of AML/ALL compared with
the results of Golub [2] and [4] are quite comparative. In Table 1, genes in green for AML
in Golub [2], ones in orange for ALL in Golub [2], one in red for ALL in Golub [2] and [4]
(reliability is comparative as 10% in the descending order of 5% with 425 input genes in
7129). In results of AML/ALL, there is an improvement on the reliability/accuracy,

Table 1. Accuracy comparison on the 2 different algorithms on salt tolerance of rice, CRC, and
AML/ALL

Salt tolerance of rice ICRC(colorectal cancer) AML/ALL
SVM-RFE without SVM-T-RFE SVM-RFE |SVM-T-RFE | SVM-RFE | SVM-T-RFE
DEGseq without DEGseq |(with DEGseq|with DEGseq |with DEGseq | with DEGseq
1|OsAffx.18823.1.S1_at| OsAffx.5284.1.S1_at |REG1A SPINK4 M27891 D86967
2| OsAffx.5284.1.S1_at Os.12300.1.S1_at__|[IFITM1 CEACAM7 M17733
3| Os.49199.1.S1_at | OsAffx.23281.1.S1_at [MIR3936 COL3A1 Y00787 M11722
4| Os.10838.1.S1_a_at Os.11919.1.S1_at CEACAM7 IFITM 1 M19507 M23197
5| OsAffx.23281.1.S1_at| OsAffx.18823.1.S1_at| ACTG2 COL1A2 U05255 X80822
6 0Os.26728.3.S1_at O0s.49199.1.S1_at COL1A1 LCN2 Z19554 Jo4164
7| Os.11919.1.S1_at Os.10838.1.S1_a_at |[COL1A2 RN5-8S1 Z23090
8 Os.12300.1.S1_at Os.11037.1.S1_a_at |[COL3Al CCL20 M69043 X01677
9| 0s.56929.1.S1_at Os.26728.3.S1_at __ |DES REGI1A M11147 M59465
10| Os.11037.1.S1_a_at Os.56929.1.S1_at LCN2 ACTG2 hum_alu M34996
11 RNS5-8S1 MIR3936 U68105 AFFX_HUMRGE/M1009%
12 SPINK4 IGLLS M27783 M31627
13 IGLLS COL1A1 M23613 MB9957
14 CCL20 DES U23852
15 J04088 M31520
16 M11722
17 X01703
18 M14328 Uo06155
19 L38941 JO3592
20 L20941 X97267
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comparing with those of CRC. We notice that it is difficult that decide accuracy and relia-
bility vs. computational performance and that the assumption that too few small genes as
an input are not always providing inferior results.

5 Conclusion

We have suggested the algorithm combining Support Vector Machine-Recursive Feature
Elimination (SVM-RFE) with T-Statistics as a larger “filter-out” factor for more bottom-
ranked genes at a time based on the one of well-known normalization, DEGseq for
improving scalability. Our proposed algorithm tries to overcome consuming a huge amount
of training time and eliminating only one gene at each iteration while narrowing down
dominated feature set with respect to highly relevance. So, the proposed algorithm can be
exploited DEGseq as a preprocessor right before the previous SVM-RFE for improving the
accuracy and T-Statistics for reducing the size of the number of potentially distinguishable
genes for better time consumption. In the performance evaluation of Salt tolerance of rice,
we have the meaningful biological results that the algorithm can perform in a practical time
with a larger “filter-out” factor. In our result of CRC, the smaller input genes scarify the
accuracy of the gene selection. However, in our results of AML/ALL, we notice our
assumption that too few small genes as an input are not always providing inferior results.
We realize that improving the accuracy and reliability of the resultant classifier and narrow
down the potential set of cancerous genes could be balanced with practical computational
performance. And we can find that the proposed algorithm can be accomplishing compa-
rable scalability in terms of Big-Data, comparing with the previous ones.
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Abstract. Vehicle counting system (VCS) is one of the technologies that able
to fulfil the intelligence transportation system’s (ITS) aim in providing a safe and
efficient road and transportation infrastructure. This paper is aimed to provide a
more accurate VCS based on vehicle type classification method rather than the
current implementation in existing works that only count the vehicle as vehicle
and non-vehicle. To fulfil the aim, we proposed to use deep learning method with
convolutional neural network with layer skipping-strategy (CNNLS) framework
to classify the vehicle into three classes namely car, taxi and truck. This VCS is
motivated by current implementation of the traffic census in Malaysia where they
record the vehicle based on certain vehicle classes. The biggest challenge in this
paper is how to discriminate features of taxi and car since taxi has almost identical
features as car. However, with our proposed method, we able to count based on
correctly classified of the vehicle with the average accuracy of 90.5%. We tested
our method using a frontal view of vehicle from the self-obtained database taken
using mounted-camera at the selected federal road.

Keywords: Computational intelligence - Vehicle counting - Vehicle
classification - Deep learning

1 Introduction

Intelligence transportation system (ITS) corresponds to the technology applied in
road and transportation infrastructure to improve safety and efficiency in related
applications for instance, expressway toll system, traffic census, traffic surveil-
lance, etc. This paper will focus on the traffic census that many countries especially
in Malaysia still implementing conventional methods for instance, manually
observed by human, photography and sensor-based. One of the traffic census aims
is to provide a good quality of transportation infrastructure based on the outcome
from that census. Basically, the census in Malaysia will count the vehicle based on
vehicle’s class namely motorcycle, car, truck and public transportation. The outcome
will be used as an input for further actions such as designing road pavement thick-
ness, providing appropriate public transport, etc. Thus, an efficient approach of the
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census is needed to achieve an accurate outcome. ITS offers various technologies to
be applied in this issue. One of the technologies is Vehicle Counting System (VCS)
where much related to observe the traffic by counting how many vehicles are using
certain road at certain period of time or in a day.

VCS can be grouped into two categories; sensor based system and camera based
system. We will focus on existing works of VCS for camera based system. There are a
few works in VCS that implemented computer vision to count the vehicle. For example,
a surveillance camera and traffic camera from top view are used to track and count
vehicles in works done by [1, 2, 5, 6]. The vehicles are counted as general (vehicle or
non-vehicle) without any specific classification. Simple background subtraction, color
image-based adaptive background subtraction and vehicle box region are used respec-
tively to differentiate the vehicle and background. These approaches are able to count
the vehicles, however unable to give an accurate outcome as expected in the traffic
census. [3] also counts the vehicle without classifying its class using a motion estimation
with Taylor series approximation. Other than that, there is principle component pursuit
(PCP) that is based on principle component analysis (PCA) used to extract features of
vehicles from a satellite image, and vehicles are counted based on that features and does
not consider the class of vehicle [4].

There is a VCS that is based on vehicle types proposed by [7]. They count the vehicles
as small car, van and motorcycle using Gaussian Mixture Model (GMM) to detect the
vehicle, Kalman filter for shadow removal and blob size to classify the size of vehicle.
The drawback of this approach is the feature that extracted to be used in classifying the
vehicle is too limited which is only rely on the size of blob. Thus, it will lead to misclas-
sification when almost similar size but difference class of vehicle is classified. VCS also
can be developed by using a combination of techniques in computer vision and machine
learning. [8] proposed to implement this combination in VCS for traffic control analysis.
They applied fast region-based convolutional neural network (FR-CNN) to detect the
moving vehicles. However, this approach only able to detect and count the moving
vehicles without able to do the counting based on vehicle types.

Based on the existing works, we found that the VCS can be improved with intelligent
techniques in machine learning to classify the vehicle type. Therefore, we proposed to
implement convolutional neural network with layer-skipping strategy (CNNLS) based
on deep learning method. This framework is able to learn vehicle features in detail and
the VCS is counted based on the classes of car, taxi and truck. The aim of this proposed
approach is to provide accurate outcome for traffic census for further benefits. The
explanation on the methodology of VCS with CNNLS is in the next section, followed
by experiment and result section and end with conclusion section.

2 Methodology

There are two stages of methodology in this paper; first is VCS and second is vehicle
type classification. We will explain the first methodology that is based on VCS process
flow and later is the explanation on vehicle type classification based on CNNLS frame-
work.
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2.1 Vehicle Counting System (VCS)

We count the vehicle based on a mounted camera video. To detect the vehicle in the
video, we use region-CNN (R-CNN) to detect the region of interest for moving vehicle.
The R-CNN is used due to its ability to capture a moving object and separate the vehicle
and background. Figure 1 shows the process flow of VCS. We set duration for vehicle
counting is within 1 h. This is based on the practice by Public Works Department that
held the census by hour and day. Thus, we decided to conduct it in hour for the initial
observation. We use a counter for car, taxi and truck to record the number of each vehicle
class. If there is a vehicle detected, vehicle type classification will classify it using
CNNLS. If the vehicle is in a car class, the car counter will be increased by 1 and
vice versa. However, if the vehicle is not in any of the class, therefore there is no incre-
ment in any counter. The process will be looped until the time limit is exceed. At the
end, the total number of each class is counted based on the latest value in each counter.

counterCar =0 )
counterTaxi=0

counterTruck =0

Vehicle P
F detected? 7|

T

Vehicle Type Classification

'

F

counterCar+=1 counterTaxi+=1 counterTruck+=1
| |

Fig. 1. VCS process flow

2.2 Vehicle Type Classification - CNNLS

This section is about how CNNLS is implemented in classifying the vehicle type. Basi-
cally, before CNNLS is implemented, there are two processes namely image acquisition
to acquire vehicle images and pre-processing to prepare the images prior feature extrac-
tion process. The CNNLS is used in the feature extraction to extract vehicle features to
be classified in classification process. Generally, layer-skipping strategy of the CNNLS
has capability to extract both local and global features of a vehicle. Figure 2 shows the
general framework of CNNLS in this implementation.
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There are 2 major phases in the vehicle type classification, namely, training and
testing phase. Based on Fig. 2, there is a process to pre-process the images of training
and testing separately prior to the CNNLS implementation. The CNNLS has two stages
of hidden layer that will implement the feature extraction of the pre-processed images.
For the training phase, note that there are two types of training namely unsupervised and
supervised. The purpose of the unsupervised training is to generate two stages of opti-
mized Sparse Filters, whereas the supervised training is to generate parameter weights
and biases that will be used by the classifier in the classification process.

During the unsupervised training, a set of pre-processed images are firstly delivered
into Sparse Filtering function to generate a set of optimized stage 1 sparse filters. Later,
the set of pre-processed input images are delivered into CNNLS stage 1 hidden layer
and convolved with the optimized stage 1 sparse filters. The output from the CNNLS
stage 1 hidden layer is used as an input for the Sparse Filtering function to generate a
set of optimized stage 2 sparse filters. Thus, the outcome of the unsupervised training
is a set of optimized stage 1 sparse filters, and a set of optimized stage 2 sparse filters.

For the supervised training, the set of pre-processed images are delivered into
CNNLS stage 1 hidden layer and will be convolved with the stage 1 sparse filters. The
extracted features from this stage will be an input to the stage 2 hidden layer and the
post hidden layer. In the stage 2 hidden layer, the input is convolved with the stage 2
sparse filters and the same layers are deployed to obtain the extracted features. This
extracted features will be an input to the post hidden layer. The output from both stages
which are the extracted features will be concatenated at the fully connected process into
a single vector. This single vector feature is used to train the Softmax Regression clas-
sifier. Note that the testing set in testing phase has similar process with the supervised
training except at the classifier where the trained weights and biases are used to calculate
classification probabilistic in obtaining a classification result.
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Image Acquisition and Pre-processing. The training and testing images that contain
frontal-view of the vehicle are recorded using a surveillance camera. The pre-processing
technique that has been used is a combination of existing works done by Baustita et al.
[9], Dong et al. [10], and Pinto et al. [11]. There are five pre-processing methods used,
which are resizing with maintained aspect ratio, converting from RGB color space to
grayscale, histogram equalization (HE), normalizing to zero mean and unit variance,
and local contrast normalization (LCN). The input image is first converted to grayscale.
HE is performed on that grayscale image to normalize brightness and contrast of the
image by using OpenCV 2.4 built-in library. After that, the image is resized with the
maintained aspect ratio. The resized image is normalized to the zero mean and unit
variance. LCN is applied as the final process to eliminate light illumination and image
shading. This is to avoid a variation in image. The output in this layer is a set of LCN
normalized features in 3D that is normalized with minimum 0.0 to maximum 1.0. This
is to avoid an exponent underflow and overflow happens during convolutional layer in
the stage 2 hidden layer.

Feature Extraction: CNNLS. Based on Fig. 2, each hidden layer consists of five
components (layers) which are convolutional, AVR, LCN, average pooling and subsam-
pling without zero padding. The output from each layer is the extracted features that will
be an input features to another layer accordingly. The components in the post hidden
layer for the stage 1 and stage 2 are different where for the stage 1, it contains the average
pooling and subsampling with zero padding, while for the stage 2, it contains only the
subsampling with zero padding.

Convolutional Layer. In the convolutional layer, the pre-processed image will be
convolved with the optimized Sparse Filters. The purpose of convoluting the image is
to extract the image features. For example, the pre-processed image with 256 X 174
pixel will be convolved with the 64 optimized Sparse Filters (9 X 9 pixel). From here,
the convolved images are produced and a sigmoid activation function is applied on each
convolved image. Later, the 64 extracted features with 248 x 166 pixel are obtained.

Absolute Value Rectification (AVR) Layer. AVR s inspired from biological system that
human eyes do not perceived images in negative values. This layer applies absolute
value operation on the extracted features from the previous layer and the output will
have absolute value elements.

Local Contrast Normalization (LCN) Layer. LCN applied during CNNLS hidden
layers is different compared to the LCN applied during the pre-processing process. Both
LCNs has similar subtractive and divisive operations except that the input is a set of
extracted features from the convolutional layer and different maximum value. The output
from this algorithm is a set of LCN normalized extracted features.

Average Pooling Layer. The purpose of applying an average pooling on the extracted
features is to ensure that the extracted features are robust to geometric distortion. Thus,
the features become less sensitive to a variation in angle and size of a vehicle. The
extracted features with size m by n pixels are convolved with an average filter with kernel
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size of ¢ by ¢ pixels. The purpose of the convolution is to produce an average features
with size p by g. The size of the average features is smaller due to the border effect from
the convolution operation where the border pixels is discarded.

Subsampling Layer without zero padding. The procedure for the subsampling layer
without zero padding is similar to the procedure of resize with the maintained aspect
ratio in the pre-processing process. The size of the features will be reduced from
240 x 158 pixel to 64 X 42 pixel based on 64 pixel of the resized size. However, the
shape of the vehicle is maintained based on the aspect ratio that remain for example
79:120.

Subsampling Layer with zero padding. The subsampling layer with zero padding is
applied on the extracted features to ensure every feature has the same size and has the
aspect ratio of 1:1 before being delivered into Softmax Regression classifier. To describe
the procedure, suppose that an input features with size of 158 by 240 pixels will be
reduced to 64 pixels. Firstly, the input features is resized to 64 pixels with the maintained
aspect ratio. Later, the shortest side of the resized input features will be padded with
zero pixels to ensure the shortest side has the same length with the longest side.

Fully Connected. A fully connected vector is a vector that its elements are in 1-dimen-
sional. For example, suppose that the features from the stage 1 hidden layer consists of
element {1, 2, 3, ..., 9} with size of 3 x 3 and the features from the stage 2 hidden layer
consists of element {A, B, C, ..., I} size of 3 X 3 as well. Each an image features will
be firstly vectorized into a one-dimensional vector and then concatenated to form a single
one-dimensional vector {1, 2, 3,...,9,A,B,C, ..., I}.

Classification using Softmax Regression. Classifying vehicles is performed by
executing a Softmax Regression hypothesis function. The hypothesis is calculated for
each vehicle classes to find the amount of probabilities that the extracted features belong
to which class. There are two phases of the Softmax Regression implementation; super-
vised training and testing. The Softmax Regression for the supervised training is trained
to produce optimum weights and biases. The weights and biases are prepared by mini-
mizing both negative log-likelihood and MSE using gradient descent method. The opti-
mization is executed for 10000 iterations to ensure the weights and biases are achieved
an optimal convergence. Note that the Softmax Regression used in this research contains
non-negative regularization parameter, A, with the purpose to control the generalization
performance of the Softmax Regression. A small amount of generalization could
improve the classification accuracy because the classification will be more flexible
where not too dependent on the training dataset. The value of the A is preferred between
0.20 to 1.00. Setting A to zero will disable the regularization. The optimum weight and
bias later will be used in the testing phase where it will be loaded and the hypothesis is
calculated instead of minimizing the negative log-likelihood. The testing is performed
on each vehicle class dataset. Accuracy is calculated base d on number of vehicles that
is correctly counted and classified to the total number of vehicles in the video.
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3 Result and Discussion

We test our approach with a frontal view of single vehicle in single lane. The test is
conducted based on mounted camera video taken in a selected road within 1 h. For the
first phase, the vehicle classes are divide into car, taxi and truck. Table 1 shows the
example of vehicle images in each class for each dataset. Note that the total samples for
each vehicle class in the training dataset is 40 images, thus overall total is 120 images.
While for the testing dataset, it is varying depends on how many vehicles captured in
the video. Table 2 shows the result of a confusion matrix that consists of the correctly
classified percentages and misclassification percentages.

Table 1. Example of vehicle images in each class for each dataset

Dataset ar Taxi Truck

Table 2. Confusion matrix

Predicted\Actual Car (%) Taxi (%) | Truck (%)
Car 92.5 4 35

Taxi 11 89 0

Truck 4 6 90

Looking at this table, the car and truck are able to be successfully counted and
classified with the promising percentage of 92.5% and 90% respectively. However, the
taxi is also successfully counted and classified with 89% and has been misclassified as
the car with 11%. Yet, it is proved that using this approach we able to classified taxi as
a different class of car. The percentage is quite low due to the almost similar features
the taxi has to the car especially when the images are converted into grayscale. Other
misclassification percentages are acceptable where below than 7%. Note that this
CNNLS processed the images in grayscale. Figure 3 shows the output of the VCS based
on each vehicle class where the number of each vehicle class is counted and recorded.

Fig. 3. The output of VCS based on each vehicle class
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Conclusion

We proposed the implementation of vehicle counting system (VCS) based on vehicle
type classification using deep learning method which is CNNLS to count the vehicle.
The aim is to provide an accurate counting result for traffic census. The result thus can
be used for further action by Public Works Department especially in Malaysia. Based
on our approach, we able to automate the counting process by classifying the vehicle
automatically into car, taxi and truck class. We proved that the taxi can be classified as
different class from car which is none of the existing works have done this. In future,
we will use color based image to improve the classification of taxi, multiple vehicle and
multiple lane to support ITS aim in improving efficiency of modern cities.
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Abstract. Metadata discovery is the process of recognizing semantics and
descriptors of data elements and datasets. This study uses a machine-learning
approach to classify biomedical dataset characteristics for metadata discovery.
Four common types of biomedical data sources were included in this study -
genetic variant, protein structure, scientific publications, and general English
corpus. Decision tree classification models were built using token-based features
derived from these data files. These decision tree classification models are able
to identify the four data sources with average F1 scores ranging from 0.935 to
1.000. This study demonstrates that biomedical data of different types have
different distributions of token-based document structural features and that such
structural features can be leveraged for metadata discovery.

Keywords: Metadata discovery - Text characterization - Data harmonization

1 Introduction

Sharing and reuse of biomedical data is critical to enhance research reproducibility and
increase efficiency in translational biomedical sciences [1-3]. This requires biomedical
data to be findable, accessible, interoperable and reusable according to the FAIR guiding
principles [4]. The capture of sufficient metadata from heterogeneous data sources is a
key requirement for successful data harmonization and integration [5]. Current
approaches to metadata discovery are highly dependent on manual curation, which are
expensive and time-consuming processes. Automatic or semiautomatic approaches for
metadata discovery are necessary to enhance heterogeneous biomedical data integration.

We are developing a two-step metadata discovery architecture: (1) biomedical data
type discovery, followed by (2) metadata discovery using methods specific for the data
type and source identified in the first step. Our hypothesis here is that if we correctly
identify different types of data sources by their intrinsic data file characteristics, we can
then associate specific metadata discovery tools with each data source and type with a
high level of confidence. A machine learning approach to accomplish the first step is
described in this paper.
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Biomedical and life science data are most commonly available in some type of text
format. In this paper, we used different types of biomedical data sources in text format
as examples of how to build machine-learning models for automatic identification of
data files from specific sources and of specific types. Examples of such biomedical data
files are described in Sect. 2.

Token-base features are higher-level characterizations of distributions of tokens
in a given text document. Examples of token-based features include proportion of
numerical tokens, proportion of capitalized tokens, and median length of tokens.
These token-based features are a summarization of the structural distributions of a
dataset. Principal advantages of using token-based features, over the word-based
features, for the classification of textual data file are: (i) the dimensions of the
feature vectors are relatively small; (ii) token-based methods are generalizable to any
types of text document; and (iii) it is easier to get tokens as many steps of word
processing, such as stemming and spelling correction, can be skipped when
processing a text document for token extraction.

Token-based features have been used in text classification, but to the authors knowl-
edge this method has not been used to distinguish different types of data files and data
sources [6]. This study shows that the characteristics of a file as represented by token-
based features are sufficiently different among the different data source types considered
here and these features can be used to build classification models for data source iden-
tification.

2 Methods

2.1 Data Sources and Types

Four types of data from different sources were considered in this study: (1) protein
structure; (2) genetic variant; (3) scientific publication; and (4) a general English corpus.

Protein structure files describe the three-dimensional arrangement of atoms in
proteins or protein complexes. Both experimentally determined structures and compu-
tationally predicted structures were included in this study. The experimentally deter-
mined structures were extracted from the Research Collaboratory for Structural Bioin-
formatics (RCSB) Protein Data Bank (PDB) [7]. Computationally predicted structures
were generated in the Facelli Lab (http://home.chpc.utah.edu/~facelli/) and included
structures of ataxin-2 and ataxin-3 proteins predicted by I-TASSER [8] and structures
of oncogene proteins modeled by Rosetta [9]. In this study, we considered protein struc-
ture files in PDB, macromolecular Crystallographic Information File (mmCIF) and
Protein Data Bank Markup Language (PDBML) file formats. The PDB format is the
standard representation of macromolecular structure data and is widely used by a variety
of software tools. The mmCIF format is used by PDB to describe the information content
of PDB entries. PDBML format provides an XML representation of the PBD data. Note
that while the PDBML format uses XML modeling notations, for the purpose of this
study, these files were treated as plain text. The angle brackets and xml tags were treated
as tokens. The description and examples of these three formats can be found on the PDB
website (http://www.wwpdb.org/documentation/file-format). We randomly selected
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and assigned 100 PDB, 100 CIF, 100 XML to the training set and 212 PDB, 255 CIF,
173 XML to the external evaluation set from the RSCB PDB source. We also randomly
selected 100 PDB files from our I-TASSER collection and assigned them to the training
set and 100 PDB from the Rosetta collection to the external validation set.

We used data from ClinVar [10] as an example of genetic variant data. ClinVar is a
public available archive of information about relationship between genetic variances
and human diseases [10]. We used both the ClinVar complete variant dataset (November
2012 and December 2013 full releases) and the summary data about variants (July 2016
release) in this study. The publically available complete ClinVar variance dataset is in
XML format, but for the purpose of this study the files are treated as plain text documents.
The variant summary data in ClinVar is in tab-separated-values (TSV) format with each
line representing summary information of a variant. We randomly generated 100 XML
and 100 TSV, with each file containing 1 to 2000 variants randomly selected from the
ClinVar data, for training. Using the same sampling process, we randomly generated
100 XML and 100 TSV for external validations sets.

PubMed Central (PMC) is a free full-text archive of biomedical and life science
papers, which are good examples of scientific publications in the biomedical field. We
randomly selected 100 publications in Portable Document Format and assigned them to
the training set after transforming them into plain text using Apache PDFBox (release
2.0.2). For the external test set, we used 393 scientific papers from the 2003 KDD Cup
Competition (https://www.cs.cornell.edu/projects/kddcup/). Publications in the KDD
data set include scientific papers in multiple fields of physics and related disciplines.

The Open American National Corpus (OANC) is an open and free electronic collec-
tion of American English, including texts of all genres and transcripts of spoken data
(http://www.anc.org/). Google News articles (https://news.google.com/) are another
good source representing general English. We included 129 randomly selected articles
from OANC in the training set and 102 articles from Google News in the external vali-
dation set, all in plain text format.

All datasets used here were downloaded in July 2016. As described above, we used
external evaluation datasets, having no overlap with the training datasets, to evaluate
the classification performances and generalizability of the machine learning models.

2.2 Token-Based Features

Using the tokenization module in the Natural Language Toolkit 3.0 (NLTK, http://
www.nltk.org/), we tokenized the text in each data file into tokens, such as words,
symbols, numbers, and other meaningful elements by using white spaces as token sepa-
rators. We categorized the tokens as Numerical, Word and Other tokens. Numerical
tokens contain only numerical characters, while word tokens contains a mix of characters
including numbers, letters and underscores. We categorized tokens that did not match
these two categories as other tokens, which included punctuations characters and
symbols. We calculated and normalized the counts for the three types of tokens to the
total token counts within each data file. The proportion of numerical tokens with negative
values, the word tokens that are capitalized and the word tokens that are all upper case
letters were also calculated and normalized to their total count of tokens in their parent
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category. The median length of all the tokens in the file were also calculated. In total,
eight token-based features were used: Normalized count of numerical tokens, Normal-
ized count of negative numerical tokens, Normalized count of word tokens, Normalized
count of UPPER-CASED tokens, Normalized count of Capitalized tokens, Normalized
count of distinct word tokens, Normalized count of other tokens, and Median length of
tokens.

2.3 Decision Tree Models Building and Evaluation

We built models using a decision tree classification method to distinguish protein struc-
ture, genetic variant, scientific paper, and general English corpus sources. We used the
above-mentioned token-based features in the scikit-learn [11] machine learning package
for building and evaluating machine learning models. We evaluated the performance of
the decision tree models using both tenfold cross-validation and an external test dataset
with precision, recall and F1 score as measures. Both tenfold cross-validation and
external evaluation were repeated 100 times with different random seeds, and we report
the average value of these 100 iterations.

3 Results

The total number of tokens was proportional to the size of each data file. Protein structure
files in XML format have the largest number of tokens followed by ClinVar variant files
in XML format, while general English corpus and scientific publications have fewer.
The types of tokens in different data files have different distributions. Protein structure
data files are dominated by numerical values, whereas word tokens dominate the general
English corpus and scientific publications. The distribution of each token-based feature
also varies across data files in different formats. For example, PDB and mmCIF format
protein structure files have the highest proportion of numerical tokens, while XML
format protein structure files have much smaller proportion of numerical values when
compared with other types of protein structure files and genetic variant files. On evalu-
ating the performance of the decision tree models using tenfold cross-validation
approach, they were able to distinguish the biomedical data files as protein structure,
genetic variance, scientific paper and general English corpus with F1 scores of 0.997,
0.997, 0.886 and 0.919, respectively (Table 1). The average precision and recall of clas-
sifying protein structure and genetic variance are above 0.99. Although the average

Table 1. Evaluation of the decision tree classification performance using 10-fold cross-
validation.

Data type Precision Recall F1-score
Protein structure 0.996 0.998 0.997
Genetic variant 0.995 1.000 0.997
Scientific paper 0.901 0.883 0.886
General English 0.930 0.914 0.919
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precision and recall of classifying scientific papers and general English are lower than
those of protein structure and genetic variance, these values are still around 0.9. A typical
decision tree used for classification of biomedical data files is shown in Fig. 1.

lotalpln'wold.\mr <=0.4439
=0.6702
samples =829
value = [129, 200, 400, 100]
class = Protein

True \:ame

‘medianlength <= 5.5
gini = 0.6692
samples = 447
value = [129, 198, 21, 99]
class = Genefic Variant

totaldistinctnor <= 0.357
gini = 0.566!

samples = 241
value = [126, 0, 21, 94]
class = Genral English

totalpurwordnor <= 0.5959
ini = 0.4688
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value = 3, 0, 0, 5]
class = Scientific Paper

totalnummor <= 0.0477
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value = [19, 0, 0, 8]
class = Genral English
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value = [19, 0, 0, 5]
class = Genral English
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class = Genral English class = Genral English

totalpurwordnor <= 0.8567
gini = 0.4444
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value=[1. 0,0, 2]
class = Scienfific Paper

Fig. 1. Example of a decision tree used for classification of different data files. Each square
represents a tree node. Decisions are listed on the first line of each decision node. For each decision,
the child nodes on the left and right are based on the fact of being “true” and “false” respectively.
The Gini line indicates the Gini index used to determine the splitting attributes. The sample line
indicates the total number of instances in a node. The value line lists the number of instance in a
node, from left to right English corpus, protein structure, genetic variant, and scientific paper.
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When the performance of decision tree models were evaluated with external test
datasets, the models were able to distinguish protein structure, genetic variance, scien-
tific paper, and general English corpus with an F1 score of 1.000, 0.999, 0.980, and 0.935
respectively (Table 2). The average precision and recall of the models to distinguish
protein structure files are both 1.000. The models also classified scientific literature from
the KDD competition and Google News general English corpus with precisions and
recalls of 0.979 and 0.982, and 0.949 and 0.921 respectively.

Table 2. Classification performance on the external test set.

Data type Precision Recall F1-score
Protein structure 1.000 1.000 1.000
Genetic variant 0.997 1.000 0.999
Scientific paper 0.979 0.982 0.980
General English 0.949 0.921 0.935

4 Discussion

Data files embed in themselves different features that are inherent signatures. These
include token-based, word-based, and sematic-based features [6]. Word-based features,
such as word frequencies and TF-IDF scores [12], are widely used in document classi-
fication and text mining [12], but these sometimes require feature selection [13], as the
dimensionality of the feature space can get extremely large. Moreover, word and
semantic-base features are not agnostic to the domain specific content and require
extensive training annotations for use in document classification problems. Token-based
features considered here are high-level summaries of the structural content of the files
and provide a simpler approach to dataset classification.

On average, decision tree models with token-based features are able to distinguish
the four types of biomedical data, protein structure, genetic variance, scientific paper,
and general English corpus, with F1 scores of 0.997, 0.997, 0.886, and 0.919 respec-
tively, in the tenfold cross-validation. The classification performance of the models on
the external evaluation dataset is comparable to the cross-validation results with average
F1 scores of 1.000, 0.999, 0.980, and 0.935 on protein structure, genetic variant, scien-
tific publication, and general English corpus, respectively. The scientific papers in the
external evaluation dataset and the papers in the training dataset are from different
resources and in different topics. Papers in the former dataset are from the KDD Compe-
tition and are in the physics domain, whereas papers in the latter dataset are from PMC
open access archive and these papers are in biomedical and life science topics. However,
the classification models still have a great prediction performance to distinguish the
physics papers from other types of data with an average precision of 0.979 and recall of
0.982. These results indicate that it is robust to use token-based features for data file
identification.

The varying distributions of token-based features among different data files and the
common distribution of token-based features within the same type of data file necessitate
the use of the machine learning methods for distinguishing them. This is evident from
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the decision tree in Fig. 1 in which each source is classified at multiple depths in the
tree. However, at a depth of level four, the tree shows good performance in distinguishing
the four data types.

While we used seven types of data files in this paper, our approach is highly scalable
to very large numbers of data files as this approach requires minimum to no human
annotation of the file types for developing training sets. All file type annotations can be
automatically extracted based on their source in the training phase, for example, PDB
files are labeled as such based on their source on the PDB website.

The results from this machine learning models are relatively high when compared
to classification models in other domains, but our data file classification presented here
is only the first step in the complete process of metadata discovery. The ultimate test for
this approach would be the results from its use in integrated metadata discovery pipelines
that utilize these classifications to programmatically assign specific metadata discovery
tools and methods.

This study is not without limitations. Only four types of data are included. However,
for these four types, datasets from a variety of sources and in different formats were
included to assess the generality of the classification models. Using the file processing
and machine leaning workflow built in this study it is easy to include a relatively large
number of data types in the classification models. We are now considering including
electronic medical records and environmental data in this model. In addition, the sample
sizes for each dataset were relatively small, and further evaluation on larger sample sizes
is required. We also plan to add an uncertainty quantification module to enable program-
matic assignment of specific metadata discovery tools and methods.

5 Conclusion

Our approach shows that it is possible to automatically identify data files from specific
sources and of specific types using only document structural token-based features. Our
decision tree models performed well in distinguishing protein structure data, genetic-
variant data, scientific publication, and general English corpus, and provide a promising
way to facility metadata discovery. Therefore, it is reasonable to expect that it will be
possible to develop and programmatically associate metadata extraction tools specific
for each data source and type as next steps.
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Abstract. Interest in monitoring severe weather events is cautiously increasing
because of the numerous disasters that happen in the recent years in many world
countries. Although to predict the trend of precipitation is a difficult task, there
are many approaches exist using time series analysis and machine learning tech-
niques to provide an alternative way to reduce impact of flood cause by heavy
precipitation event. This study applied an Artificial Neural Network (ANN) for
prediction of heavy precipitation on monthly basis. For this purpose, precipitation
data from 1965 to 2015 from local meteorological stations were collected and
used in the study. Different combinations of past precipitation values were
produced as forecasting inputs to evaluate the effectiveness of ANN approxima-
tion. The performance of the ANN model is compared to statistical technique
called Auto Regression Integrated Moving Average (ARIMA). The performance
of each approaches is evaluated using root mean square error (RMSE) and corre-
lation coefficient (R?). The results indicate that ANN model is reliable in antici-
pating above the risky level of heavy precipitation events.

Keywords: Computational intelligence - Time series forecasting - Neural
network

1 Introduction

Heavy precipitation or rainfall is an extreme weather event that happens in tropical
countries like Malaysia. It gives severe impact on social and economic aspects of affected
areas. The most immediate impact of heavy precipitation is the prospect of flooding as
streams and rivers in the region overflow main river banks. In Malaysia, high intensity
of precipitation has been identified as the main factor of flood occurrences in states like
Pahang, Kelantan and Terengganu [1, 2].

There are many data driven models like artificial neural network and auto regressive
integrated moving average (ARIMA) implemented for weather forecasting. Conven-
tional ARIMA method performs well with stationary data but artificial neural network
works better with nonlinear type of data. ANN provides better approximation because
its network is dynamic and works well with non-stationary data [3, 4].
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Numerous studies have employed ANN in time series forecasting particularly on
precipitation data [5—7]. These are due to its non-linear ability which is appropriate for
seasonal precipitation. A study by Mislan et al. used backpropagation neural network
(BPNN) to simulate heavy precipitation in Tenggarong station, East Kalimantan-Indo-
nesia [8]. They concluded that BPNN can produce accurate prediction. ANN also been
used in predicting rainfall using four years of hourly data from 75 rain gauge stations in
Bangkok [9]. The combination data from different gauge stations produced better accu-
racy thus supported that ANN is effective when analyzing high number of input data [7].
Besides that, comparison between multiple linear regression (MLR) and ANN showed
that the latter technique is significant in producing better forecast in long-term [10].
While, Abbot and Marohasy [11] discovered that lagged relationship in rainfall data
greatly contribute to forecast accuracy of ANN model.

One of the variant of ANN is time delay neural network (TDNN). It is a dynamic
model that works well with sequential data [12, 13]. Thus, the objective of this study is
to implement time delay neural network (TDNN) in forecasting heavy precipitation and
to compare its performance with ARIMA.

The paper is organized as follows: In Sect. 2, the materials and method implemented
in the study is presented. In Sect. 3, the experimental results are discussed and finally
conclusions are given in Sect. 4.

2 Materials and Methods

2.1 Study Area

Pahang is a large state in Peninsular Malaysia which is one of the flood-prone state in
Malaysia. Two areas in the state are heavily affected with flood due to their closeness
with the biggest river in Peninsular Malaysia, namely Sungai Pahang. The river becomes
main basin for water that flows from upstream during heavy rainfalls.

Therefore, one of the best ways to cope with the flooding problem is to provide
advance rainfall forecasting and flood warning. The Department of Irrigation and
Drainage Malaysia (DID) has established the flood operations room DID for systematic
and efficient management of operation and control of flood protection facilities. The
state DID has 116 active rain gauges and 17 water level stations scattered throughout
Pahang. Location of the rain gauges and water level stations are shown in Fig. 1. The
highlighted words represent stations that were included in this study.

Historical rainfall data was collected from 116 rain gauge station for 50 years from
1965 to 2015. The data was divided into 80% training data and 20% testing data. Data
from January 1965 to December 2005 and January 2006 to December 2015 were divided
into training and testing sets, respectively. The focus areas in this study were prone to
flood events and a total 20 stations along the main river is selected. Figure 2 shows the
actual rainfall data from year 1965 to 2015. It can be observed that heavy rainfall
exceeding 100 mm are consistent in every year for the past 50 years. Thus, this study is
focusing on utilizing monthly heavy rainfall data.
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Fig. 1. Location of study area and the rainfall station
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Fig. 2. Actual rainfall data from one of rain-gauge in the study.

2.2 Handling Missing Data

The collected data are prone to missing values due to reasons such as breakdown of
equipment, site conditions and program maintenance. Therefore, it must be treated by
using Expectation Maximization (EM) algorithm. This algorithm works by generating
a set X of observed data, a set of unobserved latent data or missing values Z, and a vector
of unknown parameters 0, along with a likelihood function L(0;X,Z) = P(X,ZI0). The
maximum likelihood estimate (MLE) of the unknown parameters is determined by the
marginal likelihood of the observed data.
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2.3 Data Gathering

The daily precipitation in millimeters (mm) were collected and ensemble in excel sheet
and data pre-processing is implemented to prepare for TDNN model development. Pre-
processing starts with transforming the daily data into maximum rainfall in each month
for 50 years.

2.4 Data Normalization

The next process is to normalize the sample data into smaller intervals which are [0.1-
0.8] using the min max technique [14] as shown in Eq. 1.

,_X—a
b—a

=

+0.1 e}

Where; o is the minimum value, b is the maximum value, X is the data to be normalized,
and x’ is the data that have been normalized.

2.5 Development of Artificial Neural Networks (ANN)

ANN was inspired by biological neural networks. It contains neurons and connections
that process information to find a relationship between inputs and outputs. A variant of
ANN is used in this study called time delay neural network (TDNN). TDNN is an
artificial neural network suitable for time series data [12, 13].

The general architecture of a TDNN is shown in Fig. 3. Here, the delay elements
represented by the operator D. Therefore, the input rainfall R(t) to the neuron i can be
defined as [15]:
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Fig. 3. Time delay neural network [15]
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R(= Y wiox(t = K) +b, @

From the equation, w;(k) is the synaptic weight for neuron i, and b; is its bias. Then,
the output of neuron U; is obtained by processing R,(f) using non-linear activation func-
tion G named sigmoid function as shown in Eqgs. 3 and 4, respectively:

Uy = G( X, Wittt k) +b)) 3)
i
GR(1) = T ek 4)

The output of neuron j is the output of the TDNN with the following equation:
y, () = F( WU+ aj) (5)

Where F(-) is the transfer activation function of the output neuron j, ¢; is it bias and
w;; is the weight between the neurons of the hidden layer and the neuron of the output
layer.

In developing the optimal forecasting model, several combinations of parameters
and network architectures were tested to find the best representation of TDNN model.
The architecture of TDNN used in this study are shown in Table 1. The first model
(Model A) has structure of two nodes in the input layer, two hidden layers with five
hidden nodes and one output node. The input to the model were monthly rainfall data
(at time t) and past monthly rainfall with one month lag time (t — 1) while the output is
the rainfall intensity of the next month (t + 1).

Table 1. Artificial neural network architecture

Model Architecture Training data

A 2-5-5-1 R._; and R,

B 6-10-10-1 Ris.Res.Re3 Rizs, Ri_j and R,

C 12-10-10-1 R Rizigoeenens R, Ri_; and R,
D 6-10-10-1 R, Ro, Rz, Ry, Ris and Ryg

The Model B has six inputs data and the hidden node is increased to 10 hidden nodes.
In the Model C, only the input data are different between the Model B. The input data
are increased to 12 that represent 12 months of past maximum precipitation. Lastly for
the Model D, input variable was consisting of five nearby stations around the model
station. The purpose of Model D is to see any relationship between precipitation data at
nearby stations and future data at model station.

The process flow of time delay neural network forecasting model is given in Fig. 4.
Basically, there are four phases in the model. The phase starts with gathering raw data as
described in Sect. 2.1. Next, the data are processed using selected techniques for handling
missing value and data normalization. The third phase is where the architecture of TDNN
were developed and for this study, four TDNN with different architecture were developed.
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Finally, the outputs of each architecture were compared for determining forecasting accu-
racy.

. . Forecastin
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technique

Process missing
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Fig. 4. Process flow of forecast model

Evaluation for Model A to Model D were based on the value of Root Mean Square
Error (RMSE) and Correlation Coefficient (R?). The formula for RMSE is as follows:

1 —N
RMSE = \/ﬁ > (0-P) (©)

Where O; is the observed value, P; is the predicted value and N is the number of obser-
vations. An RMSE value close to 0 indicates higher predictive skill whereas an RMSE
value close to 1 indicates poor predictive skill.

3 Results and Discussion

In this section, the results of the experiment are presented. The heavy precipitation is
forecasted using (a) time delay neural network models and (b) auto regressive integrated
moving average (ARIMA) model. The performance of both methods is compared to
check the usefulness of time delay neural network approach.

The result of RMSE value from the forecasting model using ANN are compared to
the ARIMA model. The best model for ARIMA was obtained as (2,0,1)(0,1,2) [12]. The
testing result for four TDNN are shown in Table 2.

Table 2. Performance statistic of four TDNN using 20062015 testing data

Model A B C D
RMSE 0.075 0.073 0.06 0.06
R? 0.165 0.208 0.469 0.008

Based on the results, Model C has the lowest RMSE and the highest correlation value.
This showed that forecasting outputs for Model C were highly correlated to actual
precipitation values and it outperformed other models by providing the best performance
accuracy.
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Model C has been selected for comparison with conventional time series model,
ARIMA. Table 3 shows that the comparison of the performance of the ANN to the
ARIMA model using RMSE indicator for testing data from 2006 to 2015. It is obviously
from the Table 3, that the ANN model outperformed the ARIMA model with the lower
value of RMSE with different of 0.01. This shown that TDNN is more superior than
ARIMA in term of predictive ability when dealing with time series data.

Table 3. Comparison result between ANN and ARIMA.

Forecasting technique RMSE |R2
ANN 0.06 0.4689
ARIMA 0.07 0.6708

Figure 5 displays the time series of 1-month-ahead forecasting of ANN and ARIMA
model and actual monthly precipitation for year 2007. The figure indicates that ANN
shows a distinct forecasting improvement over the ARIMA model. It is clearly seen that
forecasting result from ANN produced six expected outputs that are closed to the actual
observed monthly precipitation as compared to ARIMA model that only have two
expected outputs closed to the actual precipitation. In addition to that, the expected
outputs of ANN are less risky than ARIMA in approximating the actual heavy precip-
itation.
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Fig. 5. Comparison of actual and forecasted rainfalls for year 2007
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4 Conclusion

In this study, a time delay neural network was used to forecast heavy precipitation for
one of the district in Malaysia which is prone to flood events. The forecasted outputs
were compared with autoregressive integrated moving average (ARIMA) model for
evaluating the performance for one month ahead forecasting. Based on the result, the
TDNN outperformed ARIMA with slight advantage. But in term of forecasted output,
TDNN has more closer outputs that ARIMA produced and less risky approximation.
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Abstract. This paper presents a novel scheme for considering the frame-level
speaker relevancy during i-vector extraction for speaker recognition. In the
proposed system, the frame-level point-wise mutual information is utilized to
directly modify the Baum-Welch statistics in order to extract a robust i-vector.
Furthermore, a method for computing the frame-level speaker relevancy using
deep neural network (DNN) analogous to the DNN used in robust automatic
speech recognition (ASR) is proposed. The results show that the modified
i-vectors obtained using the proposed methods outperformed the conventional
i-vectors.

Keywords: Speaker recognition - i-vector + DNN

1 Introduction

Although the i-vector framework was successful in speaker recognition tasks dealing
with long utterances such as the NIST SRE 2008 short2-short3 task [1, 2], which
involves telephone speech utterances with average duration of 5 min, the uncertainty
within the i-vector highly increases as the speech duration decreases [3]. This is mainly
due to the lack of phonetic information provided by speech utterances with short
durations [4]. Since a critical amount of speaker dependent information is inherent in
the phonetic characteristics, the absence of phonetically informative frames can lead to
degradation of speaker recognition performance [5]. Therefore, in real-life speaker
recognition applications where the duration of the enrollment and test speech samples
are not controlled, the classical i-vector framework may not be an optimal feature
extraction technique [6].

In order to solve this problem, several methods were proposed to modify the
probabilistic linear discriminant analysis (PLDA) scoring scheme to take account of the
uncertainty caused by the short duration [3, 4, 7]. Furthermore, such unwanted vari-
abilities caused by the short duration can be reduced via various normalization tech-
niques such as the linear discriminant analysis (LDA) or within-class covariance
normalization (WCCN) [8]. Despite their improvements in performance, these methods
do not tackle the fundamental problem; the lack of speaker informative frames within
the short speech sample.
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In this paper, we focus on exploiting the frame-level speaker relevancy to extract a
speaker recognition feature robust to the uncertainty caused by the scarce speaker
dependent information within short duration speech samples. In order to emphasize the
speaker relevancy within the speech sample when extracting the i-vector, we propose a
novel scheme to modify the Baum-Welch statistics by weighting the frame-level
posterior probabilities depending on the speaker information contained in the frames.

Moreover, motivated by the considerable gains in performance obtained by using
deep neural networks (DNNs) for automatic speech recognition (ASR) [9], a DNN
model is trained to extract the speaker relevancy more robustly and with less com-
putational load. Experimental results on text-independent speaker recognition show
that the proposed methods can enhance the performance in terms of classification error,
equal error rate (EER), and decision cost function (DCF) measurements [2, 10].

2 Background and Related Work

2.1 The I-Vector Framework

I-vectors are now widely used to represent the idiosyncratic characteristics of the
utterance in the field of speaker and language recognition [11], due to the fact that they
can characterize various variabilities in a low dimensional vector [1]. Similar to the
eigenvoice decomposition [12] or joint factor analysis (JFA) [13] technique, i-vector
extraction can be understood as a factorization process decomposing the ideal GMM
supervector as

m, = u. +T.w (1)

In (1), T. is the factor loading submatrix corresponding to the ¢ GMM mixture
component, which is a submatrix of the total variability matrix. m, and u, are the e
mixture component mean vector of the ideal GMM supervector dependent on a given
speech utterance and the universal background model (UBM), respectively. Hence, the
i-vector framework aims to find the optimal w and T, to adapt the UBM to a given
speech utterance. Analogous to the eigenvoice method, the total variability matrix is
trained using the EM algorithm, but each utterance is assumed to be obtained from a
different speaker. The 0” and 1 order Baum-Welch statistics are defined by

ne(X) =37 (o), @)
LX) =Y nle)x—u) (3)

where for each frame / within utterance X with L frames, y,(c) is the posterior prob-
ability that speech frame x; is aligned to the ¢”" Gaussian component of the UBM, u, is

the mean of the ¢”* mixture component of the UBM, and n.(X) and f'C(X) are the 0" and
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the centralized 1" order Baum-Welch statistics, respectively. Once T, for all the
mixture components are trained, the i-vector of utterance X can be obtained as follows:

w(X) = (I+ 3> nc(X)TQZ;lTC>_'ZCC:1 T £ 'f.(X) (4)

where C is the number of mixture components, X is the covariance matrix of the M’
UBM mixture component, and superscript ¢ indicates matrix transpose. Interested
readers are encouraged to refer to [1] for further details of the i-vector framework.

2.2 Point-Wise Mutual Information

The point-wise mutual information (PMI) between two different events measures how
much the knowledge of a single event reduces the uncertainty of the other event [14].
Thus speech frames with high PMI for the speaker identities are likely to contain rich
information about the speaker. The PMI between speech frame x and speaker s is
computed as follows:

p(xls)
p(x)

pmi(x;s) = log = logp(x|s) — logp(x) (5)

Given a Gaussian distribution dependent on speaker s and a speaker independent
Gaussian distribution, the above equation can be approximated by

pmi(x;s) = log N (x|0;) — log N (x| ©;4) (6)

where @, and ®,,,; represent the Gaussian parameter of the speaker dependent and
independent Gaussian distributions, respectively.

Although the value of PMI ranges from —00 to min( —logp(x), —logp(s)), it can be
normalized between —1 and +1 for practical convenience [15]. The normalized PMI
(NPMI) can be computed as below.

vy pmi(X;s)
) g (X
_ pmi(X;s)
—logp(X|s) —logp(s) (7)

_log N (X]|0;) — log N (X|Ojna)
T —logN(X|O,) —logp(s)

The value of NPMI is —1 if the two events never occur together, O if the two events
are independent and +1 if the two events always occur together.
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3 Baum-Welch Statistics Weighting Using Mutual
Information

Given a pre-trained UBM, the classical i-vector framework computes the Baum-Welch
statistics of the utterance with no discrimination among different frames. The approach
we propose analyzes the relative importance of each speech frame in means of speaker
recognition by measuring the NPMlIs of each frame. This information can be used to
emphasize the contribution of the frames with higher speaker relevancy while sup-
pressing the ones with little speaker related information.
Let X = [xy,...,X;,...,X;] be the input speech utterance with L frames and {®,
..,0,,...0g]} be a set of speaker dependent GMMs where Oy is the GMM parameters
adapted to speaker s from a training set with S speakers. The speaker relevancy ¢ (xq|c)
can be calculated as

1
P(Xifc) =5, npmi(Xisic)
—Z log NV (x|O;,c) — log N (X)|Ousps ) (8)
s=1 log V' (X;|0;,) — logp(s)

where Oypy and O, . are the Gaussian parameters for the cth mixture component of
the UBM and GMM dependent on speaker s, respectively. The speaker relevancy ¢(x;|
c) represents the average amount of speaker sensitive information that can be modeled
by the c;, GMM mixture component contained in speech frame x,. Thus speech frames
with high speaker relevancy can be considered relatively important compared to those
with low speaker relevancy. Moreover, it would be safe to say that GMM mixture
components with high speaker relevancy is more capable of modeling speaker-
dependent patterns of the frame-level features.

The proposed system utilizes the speaker relevancy to weight the posterior prob-
ability y,(c) when computing the Baum-Welch statistics. As mentioned in the earlier
section, the i-vector framework adapts the UBM to the speech frames in a given
utterance and Gaussian components with high number of aligned frames are more
likely to contribute to the adaptation. Thus by modifying the 0, and 1,, order
Baum-Welch statistics, which represent the number and the mean of the speech frames
aligned to the components respectively [16], the contribution of each frame can be
weighted during the i-vector extraction process. Since the speaker relevancy formulated
above is an average of NPMI, negative value can exist, hence it is not appropriate to
directly use for weighting the probabilities. Therefore we define the weight « by

2(x;; ¢) = p(xife) + 1, ©)
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which is simply the speaker relevancy with a slight offset added in order to make the
value positive. The modified Baum-Welch statistics can be obtained as follows.

ve(X) =3 a(X (), (10)
LX) =D (X)) (Xi - ue) (11)

where v.(X) and {.(X) represents the modified n.(X) and f'c (X), respectively.

In the proposed scheme, the Baum-Welch statistics of the enrollment and test
dataset are modified after training the total variability matrix. Once the total variability
matrix is trained, i-vectors of the enrollment and test dataset are extracted using the
modified Baum-Welch statistics and evaluated using the PLDA scoring scheme.

4 Weight Extraction Using DNN

In this section, we present an alternative method for extracting the speaker relevancy.
Motivated by the robust nature and the high performance of the DNN in acoustic
modeling for ASR [9], we propose a DNN-based method for extracting the frame-level
weights.

A DNN is essentially a multi-layer perceptron (MLP) with two or more layers.
DNN can represent the nonlinear relationship between two sets of vectors [17].
The DNN model we propose uses a stacked set of frame-level speech features as input
analogous to the DNN used in most speech applications [18]. Given a DNN input
X: = [Xeap----Xp- . . Xeyar), Which is a stack of 2M + 1 frames with x; in the center, the
target output of the ¢, node of the sigmoidal output layer is the speaker relevancy for a
single instance on the ¢, Gaussian mixture component which is calculated by

1
Ocr = Eoz(xr, c). (12)

In Eq. (11), the target output is set to be half of a(x,, c) because the value of the
sigmoidal function ranges from O to 1, whereas the weight (8) ranges from O to 2. Thus
for utterance X with L frames, a total of L — 2M output vectors are generated by the
DNN. The weight is computed by rescaling the DNN output as follows:

O‘DNN(XraC) = 256,‘[7 (13)

where o, ; represents the output from the cth node of the output layer given X..

By using a DNN for extracting the weights, not only we can expect a better
performance due to its robust attribute but can also be less time consuming since there
is no need to compute the log-likelihood for each speaker dependent GMMs. More-
over, the usage of stacked frames as input enables the DNN to estimate the NPMI
considering the contextual information.
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Table 1. Speaker recognition performance of the baseline i-vector and the proposed methods.

Class. Err. [%] | EER [%] | DCFOS8 [%] | DCF10 [%]
Baseline 12.62 3.36 2.01 0.07
Proposed 9.01 2.82 1.75 0.07
Proposed DNN | 8.89 3.07 1.86 0.07

e Baseline i-vector
........ Proposed
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Fig. 1. DET curve comparison between the baseline i-vector system and the proposed methods.

5 Experiments

In order to evaluate the performance of the proposed algorithm under the uncertainty
caused by short utterances, we conducted an experiment on speaker recognition using
the TIDIGITS speech corpus [19]. The TIDIGITS corpus contains clean digit
sequences and isolated digits spoken by 326 speakers, and a subset of 25096 samples
was used for enrollment and another subset of 25096 samples was used for evaluation.
For each frame, a Mel frequency cepstral coefficient (MFCC) feature was extracted
using the SPro toolkit [20]. The UBM and the total variability matrix were trained with
the TIMIT corpus [21], which consists of 6300 sentences (5.4 h) spoken by 630
speakers using the MSR identity toolbox [22]. For the baseline i-vector framework and
the proposed algorithm, a UBM with 32 components was trained, and the dimension
for the i-vectors was fixed to 200. Furthermore, LDA was applied to all the i-vectors
before scoring with PLDA.

The proposed DNN model for speaker relevancy extraction consists of 2 hidden
layers with 256 rectified linear (ReLU) activation nodes. The input of the DNN is a
stacked vector of 11 frames (5 on each side of the current frame) of MFCC features.
The output layer consists of 32 sigmoidal nodes, each corresponding to the speaker
relevancy of an individual GMM component. The weights are randomly initialized and
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the parameters are fine-tuned using back propagation algorithm with a dropout regu-
larization [23] (dropout rate 0.2).

A total of 4 types of performance measures were used in the following experiment:
classification error (Class. Err.), EER [8], minimum NIST SRE 2008 DCF (DCF08)
[2], minimum NIST SRE 2010 DCF (DCF10) [10].

To verify the performance of the i-vectors extracted using the proposed methods,
we conducted a set of speaker recognition experiments on the TIDIGITS dataset. The
experimented methods are as follows:

Baseline: standard 200 dimensional i-vector,

Proposed: i-vector extracted using the Baum-Welch statistics modified with
a(x;, ¢) which is defined by Eq. (8),

Proposed DNN: i-vector extracted using the Baum-Welch statistics modified with
apyn(X;, ¢) which is defined by Eq. (12).

Table 1 gives the results obtained by the experimented methods mentioned above.
As shown in the results, the proposed methods (i.e. Proposed and Proposed DNN)
outperformed the baseline i-vector framework (i.e. Baseline). Proposed achieved a
relative improvement of 16.07% in terms of EER compared to Baseline. This may be
due to the increased contribution of the frames with high speaker relevancy while
extracting the i-vectors via Baum-Welch modification. The usage of DNN for gener-
ating the speaker relevancy (i.e. Proposed DNN) further improved the speaker clas-
sification performance, showing a relative improvement of 29.56% in terms of
classification error compared to Baseline. Figure 1 shows the DET curves obtained
from the three tested approaches.

6 Conclusion

In this paper, a novel scheme for considering frame-level speaker relevancy during the
i-vector extraction is proposed. In order to extract a robust i-vector, the frame-level
point-wise mutual information is utilized to directly modify the Baum-Welch statistics.
Moreover, inspired by the DNN for ASR, a DNN based speaker relevancy extraction
scheme is presented.

To investigate the performance of the i-vectors extracted using the proposed system
in a short duration scenario, we conducted an experiment using the TIDIGITS dataset.
We observed that the i-vector extracted via the proposed scheme outperforms the
conventional i-vector.

In our future research, we will further develop the weighting criterion for modifying
the Baum-Welch statistics to not only emphasize the speaker relevancy but to also take
the speaker discriminability into account.
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Abstract. Acknowledging the widespread prevalence of mobile computing and
the prominence of data caching in mobile networks has led to a myriad of efforts
to alleviate their associated problems. These challenges are inherited from the
mobile environment because of low bandwidth, limited battery power, and
mobile disconnectedness. Many caching techniques were presented in literature;
however, Scalable Asynchronous Cache Consistency Scheme (SACCS) that
proved to be highly scalable with minimum database management overhead.
SACCS was initially implemented with Least Recently Used (LRU) as a cache
replacement policy. In this project we adopted the Extended LRU (E-LRU) as a
cache replacement strategy to be applied in SACCS. A simulation of SACCS
was done with the E-LRU, Least Recently Used, Most Recently Used, Most
Frequently Used, and Least Frequently Used; and the comparative evaluation
showed that SACCS with E-LRU is superior in terms of delay time, hit ratio,
miss ratio and data downloaded per query.

Keywords: Mobile computing + Cache consistency * Replacement policy -
Invalidation strategy + Hybrid algorithms

1 Introduction

Mobile computing allows greater ease of communication and versatility in using
technology. Mobiles support a wide range of applications, allowing people to retrieve
subtle information, such as stock prices, in real time. However, mobility comes
hand-in-hand with several issues resulting from frequent disconnections and limited
resources. Caching is storing desired data in local storage to improve data availability.
It is an effective way of enhancing system performance. It improves the bandwidth
utilization, while minimizing the query delay time and battery consumption. Never-
theless, maintaining cache consistency and a rigorous cache replacement policy are
vital for successful caching. Cache consistency is usually actualized using either
stateful or stateless approaches. The former is used for larger scale database systems,
yet compromises nontrivial overhead in attempting to manage the server database.
Meanwhile, according to the latter, namely the stateless approach, the mobile user’s
cache content is kept outside the awareness of the server. Yet, unlike the stateful
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approach, it is not efficient when applied to large scale database systems, and is not
capable of dealing with the user’s mobility and disconnectedness [1].

A combination of both aforementioned approaches was proposed through what was
termed “Scalable Asynchronous Cache Consistency Scheme”. However, an effective
replacement policy would substantially contribute to the success of the promising
scheme. Based on the limited size of mobile’s internal memory, a replacement strategy
is needed to determine which data should be evicted when the mobile cache is full. The
algorithm is a key factor, as it notably affects the performance of the whole scheme.
Many replacement algorithms have been proposed in literature, and we’re recom-
mending an algorithm that proved to better suit SACCS.

The vast development in the computing realm allowed for massive advancement in
real life applications, and there is still a wide range of improvement for future work.
The client/server environment in today’s wireless distributed networks gives more
capabilities for mobile users. Nevertheless, it’s a challenging environment due to
bandwidth constraints and to the nature of mobile units that allows frequent discon-
nectedness from network and limited battery power. It allows the user to connect from
different access points and to preserve their connection even when displaced [2].

In this work, we implemented an extended version of Least Recently Used
replacement algorithm with SACCS. The E-LRU considers size and recency of usage
when choosing the data to be replaced. The rest of the paper is organized as follows:
Sect. 2 presents a literature review of cache consistency approaches and replacement
policy strategies. Section 3 thoroughly explains the SACCS algorithm; Sect. 4 presents
E-LRU, our recommended replacement policy for SACCS. Section 5 shows and
compares the simulation results of the replacement policies integrated with SACCS.
Finally, Sect. 6 concludes the study and suggests future work.

2 Literature Review

2.1 Data Caching Technique

Data caching is saving a copy of data in the client’s side memory to avoid retrieving it
again from source node soon. Data caching proved to be an extremely effective
technique to preserve scarce resources. Its effect is further manifested in cases of small
database and frequent queries, and when the communication cost is high [3]. Caching
technology is extensively used in software and hardware, and is more crucial in a
mobile environment in order to mitigate the usage of bandwidth, memory and energy.
Cache consistency and replacement policy are two main pillars for successful cache
management. Cache consistency techniques guarantee the validity of data stored in a
mobile cache; while replacement policies determine the data item/s to be evicted from
the local cache when it is too full to accommodate any new caches [4].

2.2 Cache Replacement Policy

Knowing the limited size of memory in mobile units, the subset dedicated for cache is
obviously limited and valuable. Hence, when the cache is replete, a replacement policy
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is needed as a criterion to decide which data should be dropped from cache to make
room for a new data item [5]. Cache replacement policies fall into three categories:

e Temporal locality expects recently used data items to be revisited shortly.

e Spatial locality anticipates that data nearby recently referenced data could be
accessed in a future time.

e Semantic locality signifies that recently accessed data area is more likely to be
accessed again soon.

Several factors play a role in deciding on the data items being replaced, the top of
which are the following: access probability, recency of data access, access frequency,
data size, fetching and communication cost, update rate, distance, etc. [6].

In a wireless environment, more parameters should be considered, such as con-
nectivity, bandwidth and location. Many policies are based on a function that combines
different parameters.

Some promising policies are modified to enhance their performance or to better fit
in a different environment. Therefore policies have many variants; LRU for example
uses temporal locality and has variants such as LRU-k, LRU-THOLD, E-LRU, etc.
One of the LRU refined replacement policy is LRU-MIN which focuses on the size of
data items being added to or removed from cache. It finds all cached data items of size
equal to or greater than the size of the newly arrived data item, denoted as Size-A, then
deletes the least recently used data among them. If all cached data items are smaller
than Size-A, then LRU-MIN finds all cached data items of size equal to or greater than
half of Size-A. In this case, the two least recently used data items will be deleted, and so
on until enough space has been emptied [7]. Many other value function cache
replacement strategies were presented in the literature, for instance SAIU, SAUD,
Min SAUD, On Bound Selection, etc. [8].

2.2.1 Location-Based Cache Replacement

A wide range of cache replacement policies became more location oriented after the
propagation of location-dependent information services via mobile devices. Effective
parameters in these policies are distance, valid scope area and direction. Manhattan was
one of the early introduced location aware policies. Farther Away Replacement
(FAR) is a spatial locality approach that removes the farthest data item from the client’s
location. Predicted Region Based Replacement Policy (PRRP) is another location
based policy. It relies on the size of data in the cache as well as the predicted region
where the client will shortly arrive [9].

2.2.2 Coordinated Cache Replacement

Energy-efficient Coordinated cache Replacement Problem (ECORP) chose energy
efficiency to be the main performance objective [10]. In ECORP and Dynamic ECORP
DP adjacent nodes only store different data items in an attempt to better utilize the
collective cache.
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2.3 Invalidation Reports

Mobile data is prone to inconsistency since mobiles may reply to a query using local
cache, while the requested data item is being updated in the server database. Broad-
casting the updated data to all mobile units preserves consistency, yet it is costly and
impractical. Invalidation Report (IR) technique proved to be more efficient since an IR
may only contain the IDs and timestamps of the altered data; or the IR may contain a
bit sequence that resembles the database, and assign bit value 1 to the updated data and
0 for the rest. Timestamp and bit sequence techniques significantly limit the overhead
of transferring data items, since their size is lesser than the size of the actual data. Thus,
IR approaches avoid congesting the network with unnecessary traffic. The role of IR is
to invalidate data available in mobile units’ caches. Whenever a mobile unit receives a
data request from its user, it checks if data is available in its cache; and, if it is not
available, the MU immediately sends a query to its MSS requesting the data. Other-
wise, if the data was present in the cache, the mobile unit (MU) waits for the following
IR to confirm the validity of the cache data so it can be sent to the user. If the IR
indicates that the cache item is invalid, an original copy is imported from MSS and
forwarded to the user. The IR interval length determines the mobile unit’s pace of
answering any query. The longer the IR interval gets the more delay that occurs in
answering queries. Replicating IR m times within the IR interval was one approach to
decrease the latency. Thus, the upper bound of the query latency is 1/m of the IR
interval time. The additional IRs in this approach, called Updated Interval Reports,
strictly contain the data items updated after the last IR [11]. Broadcasting IRs has many
advantages, yet missing an IR threatens the cache consistency; unfortunately it is
possible for an MU to lose an IR especially in the case of frequent disconnection. One
antidote is to send back an acknowledgment for every IR received, but this will
significantly increase the communication overhead [12].

2.3.1 Stateful Invalidation Schemes

It is rare to find stateful cache consistency maintenance approaches recommended for
wireless networks. Kahol et al. [13] proposed an Asynchronous Stateful algorithm
denoted AS, where the server keeps track of all data items in every MU, and sends IRs
to MUs only when they are connected. In case of sleep, the IR is buffered at MSS to be
resent later. However, MSS can’t differentiate between a missing IR and a disconnected
MU; therefore, it is necessary to allow a maximum number of retransmissions.
A stateful approach for cooperative cache consistency called Greedy Walk-based
Selective Push (GWSP) was proposed by Huang et al. [14]. In GWSP, the source node
saves the Time to Live (TTL) and the request rate of every cached item in all caching
nodes. This information is used to dynamically choose which caching node should
receive the updated version of a data item. Whenever a cached data is updated in the
source node, a greedy walk technique is used to deliver the updated data to the chosen
caching nodes only.
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3 The Scalable Asynchronous Cache Consistency Scheme

In this work, we consider the data communication system to consist of a wire-
connected network that links many main servers to distributed Mobile Support Stations
(MSS). The MSS is wirelessly connected to several mobile units. SACCS maintains
cache consistency between the cache of MSS and the local cache of Mobile Units
(MUs). SACCS assumes that the cache consistency between servers and MSSs is taken
care of. Each data entry in the cache has three states: valid, uncertain and ID-only.
Mobile user data cache can be used when requested if “valid”. If the MU receives an IR
that invalidates a valid or uncertain data item, only the data ID will remain in cache and
the valid data will be downloaded later if needed. The state of “valid” cache entry will
become “uncertain” when its TTL ends. Also, all “valid” data in the cache will become
“uncertain” in case the mobile unit disconnects and reconnects to the network
(sleep/wake situation). When an “uncertain” cache entry is requested, the MSS will
either approve its validity or it will send the updated version to be downloaded [1].

4 Cache Replacement Policy for SACCS

Whenever the size of the cache reaches its limit, the replacement policy determines
which data is to be evicted in order to allow new data into the cache. To make its
decision, the Extended-LRU relies on size, frequency of references as well as recency.
E-LRU sets a threshold for acceptable size of a cached data item. If the data item size is
more than 50% of the cache size, the query requesting this data will be answered
directly without importing the data item into the cache. E-LRU prioritizes the data item
that is referenced only once for eviction. If more than one data item in the cache is
referenced once, the data item least recently referenced among them will be deleted. In
case all data in the cache is referenced more than once, the data item with the longest
inter arrival time between its last two referrals will be the victim. In case more than one
data item has the same maximum inter arrival time, the one with less TTL remaining
will be evicted [6]. E-LRU is a replacement policy suggested for various systems. In
this study, we recommended it with SACCS and compared it with well-known cache
replacement policies.

5 Experimental Results

A simulation of SACCS was performed with five replacement policies: E-LRU, LRU,
MRU, LFU and MFU. The simulation environment was unified by fixing the number of
mobile clients, the size of cache, the number of data items, etc. Other parameters were
randomly determined, such as: the size of data items, update rate, the bandwidth, the
uplink and downlink message size, etc. The sleep/wake time and frequency were ran-
domly chosen from a predetermined set. The simulation was run in eight time slots,
varying from 50,000 microseconds to 400,000 in 50,000 intervals. The simulation
environment assumes that the network architecture consists of one cell. The performance
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evaluation metrics consists of the hits/misses total, and the latency reflected by the
average delay and the total delay time.

5.1 Hit and Miss Ratio

When the requested data item is found in the cache, the query is counted as one hit. On
the other hand, when the query needs to download the requested data from the source
node because it is not available in mobile client cache, this query is counted as one
miss. Certainly, the algorithm with a higher number of hits and lower number of misses
is more likely to outperform other algorithms. The E-LRU total hits reached 5,216
queries during the simulation period, where the second best replacement algorithm was
LRU with 5,086 hits as depicted in Fig. 1.

Total Hit

MFU

MRU

E-LRU |

0 1000 2000 3000 4000 5000 6000

Fig. 1. Total hit

The total missed queries summed up to 11527 with E-LRU, a number far less than
other replacement policies: 11666, 11953, 12342 and 12519 in LRU, MRU, LFU and
MFU respectively. This is shown in Fig. 2.

Total Miss

MFU
LFU
MRU
LRU
E-LRU

11000 11500 12000 12500 13000

Fig. 2. Total miss
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E-LRU takes size into consideration when taking the replacement decision. It does
not approve removing many items form cache to import one large item into cache.
There is no data item that is permitted to occupy more than half of the size of MU
cache. This sounds logical since it allows better exploitation of the cache memory. Size
check is definitely an improvement over LRU. The impact of this extra check is clearly
demonstrated in the high numbers of hits E-LRU achieved.

5.2 Latency

Another important performance metric is the latency. The latency is calculated by
measuring the time the mobile client waits between issuing a query and receiving a
response to it. In our simulation, the latency was considered negligible in case of a hit.
The total delay over the whole simulation time summed up to 15248 with E-LRE,
15346 with LRU, 16823 with MRU, 19483 with LFU and the longest total delay was
21,751 with MFU (see Fig. 3). Also, the average delay reflected the same result.

Total Delay

Fig. 3. Total delay

Also, the average delay, presented in Fig. 4, reflected the same results as the total
delay. Query delay degrades dramatically upon improving data availability. Deleting
data items referenced only once allows space for data items that are frequently refer-
enced and more likely to be referenced again.

Average Delay

2 ——

-
\
|
‘\ . .

E- LRU LRU MRU |y MFU

Fig. 4. Average delay
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6 Conclusion

Mobile computing is imperative to the rapid advancement of technology, while in
parallel, data caching is crucial to the efficiency and pragmatism of mobile computing.
Ergo, dealing with the complications that arise from the dynamic environment of
mobiles is inevitable. Given a rigorous highly scalable scheme as SACCS, finding a
matching replacement policy is vital to its success. Initially, SACCS was implemented
with the basic LRU. In this work, we recommended a cache replacement policy for
SACCS that outperforms it. Simulating SACCS with various replacement policies
shows the immense impact the replacement policies have on overall performance. The
comparative evaluation shows that our recommended cache replacement policy,
E-LRU, is superior to basic approaches (LRU, MRU, LFU and MFU) in terms of hit
ratio, miss ratio, query delay and bytes downloaded per query.

There is no one perfect cache replacement policy that fits in every scenario.
Therefore, selecting the right cache replacement algorithm out of the enormous variety
presented in literature could always lead to better results. Moreover, comparing
replacement algorithm against other advanced replacement policies will be more
indicative than comparing with basic policies. In our future work, we would like to
further improve SACCS by examining more replacement algorithms, and studying
their performance in comparison with E-LRU and other promising policies.
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Abstract. In this paper, we proposed a novel Multiple Constraints Satisfaction
Based Reliable Localization Algorithm for mobile Underwater Wireless Sensor
Networks (UWSNs). In a typical application, e.g. the ocean battlefields, the
localization process has been no doubt constantly restricted by several kinds of
uncertainty, which lead to obvious degradation of localization reliability and
accuracy, e.g. the confidence of reference information, the mobility of sensor
nodes, the reliability of multi-hop localization link, etc. It implies a limit and an
insufficiency of localization reliability. Thus, we transformed the reliable local-
ization problem into a multiple Constraints Satisfaction Problem (CSP). In the
CSP framework, we firstly integrated three kinds of constraints, i.e. confidence
constraint, mobility constraint, and reliability constraint. Then game method has
been utilized to deal with the CSP and determine the positions of underwater
sensor nodes. Simulation results show that algorithm is effective and efficient.

Keywords: Underwater sensor networks - Localization - Constraint
satisfaction

1 Introduction

In recent years there has been a rapidly growing interest in mobile Underwater Wireless
Sensor Networks (UWSNs). UWSNs have significant advantages over traditional wired
networks for sensing environments and monitoring targets in ocean battlefield, e.g.
easy deployment, self-management, non-established infrastructure, etc. [1, 2].

For this kind of location-based applications, localization is an essential technology
for UWSNs which significantly affects the network performance [3]. In complex ocean
battlefield, the localization procedure has been no doubt restricted by several kinds of
adverse challenges, e.g. the potential attacks, the unreliable reference nodes and
multi-hop localization link, the non-ideal network conditions, the unknown mobility of
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sensor nodes, etc. All the above adverse factors would lead to obvious degradation of
localization reliability and accuracy [4, 5]. The substantial reason is that the localization
performance has been restricted by multiple hybrid constraints simultaneously, i.e. the
confidence constraint of reference information, the mobility constraint of underwater
sensor nodes, and the reliability constraint of multi-hop localization link. Some
localization approaches which mainly focused on a certain aspect independently have
been studied. The state-of-art survey on localization has been proposed in [6], which
classifying the algorithms based on static and mobile nodes. Although this is an
excellent summary of recently proposed localization algorithms, it doesn’t include the
secure localization challenges. Mesmoudi et al. have discussed localization algorithms
in [7], where the algorithms are primarily classified into range free and range based
algorithms, each of which are further classified into full schemes and hybrid schemes.
Though this work presents a comprehensive analysis of the algorithms, mobility and
security issues are not covered extensively. Although many existing algorithms have
been studied to deal with the uncertainty independently, the multiple constraints sat-
isfaction problems pose new challenges and make it necessary to develop new reliable
localization algorithms. Therefore, a novel multiple constraints satisfaction based
localization algorithm has been proposed in this paper.

2 Multiple Constraints Satisfaction-Based Reliable
Localization

In this paper, we assume that the underwater sensor nodes are deployed in ocean
battlefield, that is, there are potential malicious attackers in the hostile circumstance.
The attackers intentionally attack the UWSNs anchor nodes. Therefore, besides the
constraints of mobility and reliability, the localization process has been restricted by
constraints of confidence. To solve this problem, we transformed the reliable local-
ization problem into a multiple Constraints Satisfaction Problem [8].

2.1 Constraint Satisfaction Problem Framework

In this paper, we mainly consider three kinds of constraints, i.e. confidence constraint,
mobility constraint, and reliability constraint. Thus, a simple constraint satisfaction
problem of localization, i.e. the determination problem of reliable localization for
sensor nodes, is defined by a set of 3 constraints C = {cy, ¢, c3}, with a set of interval
domains {[x;], [x>2], [x3]}. To each constraint, we have to build a contractor.

The first one C1 contracts the confidence with respect to the reference information
of anchor nodes. Recall that a malicious node can claim fake locations to the other
benign nodes. The contractor C2 is related to the reliability with respect to the relia-
bility of multi-hop localization link. It makes possible to contract the corresponding
anchor node as well as the ordinary node. The contractor C3 associated with the
mobility of sensor nodes. It provides contractions for the to-be-localized ordinary node
as well as the corresponding reference nodes.

Solving the CSP problem in an interval analysis framework actually is finding the
intersection that contains all possible solutions. The detailed procedure is as follows.
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2.2 Confidence Constraint

In the game scenario, the benign anchor node’s strategy is to prevent the running states
of protective modality information being approximated by the potential malicious
attackers. The to-be-localized node’s strategy is to make its running states of reference
information get closer to the corresponding states of benign nodes. The malicious
attacker’s strategy is to disseminate fake locations to the benign nodes.

Assume that the UWSNs are composed by N nodes and there are m localization
groups acting on it. For the to-be-localized node N, with the localization group V, the
running cost function is given by

Lt x, i) = Zci(ul.) _ Z Z [a,-_je*(’f,»—a,;je""f_j} (1)

ieVy ieVy jEVkﬂk’#k

. . -0k . .
where ¢; is control cost function of node N;, a; je i are attack profit running functions

— * . . .
of node N; to node N; and the team a; je “ii are the corresponding information loss
running functions. According to the strategies, all the localization groups wish to
minimize their respective cost functions. The cost function of group k is given by

N
T (8, x, ub) ://L"(z,x,uk)dt—i—ll’k(xf/)7 1<k<m (2)
; .

where 1* is the control vector and W* is terminal cost functions of group k. Let group
k’s admissible control set be U*. The admissible control combination (@' a2, am) s
said to be a Nash equilibrium solution if it satisfies the inequalities

JE0,x,u%) <JK0, x, (alk)), 1<k<m (3)

2.3 Reliability Constraint

On the basis of confidence game-paly, in this phase, we will find out which anchor
nodes and corresponding multi-hop links should be employed so that the utilization in
the UWSNs localization is reliable.

Step 1: Assume that an ordinary node initiates an inviting request to its neighbor or
multi-hop anchor nodes, namely set X. If the members in set X are free, they respond
the joining ACK to ordinary node x. Otherwise, they respond the abandoning ACK to
x. Then the loose game domain is created, and the anchors that send the joining ACK
will become the game players.

Step 2: The ordinary node x announces the localization reference information to all
the players in the game domain. Each player in the game domain receiving the
announcement calculates its payoff J;. As a game player, there are two actions < keep,
reject > to enforce for the ordinary node. At the first time of the play, all players make
their action based on their payoffs, i.e. if J;, > 0, broadcasting a ‘keep’ message to all
players, or else broadcasting ‘reject’ message.
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Step 3: Each player in the game domain will increasingly receive action messages
from other game domain players. Once there is at least one player’s payoff that is larger
than it has, it will broadcast action messages with ‘reject’ if its previous message is
‘keep’. As the game repeats, there will be only one player with ‘keep’ remaining. And
the ordinary node will adapt to it.

Step 4: The ordinary node x re-estimates whether it is also needs other anchor
nodes. If it still has to choose anchors, go to step 2, otherwise it broadcasts the message
to all players to dismiss the game domain.

2.4 Mobility Constraint

The contractor C3 associated with the mobility of the to-be-localized node as well as
the corresponding anchor nodes. A mobility constraint, i.e. the determination problem
of location domain, is defined by a set of k constraints, fi, f>, ---, fx. Each constraint is
actually a discriminant relation f;: dy — ¢y <||W, — W;|, <d,;+ ¢, linking the
corresponding anchor nodes coordinates as well as the to-be-localized node.

This constraint raises an interesting problem. The known mobility of sensor node
may change with time due to the complex underwater environment. In such a case,
choosing one fixed error distribution is unreliable. The constraint intersection will risk
overbounding or underbounding, where the former produces a loose intersection,
whereas the latter results in a void admissible space. The complicated intersection of
the feasible solutions makes the exact computation infeasible.

2.5 Location Estimation

The distance from X,, to X; can be denoted by (', = [ e dr |, where (' and {1 are
the corresponding minimal and maximal bounds. The set of the intervals regarding to
X, actually is the set of the constraints fi, f>, -, fz. Solving the CSP problem in an
interval analysis approach consists of finding the intersection that contains all possible

solutions. Consider two intervals (' and {’,, their intersection can be computed by
1 1 1—  oI— . I+ 1+
Cul N CMZ - [max{éul’ CMZ }7 mln{cul ’ CuZ } (4)

Regarding the coordinates of all sub-boxes’ centers as samples of X,,, we can get a
sample set F, = {0, ©,, -, ©,}, and the centre of ®, can be found by
o= (C; + Cn* ) /2. Then the optimum point estimate, i.e. the desired coordinates of
ordinary node X,, can be obtained by

. LA 2
W, = arngmi:Z1 (HCn — Win—dui) (5)

u

subject to W, € F(w)
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3 Performance Evaluation

In our simulation experiments, 200 nodes with adjustable transmission range R are
randomly distributed in a large-scale three dimensional region with a size of
2000 x 2000 x 200 (see Fig. 1). We control the density and connectivity of the
network by changing the transmission range while keeping the area of deployment the
same. Different effective anchor percentages are considered in our simulation. In
addition, we simulated the DV-distance localization scheme for comparison.

¢ ordinary node
% anchor node
malicious node

200

N0

2000
2000

Fig. 1. Topology of UWSNs

Figure 2 plots the relationship between the average localization error (ALE) and
network connectivity. It should be noted that our scheme can achieve relatively high
localization accuracy even with low network connectivity than the DV-distance
method. We can also observe that our scheme can maintain steady ALE below
0.6R varying with the network connectivity when the percentage of malicious node is
10%. The performance indicates that our scheme can achieve better localization
accuracy even restricted by malicious and non-ideal network conditions.
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Fig. 2. Average localization error vs. network connectivity
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Figure 3 plots the relationship between the percentage of high-error nodes and
network connectivity, with the anchor percentage is 10% and malicious nodes per-
centage is 5%. For our scheme, we can see that the percentage of high-error nodes
(larger than 0.5R) is well below 40%, with the network connectivity varying from 4 to
14. However, the percentage of high-error nodes of DV-distance is always higher than
us, especially in the condition of low network connectivity. This suggests that in
malicious networks, the traditional method will suffer the high localization error under
the influence of malicious nodes, but our scheme can achieve reliable and high
localization accuracy performance.
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Fig. 3. Percentage of high-error nodes vs. network connectivity

4 Conclusion

In this paper, we proposed a novel Multiple Constraints Satisfaction Based Reliable
Localization Algorithm for mobile UWSNs. We transformed the reliable localization
problem into a multiple Constraints Satisfaction Problem. In the CSP framework, we
mainly integrated three kinds of constraints, i.e. confidence constraint, mobility con-
straint, and reliability constraint. The advantage of our framework is that both the
malicious anchor nodes and the true anchor nodes can be treated as information
uncertainty and casted into information game process. Then, the localization issues can
be tackled in the constraint satisfaction problem framework. Simulation results show
that our algorithm is an effective and efficient approach to mobile UWSNSs.
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Abstract. Big data scientists are struggling with a memory capacity of the
computer system because of the expansion speed of memory capacity has not kept
up with the increasing requirement of large memory applications. Even though
large memory application vitally requires big memory system, big memory
machine has been too expensive for many researchers and students. By the way,
as very high-speed networking technologies such as Infiniband EDR(100 Gbps)
have been developed, approaches to utilize remote memory has been considered
as a cost effective way to run large memory applications in the HPC cluster envi-
ronment. For the general users of HPC cluster system who want to run large
memory application with administrator’s support, we suggest a kernel-level
remote memory extension system. We designed a remote memory extension
system which mapped remote memory pages to the virtual address space of the
large memory application process. The system includes three components such
as remote memory consumer, Integrated Memory Manager, and memory
provider. We developed a kernel-level remote memory extension device and
achieved 4 X improvement of the latency of page fault handling on remote
memory.

Keywords: Remote memory - Large memory application - Memory extension -
Remote memory library - Page fault handling - Remote memory consumer
integrated memory manager - Memory provider

1 Introduction

Enterprises, academy, researcher are struggling with a memory capacity of the computer
system because of the expansion speed of memory capacity has not kept up with the
increasing requirement of large memory applications. Large memory applications such
as IMDB(in-memory database), IMDG(in-memory data grid), denovo assembly appli-
cation in the human genome sequencing area, business application acceleration, big data
analytics, and large-scale scientific calculation are increasing exponentially. Such appli-
cations need cost-effective memory scale-out system which provides big memory
because buying big memory system is a too expensive way.
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As time passes, networking technologies have been improved. Modern networking
technologies in LAN/SAN area such as Infiniband, Quadrics, and Myrinet have very
low latency and very high bandwidth. Especially, Infiniband EDR(Enhanced Data Rate)
shows a few microseconds level end-to-end latency and achieves 100 Gbps data transfer
rate. This performance can be compared with a bandwidth of PCI-E(Gen3 x16,
128 Gbps) used as internal system bus of the computer. These technologies also support
Remote Direct Memory Access(RDMA) operation mode in which CPU don’t need to
coordinate transferring between local memory and remote memory. The RDMA feature
reduces the number of memory copy between user-level and kernel level. The feature
improves the access latency and the bandwidth to the remote memory dramatically. The
access latency to remote memory is a few orders of magnitudes faster than that of local
disk. Therefore, there have been many trials to use remote memory like local memory,
local block, and local file system.

The concept of approaches utilizing remote memory as local memory is adding an
additional layer between main memory and local disk in the memory hierarchy. This
makes sense because the latency of memory is faster 10,000~100,000 times rather than
HDD’s. If we can achieve a few microseconds as the access latency of remote memory
which is faster 100~1,000 times than HDD, it would be the very reasonable solution. In
HPC cluster computing environment, the benefit of utilizing remote memory is that we
can execute large memory application without additional HW cost by harvesting idle
memory on remote nodes. In this paper, we don’t talk about memory harvesting issues.
We assume that we can use abundant idle memory.

The majority of previous approaches to extending virtual address space to remote
memory have preferred an implicit method which conceals the fact that users actually
use remote memory when they run their large memory applications. This method
requires no special re-compiling or linking with the special library but requires the
modification of kernel’s memory management core.

In this paper, we designed a kernel-level remote memory extension system with user-
level APIs by adding a brand-new component, Remote Memory Extension Device to
our existing user-level solution [19-21]. The system provides application developer
APIs for remote memory allocation and access. The remainder of this paper is organized
as follows. In Sect. 2, we summarize and discuss the related work. In Sect. 2, we describe
the details of kernel-level remote memory extension system. Finally, in Sect. 4, we
conclude by talking about our current and future work.

2 Related Works

Comer suggested remote paging mechanism based on the remote memory model which
consists of several client machines and one or more dedicated remote memory server [1].
In the remote paging mechanism, clients use remote memory rather than local disk as a
backing storage. Clients move memory pages to the remote memory server when the
client machines exhaust their local memory [1].

Since Comer’s suggestion, there have been many research works on the utilization
of remote memory. Such research works have been approached from different
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perspectives because of the variety of research goals and network characteristics [2].
Various approaches tried to use remote memory just like a local memory [1, 3-8], or as
a cache for local or distributed storage [2, 9-15], or as a storage [2, 16].

Anderson et al. classified the approaches to utilize remote memory like local memory
based on the implementation layer/methods: (1) explicit program management, (2) user-
level, (3) device-driver (4) kernel modification and (5) Network interface [4]. Explicit
program management requires the programmer to coordinate all data movement to/from
the remote memory [5]. User-level implementation method requires the programmer
modify their code using a new malloc for remote memory allocation [4]. Device-driver
method replaces the swap device with a new device which sends the pages to remote
memory [8, 17]. Kernel modification method modifies the virtual memory(VM)
subsystem. It shows the highest performance but very lower portability [1, 3]. Network
Interface method is HW-level method which replaces memory controller with some sort
of chip. This is most unportable and hardest to implement.

User-level approach more portable than device driver approach and doesn’t
require root privilege or administrator’s support. However, device driver approach
doesn’t require user-code modification and kernel source modification [4, 8]. Even
though device-driver method has been the majority of research, the method requires
root privilege. If the administrator of cluster system does not support to install the
device driver for remote memory extension, then most of the non-privileged user
can’t use remote memory. To decrease the communication cost of TCP/IP
networking, RDMA enabled network technologies such as Infiniband, Quadrics, and
Mirinet became to be used [8, 18].

Our approach is mixing (2) user-level and (3) device driver method to improve the
performance of page fault handling. However, our new device can’t be used as a swap
device.

3 Kernel-Level Remote Memory Extension System

Figure 1 shows an architecture of kernel-level remote memory extension system and
behaviors. The remote memory extension system requires three types of computing
node: remote memory consumer node, memory manager node, and memory provider
node. Each node runs one or more of components of the remote memory extension
system: Remote Memory Consumer, Remote Memory Extension Device, Integrated
Memory Manager, and Memory Provider.

The Memory Provider in the memory provider node allocates some part of its own
idle memory as a granted memory. After allocation, it configures the granted memory
readable or writable via RDMA operation by register the virtual address of allocated
memory to Infiniband HCA(Host Channel Adaptor). Then, it registers the granted
memory to Integrated Memory Manager and eventually provides the granted memory
block to Remote Memory Consumer by the administration of the Integrated Memory
Manager [19].

The Integrated Memory Manager configures and builds a remote memory(RM)
pool composed of the granted memory blocks which the Memory Providers
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Fig. 1. Remote memory extension system and behaviors

registered. It also assigns the granted memory block to Remote Memory Consumer.
The Integrated Memory Manager and Memory Provider can be grouped and named
as remote memory extension servers [20, 21].

The Remote Memory Consumer link a library(Remote Memory Extension Library)
which enables it to use a remote memory service from the remote memory servers. The
Remote Memory Consumer requests allocation of a remote memory from the remote
memory pool on the Integrated Memory Manager through the Remote Memory Exten-
sion Library, which maps the allocated remote memory blocks in its virtual address
space(refer Fig. 1. Remote Memory Virtual Mapping). The Remote Memory Consumer
can use the remote memory like its own local memory because the Remote Memory
Extension Device hides the details of accessing the granted remote memory.

We added a new component, Remote Memory Extension Device, to existing user-
level remote memory extension system [21]. It is a new virtual device which executes
remote memory allocation, read/write, and de-allocation instead of user-level Remote
Memory Library [21]. The Remote Memory Extension Library in Fig. 1 just provides
Application Programing Interface(API) to interact with it.

3.1 The Mechanism of Remote Memory Access

To use remote memory, first, the remote memory should be mapped on virtual address
space of Remote Memory Consumer process as shown in the Fig. 2. Second, page fault
handling for remote memory region is required whenever consumer process try to access
the remote memory region.
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Fig. 2. A mechanism of remote memory access

Figure 2 shows a mechanism of remote memory access. As explained above, Remote
Memory Consumer process can use remote memory with the help of Remote Memory
Extension Device and Remote Memory Provider. Remote Memory Providers grant the
access to their own memory by Remote Memory Consumer. Remote Memory Extension
Device handles the kernel-level page fault for the remote memory region. It reads real
data from remote memory page to the temporary page(TPG) of consumer node via
RDMA Read and dynamically maps the TPG to virtual address space of consumer
process. In fact, the physical memory pages of Remote Memory Extension Device are
allocated to Remote Memory Consumers. The role of TPG is similar to that of page
cache in the kernel. The difference between TPG and page cache is that page cache use
free memory as much as it can use, but the size of TPG pool is restricted because we
need to minimize the overhead to serve remote memory extension to consumer process.
Because the TPGs are very limited, it should be recycled efficiently. Therefore, recycled
TPGs may be mapped to different addresses of the remote memory region.

3.2 User-Level API

Table 1 shows user-level APIs for remote memory extension. The rminit() make a
connection to Integrated Memory Manager and register the Remote Memory Consumer

Table 1. User-level APIs for remote memory extension.

APIs Description

int rminit(); Initialize remote memory extension library
int rmterminate(); Terminate remote memory extension library
void *rmalloc(size_t size); Allocate remote memory

void rmfree(void *ptr); Deallocate the allocated remote memory
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to the Integrated Memory Manager. On the contrary, the rmterminate() deregister the
Remote Memory Consumers and disconnect the connection to Integrated Memory
Manager. After initialization, the programmer can allocate remote memory via rmalloc()
and may release the memory via rmfree() after using remote memory.

3.3 Page Fault Handling Method of Remote Memory

In general, the behavior of page fault handling is that kernel allocates physical memory
page and map the page to the virtual address of the user process by updating page table
of the process. It is not allowed for the user-level code to allocate physical memory page
and update the page table of the process. Therefore, for the user-level remote memory
extension system, we suggested a tricky way use signal handling mechanism of segmen-
tation fault signal(SIGSEGV) by setting the remote memory region not readable and not
writeable. By doing so, we could handle the page fault at user-level by changing the
action taken by the user process on receipt of SIGSEGV signal [19-21]. In this paper,
we design to use a new Linux device, Remote Memory Extension Device, which is not
a physical device but virtual devices. To support the allocation of remote memory in the
device driver for Remote Memory Extension Device, we developed mmap() function
as file operations of the device driver. We also specify a page fault handling function
for each memory allocation(by setting vm_area_struct->vm_ops->fault()) in the
mmap() function. Linux kernel calls the specified page fault handler when a page fault
occurs in the remote memory region. The page fault handler function selects a TPG from
TPG pool and read real data from remote page to the TPG, and then return control to
Linux kernel. Linux kernel maps the TPG to the virtual address of the user process by
calling kernel API to update page tables.

3.4 Temporal Page Management

The TPG is very limited resource, it is very important to recycle TPG efficiently. The
system manage TPG by using four double linked lists: (1) Unused, (2) Active, (3) Inac-
tive dirty, and (4) Inactive clean. The Unused list holds all the unallocated TPGs. The
Active list holds all the TPGs allocated to consumer thread and used by consumer thread.
The Inactive dirty list holds all the modified TPGs out of inactivated TPGs. The Inactive
clean list holds all the clean or unmodified TPGs out of inactivated TPGs. The TPG
lifecycle is managed through 6 operations. When a page fault occurs in the remote
memory region, the page fault handler acquires a TPG from the Unused list(1.TPG
Allocation). The TPG_manager inactivates some TPGs of the Active list(2. TPG Inac-
tivation) for recycling. The inactivated TPGs are selected from the head of the Active
list via LRU policy. It saves the data of the modified TPGs to the remote page(3.TPG
Laundering). After laundering, it periodically moves all the TPGs in the Inactive clean
list to the tail of the Unused list(4. TPG Reclaiming). When Remote Memory Consumer
revisit the already mapped pages, it move a revisited TPG of Inactive dirty to the Active
list(5.TPG Reactivation) or moves the revisited TPG to the tail of the Active list(TPG
Reordering) because the Active list should be ordered by least recently used(LRU)
time [20].
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4 Conclusion

In this paper, we designed and partially implemented a kernel-level Remote Memory
Extension System. The system provides user-level API for Remote Memory Consumer
applications, kernel-level page fault handling, dynamic TPG management functions,
reading/writing data from/to the remote memory, and prefetching functions.

At this writing, we do not finish all implementation of Remote Memory Extension
Device because we did not finish the kernel-level Infiniband communication module to
support communication with other memory provider and Integrated Memory Manager,
but we finished developing kernel-level page fault handling mechanism.

Our previous study on user-level remote memory extension system referred to the
need of kernel-level page fault handling because of the latency of user-level page fault
handling is about 3.5~3.6 us for random access pattern for reading remote memory
region [21]. We had expected that kernel-level page fault handler might decrease the
page fault handling time to about 1~2 us. By developing the kernel-level device driver
for Remote Memory Extension Device, we achieved 4 X improvement of the latency of
page fault handling: 0.89 us per page. We experimented this with same machine and
condition. If we finish developing communication module, we might get a cost-effective
solution for large memory application. Now, we also have a mission to optimize the
Infiniband RDMA operations. It would improve the expected average read latency to
under 10 us.

Our system may not yet be a good solution for latency sensitive application which
requires large memory. Our suggestion might be a good candidate for someone who
needs large data sharing among cluster machines because remote memory can be very
fast shared memory.
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Abstract. This paper implements and compares the performance of a number
of techniques proposed for improving the accuracy of Automatic Speech
Recognition (ASR) systems. As ASR that uses only speech can be contaminated
by environmental noise, in some applications it may improve performance to
employ Audio-Visual Speech Recognition (AVSR), in which recognition uses
both audio information and mouth movements obtained from a video recording
of the speaker’s face region. In this paper, model validation techniques, namely
the holdout method, leave-one-out cross validation and bootstrap validation, are
implemented to validate the performance of an AVSR system as well as to
provide a comparison of the performance of the validation techniques them-
selves. A new speech data corpus is used, namely the Loughborough University
Audio-Visual (LUNA-V) dataset that contains 10 speakers with five sets of
samples uttered by each speaker. The database is divided into training and
testing sets and processed in manners suitable for the validation techniques
under investigation. The performance is evaluated using a range of different
signal-to-noise ratio values using a variety of noise types obtained from the
NOISEX-92 dataset.

Keywords: Audio-visual speech recognition - Hidden markov models - HTK
toolkit - Holdout validation - Leave-one-out cross validation - Bootstrap
validation

1 Introduction

This work adopts an established audio-visual speech recognition (AVSR) system that
uses a range of modern techniques for feature extraction, frond-end processing, model
integration, classification approaches and validation methods. Although, it would ini-
tially appear that combining two modalities (audio and visual) is likely to result in
better overall system performance, many AVSR researchers have found this not to be
the case in practice and this is at least partly due to poor selection of a validation
technique to apply to dataset samples. Although a large body of literature exists that
confirms that researchers are aware of the need to identify a suitable validation
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technique that provides the most consistent and accurate estimation, no consensus has
been reached. For example, one recent study found that the bootstrap validation
approach was the best [1], while another claimed that leave-one-out cross validation
(LOOCYV) achieves the most accurate classification results [2].

In this paper, a comparison of three validation techniques (holdout, LOOCV and
bootstrap) for an AVSR system is carried out. Section 2 concentrates explains the
model validation techniques, Sect. 3 presents the methodology to be adopted to analyze
the AVSR system and performance results of the different types of validation tech-
niques are addressed in Sect. 4. The conclusions are discussed in Sect. 5.

2 Model Validation Techniques

This section describes the most popular validation methods for estimating AVSR
recognition performance, namely the holdout method, LOOCV and bootstrap valida-
tion [3].

2.1 Holdout Method

The holdout method can be considered to be one of the most basic validation methods
for result estimation. Its operation involves simply dividing the sample set into two; the
first is used as a training set and the second is used as a test set, see Fig. 1. The
bootstrap method performs well if the training set contains no corrupted data, but in
practice corrupted data are often hard to detect among a large set of samples and, if they
are not removed, poor performance results when evaluated using the testing set.
Despite such drawbacks, there remains a number of applications to which the approach
is well suited and there is a considerable body of research that has exploited this
method [4, 5].

}4 2/3 * 1/3 w

Training Set Test Set

}4 Total number of samples w

Fig. 1. Example of holdout validation distribution ratio

2.2 Leave One Out Cross Validation (LOOCY)

LOOCYV is an extreme case of k-fold cross validation, where k represents the total
number of samples. In k-fold cross validation, the validation process is carried out
k times. In LOOCYV, k—1 samples are used for training purposes and only a single
sample is used for testing, see Fig. 2. According to Kocaguneli and Menzies [2], this
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technique has been shown to have low bias and is able to overcome the drawback of the
holdout method in having poor performance in the presence of corrupted data. How-
ever, Kocaguneli and Menzies also found that there is no definitive solution regarding
whether the holdout approach or the LOOCV method perform the better as the training
and test sets used during validation are very different [2].

Total number of samples

Experiment 1 .

Experiment 2 l:- ‘

Experiment 3 ‘ . ‘

Experiment k ‘ .

Sample for testing J

Fig. 2. Ilustration diagram of leave-one-out cross validation

2.3 Bootstrap Validation

In the bootstrap model validation technique, assuming that there are N samples in the
data set, then a number of samples are selected at random and are used for training,
while those not selected are used for testing. The process is carried out M times and the
final performance estimation is obtained by averaging the M sets of results.

Table 1 shows an example of replacement process in which the set of selected
samples is given by X, Xz, X3, X4 and X5, assuming N = 5 in this case. For example, in
experiment set 2, then once X, and X, are selected as the test set, the training set
contains X1,X3 and Xs, but, as two of the entries are repeated, the actual entries in the
training set become X, X3, X3, X5 and Xs. This process is carried out M times and the
final validation outcome is averaged from all the experiment sets.

Table 1. Example of bootstrap validation, where the samples available are X, X5, X3, X4, X5

Experimental set number | Training set Test set
1 X1, X0, X3, X0.X5 | Xa

2 X1,X3,X3, X5,X5 | X2, X4
3 X1, X1,X2, X2,X4 | X3, X5

M X1,X3,X3, X3,.X3 | X2, X4, X5
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3 Methodology

This AVSR implementation has been carried out in previous research and the contri-
bution of this paper is principally the results of a comparison of cross validation
techniques. In the previous work, Matlab R2015a [6] together with the OpenCV open
source image processing library [7] was used for simulation and testing and the hidden
Markov model toolkit (HTK) was used to generate and manipulate the nine states of a
hidden Markov model [8]. HTK originates from the Machines Intelligence Laboratory
at Cambridge University’s Engineering Department [9].

A system diagram of the AVSR processes used in this work are shown in Fig. 3.

Audio Front End
@DIO \ !
Il Audio 1 Delta’ !
f —» feature 4"3 —> clas L 100Hz .
R ‘i3 feature - .

extraction Hidden

39 i —» Markov

VIDEO Model

Visual 1 Linear 1
feature 4>I I P interpolation *100Hz$| L
5 P 5 44

extraction

Fig. 3. AVSR processes carried out in this work

Visual Front End

3.1 Visual Feature Extraction

The visual feature extraction techniques followed the steps from previous research [10].
It was also shown that this extraction technique is robust to head rotation and illu-
mination changes [11]. The process is as follows. Firstly, visual information from the
speaker is extracted in the form of geometrical-based features. A Viola-Jones face
detection algorithm [12] was applied in which face and then mouth detection processes
were carried out, as can be seen in Fig. 4. An HSV color filter was applied to differ-
entiate the lip region [13], then border following [14] and finally convex hull tech-
niques were used to extract the actual shape of speaker’s lips.

Fig. 4. Example of face and mouth detection
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3.2 Audio Feature Extraction

In the literature, the mel-frequency cepstral coefficient (MFCC) and the linear pre-
diction coefficient (LPC) are currently popular audio feature extraction techniques [15],
although a recent investigation has suggested that MFCC may be the better approach to
providing human speech features [16].

In this work, the HTK library was employed for MFCC feature extraction and a
feature vector of 39 dimensions was obtained. The vector includes dynamic feature
(delta-MFCCs and delta-delta MFCCs) as these were shown in previous work to
improve the performance of speech recognition systems [17].

4 Experimental Results

This experiments were conducted using the newly developed database known as the
Loughborough University audio-visual (LUNA-V) speech data corpus [10]. Compared
to other existing databases, the video recordings have a relatively high resolution of
1280 x 720 pixels, making more detailed information available to the recognition
process and so perhaps enabling improvements in the performance of AVSR systems
[18]. The database has contributions from 10 speakers (9 male and 1 female) with each
speaker providing five separate samples of uttering the English digits from ‘zero’ to
‘nine’. Varies types of noise were applied at a number of different signal-to-noise ratios
(SNRs) in order to test the robustness of the AVSR system.

For each of the holdout, LOOCV and bootstrap validation techniques, a range of
noise types with SNR values in the interval 25 dB to — 10 dB relative to the speech
signals were added. In the results presented here, NOISEX-92 was used to supply the
noise signals and the types of noise used are known as ‘white’, ‘babble’ and ‘factory1’
in the database archive.

The results of the ‘white’ noise experiments are shown in Table 2. White noise
contains contributions for all frequencies in the audible sound range and is known to
have a more profound effect on the perceived audibility of certain words, including ‘six’
which is not strongly sounded. Furthermore, the word is often difficult for AVSR
systems to detect as its production requires only minimal lip movements. As can be seen
in Table 2, LOOCYV achieved better accuracy in the AVSR tests than other two vali-
dation techniques when operating in the SNR range from 20 dB to 0 dB and holdout
only performed well on clean audio and when the strength of the noise signal was greater
than that of the speech. Bootstrap consistently performed the worst of the three methods.

Table 3 shows the recognition results when the speech signals were corrupted by
‘babble’ noise, which was captured from 100 people talking in a canteen. The digit
‘seven’ was found to be the word most adversely affected in the recognition results.
Apart from at very low noise levels where its performance was only slightly worse than
holdout, LOOCYV achieved the best performance. Again, bootstrap performed the worst
of the three methods.

In Table 4, the noise used to contaminate the audio signal was ‘factoryl’ noise,
recorded in the proximity of plate-cutting and electrical equipment. Again, except in
cases where the noise content was very low or very high, LOOCYV achieved the greatest
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Table 2. Word accuracy of the validation techniques when ‘white noise’ is added to the speech
signals. Figures in bold type show the technique producing the best result at each SNR value.

SNR (dB) | Holdout (%) | LOOCV (%) | Bootstrap (%)
Clean 100.0 994 98.1
25 95.5 97.6 94.2
20 94.0 94.6 90.0
15 84.0 86.2 80.7
10 72.0 73.2 69.0
5 58.5 60.4 56.5
46.0 50.0 47.0
-5 44.0 414 40.2
-10 37.0 36.2 35.6

Table 3. Word accuracy of the validation techniques when ‘babble noise”’ is added to the speech
signals. Figures in bold type show the technique producing the best result at each SNR value

SNR (dB) | Holdout (%) | LOOCV (%) | Bootstrap (%)
Clean 100 994 98.1
25 99.5 99.2 97.4
20 99.0 99.0 96.5
15 96.5 97.0 93.7
10 90.5 91.0 87.1
5 79.0 81.2 71.7
0 64.0 67.4 63.4
-5 49.0 50.6 48.8
-10 43.0 43.5 42.1

Table 4. Word accuracy of the validation techniques when ‘factoryl noise’ is added to the
speech signals. Figures in bold type show the technique producing the best result at each SNR
value.

SNR (dB) | Holdout (%) | LOOCV (%) | Bootstrap (%)
Clean 100 99.4 98.1
25 99.5 99.2 97.2
20 97.5 98.8 95.8
15 92.5 96.0 922
10 86.5 89.2 83.9
5 75.0 78.2 73.1
59.0 622 58.8
-5 45.0 48.6 46.2
~10 41.5 39.4 39.3
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accuracy compared to the holdout and bootstrap validation methods. The performance
of the bootstrap validation method was again somewhat worse across the full range of
SNR values.

Overall, the bootstrap methods exhibited the worst accuracy across the full range of
SNR values. The holdout method performed particularly well when there was no noise
contamination and when little noise was present. It is known that the holdout method is
particularly susceptible to the presence of corrupted samples and if any were present
during training, this could have led to a biased result. Furthermore, from previous
work, the holdout method is known to be more sensitive to the quantity of data used in
training, and if the number of values used was insufficient this may have also affected
the accuracy available from the predictive model [19].

5 Conclusion

This paper has presented a comparison of the speech recognition results generated by a
range of validation techniques when tested on the word accuracy of an AVSR operating
in noisy environments. The work used an existing AVSR system that attempted to
recognize English digits using a combination of speech and high-definition video
sequences from the LUNA-V data corpus. Based on the experiment results, the
LOOCYV technique achieved a slightly better performance compared to the holdout and
bootstrap validation methods.
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Abstract. To overcome the artifact phenomenon caused by the incomplete
registration of the source images, a new multi-focus image fusion approach is
proposed based on sparse representation and non-subsampled shearlet transform
(NSST). Firstly, the source images are decomposed to low- and high-frequency
coefficients by NSST. The sparse representation is then adopted to fuse the
low-frequency coefficients. For the high-frequency coefficients, a maximum
sum-modified-Laplacian (SML) rule is put forward to merge them. Finally, the
resultant image is obtained by the inverse NSST on the fused coefficients.
Experimental results indicate that the proposed method can achieve satisfied
effect compared with various existing image fusion methods.

Keywords: Multi-focus image fusion - Non-subsample shearlet transform -
Sparse representation + Sum-modified-Laplacian

1 Introduction

Image fusion aims at merging the multiple images with complementary and redundant
information to one image which can better interpret the current scene than single source
image and more suitable for people and machine perception [1]. Multi-focus image
fusion is a main branch of image fusion.

In recent years, many image fusion methods have been proposed, in which the
multiscale analysis based method is one of the most popular fusion methods due to its
multi-resolution and multi-direction characters. Classical multiscale transforms mainly
include pyramid transform and wavelet transform. However, these transforms are
limited on the direction selection, and not good at representing the singular features in
images. In order to better represent high order singular features, more effective mul-
tiresolution geometric analysis tools, such as curvelet transform [2] and contourlet
transform [3] were proposed. These transforms are anisotropic and have good direc-
tional selectivity. However, these transform lack of shift-invariant, the fused results
may be affected by the noise or mis-registration of source images. To overcome this
disadvantage, Cunha et al. [4] proposed non-subsampled contourlet transform (NSCT)
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which is an improved version of contourlet transform. But the computational complex
of NSCT is high, lead to the fusion process take too much time.

The shearlet transform [5] is a new multi-scale transform method; compared with
the contourlet transform and NSCT, the shearlet transform does not have restrictions on
the number of directions, and its inverse transform only requires a summation of the
shearing filters rather than an inversion of the directional filter banks. Thus, the
implementation of the shearlet transform is computationally more efficient. However,
akin to the traditional multiresolution transform, the shearlet transform is not
shift-invariant. Therefore, the non-subsampled shearlet transform (NSST) was pro-
posed, as this transform can obtain more information from the source images, and it
reduces the pseudo-Gibbs phenomenon effectively. Moreover, the computational
complexity of the NSST is lower than that of the NSCT; therefore, the NSST is more
suitable for the image fusion process [6]. A sound multiscale transform based image
fusion method not only relies on the transform approaches, but also depends on the
coefficient selection rules.

Sparse representation [7] is a hotspots research in machine learning and computer
vision fields in recent years, it decomposes and represents the original signal with
nonzero coefficients as few as possible using over-complete dictionary. Motivated by
this, we propose a novel multi-focus image fusion method based on NSST and sparse
representation. After NSST multiscale decomposing, the obtained low-frequency
coefficients of the source images are usually not sparse, fuse them with sparse repre-
sentation can effectively extract the saliency information of the low-frequency
sub-band images. As to the sparse high-frequency coefficients, in view of the corre-
lation of the neighbor information, the local sum-modified-Laplacian (SML) is adopted
as the selection rule. Several experiments are tested to compare the proposed algorithm
with several existing fusion methods. The fused results demonstrate the superiority of
the proposed method.

2 Relevant Work

2.1 NSST Image Decomposition

Although, the theory of NSST is described in [5] in detail, the main idea of NSST is
briefly explained for reader. NSST is composed of two phases including multi-scale
decomposition and multi-directional decomposition. In the multi-scale decomposition
process, the non-subsampled Laplacian pyramid transform (NSLP) is utilized, thus it
has superior performance in terms of shift-invariance. After j level scale decomposi-
tion, an image can be decomposed into j 4 1 sub-bands with the same size of the source
image in which one sub-band image is the low frequency component and other m
images are the high frequency sub-band images. In the multi-directional decomposition
process, the realization is via improved shearlet filters. These filters are formed by
avoiding the subsampling to satisfy the property of shift-invariance. Shearlet filters
allow the direction decomposition / with stages in high frequency images from NSLP at
each level and produce 2 + 2 directional sub-images with the same size as the source
image. The NSST is a fully shift-invariant, multi-scale and multi-directional expansion.
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2.2 Sparse Representation

Sparse representation addresses the essential sparsity of signals according to the
characteristic of human visual system. It is a very powerful image modeling technique
which has been successfully used in many image processing applications, such as
image denoising and super-resolution. The basic idea behind SR is to assume that a
natural signal can be well approximated by a sparse linear combination of atoms with
respect to a dictionary, i.e., x =~ Do, where x € R" is the signal, « € R" is the sparse
coefficients vector, and D € R (n<m) is an over-complete dictionary, which con-
tains m prototype signals be referred to atoms. The goal of sparse representation is to
calculate the sparsest o for an input signal x with a given dictionary D through the
following optimization problem:

. 2
min [lzlly sz. [y~ Dol < (1)

where ¢ > 0 is the error tolerance and the sparsity of vector « is often measured by its
lo — norm, which counts the number of nonzero entries. Some pursuit algorithms have
been proposed to solve this NP-hard problem, such as basis pursuit (BP) and orthog-
onal matching pursuit (OMP).

3 NSST Based Multi-focus Image Fusion Framework

The NSST maps the standard shearing filters from the false polarization grid system
into a Cartesian coordinate system. It greatly reduces the computational complexity and
preserves excellent multiscale analysis ability simultaneously. Based on the effective-
ness and the flexibility of the NSST, a multi-focus image fusion method with sparse
representation and SML is proposed in the present study. The low-frequency coeffi-
cients of the source images after NSST decomposition can be regarded as the
approximate version of the source images. Due to the accurate image feature repre-
sentation ability, the sparse representation is adopted as fusion rule of low-frequency
coefficients. Meanwhile, the high-frequency coefficients reflect the edge and texture
information of the source images. In this paper, we use the maximum SML approach to
select the high-frequency coefficients.

The schematic diagram of the proposed fusion framework is shown in Fig. 1. The
detail implement process can mainly divide to five steps as following:

(1) Decompose the source images A and B to obtain the different scales and directions
sub-band coefficients {L}, Hj}} and {L?, H/}} by using NSST, where L}} and L
are low-frequency coefficients, Hfl and Hfl are the jth scale, I/th direction
high-frequency coefficients.

(2) Use the initial low-frequency fused coefficients as training sample to adaptively
structure the over-complete dictionary D.

(3) Divide the low-frequency sub-images into small patches by sliding window, and
then transform these patches to sparse coefficients using sparse representation with
the obtained over-completed dictionary. Utilize the maximum absolute value to
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Fig. 1. The schematic diagram of the proposed fusion method
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fuse the sparse coefficients, and restructure the fused sparse coefficients to get the
fused low-frequency sub-band coefficients.
Fuse the high-frequency coefficients based on maximum SML rule:

SML; (x,y) = Z ZML]1x+m y+n) (2)

m=—M n=—N

where (2M + 1)(2N + 1) is the size of the local window. ML;,(x, y) is the discrete
Laplacian operator which can be defined as:

ML; (x,y) = |2H;,(x,y) — Hjy(x — 5,y) — Hj(x +35,y)|

3
[2Hy1(,9) — Hyy(x,y — ) — H(r,y+5)| G)

where s is the distance of the coefficients. After obtaining the SML maps of the
high-coefficients, the fusion coefficients can be selected as following rule:

HA(x,y) SMLY (x,y) > SMLE (x,
Hf(x,y) = { ’;g’(x ?) it ?) B’(x Y) @)
’ Hjj(x,y) SML})(x,y) <SMLj(x,y)
Restructure to obtain the final fused image by inverse NSST transform on the
fused low- and high-frequency coefficients.

4 Results

To verify the performance of the proposed method, one group of multi-focus images
and seven existing fusion methods were used for comparison experiment. Comparison
methods includes traditional gradient pyramid (GP) and discrete wavelet transform
(DWT) methods; recently proposed curvelet transform, contourlet transform, and
NSCT methods; Reference [6] NSST method and Reference [8] pulse coupled neural
network (PCNN) based NSST method. In the proposed method, the four-level NSST



124 W. Wan and H.J. Lee

Fig. 2. Reference image and source images on Cameraman dataset

decomposition with [30 30 36 36] shearing filter matrix and [3 3 4 4] direction
parameters were applied. The pyramid filter is the ‘maxflat’ wavelet. The dictionary
size of the sparse representation is 64 x 256, the error tolerance ¢ = 1.15.

Figure 2 shows the reference image and source multi-focus images. The fused
results by different methods are displayed in Fig. 3(a). From the visual contrast, it can
be seen that the fused image of GP method has low contrast and inferior visual effect.
Due to the lack of the shift-invariance, the fused images of the DWT, curvelet, and
contourlet methods display artifact around the edge area. The fused images of the
NSCT and NSST based methods are better in the quality; it means the non-sample
process can overcome the pseudo-Gibbs phenomena and improve the fusion perfor-
mance. To get the clearer comparison, this paper provides the residual maps between
the fused images by different fusion methods and the top-focused source image in

®)

Fig. 3 The fused images (a) and their relevant residues maps (b) of different fusion methods
(GP, DWT, curvelet, contourlet, NSCT, Reference [6], Reference [8], and the proposed method
in sequence) on Cameraman dataset
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Fig. 3(b). In the residual map, the less residual feature means more information in
focused area of the source images transfer to the fused image. The residual pixels of the
proposed method are least which indicates that the proposed method obtains the most
information in the focused area.

In addition, to assess the fusion performance objectively, four image quality
evaluation indexes, RMSE [9], SSIM [10], MI [11], and QAB/F [12], were used to
measure the fused images. The assessment results are shown in Fig. 4. It can be seen
that the proposed method has least RMSE value and largest SSIM value. It means that
the fused image of the proposed method is closest as the reference image compared
with other methods. Moreover, the largest MI and Q”®F values reflect the superiority
of the proposed method.
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Fig. 4 The objective evaluation of the fusion results by different methods

5 Conclusion

In this paper, a new multi-focus image fusion method based on NSST and sparse
representation was proposed. In allusion to the different sparsity of the low- and
high-frequency coefficients, we utilized the pertinence section rules to fuse sub-band
coefficients. For the low-frequency coefficients, a sparse representation based fusion
rule was proposed. For the high-frequency coefficients, the SML algorithm was
adopted. Experimental results indicate that the proposed method can extract the useful
information from the source images more effective and can obtain superior perfor-
mance regarding both the visual quality and the objective measurements.
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Abstract. There have been many attempts to collect and analyze network flows
for qualitative analysis of networks. However, the rapid increase in traffic and
the size of the data made it difficult to collect and analyze flows. Especially, it is
difficult to collect and analyze flows in Internet Service Provider (ISP) such as
the Korea Research Environment Open NET-work (KREONET). This study
attempted to examine how to build a network flow analysis system on a
large-scale network such as KREONET in an effective fashion and review
analysis results.

Keywords: KREONET - Network flow - Network flow collection - Network
flow analysis

1 Instruction

For efficient network management and operation, the qualitative analysis of traffic, as
well as analysis on traffic volume has become more important. For this, a network flow
should be analyzed. However, it is not easy to collect and analyze a flow on a
large-scale network such as the KREONET [1]. This study investigates the architecture
and system implementation for the effective development of a flow collection &
analysis system on the KREONET and reviews the matters to be considered during the
implementation and some analysis results.

1.1 Korea Research Environment Open NETwork (KREONET)

The KREONET is a national R&D network operated by the Korea Institute of Science
and Technology Information (KISTI). It operates a 600G backbone and provides
high-performance network services to science & technology engineers. This R&D
network operates 17 domestic centers in the Republic of Korea and 4 abroad centers as
shown in Fig. 1. and sends tens of petabytes of research data annually. In 2016, more
than 70 petabytes of science traffic were transmitted through KREONET.
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Fig. 1. Map of KREONET 2017

1.2 Network Flow

A network flow is a sequence of packets from a source computer to a destination,
which allows users to figure out how much traffic was generated by whom for whom,
using what application. Router vendors provide flow information via netflow (Cisco),
Jflowd (Juniper) and cflowd (Alcatel-Lucent). As stated in Fig. 2, they provide the
following data: source IP address, destination IP address, source port, destination port
and traffic volume.

Fal/0 36.85.32.9 Fa0/0 158431921 2353

Fa0/0 158431921 Fal/0 36.85.32.9 17 53 2353 134 1

Fig. 2. Network flow example (Netflow)

The netflow provides detailed information about who originated the traffic, who the
destination is, and which applications are using the traffic. With this information, it is
possible to identify users who are generating excessive traffic on the line and solve the
problem.

2 Implementation of the Network Flow Collection System

2.1 Architecture

The KREONET’s network flow collection and analysis system are structured in four
stages like Fig. 3.: (i) flow collection, (ii) storing collected data in the database after
encrypting [5] if necessary, preprocessing may go through depending on purposes,
(iii) analysis of flow information in the database, (iv) providing the information to users.
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‘ User interface (Web) ‘

‘ Analysis ‘

‘ Database Preprocessing ‘

Flow collect ‘

Fig. 3. Network flow collection system architecture

2.2 Implementation

For system development, the commercial program ‘logsee’ was used. As shown in
Fig. 4, the system consists of an analysis server including 1 web, two collection ser-
vers, and 1 database server. The flow information such as netflow and cflow is collected
from ‘N’ routers via 2 collection servers. Since about 100 GB flow data are collected
per day, it was impossible to collect the data with a single collection server only. The
collection server keeps the raw data for about 5 days. Those which are stored for more
than five days are being sent to the database server. Data analysis is faster in the
collection server instead of getting the data from the database server. Therefore, data
are stored in the collection server as many as possible. For communication with each
server, a network switch supporting 1 Gbps was used. With the architecture illustrated
in the Fig. 4, it was able to collect and analyze large-scale network flow information in
the KREONET. However, the volume of data which are stored about 100 GB a day is
ballooned up to 3 TB just in a month. As a result, it takes a lot of time to analyze such a
huge amount of data.

Database server
Flow data over 5days Flow data over 5days
CPU : Xeon(4 Core) 2.50G * 4EA
HDD : Data - 40TB

0OS : Linux (64bit)

Collection server * 2 Analysis server / Web
CPU : Xeon(6 Core) 2.60G * 2EA Flow data in Sdays | CPU : Xeon(6 Core) 2.60G * 2EA
Mem : 256G Mem : 256G
HDD : OS - 500G * 2EA (Mirroring), HDD : OS - 500G * 2EA (Mirroring),

Data - 1TB * 2EA (Mirroring) Data - 1TB * 2EA (Mirroring)
05 : Linux (64bit) 05 : Linux (64bit)
1Gbps
Router * n

Flow data

Fig. 4. Network flow collection system configuration
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To solve this problem, a preprocessing step was added. It would be discussed in
detail in Sect. 2.4.

2.3 Router Configuration for Flow Collection

The Fig. 5. reveals the collection of flow information in the KREONET2, an inter-
national network of the KREONET. For the effective collection of network flow, the
KREONET has collected the flow coming from the network edge router to all ports
linked with external networks via an ingress filter [3]. Under the same mechanism, it is
able to collect all flow data which pass through the KREONET?2. If the flow data both
coming in and going out are collected, flow redundancy may occur. For example, if the
flow comes into Daejeon and goes out to Hong Kong on the KREONET2, data are
collected in Daejeon and later in Hong Kong again. Therefore, a redundancy problem
can take place.

C - International A

research networl )
C e

e Y yu—

KREONET2

y,

( )
KREONET - International A
J

-~ research network, )
N J
S
YT TN
( \
International A
.  research ne(work\ /‘
J

~

Flow collection o !: S
point YT TN\

Id International )\
N research networl y
C "}

— J
N— S

Fig. 5. Flow collection point in KREONE2

2.4 Flow Preprocessing to Increase Processing Speed

Since it is hard to analyze large-scale network flow information, this study decided to
define the target information and implement preprocessing. In other words, it estimated
statistics on the following data: (a) traffic volume of each group, (b) top application 100
of each group, (c) top talker and connection 100 of each group.

Then, raw data were stored after going through preprocessing (minute data, hour
data, and day data) as illustrated in the Fig. 6 [2, 4]. During the preprocessing, minute
data needs to be considered when generating the data. For example, if minute data is
created using one minute ago, minute data is generated without proper accumulation of
raw data, so accuracy can not be guaranteed. Considering the transmission time of the
flow information from the router to the collection server and the processing time at the
collection server, the system generates minute data with data 20 min before.

At statistical analysis on the said data (‘a’ thru ‘c’), the preprocessed data, not raw
ones, are analyzed. Therefore, analysis has become much faster. For example, the
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Raw data

Group by protocol with traffic

min hour day

data data data
Group by router with traffic

min hour day

data data data

Group by source_IP and destination_IP
and application with traffic

min hour day
data data data

Fig. 6. Flow raw data preprocessing

analysis time was reduced from more than 30 min to less than 30 s in getting statistics
on the data collected for about a month.

It should also be considered how much storage time is required, because creating
min data, hour data, and day data occur duplication in terms of storage. In this system,
the min data stores 2 weeks, the hour data stores 2 months, and the day data stores 1
year. However, there should be a further study on how long the said data (min data,
hour data and day data) should be stored.

3 Statistical Analysis of Network Flows in KREONET?2

In this section, among the network flow data collected through this system, those on the
KREONET?2, collected during May 2017 were analyzed. The Logsee used for the
analysis is able to analyze data, using a query similar to SQL.

3.1 Application Analysis

According to analysis on top 5 applications on the KREONET?2 as of May 2017, SSH
was the highest with over 50% in terms of traffic volume. The reason why SSH
revealed such as heavy traffic is that SFTP is used via an SSH port. Then, HTTP
(29.28%) and SMTP (4.63) followed. Overall, many users have used well-known ports
(Fig. 7).

3.2 Talker Analysis

Here, talker represents a pair of source IP and destination. In the said information, the
last values were deleted to make specific IP information unclassifiable. According to
analysis on each IP using the KISA’s WHOIS service, the Korea Astronomy, and Space
Science Institute, KISTI and KAIST generated a lot of traffic during collaboration with
foreign research institutes via the KREONET. It appears that they usually are takers,
which means that they get data from such foreign organizations, not givers (Fig. 8).
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2017/5 - top 5 application

29.28% Vs mSSH

4.63%
- a5 m HTTP
u SMTP
HTTPS

Fig. 7. Top application in KREONET2 (2017/05)

source IP Destination IP Traffica

1 150.203.153— 210.98.54— 50,961 Mbytes
2 171.64.103— 210.98.54— 29,303 Mbytes
3 192.146.239— 150.197.30— 25,950 Mbytes
4 130.237.11— 143.248.100— 18,649 Mbytes
5 136.172.30.— 210.98.49.— 13,908 Mbytes
6 131.154.130— 134.75.124— 11,951 Mbytes
7 171.67.205— 143.248.31— 11,940 Mbytes
8 90.147.132— 203.250.156.— 10,008 Mbytes
9 131.154.130— 134.75.124— 9,868 Mbytes
10 193.61.196.— 210.12545— 9,410 Mbytes

Fig. 8. Top talker 10 in KREONET2 (2017/05)

4 Conclusion

This study investigated the design and implementation of a flow analysis system on a
large-scale network such as the KREONET and reviewed an effective flow collection
method and preprocessing for statistical analysis. As a result, it was able to reduce
analysis time considerably. However, it is needed to define the results during flow
collection and implement preprocessing accordingly. In this sense, this study is less
flexible. There should be further studies on the data structure to improve the usefulness
of the flow analysis system and the characteristics of the KREONET’s network traffic
after collecting flow information for a long period of time.



Implementation of Large-Scale Network Flow Collection System 133

References

1. Liao, W., Fu, Z.: Cloud platform for flow-based analysis of large-scale network traffic. In:
ICSSC, pp. 259-262 (2013)

2. RRDtool (2017). https://oss.oetiker.ch/rrdtool/doc/rrdtool.en.html

3. Hofstede, R., Celeda, P., Trammell, B., Drago, 1., Sadre, R., Sperotto, A., Pras, A.: Flow
monitoring explained: from packet capture to data analysis with netFlow and IPFIX. IEEE
Commun. Surv. Tutorials 16(4), 2037-2064 (2014)

4. Balantrapu, C., Potluri, A., Das, N.: A novel approach to netflow monitoring in data center
networks. In: 2014 Sixth International Conference on Communication Systems and Networks
(COMSNETS), pp. 1-4 (2014). doi:10.1109/COMSNETS.2014.6734934

5. Villani, A., Riboni, D., Vitali, D.: Obsidian: a scalable and efficient framework for netFlow
obfuscation. In: INFOCOM, pp. 14-19 (2013)


https://oss.oetiker.ch/rrdtool/doc/rrdtool.en.html
http://dx.doi.org/10.1109/COMSNETS.2014.6734934

Computer Vision and Applications



A Novel BP Neural Network Based System
for Face Detection

Shuhui Cao', Zhihao Yu', Xiao Lin', Linhua Jiang'®<,
and Dongfang Zhao?

! Shanghai Key Lab of Modern Optical Systems,
University of Shanghai for Science and Technology,
No. 516 JunGong Road, Shanghai 200093, People’s Republic of China
honorsir@yandex. com
2 Department of Computer Science and Engineering,
University of Nevada, Reno, NV 89557, USA

Abstract. We describe a new neural network, which can improve the perfor-
mance of face detection system. In this paper, we propose a system that com-
bines the Gabor feature and momentum factor back propagation algorithm for
face detection. First, the Gabor feature of the training set is extracted and is
inputted to the momentum factor of Back Propagation neural network for
training. Then, using the trained system detects whether the face targets exist in
the input image, and marking the target with the window. In order to enhance
the training effect of the traditional Back Propagation neural network, the
momentum factor is added to the Back Propagation algorithm, which can
effectively slow down the trend of the network training in the shock and avoid
the algorithm drop into the local minimum. Furthermore, the added momentum
factor can adaptively adjust each layer weight of the Back Propagation neural
network. Extensive experimental results demonstrate that our solution is effec-
tive and also competitive, compared to the classic and also state-of-the-art face
detection models.

Keywords: Face detection + Back Propagation - Momentum term - MFBP

1 Introduction

Face detection is a well-studied problem in computer vision. In the past decades,
massive efforts have been made on face detection [1-3]. The first essential step of face
detection is to mark the target face with the window in the image. With the expansion
of the application of face detection, it gradually developed into an independent research
topic and received the attention of researchers.

Generally, Face detection can be classified into two categories: one is the face
detection in a static image, including color image, it can detect a single face or
multi-face [4, 5]. Another is the face detection in the dynamic image [6], can be known
as target tracking. Our research is to detect multi-face in color image. The process of
face detection is actually a comprehensive judgment of the face pattern features [7, 8].
The input face image contains abundant pattern features, these features can be divided

© Springer Nature Singapore Pte Ltd. 2018

K.J. Kim et al. (eds.), IT Convergence and Security 2017,
Lecture Notes in Electrical Engineering 449,

DOI 10.1007/978-981-10-6451-7_17



138 S. Cao et al.

into two classes by color properties: one is the skin-color characteristics, another is the
gray feature. Our paper is to combine gray features and the neural network as our face
detection system. Due to the complexity of the input images, recent researches tend to
use abundant faces training samples to construct a classifier and detect the faces in the
test set. Remark that the neural network method is to implicitly describe the statistical
properties of the model in the structure and parameters of the network, and modeled the
target face, which is difficult to describe in the machine.

In this paper, we describe a new neural network to detect the faces in the input
image. The momentum factor is added to the Back Propagation algorithm [9, 10], and
then combine with Gabor features as our face detection system. Our system can
effectively improve the BP algorithm with long convergence time, it also slows down
the trend of the network training in the shock and avoids the algorithm into the local
minimum.

2 Related Work

2.1 Neural Network Based on Face Detection

Early in 1994 Vaillant et al. [11] applied neural networks for face detection. In their
algorithm, they consider using the trained convolutional neural network to detect
whether it exist faces in the input image. In 1996, Rowley et al. [12] proposed a
retinally connected neural to improve the performance frontal face detection. In 2002,
Garcia et al. [13] proposed a neural network to detect semi-frontal human faces. In
2006, Osadchy et al. [14] applied a convolutional network for simultaneous face
detection and pose estimation. In 2013, Girshick et al. [15] applied R-CNN method to
detect the face, it takes class-specific classifiers to recognize the object category of the
proposals. In 2015, Li et al. [16] proposed a convolutional neural network cascade for
face detection. In 2016, Tao et al. [17] proposed a robust face detection using local
CNN and SVM based on kernel combination. In 2016, Xia et al. [18] proposed a face
occlusion detection using deep convolutional neural networks.

2.2 Face Features

The pattern features of the face include skin-color features and gray features. The skin
color model has been used to describe skin color features, which is related to chromi-
nance space including r-g, CIE-xy, TSL, HSV, YIQ etc. For the performance of
Gaussian model and Mixed Gaussian model in different chrominance space, the latter
can well describe the distribution of skin-color features region in a few cases. At present,
gray features are widely used in statistical learning of face detection methods. Nguyen
[19] utilized a wavelet transform to extract face of the multi-resolution features as a basis
for classification. Sahoolizadeh [20] proposed the hybrid approaches for face recogni-
tion based on combining Gabor wavelet with ANN feature classifier which achieves
93% recognition rate on ORL data set. Mohammad Abadi [20] proposed an approach
based on ANN and Gabor wavelets to detect the desirable number of faces in a fixed



A Novel BP Neural Network Based System for Face Detection 139

photo with a gray background. Compared with these facial features, our work classifier
adds the Gabor feature to detect the faces which can achieve a better performance.

3 Proposed Approach

3.1 Gabor Filter

Gabor transform is a windowed Fourier transform. The Gabor function can extract the
relevant features in different scales and directions in the frequency domain [20].
A Gabor kernel can extract a feature of an image on a certain frequency.

In this paper, we select five scales and eight directions to extract the image Gabor
feature and convolve the input image with 5*8 Gabor cores in Fig. 1, and generate the
image feature of 40 different scales at different frequencies.

--

Fig. 1. A schematic of the 40 Gabor filters in this paper. The rows represent eight different
angles, and the columns represent five different scales.

The input image as the input signal f;, is concerted into a frequency domain signal
ﬂn using Fourier transform computed as follows.

Bo(0n ) = / Finl,y)e RO 0 gy (1)

(x, y) represents coordinate in the spatial domain. Then the result of the spatial signal is
used to multiply the Fourier transform of Gabor core that can obtain the result image
which is filtered by Gabor filter.
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Using the convolution theorem formula as follows,
Gabor* f;, = Gabor - fy, (2)
the Gabor core and the input signal are convoluted, and the response of the input signal

near a certain neighborhood is obtained as shown in Fig. 2(b) and Fig. 2(a) is the
original image of the input.

TITIRIT
w SEEEEEED
TITITITL

(b)

Fig. 2. (a) is the original image of the input. In (b), we show 40 filtered face images which
include five scales and eight directions in different frequency bands extracted from the original
image features.

Two-dimensional complex wave represented by formula (3) is multiplied by the
two-dimensional Gaussian function that computed in formula (4) to obtain the Gabor
kernel in formula (5).

s(x,y) = exp(i(2n(uox + voy)) + P) 3)

Where the initial phase P has little effect on the Gabor and can be omitted. In this
formula, we set P = 0.1.

Cx 2 B 2
77.'()6 O)r (y yO)r> (4)

(D(X7Y75X;5}') = Kexp < 5)2( + 5'3

0y and J, control the Gaussian function in the x-axis and y-axis on the “distribution”
situation.
Gabor (x0, Yo, 8, 8x, Oy, o, vo) = s(x,¥)w (x,y, 8y, 8y)

2 2
= Kexp <_ n(x gzxo)r + 8] 530)’) exp(2mi(uox + voy)) (5)
x y
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(x0,¥0) is the center of the Gaussian kernel, 0 is the direction of rotation of the
Gaussian kernel, (5x,5y) is the scale of the Gaussian kernel in the X, y direction,

(1o, vp) is the frequency domain coordinates and K is ratio of the magnitude of the
Gaussian kernel. We set K = 2,uy = 0.5,v9p = 0.5,0, = 0.8,0, = 0.8 and 0 = 7 /4.

3.2 MFBP

In this paper, the commonly used BP neural network is used as the basis for this
experiment. Meanwhile, in order to overcome the fault of BP algorithm, the momentum
term can be used to improve the convergence speed and avoid falling into a local
minimum of the training network. The overall steps of the neural network of our face
detection are shown in Fig. 3 which briefly demonstrate the workflow of the neural
network and will introduce the momentum factor Back Propagation neural network,
dubbed as MFBP, for short. The method is simulated in MATLAB.

Output

Image Gabor Feature

Network Input Hidden Layer ‘

t

Feedback Parameter

Fig. 3. The process of BP (Back Propagation) algorithm is mended by appending momentum
factors which are the feedback parameter. The training performance of the conventional BP
neural network is improved by adding feedback parameter when forwarding feedback error
signal.

The extracted image Gabor features are used as input to the neural network which is
a fully connected network structure. As shown in Fig. 3, the network has two layers,
one is the hidden layer and another is the output layer.

The transfer function of hidden neurons is as follows,

= t) = —
y = f(net) Ty
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In this function, the net is the input data which comes from the input layer. Each input
is treated as x;, if giving n input datum, 1 <i <n, then,

net = x;wy +xowa + ... +x,w, (7)

where w; is the initialization weight of the neural network. In addition, in the BP neural
network, the number of nodes in the input and output layers is known and the amount
of nodes in the hidden layer h is decided by formula as follows.

h=+vm-+n+A (8)

where m and n are the number of nodes in the input and output layers respectively and
A is an adjustable constant between 1 and 10.

The process of forwarding propagation which can be calculated by formula as
follows.

m—1

S; =
J i=0

wijX; + bj )
Where x; = f(S;), net = S; and we set b; = 0.5.

The heart of the training network is the back-propagating error arithmetic. The
initial weight w can be used in the formula of the forward propagation of the Back
Propagation network and it is generated by random initialization. Then, the actual
output may produce a large error, compared with the ideal output. To constantly adjust
the w, the error function be obtained in formula (10), where y; represents the actual
output.

1 n—1

Ewb)=5) (&~ ) (10)

The samples entered are operated in the following computational steps during the
training.

1. The error term for each cell of each layer is calculated from the output layer in
reverse.

error; = y;(1 = y;) (d; — ;) (11)
2. Calculate the error of the nodes of the hidden layer.

errory, = yp(1 — yp)errory, (12)
3. Update each weight.

Wik = Wi + [ - errory - Xig (13)

Where Awy, = W - errory - xj, is the law of weight update, x;; represents the input value
and wy, is the corresponding weight between nodes i and k.
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These are the most basic mathematical ideas in the neural network which can train
the positive examples and negative examples, having relatively long time consumption.
The following is an improvement of the neural network.

Awik(n) = uékxik + ocAwik(n — 1) (14)

Where 0 < = o<1 is efficient of the momentum. In our algorithm, we set oo = 0.65
and u = 0.6. The above formula which make the weight of the n time iteration partly
depending on the weight of the n — 1 time iteration, modifying the law of weight
update. Adding impulse items to a certain extent, to increase the effect of the search
step, which can be faster convergence. On the other hand, since the multilayer network
tends to cause the loss function to converge to the local minimum, the impulse term
can, to some extent, cross some narrow local minimum to achieve a smaller place.

4 Experimental Result

For training, The Face Detection Data Set and Benchmark and the face databases at
CMU and Harvard which contain approximately 5000 positive examples, the frontal
faces with slight variations in pose angle and simple background. We used 250 images
of scenery for collecting negative examples in bootstrap manner, selecting 2500
non-face images from sub-images of mentioned above images.

Input Images
Single face

Fig. 4. The figure shows some results by face image detection using the MFBP network with the
Partheenpan Dataset. In (a), we select the input image with a frontal face. In (b), each input image
contains multiple faces. In the (a) and (b), the output images are marked with a rectangle with the
detected face.
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In Fig. 4(a), each image contains a frontal view of the face with a simple back-
ground and the face of each output image is marked out precisely. In Fig. 4(b), false
detections are present in the second and the forth. We used the trained network to test
some common face database, Partheenpan Dataset, The Annotated Faces in the Wild
(AFW), The Face Detection Data Set and Benchmark and CMU Dataset.

Average detecting time
@
S

CcMU FDDB  Pratheepan_Dataset
Testing Set

Fig. 5. Comparison of average consumption time on MFBP and BP

In Fig. 5, we do a comparison, compared with the average detection time of the
MFBP algorithm and the average time of the BP algorithm. Because each of the AFW
and CMU images may have multiple faces and the image background is more complex.
As the graph shows, the improvement in the detection time performance is more
obvious, for these two sets.

In Table 1 we compare our method with other two face detection methods Ada-
Boost and SVM, it shows the detection rate and false detect rate of four data sets on
three algorithms. From the Table 1, we can clearly see that our method is superior to
the other two methods on the experimental results on simple test pictures on FDDB.

Table 1. Comparison of the detecting performance on testing set

Testing set Face detect Missed Detect False False
algorithm faces rate detects detect rate
AFW MFBP 65(451) | 85.6% 39 7.95%
AdaBoost 57(451) |87.4% 33 6.81%
SVM 68(451) |84.9% 42 8.52%
CMU MFBP 126(507) | 75.1% 43 7.8%
AdaBoost 113(507) | 77.7% 56 9.95%
SVM 140(507) | 72.4% 64 11.2%
FDDB MFBP 381(5062) [92.5% 179 3.4%
AdaBoost 456(5062) |90.1% 223 4.2%
SVM 512(5062) |89.9% 276 52%
Pratheepan_Dataset | MFBP 46(352) 86.9% 28 7.3%
AdaBoost 54(352) | 84.7% 37 9.5%
SVM 63(352) |82.1% 39 9.9%




A Novel BP Neural Network Based System for Face Detection 145

However, the test images contain more face and the background are more complex on
AFW, CMU and Pratheepan_Dataset testing sets, the false detect rate is relatively
higher. Thus, our algorithm has also the limitation on some images.

5 Conclusion

In this paper, we proposed a new Back Propagation neural network based face
detection method. The central idea of our method is to add the momentum factor to
traditional Back Propagation algorithm and obtained the momentum factor Back
Propagation neural network. Then our new Back Propagation neural network combines
with the Gabor features as our face detection system. We have accelerated the con-
vergence time of our proposed system and obtained an acceptable number of false
detections by testing the test sets. Experimental results demonstrate that our proposed
solution is competitive and attractive, compared against classical and our state-of-the-
art algorithms.
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Abstract. This paper investigates the problem of image retrieval in abundant
volume of image data. We propose an improved Content Based Image Retrieval
(CBIR) system based on Apache Spark, a lightning-fast engine of cluster com-
puting for large-scale data processing, to overcome the shortcomings in retrieval
speed and accuracy. Specifically, binary descriptors, which consume less memory
and accelerate the retrieval speed, are built through uniform sampling patterns in
Binary Robust Invariant Scalable Keypoints (BRISK) to represent images instead
of floating-number descriptors in the original SURF. Then we eliminate the
mismatched point pairs with Random Sample Consensus (RANSAC) in the
pre-matching point pairs to further improve the accuracy of the retrieval.
Experimental results show that the proposed system significantly improves both
the retrieval speed and accuracy compared to traditional CBIR systems.

Keywords: Image retrieval - CBIR - Binary descriptors + Spark

1 Introduction

Image is an important and easy-to-access information carrier. With the booming of
multimedia technology and Internet, large volume of image data are generated at an
extremely high rate. How to retrieve a desired image rapidly and accurately among
massive image databases is becoming an urgent problem. In particular, it is currently a
hot topic in Content Based Image Retrieval (CBIR [1]) about how to effectively
retrieve pertinent images in large-scale image databases. CBIR indexes images by
using low-level features that are extracted from the image and are used to represent
image in database such as shape, color, texture, and spatial layout. In the image feature
extraction phase, Scale-Invariant Feature Transform (SIFT [2]) and Speeded-Up
Robust Features (SURF [3]) are two popular algorithms. SIFT utilizes image pyramid
to detect feature points at different scales and builds keypoint descriptor through cal-
culating a set of orientation histograms around one particular keypoint. Although SIFT
delivers high performance, establishing image pyramid is usually time consuming.
SUREF is characterized by the use of integral images, which greatly accelerates the
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calculation time. Generally, SURF exhibits better robustness and is faster than SIFT,
although it takes considerable amount of time to build the feature descriptor. In order to
further shorten the computing time, researchers have proposed some new binary feature
descriptors such as Oriented FAST and Rotated BRIEF(ORB) descriptor [4] and the
BRISK descriptor [5]. CBIR is widely used in information retrieval [6], medical
diagnosis, crime prevention, among many others. Nevertheless, in image databases at
the scale of terabytes or petabytes, traditional CBIR retrieval speed will the throttled by
the process of image retrieval. To that end, we propose a distributed CBIR system
based on the SURF-BRISK algorithm and the popular big data system Spark.

2 Related Background

2.1 Feature Detection of SURF

Different from SIFT, the feature point detection of the SURF is based on the Hessian
matrix. SURF locates the feature point by finding the local maximum of the Hessian
matrix determinant and uses the integral image to dramatically accelerate the com-
puting speed. On the ¢ scale, Hessian matrix [7] of image’s point X = (x,y) is defined
as follows:

Ly (x,0) Lyy(x, 0)

H(x,0) = <ny(x, a) Lyy(x, a)) )

Here L,.(x, o) is the convolution of the Gaussian second order differential and the
image I(x,y) at point X = (x,y).Ly(x, o) and Lyy(x, ¢) is similar to Ly (x, 0).

In order to increase the computation speed, Bay and other people proposed using a
box filter as an approximation of the Gaussian second order partial derivatives and
utilizing the integral image to accelerate the convolution. Therefore, approximate
determinant of Hessian matrix [8] is:

det(Happrox) = Dux X Dy, — (0.9 x Dy,)? (2)

where Dy, D,, and D, are the approximate of Ly, Ly, and L,,.

Through different sizes of box filter, the pyramid of multiscale image can be
constructed. On the pyramid of multiscale image, SURF performs the non-maximal
suppression on each point by comparing its 26 neighborhoods at the current scale and
adjacent scales. After non-maximal suppression, a set of candidate feature points are
found. Then, in the scale space and the image space, the interpolation operation is
carried out to obtain the final feature points. Finally, in order to ensure the invariance of
rotation, SURF computes the Haar wavelet characteristics in the domain of feature
point to assign dominant orientation for each feature point.
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2.2 Feature Descriptor of BRISK

BRISK utilizes a uniform sampling pattern used for sampling the neighborhood of the
feature point. Based on the feature point as the center, BRISK constructs concentric
circles of different radii, and N sampling points are obtained by equally spaced sam-
pling on each circle. For avoiding aliasing effects, BRISK performs Gaussian filtering
on the sampling points of the concentric circles. Since there are N sampling points,
these sampling points are combined to form N(N — 1)/2 point pairs, which are rep-
resented by a set A as Eq. (3). After Gaussian filtering, the smoothed intensity values
of the two sampling points are I(p;, o;) and I(p;, o;) respectively, which are made use

of calculating the local gradient g(p;,p;) as Eq. (4).
A:{(pivpj) €R2 XR2|i<N7j<i> i,jEN}. (3)

I(pja Gj) - I(pia Gi)
HPi - PjH2

g pj) = (i — py) ; (4)

A subset of short-distance pairings S and another subset of long-distance pairings £
[9] are proposed respectively as follows:

S= {(piapj) € A|HP; —PiH <5max}gd4 (5)
L ={(pi,p;) € Al||p; — pil| <Omin} SA (6)

Using the above formula, the main direction of the feature point is estimated to be:

g = (g)‘> -1 > spip))- (7)

&y (pi.pj)EL

where g, is the gradient in the x-direction; g, is the gradient in the y-direction; L refers
to the number of L.

In order to keep the rotation invariance, BRISK rotated the sampling area at
o = arctant2(gx, gy). After rotation, in the new subset of short-distance pairings S,
intensity values of point pair (p?, P ) is compared to construct the bit-vector descriptor

[10] of length 512. Each bit b corresponds to:

B R (R e (D R
b= {0, otherwise V(p; 7pj) eS (8)
2.3 Spark

Apache Spark developed by UC Berkeley AMPLab is a large-scale data processing
system [11]. Furthermore, Spark is extending a variety of specific domain, such as
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GraphX for graph-parallel computation, MLIib for machine learning, and Spark SQL
for working with structured data. Diverse data sources can be access on Spark,
including distributed file system (like Hadoop HDFS [12]), distributed database (like
Apache HBase), and object storage (like Amazon S3). The intermediate result of the
task can be saved to memory on Spark, so that Spark is better suited for iterative and
interactive computation. The all distributed operation of the Spark are based on RDD
(Resilient Distributed Dataset) [13, 14], which is a parallelizable data collection. Spark
provides two types of operations: Transformation and Action. Transformation produces
a new RDD by processing from input RDD, and Action computes a desired result and
returns the result to the driver. The operations on the RDD are done in memory, so that
it reduces a lot of disk operations and improves performance during the distributed
computing. Therefore, Spark framework is more suitable for requiring real-time pro-
cessing, data mining, machine learning and so on.

3 Proposed CBIR System

3.1 Extraction of Feature Vector

In this step, our system adapts SURF-BRISK algorithm to extract feature vectors.
The SUREF is almost three times faster than SIFT due to the Determinant of Hessian
(DOH) operator and the integral image [15] in addition to better robustness and relia-
bility. Although the SURF improved a lot on the basis of SIFT, SUREF still has some
flaws such as wasting plenty of time to build local feature descriptors so that it is difficult
to meet the real-time requirements and limited memory space in some specified occa-
sions. Based on this situation, our system uses BRISK to create feature descriptors which
optimize the original SURF. Unlike the descriptor of floating number which is generated
by SUREF for each keypoint, BRISK builds binary descriptor to store the feature. During
the feature matching phase, calculating the Hamming distance of the binary descriptor is
much faster than the usual calculation of the Euclidean distance of floating number. In
terms of data storage, lower memory [16] is required by the BRISK descriptor.
Specific steps of SURF-BRISK algorithm are as follows:

1. SUREF uses different sizes of box filter to generate the pyramid of multiscale image.

2. SUREF obtains the feature point based on the local maximum of the Hessian matrix
determinant and executes the non-maximal suppression on each point to find a set
of candidate feature points on the pyramid of multiscale image.

3. Execution of the interpolation operation gets the final feature points in the scale
space and the image space.

4. BRISK constructs concentric circles with different radii, the center of which is the
feature points detected by SURF and utilizes uniform sampling pattern to obtain
N sampling points which are combined to form N(N — [)/2 point pairs.

5. Local gradient, a subset of short-distance pairings and another subset of long-
distance pairings are obtained based on N(N — 1)/2 point pairs,. Finally, the main
direction o of the feature point is determined.
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6. By rotating the sampling area at the main direction o of the feature point, the new
subset of short-distance pairings is obtained. The bit-vector descriptor is generated by
comparing intensity values of point pair in the new subset of short-distance pairings.

3.2 Construction of Image Database

In preprocessing phase of image files, the original images are uploaded to HDFS, each
of which is renamed with a unique identifier ID. Then, the SURF-BRISK algorithm
starts to extract image features and descriptor of each keypoint will be obtained. In
order to represent each image, we define an image class which contains collection of
feature descriptor and the unique identifier ID of image. Finally, through the object
serialization technology, all the image objects are saved to HDFS, which completes
construction of image database.

3.3 Image Match

The image uploaded to HDFS contains abundant descriptors. Given a SURF-BRISK
descriptor § = [x1,X2,x3 - - - xs512], where x; is the j-th value 1 <;j <512 in this set and
x; € {0,1}. Based on the specific structure of SURF-BRISK descriptor, we could
achieve a quick matching by using the Hamming distance [17]. Assuming two
SURF-BRISK descriptors Sy, Sz, the Hamming Distance D can be defined as follows:

512

D(S1,8) =Y (@) )

The smaller the value of D is, the higher the similarity between S, and S, becomes.
If the similarity beyond threshold, this descriptor is matched. However, these
descriptors may contain some mismatched point pairs. To solve this problem, the
RANSAC algorithm [18] is used to eliminate mismatched point pairs. The RANSAC
algorithm is robust to noise points and mismatched points, moreover, its calculation
process is stable and reliable. If the number of matched points beyond threshold, we
define two images are match and the identifier ID of matched image is outputted.

34 Workflow of System

The implementation of improved CBIR system is shown in Fig. 1. At first, we detect
the keypoints of image via SURF and use BRISK to create binary descriptors. By
comparing the feature descriptors of the query image with the feature descriptors of the
images in the database, candidate matching point pairs are generated. Then, the
RANSAC is used to eliminate the mismatched point pairs, so that it would get more
accurate matching point. These operations are performed under the Spark platform.
Finally, if the number of matched points beyond threshold, we define two images are
similar and the identifier ID of matched image is output.
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4 Experiments and Evaluation
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Start Spark
Query Image

Feature point detection
(SURF Detector)

Feature descriptor construction

(BRISK descriptor)

Image Database

Image Matching

RANSAC eliminates mismatched point pairs

Number of Matched Feature

Points> Threshold

Yes

Identifier ID of Matched [mage

End Spark

Fig. 1. Workflow summary of our improved CBIR system

In order to verify the reliability and effectiveness of our system which is evaluated by a
large number of simulation experiments in this section. Our system is deployed on
Spark cluster consists of 4 nodes with Master Node and three Slave Nodes. Configu-
ration of experiments and environment is shown in Table 1.

In this section, we evaluate our system on

Table 1. Configuration of Experiments environment

Nodes Memory(G) CPU(G) | Disk(T)

Master node | Xeon E5-2609 v3 | 32 3

Slave node | Xeon E5-2609 v3 |16 3
Slave node | Xeon E5-2609 v3 |16 3
Slave node | Xeon E5-2609 v3 |16 3

four image datasets with different

capacity: the capacity of image database is 100, 1 K, 10 K, 100 K, 1000 K respec-
tively. In order to evaluate, we test three kinds of CBIR systems: improved algorithm
on single machine, original algorithm on Spark and improved algorithm on Spark. The
results of the test are presented in Table 2.

Table 2. Execution Time on different CBIR system

Image Improved algorithm on Original algorithm on | Improved algorithm
database single machine (seconds) spark (seconds) on spark (seconds)
size

100 1.053 0.156 0.131

1K 8.509 1.043 0.805

10 K 70.568 7.196 4.604

100 K 582.351 47.261 28.199

1000 K 4795.661 304.057 168.827
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Speedup ratio can be used more generally to show the effect on performance after
any resource enhancement, by which, comparison analysis is presented in Fig. 2.

speedup ratio(s)

—+— Compared with original method

—+— Compared with single machine

e ——— —
——— e — — — - —

s L L L L
0 100 I3 10k 100k 1000k
capacities of image database

Fig. 2. Comparison of speedup ratios in different occasions

As is shown in Table 2 and Fig. 2, Spark cluster has a distinct advantage over
single machine. And our improved algorithm further accelerates the matching speed
significantly on Spark platform. By comparing the improved algorithm and the original
algorithm on Spark platform, the result shows that when the database capacity is small,
our improved algorithm has no obvious advantages. However, with the increase of
image data capacity, the image retrieval speed is remarkably improved, in case of
1000 k, our algorithm optimized up to 44.7%. From the experimental results, we draw
a conclusion that the performance of our CBIR system outperforms the traditional
CBIR system.

5 Conclusion

In this paper, an improved CBIR system optimized by SURF-BRISK algorithm, which
extract image features and construct feature descriptors, is proposed on Spark. We
utilize binary descriptors, which was proposed in the BRISK algorithm, to accelerate
retrieval speed and reduce memory consumption instead of floating number descriptors
in SURF. On that basis, the RANSAC is introduced to filter out some false detection of
matching points. The CBIR system is deployed on Spark distributed computing
environment, stores image feature descriptors in HDFS, and utilizes RDD to speed up
image retrieval among massive image data. Though a large number of experiments, the
results demonstrate that the proposed CBIR system has better retrieval performance for
large-scale image data.

For future work, we will be committed to studying how to further improve the
performance of feature matching and select a more efficient matching strategy on Spark.
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Abstract. The objective of our research project is identify the fish species by
using image processing technique. This paper proposes a novel feature-points
representation method named annotated image. Furthermore, this paper proposes
afish species recognition method based on CNN using proposed annotated image.
We collected 50 species of fish images, and applied to the proposed method. As
the results, it was confirmed that the annotated image in which all four feature
points are plotted into a channel, was obtained the highest recognition accuracy.

Keywords: Fish image - Convolutional neural network - Annotated image

1 Introduction

The objective of our research project is the development an image-based fish species
identification system. Since, some poisonous fishes can appear quite similar to non-
poisonous fishes, and it is difficult for not only amateurs but specialists to differentiate
fish species. By using the image-based identification system, the user can check the name
and characteristics of the fishing fish easily before eating the poisonous fish by mistake.
Moreover, the system can be used for education by linking with fish picture book.

There are many image based recognition methods for fish species identification [1-10].
Traditional researches used manually designed features, called hand-craft features, such as
geometric features [1, 3, 10], color features [11], and texture features [2, 3, 10]. Further-
more, most traditional approaches used a fish image in which it is easy to extract a fish
region given a white or uniform background. These photography condition gives a burden
on the user. In our research, we adopt an approach that presents several feature points based
on manual operations by the user as shown in Fig. 1, however, our approach is able to
accept fish images with complicated backgrounds, including against rocky backgrounds.
There is a method to automatically detect the feature points. However, the patterns of fish
and background are various, and it is difficult to obtain sufficient detection accuracy since
the number of data is insufficient. We plan to develop the fish identification system as a
smartphone application. Thus, the manual operations for inputting feature points can be
easily done by the user.
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Fig. 1. Target fish images with four feature points.

Recently, deep learning has attracted attention in the fields of artificial intelligence
and machine learning. In particular, the Convolutional Neural Network (CNN) has
attracted much attention due to its high performance in many tasks in the field of image
recognition [12]. In this paper, we propose a novel feature-points representation method
named annotated image, and propose a fish species recognition method based on CNN
using proposed annotated image. Evaluation experiments are carried out using 50 fish
species, and the effectiveness of the proposed method is shown.

2 Proposed Method

2.1 Image Size Normalization

The image sizes of fish images collected in this research are not uniform, however, it is
desirable that the image sizes are unified to use a fish image as input data of CNN.
Therefore, an image is resized to 256 X 256 pixels. At this time, the original image is
not necessarily a square shape. In this normalization process, the image is resized that
the long side becomes 256 pixels, and give the pixel value of (R, G, B) = (127, 127,
127) for all the margin pixels. Sample images of Fig. 2 are normalized images of Fig. 1.

Fig. 2. Resized fish images.
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2.2 Annotated Image

The fish image used in this research is contained four feature points; mouth P;, dorsal
fin P,, caudal fin Ps, and anal fin P, as shown in Fig. 1. In order to add these feature
points to the image, one of the approaches is to plot the feature points on the original
image as shown in Fig. 3. However, in this case, the original image information is lost
by plotting points. Therefore, instead of giving information to the original image, one
or more feature-point channels having the same size as the original image is prepared,
and feature points are plotted on this channel. That is, the original image is a color (RGB)
image composed of three channels of red, green, and blue, and a proposed annotated
image is composed (3+n) channels as shown in Fig. 4 including generated n feature-
points channel.

Fig. 3. Target fish images with four feature points.

Red Green BI Fggﬁ{? )
channel  channel channel channel

Fig. 4. Four-channels image.

As mentioned above, our fish images have four feature points information. We can
consider various patterns of feature-points channel, e.g., a channel image P;,3;, which
all four feature points are plotted on one channel, a channel image P; which i-the feature
point is plotted on the channel. Regarding the plotting method of feature points, it is
conceivable to plot only one pixel for one feature point. However, in this plotting
method, it is considered that the plot point is too small compared with the whole image
size, and information on the feature point is useless. Therefore, in this research, we
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prepare a background image in which all pixel values set to zero, give 255 to the pixel
value of the feature point, and apply Gaussian filter with 6. We call this image as the
feature-point channel image.

Figure 5 shows some channel images of the right side of Fig. 2. Figure 5(a), (b) and
(c) are three channel images of R, G, and B. Figure 5(d) is a channel image P;,34 which
plotted four feature points, Fig. 5(¢), (g) and (h) are four channel images in which one
feature point is plotted, respectively. Figure 5(i) is a channel image P,, which plotted
two feature points P, and P,, and Fig. 5(j) is a channel image P,34 which plotted three
feature points P,—P,.

(a) Red channel (b) Green channel (c) Blue channel (d) P,»34 channel (e) P, channel

(f) P, channel (g) P; channel (h) P, channel (i) P, channel (j) Pa34 channel

Fig. 5. Channel images.
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2.3 CNN Architectures

This paper uses two well-known CNN architectures of CIFAR-10 network and AlexNet.
CIFAR-10 network consists of two convolutional layers, a pooling layer, and a fully-
connected layer. On the other hand, AlexNet consists of five convolutional layers, three
pooling layers, and a fully-connected layer. The structure of both is shown in Fig. 6.

In CNN, there is a learning approach by using parameters of pre-training network.
However, our approach has feature points, and it is difficult to prepare data for pre-
training. Therefore, this paper adopts an approach that gives random initial values
without applying pre-training.

3 Experiment

3.1 Dataset

We selected 50 fish species in the northern area of Kitakyushu in Japan as the recognition
targets. Sample fish images are shown in Fig. 7. We uniquely collected 20 distinct
samples for each of these species through the Web, and totally collected 1000 fish
images. The photographer is an unspecified number, the shooting environment is
different, and the image size is also different. Note that, all fish images were checked
and confirmed its name by experts. We prepared four feature points: mouth, dorsal fin,
caudal fin, and anal fin, by the manual for all fish images.

Fig. 7. 50 species of fish images.

3.2 Recognition Results

In our dataset, the sample number of each species was 20. We divided these samples into
four groups, and applied 4-fold cross validation, i.e., of the 20 samples for each species, 15
samples represented the training set, while the remaining sample was a test set. By varying
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one sample, the total number of recognition trials was four for each species. The average
recognition rate of four results was used to calculate the resulting accuracy measures.

In order to verify the effectiveness of image with feature-points, seventeen patterns
images were generated and recognition experiments were done. Average recognition
accuracy of all patterns are shown in Table 1. In the table, N, is the number of plotted
feature points, N, is the number of channels of input image, R is the recognition rate
when using the CIFAR-10 network model, and R, is the recognition rate using the
AlexNet model.

Table 1. Recognition results with various conditions.

# Input pattern N, |N. |Rc[%] Ry [%]
(1) RGB 0 3 41.3 52.1
2) RGB + P, 1 |4 414 53.1
3) RGB + P, 1 |4 [498 59.7
4 RGB + P, 1 |4 432 56.0
) RGB + P, 1 |4 |49.1 60.9
6) RGB + P, 2 |4 |502 577
@) RGB + Py; 2 |4 |443 57.9
8) RGB + Py, 2 |4 |465 61.2
©) RGB + P»; 2 |4 |525 64.4
(10) RGB + P,, 2 |4 |585 67.4
(11) RGB + P, 2 |4 502 65.4
(12) RGB + Py, 3 |4 581 67.9
(13) RGB + Py, 3 |4 |583 69.9
(14 RGBP,P,P;P, 4 |3 65.4
(15) RGB + Py 4 |4 609 71.1
(16) RGB + P\P,PsP, |4 |7 |57.1 70.9
amn P\P,P;P, 4 |1 57.8

In case of pattern (1), that is, when the inputting original color image RGB, recog-
nition accuracy is low, and recognition accuracy is improved by adding one or more
feature-points channels. Pattern (14) is used the annotated image which all feature points
are plotted on the original image as shown in Fig. 3. The annotated image of pattern (16)
has the largest N. among all patterns. On the other hand, the annotated image of pattern
(17) has the smallest N,, and this image is not included the original image, but only
feature-points channel. The highest recognition rate was obtained with (15) RGB + P34
using all the feature points. Also a trend of R¢ < R, is observed. This is guessed that the
architectural complex AlexNet model is better than the CIFAR-10 network model.

Since our objective is a fish identification system, we note that it is better to consider
not only the first candidate, but also several candidates. Figure 8 shows performance
curves of four experimental conditions that indicate how often the correct classes for a
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query were placed among the top k matches, with k varying from one to 10. The recog-
nition accuracy of 91.4% was obtained by considering five candidates, when condition
(14) RGB + Pjy34 was inputted and AlexNet was used.

=+ Rc (RGB) == Rc (RGB+P335)  =o+| Ry (RGB) == Ry (RGB+P;334)
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Fig. 8. Recognition results.

4 Conclusion

The key contributions of this paper are as follows: this paper proposes a novel feature-
points representation method named annotated image which obtained higher recognition
accuracy than the original RGB color image. This paper proposed a fish species recog-
nition method based on CNN using the proposed annotated image. We collected 50
species of fish images through the Internet. We carried out recognition experiments with
some patterns of annotated image, and obtained the recognition accuracies of 71.1 and
91.4% by considering one and five candidates, respectively.

In the experiment, the target number of species was only 50. The future task is to
demonstrate the effectiveness of the proposed method by carrying out the recognition
experiment with an increased number of species.
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Abstract. Estimating the head pose is an important capability of a robot when
interacting with humans. But there are many difficulties of human head pose
estimation, such as extreme pose, lighting, and occlusion, has historically
hampered. This paper addresses the problem of head pose estimation with two
degrees of freedom (pitch and yaw) using a low-resolution image. We propose a
method that uses convolutional neural networks for training and classifying
various head poses over a wide range of angles from a single image. Evaluations
on public head pose database, Prima database, demonstrate that our method
achieves better results than the state-of-the-art.

Keywords: Head pose estimation - Convolutional neural network
Low-resolution image

1 Introduction

Estimation of head pose can be used for human-robot interaction (HRI), driver assis-
tance systems (DAS). But, it still has the problem with large angle estimation using a
low-resolution image. It is difficult to estimate facial feature points when occlusion is
occurred in the face. This paper focuses on image-based head pose classification to
solve that kinds of problems.

In recent years, deep learning is very effective in artificial intelligence and machine
learning. Especially, convolutional neural network (CNN) has been successfully
applied to computer vision tasks such as image classification [1]. Unlike the ordinary
neural network, CNN is composed of convolution layers, pooling layers and
fully-connected layers. In traditional machine learning, feature selection is a
time-consuming manual process. However, CNNs can learn to extract generic features
that can be used to train a new classifier to solve the classification problem automat-
ically. Benefit from this advantage, this paper proposes head pose estimation based on
CNN. Our CNN structures are consisted of three convolutional layers, two
max-pooling layers, and one or no fully-connected layers. Experimental evaluations
show that our head pose estimation method outperforms state-of-the-art methods.

The remainder of the paper is organized as follows: Sect. 2 describes related head
pose estimation methods. Section 3 outlines the CNN architecture and data augmen-
tation. Dataset, experimental conditions and results are explained in Sect. 4 and con-
clusions are drawn in Sect. 5.
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2 Related Works

In this section, we briefly discuss approach of the head pose estimation. There is head
pose estimation literature that present many approaches of head pose estimation [2].
Local or global approaches exist for head pose estimation. The former approaches
usually estimate head pose using facial landmarks such as eyes, lip corners and nose
tip. However, the detection of facial features tends to be sensitive to partial changes of
illumination, person and pose variations. Robust techniques have been proposed to
handle such variations [3, 4]. But, these require high resolution images of the face and
tracking can fail when certain facial features are occluded. On the other hand, the latter
approaches use the entire image of the face to estimate head pose. There are some
advantages, no facial landmark, no face model, are required. These approaches can
accommodate very low resolution images of the face. A global approach using linear
auto-associative neural networks is proposed by Gourier et al. [5]. Local approach using
probabilistic high-dimensional regression method is proposed by Drouard et al. [6]. They
proposed method based on learning a mixture of linear regression model that maps
high-dimensional HOG-based descriptors onto the low-dimensional space of head poses.
Both of researches make the results of head pose estimation using Prima database.

3 Proposed Methods

3.1 CNN Architecture

Prima database has only low resolution images and no many samples. It is difficult to
use high resolution input of image and very deep CNN structure because of
vanishing/exploding gradients problem. Then, our CNN architectures are based on
LeNet-5 [7] which is proposed by LeCun et al. and Malagavi et al. [8]. Each of our
model is shown in Fig. 1. Two kinds of our architectures have same number of con-
volution layers and pooling layers and also designed for same input image size of
32 x 32. We changed the output of feature map size in every convolution layers and
number of fully connected layers. Two models have difference with number of
fully-connection and outputs of convolution, fully-connection. After the image con-
volution, rectified linear unit (ReLU) is used for the activation function and max
pooling is used in pooling layers. Finally, output layer shows thirteen outputs of
horizontal direction and nine outputs of vertical direction.

In our experiments, we used adaptive moment estimation method for gradient
descent optimization. Batch normalization also used in convl and conv2 layers to
reduce internal covariate shift. Batch normalization allows us to use much higher
learning rates and be less careful about initialization [9].

3.2 Data Augmentation

Because of lack of training and test dataset, overfitting problem occur easily, and
getting many samples of dataset consume bags of times. As known as data augmen-
tation can solve lack of dataset problem to make parallel shift images, mirror images,
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input convl conv2 pooling2 3
conv.
32x32 4@28x28 pooling1 512@10x10 512@5x5 2048
4@14x14
—
>
—
convolution subsampling convolution subsampling  full connection  full connection
(a) Modell
input convl conv2 pooling2 3
conv.
32x32 16@28x28 poolingl 64@10x10 64@5x5 2048 fcl
16@14x14
—
i
- full connection
] full connection
convolution subsampling convolution subsampling  full connection
(b) Model2

Fig. 1. CNN architectures.

rotated images, gamma corrected images, etc. To get the good performance, we gen-
erate extra images of dataset using seven kinds of data augmentation.

As shown in Fig. 2, we generated seven extra images from every single original
image. (1) Original image is shown in Fig. 2(a) and after the 10 x 10 moving average
filtered image is shown in Fig. 2(b). (2) Histogram equalization image is shown in
Fig. 2(c). (3) Two kinds of linear density transformation shown in the following
formulas.

o z—a

— - 1
z =, (1)

. b—
i=""27+q, (2)

Zm

where two parameters 7/, z are meaning of density value of output and input images,
Zm = 255 means maximum density value. If given a = 50 and b = 205, we can get two
image as shown in Figs. 2(d) and (e) from Eqs. 1 and 2. (4) To apply gamma correction

using the equation below.
1y
7 =z <i> 3)
an

We set the y = 0.75, vy = 1.5. Generated image is shown in Figs. 2(f) and (g).
(5) Make a copy for original image.
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(a) (b) (© (@ ® ®

Fig. 2. Example of data augmentation.

©)]

4 Experiments

4.1 Dataset

Collecting data for head pose estimation and annotating collected images with an exact
head orientation are difficult tasks. To evaluate and compare head pose estimation
systems, we try to test of performance using the Prima database [3].

This public benchmarking database is to ask the participants to look at a set of
markers that are located in predefined direction in the measurement room. There are
2790 monocular face images of fifteen persons with variation of horizontal and vertical
angles from —90 to +90 degrees. For every person, two series of 93 images are
available. A sample of Prima database images is shown in Fig. 3. The subjects range in
age from 20 to 40 years old, five possessing facial hair and seven searing glasses. In
addition, face positions on each image are labeled also. We crap the image from the
label to use our experiments. 93 different poses of subject are shown in Fig. 4.
Actually, face label size of Prima database is not constant. We generated the 32 x 32
resized images and gray scaled too.

Fig. 3. Example of original image from Prima Database

4.2 Experimental Conditions

The purpose of having two series per person is to be able to training and test algorithms
on known and unknown faces. In the known faces experiment, estimating the head
pose of known faces is done by splitting the database into two groups. Each group
gathers sets of the same series of all persons. The test is done by doing a 2-fold cross
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Fig. 4. Example of 93 different poses.

validation on these two groups. In the unknown faces experiment, estimating the head
pose of unknown faces is done by doing a leave-one-out algorithm on the persons of
the database. All images are used for training, except images of one subject, which will
be used for testing. In our research, consider each head poses as a class. Also horizontal
and vertical angles are separated with two kinds of experiments. Therefore, we need to
classify thirteen classes for horizontal angles and nine classes for vertical angles.

4.3 Results

This section will compare the performance between proposed method and other
methods. We got the head pose classification results about model 1 and model 2, are
shown in Table 1. This table shows the competitive result from Gourier et al. [5] and
Drouard et al. [6]. If the mean absolute error of angle shows smaller value, it means
high accuracy of classification. Both of our models shows high accuracy and model 2
shows more high accuracy than model 1 which have no fully-connected layer. There
are confusion matrices from the known face experiment result using model 2, are
shown in Table 2. Confusion matrices from the unknown face experiment result using
model 2, are shown in Table 3.

We calculated the average classification rate in the horizontal and vertical angles
under each condition when allowing an error of £15 degrees. As for the known face,
the horizontal and vertical angles of 97.61 and 89.29% were obtained, respectively. As
for the unknown face, the horizontal and vertical angles of 96.01 and 84.25% were
obtained, respectively.
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Table 1. Head pose classification results.
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(a) Known face.

Method Error [deg] Classification [%]

Hor. Ver. Hor. Ver.
Gourier et al. [5] 7.3 12.1 61.3 53.8
Drouard et al. [6] 6.7 7.2 - -
Modell 5.53 6.15 67.58 74.02
Model2 5.17 5.36 69.88 77.87
(b) Unknown face.
Method Error [deg] Classification [%]

Hor. Ver. Hor. Ver.
Gourier et al. [5] 10.3 159 50.4 439
Drouard et al. [6] 7.5 7.3 - -
Modell 7.19 9.07 60.34 62.83
Model2 6.50 7.73 62.45 66.37

Table 2. Confusion matrices from the known face results using model2.

(a) Horizontal

S0 76 | 21 2 0 0 0 0 0 0 0 0 0 1
S 21 | e |14 [ 1 0 0 0 0 0 0 0 0 0
0 IR 2 2114 o0 0 0 0 0 0 0 0 0
"5 o 1 15 | 713 | 11 0 0 0 0 0 0 0 0
306 0 0 12 [ 131150 0 0 0 0 0 0
215 0 0 0 0 1|77 | 1 0 0 0 0 0 0
0 0 0 0 0 0 6 | 81 [ 11 0 0 0 0 1
YD 0 0 0 0 0 7 [ 80 ] 13 ] o0 0 0 0
S0 o 0 0 0 0 0 1 14 [ 72 ] 13 ] o0 0 0
S o 0 0 0 0 0 0 1 11 | 64 | 20 [ 30 [ 1
q] o 0 0 0 0 0 0 0 1 17 [ 56 | 21 | 4
B o 0 0 0 0 0 0 0 0 3 |21 [ 49 [ 27
g o 0 0 0 0 0 0 0 0 2 [ 24 [ m
| b) Vertical

S 59 | 39 | 2 0 0 0 0 0 0

60 [ 84 | 13 1 0 0 0 0 0

30 BB 11 [ 74 | 14 1 1 0 0 0

5 o 0 15 | 69 | 14 1 0 0 0

0 o 0 1 2 77 ]10] o 0 0

5 o 0 0 0 BN 0

S0 o 0 0 0 0 9 [ 8 [ 4 0

60 [ 1 0 0 0 0 3 94 2

g0 o 0 0 0 0 0 10 | 87
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Table 3. Confusion matrices from the unknown face results using model2.

(a) Horizontal

5
0 71 | 24 | 3 0 0 0 0 0 0 0 0 1
e 23 | 55 | 20 1 1 0 0 0 0 0 0 0 0
0 I 16 | 66 | 17 1 0 0 0 0 0 0 0 0
"5 o 1 13 [ 74 | 11 0 0 0 0 0 0 0 0
=0 o 0 0 13 [ 70 |16 [ o 0 0 0 0 0 0
5 o 0 0 0 15 | 2] 12]o0 0 0 0 0 0
0 0 0 0 0 0 B3| 4] 12]o 0 0 0 1
S o 0 0 0 0 0 16 | 65 | 18 1 0 0 0
S0 o 0 0 0 0 0 2 [ 24 [ 57 ] 15 1 0 0
S o 0 0 0 0 0 0 3 [ 20 | 54 | 19 ] 3 2
G o 0 0 0 0 0 0 0 6 | 21 | 44 [ 21 7
750 R 0 0 0 0 0 0 0 1 7 | 23 [ 40 [ 29
00 0 0 0 0 0 0 0 0 1 7 | 23 [ 69

(b) Vertical
|
S| 60 | 39 1 0 0 0 0 0 0
S 2 | 718 | 18 1 0 0 0 0 0
S0 o |21 [ s7 [ 17 [ 3 2 0 0 0
5 o 3 | 23 [ 53 [ 18 | 3 0 0 0
0| o 0 4 [ 23 ] 53 ] 19 1 0 0
B o 0 0 3 21 | 52 [ 23 1 0
S0 o 0 0 0 3 18 | 68 | 11 0
G o 0 0 0 0 0 9 89 2
g0 o 0 0 0 0 0 1 12 | 87

5 Conclusion

In this research, we proposed head pose classification method using CNN. It was highly
accurate using public dataset, and confirmed that higher classification rates can be
obtained compared with the conventional methods.

The horizontal angles and vertical angles are classified separately in our method.
For the separated classification, we consume additional computation times and cost
now. We need to consider the CNN architecture that can train and classify at once.
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Abstract. We propose an approach for face sketch synthesis by employing deep
image transformations using an artistic style transfer algorithm. Face sketch
synthesis remains an area of great interest in the research community as well as
its applications in law enforcement towards face recognition. Recent methods for
this problem typically employ traditional approaches to synthesize face sketches
to digital images. However, most approaches are gradually shifting towards
convolutional neural networks for robust feature learning and image transforma-
tions. In this paper, we propose an approach that uses recent artistic style transfer
algorithms for face sketch synthesis. Additionally, we show that poorly synthe-
sized images can be improved with a denoising autoencoder for better facial
feature reconstruction. Further, the approach is extended to perform face verifi-
cation of heterogeneous image samples to assess the effectiveness of the proposed
approach and gives a better view into the potential applications for styling algo-
rithms for face image synthesis and transformation problems alike.

Keywords: Convolutional neural networks - Deep learning - Face recognition -
Face synthesis - Style transfer

1 Introduction

In the domain of heterogenous face recognition [1, 2], cross-modal face matching prob-
lems exist mainly due to the modality differences between images. A domain that
encompasses a vast array of image types such as infrared, 2D as well as 3D images for
matching for classification tasks and recognition related challenges has been considered
an ill posed problem. To that end, in the case of face sketch-photo matching, face image
style transformations have played a great role in addressing this problem. More specif-
ically, face synthesis [3—5] has enabled the effective use of modern face recognition
algorithms with seamless ease. In addition, this research domain’s possible application
areas remain a matter of interest in law enforcement agencies and industry alike.

To achieve robust face synthesis with visually appealing results we consider image
synthesis to be largely a problem of texture transfer. The difference in modality between
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sketch images and images can be largely attributed to the lack of texture and minute
features in sketch images [2]. The problem of face recognition is considered more chal-
lenging as compared to what is considered homogeneous recognition, by leveraging a
texture transfer approach [6] it is possible to preserve the semantic content of the face
image as well as retain a realistic structure of the sketch image like the photo. To that
end, we assess the effectiveness of texture synthesis incorporated in the artistic style
algorithm for our task. The recent algorithms [6-9] have shown to produce visually
outstanding synthetic images that seamlessly retain texture and structure of a given
content and style image.

In this work, we investigate the proposed approach on viewed face sketches. Viewed
sketches are face sketch images drawn by observation of a corresponding photo image
for a duration of time and are generally considered to have visually similar structures
and features. Thus, it may be considered rather feasible to perform face matching
between samples due to this, however may produce undesired results and thus remains
challenging. Therefore, we employ the Chinese University of Hong Kong CUFS [3, 10—
12] database to evaluate the proposed approach. In this work, our goal is to investigate
the effectiveness of recent neural style algorithms applied to the problem of face sketch
synthesis and consequently extend the results to perform face verification.

The rest of the paper is organized as follows: Sect. 2 gives insight into related works
for this problem, Sect. 3 presents the neural style transfer algorithm used. Section 4 gives
an overview of denoising convolutional autoencoder employed for image denoising and
restoration. Section 5 presents the experimental procedures used and based on the results
observed in Sect. 6 conclusions are drawn in Sect. 7.

2 Related Work

The authors in [5] proposed an automatic sketch-photo synthesis and retrieval algorithm
by leveraging sparse representations at patch level to improve the quality of synthesized
images. By learning mappings of sketch patches and photo patches using the sparse
representations the approach was extended to retrieval with extensive experimentation.
In contrast, authors in [13] used 2D discrete Haar wavelet transform to bring sketches
and photos to a new dimension followed by a negative approach with Principal Compo-
nent Analysis (PCA) for feature extraction eventually using KNN and SVM for more
robust classification.

In recent works, the impact of design choices through lengthy benchmarking of
results on different databases is evaluated on a CNN pre-trained on visible spectrum
images for heterogenous recognition [14]. As deep learning approaches become more
prevalent, most researchers continue to transition from traditional approaches towards
deep representation driven approaches as in [15] where face sketches are inverted using
deep neural networks to produce realistic synthetic images in both controlled and uncon-
trolled settings. A large part of the research makes use of batch normalization and
stochastic optimization to produce appealing images. In addition, the work in [16]
addressed the challenge of image restoration using a denoising autoencoder network
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[17] as prior and achieved good results on non-blinded deconvolutions and super-
resolution [18].

Inspired by recent approaches, we employ a denoising autoencoder to restore poorly
synthesized images in contrast to approach used in [5]. Additionally, we employ an
algorithm for artistic styling [6, 8] of images for synthesis that is based on convolutional
neural networks. Thus, we further show face verification can be performed on the
synthesized images for matching using recent deep representation models trained on
large image datasets similar to work in [19].

3 Artistic Neural Style Algorithm

The algorithm [6, 8] originally designed for artistic styling of images can be leveraged
to perform robust texture synthesis and enables us to render the semantic content of the
face image with the style of the face sketch image. The challenge of separating content
and style of given input images has been mitigated by recent advances in computer vision
with deep learning systems able to extract high level semantic information. The algo-
rithm further shows that feature representations from large convolutional networks such
as the VGG-16 can be leveraged and reduced to an optimization problem within one
deep network. VGG-16 is ideal for this problem considering it is a large deep network
trained on large datasets learning high level features for image recognition.

Formally, a style transfer method captures the content of an input image and style
of a given artistic image. To that end, with these inputs a new image that captures the
style and content of both can be generated. A common loss function defines the rela-
tionship between two feature representations and minimizes the difference between the
entries given by feature correlations from the Gram matrix. The feature correlations are
given by G' € RM* N with G;j as the inner product between the vectorised features maps

in different layers. The formal definition is illustrated in Eq. 1 as:

I _ ! ol
G, = E FuEe (1)
where the total loss of style and content is defined as:

Ltotul (1_5’ a’ }) = aLcontem (1_57 }) + ﬁLsr_\'le (a’ }) (2)

4 Denoising Autoencoder

The difficulties encountered in learning robust generative models with deep learning can
be addressed the use of unsupervised learning to map inputs to outputs [20]. In this work,
convolutional autoencoders are employed to address the issue of robust image reconstruc-
tion and denoising. Denoising autoencoders are a branch of classical autoencoder inertly
designed to map noisy images to a clear noise free image. To recall, a classical autoen-
coder is considered to take an input vector x € [0, 1]° and maps it to a hidden representa-

tiony € [0, l]d, through a deterministic mapping function y = fy(x) = s(Wx + b) with
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0 = {W, b} serving as parameters. Where W is defined as a weighting matrix and b is a bias
vector. Further, each training sample x is mapped to corresponding y, the model’s parame-
ters are optimized to minimize the average reconstruction error based on the equation:

£ ps _ 1IN 0 o
0%,0 —argmznn;L(x 4 ) o
1 x , ,
= argminy g ~ Z L(x(’), F 9% (fg (x) ) )
i=1

where the traditional squared error is defined as L(x, z) = ||x — z||*

Poorly reconstructed images are considered as noisy images to be feed to the
denoising model that consists of two convolutional layers, where we use 7 X 7 filters
and 5 x 5 filters followed by rectified linear units, batch normalization and pooling layers
respectively. This section of the network is considered an encoder and maps grayscale
inputs of size 64 X 64 dimensions to a 4096-feature vector. The decoder mirrors the
configuration of encoder as it aims to reconstruct the feature vector to its original form
without noise.

5 Experiments

The Chinese University Face Sketch Database (CUFS) sample face sketch images are
used in our experimental procedures. The CUFS consists of 188 face sketch pairs from
the Chinese University of Hong Kong as well as 1194 face sketch pairs from the FERET
[21, 22] database which can be obtained freely for research purposes. For training the
autoencoder and evaluation of the style network, an initial preprocessing step is
performed on the samples where each face image is aligned and normalized to contain
only the frontal face region and resized to 64 X 64 dimensions. The autoencoder was
trained for 5000 iterations on a Nvidia Titan X GPU system and train test splits are
performed on the samples by preserving 80% samples for training and the remainder for
testing the model. Figure 1 shows an overview of the proposed framework that goes
beyond synthesis towards face verification.

Neural Style Denoising Feature Face

Synthesis Autoencoder Extraction Verification

Fig. 1. Proposed pipeline for the framework starting from synthesis to face verification.
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To evaluate the effectiveness of the style transfer algorithm, we consider a given face
photo input image as style image and a corresponding face sketch image as the content
image respectively. By employing the deep network pretrained weights of the VGG-16
model we can leverage high level features to produce a new generated image that
captures both the texture and style of the given inputs to produce a photo realistic image.
Arbitrary values are chosen as an initial step for two given inputs, considering the
approach is a slow styling procedure i.e. for given inputs 500 to 1000 epochs are run to
produce realistic synthetic images. A high value for the content weight parameter is
chosen as initial and from observed styling results after a given number of epochs the
total variation loss is adjusted to attain better results. The experimental procedure is
maintained for different samples and the styling results per image are analyzed to observe
the effect of using high or relatively low weighting parameters.

6 Results

The results of the procedures described in the experiments section are presented in this
section. A reconstruction loss is reported based on the mean squared error as shown in
Fig. 2. To that end, given samples from the datasets used in our approach it was noted
the styling algorithm did not successfully reconstruct certain images as can be observed
in Fig. 3. To resolve the poor synthesis, the proposed denoising autoencoder was
employed to produce visibly recognizable images. To this end, we perform face verifi-
cation by employing the VGG-16 for feature extraction and Support Vector Machine
algorithm SVM [23, 24] is used for matching.

6.00E+06 ==@==0ss (train)
=@=_0ss (val )
5.00E+06

4.00E+06

3.00E+06

loss

2.00E+06
1.00E+06

0.00E+00
1000 1500 2000 2500 3000 3500 4000 4500 5000

iterations

Fig. 2. An overview of the train loss and validation loss of the denoising autoencoder on CUFS
face image samples.
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(a) (b) (c) (d) (e)

Fig. 3. Results of applying the style transfer algorithm applied to samples from the CUFS dataset.
(a) style image (b) content image (c) random generated image after 1 iteration (d) final
reconstructed image (e) denoised image using autoencoder.

The resulting images obtained are further used for matching based on features. By
employing the VGG-16 deep model for feature extraction, matching is performed with
SVM classifier achieving an encouraging similarity score of 90% on average for well
reconstructed images. In addition, the style transfer algorithm otherwise considered slow
style employed involves a lengthy processing time for a single image taking 3 to 7 min
for reconstruction with 1000 epochs. Consequently, only a few samples are presented
in this paper and a recognition approach is avoided as would require more time to
synthesize larger datasets using the approach proposed. However, the results show the
potential of the approach to be applied to larger datasets without using pretrained models
as in this work as well as give a better view of style algorithms weighting configurations
applicable in fast styling approaches.

7 Conclusion

In this work, the use of a style transfer algorithm was investigated on its effectiveness
in the problem of face sketch synthesis. Further, accounted for poorly synthesized
images by application of a denoising autoencoder and explored face matching based on
features extracted from a deeply learned model. This work presented the advantages of
using deep generative models for robust synthesis. In addition, highlighted a possible
framework for real applications from synthesis towards face verification. We showed
the approach is effective for producing photorealistic images with visually appealing
structure and texture.
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Abstract. Style transfer refers to the technique which applies the style of an
artistic image to a real image which contains different contents than the artistic
image. Nowadays, state-of-the-art results are obtained by using deep neural
networks based style transfer methods. Recently, researches have been per-
formed that apply the style of a single image to a whole video sequence. To give
a feeling of a mixture of a real world and an animated world, we proposed a
method that can apply the style of a single still image only on a selected object
in the video sequence. In this paper, we propose an improved version of this
method to obtain a more correct region of the object. The method combines the
level set based segmentation and the GrabCut method together. The level set
based segmentation suggests the foreground and the background colors to the
Gaussian mixture model in the GrabCut method, and using this color sugges-
tions, the GrabCut method cuts out the object region. Experimental results show
that the proposed method can accurately select the object on which the object
selective style transfer is applied.

Keywords: Style transfer - GrabCut - Level set - Video processing

1 Introduction

Since the work of [1] which successfully applied the style of an artistic image to the
real image with different contents, many researches have been proposed to apply it to
wider applications. One of these research is to apply the style of a single image on a
whole video sequence [2, 3]. In [5], we proposed a method that can stylize a selected
object in the video based on the use of a gradient image. The main advantage of this
method is that it uses no extra network to extract the object region. However, since the
output node depends not exactly only on the object region, the gradient image does not
provide for an accurate object region. Therefore, in this paper, we propose a method in
which the gradient image is used as a suggestion clue for the background and fore-
ground colors that are used in the Gaussian mixture model in the GrabCut method. The
gradient image is processed by two level set based segmentation steps, where the first
one tries to include only the foreground colors while the second one only the back-
ground colors. Both clues are provided as inputs to the Gaussian mixture model in the
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GrabCut model. The GrabCut model cuts out the object region with the provided clues
such that a clean region is obtained. The proposed model can work with partial
occlusion as the output node of the neural network is only affected by the object region.

2 Related Works

2.1 GrabCut Method

The GrabCut method [4] uses a Gaussian mixture model (GMM) with k components,
which parameters are obtained by minimizing the following energy functional:

E(o,k,0,z) = U(a,k,0,z) + V(a, z)
The data term U takes the color GMM models into account, as

Ula, Kk, 0,2) ZD Oy ki, 0, 2)

where D(o,,k,,0,2,) = —log p(z,|on, kn, 0) — log (o, k), and p(-) is a Gaussian
probability density function, and 7(-) are mixture weighting coefficients. For the GMM
model to work well the means, the weight coefficients, and the covariances of the
Gaussian components have to be found properly.

2.2 Gradient Image Based Object Segmentation

In [5], we proposed the use of the gradient of the output node with respect to the input
image as the clue for the object region in the image. Let x be the input image and yopjecs
the output node of the object under interest. Then, the image |Vxyopjec:| shows large
gradient values at pixels that lie inside the object and small that lie outside. Using this
information, we get a rough clue for the object region. However, this region is not
exact, and therefore, resulting in a noisy object selective stylization. Therefore, here we
propose a better method how the gradient image can be postprocessed to result in a
more correct object region.

3 Proposed Method

Figure 1 shows the overall system diagram of the proposed method. For the GrabCut to
work well, it is important to have a good foreground/background color proposal
method which goes as an input to the Gaussian mixture model. Therefore, the initially
segmented background region should not include the foreground region, such that the
background color data model does not include foreground colors. To this aim, we
propose the use of the bimodal segmentation on the gradient image with two different
parameter settings: one for the background color extraction and the other for the
foreground color extraction. This is different from the conventional bimodal segmen-
tation which decides the background and foreground regions by a single segmentation.
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Double Bimodal Segmentation [ GraphCut |
Level Set Based
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Fig. 1. Overall system diagram.

In fact, we are not interested in the exact background and foreground regions, but are
interested in the regions which ‘surely’ belong to the background or foreground. This is
done by the minimization of the following functional with different parameter settings:

E($) =/ /9 U | VxYopject | (¥) — aveyy > o |2 + oc} ¢(r)dr

(6)

—/12/ Hnyobjm‘(r) — ave{¢<0}|2¢(r)dr+)»3/ \V¢(r)|2dr
Q Q

This is the level set bimodal segmentation model with regularization model [6], but
instead of using the image as the input, we use the gradient image as the input.
Furthermore, the purpose of using (6) is ‘not’ to exactly obtain an region of interest but
to obtain a region which includes the region of interest, and also to obtain a region
which surely lies within the region of interest. Thus, the minimization of the energy in
(6) is used twice, with different parameter settings. Here, aver > oy and aveyy < oy are
the average intensity values in the regions {r|¢(r) > 0} and {r| ¢(r) < 0}, respec-
tively, and ¢ is the level set function. We use an extra parameter oc which adjusts the
adaptive threshold and use different 1,1, parameters for the background and fore-
ground color extraction. Here, we use o =1 for the background extraction, and
A1 =0.8,4, =0.2,43 = 0.01. The difference in the parameters A; and /, gives an
unbalanced competition between the gradient values of the gradient image, which
results in a region larger than the object, i.e., a region which contains the object as can
be seen in Fig. 2(a). For the foreground extraction, we use 4; = A, = 1 and a regu-
larization parameter of A3 = 0.05 which is larger than in the background region
extraction. The large regularization parameter will make the extracted foreground
region small enough such that the extracted region lies surely inside the object region
(Fig. 2(c)). The extracted background colors is inserted in the Gaussian mixture model
as ‘sure’ background colors, while the extracted foreground colors are inserted as
‘probable’ foreground colors. Figure 2(b) shows the extracted background overlapped
on the original image to show that there is no overlap of the extracted sure background
region with object. Figure 2(d) shows the fact with the possible foreground region.
Figure 2(f) shows the object region obtained by the GrabCut model with Fig. 2(a) and
(c) as the input. Figure 2(g) shows the style transferred image on the whole domain
while Fig. 2(h) shows the style transferred result on the object region only.
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Fig. 2. Experimental results: (a)(b) sure background region (black) (c)(d) possible foreground
region (black) (e) original (f) segmented region (g) fully stylized (h) object selective stylized.
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Abstract. This paper deals with the representation of complex volume shapes
using a piece wise approximation by ellipsoids. The principle consists in opti-
mizing a functional including an error term and a scale term. The result is a set
of tangent or disjoint ellipsoids representing the shape in an intrinsic way. We
propose a general scheme that we apply to 3D soil pore space modelling from
volume Computed Tomography images. Within this specific context, we vali-
date our geometrical modelling by using it for water draining simulation in
porous media.

Keywords: Complex volume * Tomography -+ Optimization - Ellipsoids -
Porous media

1 Introduction

In most real cases, voxel-based shape descriptions are difficult to use for computational
and modeling issues. The reason is twofold: first, the number of voxels is generally
very high, typically hundreds millions, and second, raw voxel representation does not
give any explicit shape descriptors. Therefore, for most real applications, it is important
to compute more compact and relevant geometrical structures representations. This
issue is related to 3D image segmentation whose goal is to provide intrinsic shape
representation from rough sensors data (Monga 2007). The basic principle of most
shape modeling methods consists in looking for piecewise approximations by analytic
surface or volume primitives. The representation by piecewise primitives is computed
thanks to the explicit or sometimes implicit optimization of a non-linear functional
integrating an approximation error term and an antagonist scale term (Monga 2007;
Ngom et al. 2007; Ngom et al. 2012, 2011). In the case of natural shapes, 3D image
segmentation remains a difficult and open problem due to the difficulty to find out
suitable functional and also tractable minimization schemes. The basic reason is that
natural shapes have not been designed as manufactured items using analytic surfaces
and volumes. Then, in a certain sense, the algorithm has to invent a meaningful analytic
representation of the shape initially described, typically, by hundreds of millions of
voxels. By meaningful, we mean that the shape representation should approximate well
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the shape, be robust to small shape changes, have a kind of “continuity” with respect to
initial description, be compact and also fit to its forthcoming use forthcoming use
(Monga et al. 2007; Monga et al. 2008, 2009; Ngom et al. 2012, 2011). Indeed, current
state of the art shows very few works about 3D shape modeling for complex natural
volume shapes. It is due first to the mathematical and algorithmic difficulties that have
to be faced, and second to the lack of motivation linked to specific application contexts.
The first point will remain true maybe during a few decades, but the second one will
invert due to the growing development of natural complex systems modeling area. For
instance, references (Monga 2007; Ngom et al. 2007; Ngom et al. 2012, 2011) pro-
posed to use balls, tori and generalized cylinders to represent pore space from com-
puted tomography images in order to simulate microbial decomposition in soil (Monga
et al. 2008, 2009, 2014). In this work, we investigate more sophisticated algorithms to
represent complex volume shape using ellipsoids (Alsallakh 2014; Banegas et al.
2001). We apply our method to porous media where ellipsoids fit well to various
cavities. The input of our algorithm is voxel-based shape descriptions from soil sam-
ples volume Computed Tomography. The output consists in piece-wise shape
approximation using ellipsoids. Typically, we represent hundreds millions of voxels by
means of a few thousands primitives. We implement an original scheme consisting in
defining hierarchically primitive based representations using balls and then ellipsoids.
Afterward, these new shape representations are used for simulation and modeling
purposes. In this paper, we present an application of ellipsoid based pore space rep-
resentation for draining. We show results on real data using same data sets than the one
described in (Pot et al. 2015).

2 Method Global Scheme

In this work, we continue and upgrade the work presented in references (Monga 2007,
Ngom et al. 2007; Ngom et al. 2012, 2011). First we apply the theoretical framework of
reference to the computation of piece-wise shape approximation using ellipsoids. We
proceed by defining hierarchical geometrical representations to be calculated from the
primary shape voxel-based description. The levels of our hierarchical representation
are: the initial set of voxels, the ball based representation (Ngom et al. 2007), and the
ellipsoid based representation. We define a functional to be minimized, which char-
acterizes the required ellipsoid based shape approximation. As in (Monga 2007), this
functional is the sum of a first term defining approximation error, and a second term
attached to the compactness of the representation (Monga 2007). The second term will
include a scale criterion and its minimization is antagonist to the one of the first term.
Thus, for a given scale value, the minimization of this functional defines a trade-off
between the precision of the shape approximation and the compactness representation.
We first describe the initial set of voxels by means of balls as in references (Monga
2007; Ngom et al. 2012). Indeed, we compute the minimal set of balls included within
the shape (set of voxels) recovering the skeleton (or median axis). Especially for
complex porous media shapes at microscopic scale, this first stage will yield much
more compact and relevant shape representation than the voxel based one. In a second
stage we tackle the optimal approximation of the set of balls by ellipsoids.
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In a first step, we use statistical methods to find out connected and compact set of balls.
References Alsallakh (2014) and Banegas et al. (2001), have already investigated these
representations in other application fields. Statistical methods are variations of the
dynamic clustering method, also called k-means: basically, one searches for the best
partition of a given cloud of points into k classes. The best partition maximizes the
inter-class variance (the variance between distinct classes) and minimizes the sum of
the intra-class variances (the variance inside each class). This approach is used for
shape recognition and shape matching in medical applications (Banégas’s PhD or
reference Alsallakh (2014), software CORPUS 2000 by CIRAD). We apply clustering
methods to the set of balls representing the porous medium shapes (pore space,
aggregates) instead of using the set of voxels. We attach to each ball a weight defined
by its volume. Thus, statistical classification provides seeds for ellipsoids based
approximation. We have tested different recursive clustering strategies including con-
nectivity and topological criteria, in order to provide initial balls partition where each
subset can be approximated by an ellipsoid. Clustering schemes will be linked to
optimal functional optimization defined within the theoretical framework. This first
step will produce initial set of ellipsoids describing the shape. In a second step we will
apply merging strategies in order to decrease the number of ellipsoids. Same as in
previous step, merging strategy will take into account minimization criterion from
theoretical framework. We have tested various region growing strategies in order to
obtain a final limited set of ellipsoids representing in a robust and intrinsic way the
shape (Monga 2007). We have validated the whole approach by means of sensitivity
studies on synthetic and real porous media data. We have also validated it by simu-
lating draining using same experiments than in reference Pot et al. (2015). Indeed, for
draining simulation we have tested several functions of ellipsoids descriptors (axis
lengths and directions...) to be used as pore diameter in Young Laplace law.

3 Problem Formal Statement

The goal consists in finding out piece wise approximations of shape S using typical
primitives having compactness, robustness and invariance properties. Of course, as in
every approximation scheme, the scale notion should be explicitly expressed within
this representation. Given that this representation will be used to simulate complex
spatialized phenomena taking place inside the shape, deep learning based descriptors
cannot be at least directly applied to solve this problem (Fig. 1):

Let S be a volume shape defined by a set of voxels as follows:
Let I(i,j,k) be a 3D discrete binary image
Let S be the volume defined by all voxels M(i,j,k) of I set to one :
M(,j,k)e S 13,5,k =1
In the continuous space, each voxel could be considered as a cube:

Fig. 1. Voxels
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Let V be the set of voxels defining the volume shape:

V=A{v,va,...0}

Let E be a set of ellipsoids such that each pair is either disjoint or tangent:
E={ei,es,....en};V(i,j), (e Nej=0)V (e; Nej € S(E))

where S(E) is the set of regular surfaces of affine space E.
Following the basic principle of (Monga 2007) we define the following functional:

C(V,E) = (®(VUE) + ®(EUV)) + A jjl" p(e))

where @ is the function which associates to a volume shape the numerical value of its
volume, and p is the function which associates to a surface shape the numerical value
of its area.

We look for sets of ellipsoids E minimizing C(V, E) where A defines the scale of the
representation (Monga 2007). In order to address this optimization problem, we pro-
pose using a split and merge strategy thanks to clustering and region growing
algorithms.

4 Initial Set of Ellipsoids by Clustering and Merging Scheme

This task cope with the partitioning of ball set into compact and connected set of balls
to be approximated by ellipsoids. In a first stage, we define a primary set of ellipsoids
by segmenting ball sets using k-means scheme (Alsallakh et al. 2014; Banegas et al.
2001). Second stage deals with the merging of the initial ellipsoids set by means of
merging algorithms.

4.1 Clustering Using K-Means Algorithm

In a first step, we apply the k-means algorithm to the set of balls where each ball is
attached a weight defining its volume. We introduce heuristics, based on calculation of
approximation errors by fitting ellipsoids to balls subsets.

Practically we consider either the set of all maximal balls included within the shape
or the minimal set. We set k to an initial value equal to a given percentage of the
number of balls (20-30%). We also fix a maximal value for the approximation error of
a set of balls by an ellipsoid typically 0.7-0.8. k-means algorithm provides (k) sets of
“compact” balls sub-sets. For each ball subset, we determine the connected compo-
nents, generally one per subset. Afterward we approximate each of these connected
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components by means of an ellipsoid. To compute the best ellipsoid fitting with the set
of balls, we use the following method:

e Sampling spheres corresponding to balls.

e Computation of the convex hull of sampled points; if sampling rate is enough and
uniform, this convex hull corresponds to the convex hull of the initial set of balls.

e Determination of the best fitting ellipsoid of the convex hull points thanks to either
“Minimum volume enclosing ellipsoid” or classical co-variance matrix based
method described in (Bricault and Monga 1997).

e Computation of the fitting error by coming back to the initial voxels; we count the
number of voxels of the ellipsoid included within the initial shape and then calculate
the ratio between the volume of the shape in the ellipsoid and the ellipsoid volume;
this ratio does not strictly characterize the fitting error of the set of balls by the
ellipsoid but an estimation of how the ellipsoid is included into the shape.

Then we obtain an ellipsoid and a fitting error equal to the percentage of ellipsoid
voxels included within the initial shape. We keep the ellipsoid if the approximation
error is greater than a given threshold (0.7-0.8).

We iterate this process for each connected component of the k classes provided by
the k-means algorithm. Therefore, we get a set of ellipsoids attached each to a balls
subset. We remove from the set of balls to be processed the ones attached to the
ellipsoids. Thus we get a first set of ellipsoids and a set of balls that we were not able to
approximate. Then we iterate the above scheme using the set of remaining balls, until
no more ellipsoids can be obtained.

Thus, we get a set of ellipsoids and a set of maximal balls “not approximated”. For
the set of maximal balls “not approximated”, we compute the connected components.
For each connected component, we calculate another k-means where k is set to a
percentage of the number of balls of the connected component. We do this step only
once and keep the correct ellipsoids and the remaining balls are conserved as an
ellipsoid.

Therefore, we get a set of ellipsoids where a small amount are balls. Practically this
set of ellipsoids is weakly connected and forms a piece-wise approximation of the
shape.

4.2 Merging Using Optimal Region Growing Algorithm

Practically, the first stage can provide a set of ellipsoids not minimal in the sense that
adjacent ellipsoids could be merged without increasing the global fitting error. This is
the reason why we add a complementary merging stage using optimal region growing
(Wrobel and Monga 1987). In a first step we compute the adjacency graph of the
ellipsoids provided by the previous stage. We determine the connectivity by means of
the corresponding set of balls and not via ellipsoids equations. For each ellipsoid, we
keep the corresponding set of balls. Then, for each pair of connected ellipsoids, we
sample the points of the union of the set of balls using the method described before. We
compute the convex hull and then the best fitting ellipsoid. We calculate the ratio
between the ellipsoid volume and the summation of the volumes of the two
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corresponding ellipsoids. In order to increase the precision of the error evaluation, we
can also come back to the initial set of voxels as previously. We take the minimum
between the ratio: volume of the ellipsoid divided by summation of the two initial
ellipsoids, and the inverse. The merging cost is set to this ratio which is also used to
calculate the criterion defining the merging predicate (Wrobel and Monga 1987).

We merge iteratively the best couple of adjacent ellipsoids verifying the merging
predicate using the algorithm described in (Monga 2007). Practically, for the merging
stage, when using voxel based error computation, we set the approximation error
threshold to 80-90%.

5 Application to Pore Space Modelling and to Water
Draining

We have validated our approach with practical applications related to soil pore space
modelling. In this specific case, the volume shape is the pore space that influences
strongly the biological dynamics because containing partly water depending on water
pressure. We have used 3D Computed Tomography (CT) images representing the same
real soil sample as in (Pot et al. 2015). The soil samples come from Cage site (Ver-
sailles, France). It contains 17% Clay, 56% Silt and 27% Sand. The dimensions of the
first 3D CT image (P11) provided by the X-scanner are 132 x 157 x 90 voxels with a
9.2 um resolution and the dimensions of the second 3D CT image (P41) provided by the
X-scanner are 112 x 208 x 90 voxels with a 9.2 micron meter resolution. Figures 2
and 3 shows some slices of the 3D CT image for two pores p1l and p4l. Figure 4 shows
approximation result by ellipsoids

Fig. 2. Left: slices of the 3D CT image from Cage site (slices 48-50), p1l. Right: we extract
first a voxel based description of pore space by thresholding thanks to an estimated porosity
value.

In order to illustrate the interest of our ellipsoid- based pore space representation,
we present draining results. We consider the same data than the ones used in reference
(Pot et al. 2015). We have compared the draining results provided by the ellipsoids
based method to real experimental results same as in (Pot et al. 2015). We have
considered two values for the hydric pressure: —2 kPa and —1 kPa, corresponding
respectively to threshold diameters of 150 um and 73.5 um according to Young
Laplace law. At equilibrium point, we consider that there are primitives filled with
water and primitives filled with air (void).
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Fig. 3. Left: same as Fig. 2 for p4l. Right: 3D visualization p1l and p4l respectively.

Fig. 4. Left: perspective views of maximal balls. Right: the ellipsoids provided from k-means
and then region growing for pore pll.

In Fig. 5, we have compared water distribution images provided by the ellipsoid
based draining method to real experiment results, by taking 2D cross sections of the 3D
image. In this figure, air is set to black color, water to grey color and solid to white
color. Line 1 shows real experiment draining, lines 2, draining processed using minimal
ellipsoid radius. Figure 7 presents the same result but using 3D visualization. As in
reference (Pot et al. 2015), we have calculated the Mean Absolute Error regarding the
spatial agreement of the position of the menisci between simulations and measure-
ments. Same as in (Pot et al. 2015):

1<
MAE = —E |s,~—m,-|
n<
i=1

where the summation is over all pore space voxels; s; corresponds to the simulation and
m; to the real experiment; we set solid voxels to 2, water voxels to 1 and air voxels to O.

For pore pll, using the ellipsoid based representation, we found a MAE equal to
0.1758 by selecting using the minimal radius. For the same data, using the ball based
representation as described in reference (Pot et al. 2015) we found a MAE equal to 0.2.
The computing time was 5 times less using the ellipsoid based representation than
using the ball based representation. Indeed, in the general case, the computational
complexity of the ellipsoid based draining algorithm is O(v) where v is the total
volumes of the ellipsoids. The algorithmic complexity of the ball based draining
method is O(w) where w is the total volumes of the balls.
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Sl .
p U S
] 3

r > 2,

Fig. 5. Left: line 1 is real experiment, line 2 is minimal radius.

Fig. 7. Left: visualization of draining in 3D at equilibrium point. Line 1: real experiment, Line
2: draining using minimal radius. Right: visualization of air-water interfaces at draining
equilibrium line 1: real experiment, line 2: draining using minimal radius.

In practical cases the ratio ¥ is between 5 and 100 depending on the data. Indeed, the
ellipsoid representation of the pore space defines a piece wise approximation that could
be used for other simulation issues including biologic dynamics. In more, the ball based
representation used in reference (Pot et al. 2015) is relatively efficient for draining
simulation purpose but does not define a piece wise pore space representation. For pore
p4l, we found a MAE equal to 0.31 by selecting using the minimal radius. For the same
data using the ball based representation as described in reference (Pot et al. 2015) we
found a MAE equal to 0.38. The computing time was 10 times less (Figs. 6 and 8).
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Fig. 8. Same as Fig. 7 for pore P4l.

6 Conclusion

This work deals with innovative algorithms to represent 3D complex shape from
voxel-based representation. The basic idea consists in finding an intrinsic piece wise
approximation of the shape by means of ellipsoids. The algorithm processes in a
hierarchical way by defining a set of successive representations. The scheme is based
on a split and merge approach using as initial description the set of maximal balls
included in the shape. The splitting stage uses k-means algorithm and the merging stage
optimal region growing. We optimize a functional defined by the addition of the
approximation error and of a scale term. Thus, we get an intrinsic and scaled ellipsoid
based geometrical representation of the shape. The meaning of this representation is
ensured by the optimality criteria and also by properties linked to the shape skeleton.
We validate our approach in the specific case of soil pore space images. we use this
representation for water draining purpose.

Our approach has been validated using porous media data from Computed
Tomography images
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Abstract. Popular methods of protecting access such as Personal Identification
Numbers and smart cards are subject to security risks that result from accidental
loss or being stolen. Risk can be reduced by adopting direct methods that identify
the person and these are generally biometric methods, such as iris, face, voice and
fingerprint recognition approaches. In this paper, a finger vein recognition method
has been implemented in which the effect on performance has of using principal
components analysis has been investigated. The data were obtained from the
finger-vein database SDMULA-HMT and the images underwent contrast-limited
adaptive histogram equalization and noise filtering for contrast improvement. The
vein pattern was extracted using repeated line tracking and dimensionality reduc-
tion using principal components analysis to generate the feature vector. A
‘speeded-up robust features’ algorithm was used to determine the key points of
interest and the Euclidean Distance was used to estimate similarity between data-
base images. The results show that the use of a suitable number of principal
components can improve the accuracy and reduce the computational overhead of
the verification system.

Keywords: Finger vein recognition - Repeated line tracking - Principal
component analysis - Speeded-up robust features

1 Introduction

It is becoming general recognized that with the increasing need to provide both physical
and online security, allowing access according to what an individual is carrying or what
an individual knows is less secure than limiting access depending on the characteristics
of the individual themselves. To meet these demands, biometric personal identification
and verification system such as fingerprint, voice, and iris recognition are gradually
replacing smart cards and personal identification numbers. However, those systems have
the major disadvantage that the biometric traits they measure can easily be duplicated
as they depend on features that are visible to the naked eye. A further drawback is that
a number of biometric traits are known to change as a result of child development or
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ageing and it is often necessary to update the recorded biometric patterns at regular
intervals, so introducing a potential security risk.

Information obtained from veins in the finger has been investigated as a possible
biometric only relatively recently, but it has been recognized that as part of a security
verification system they may have a number of advantages. Firstly, as the vein is located
under the skin, it cannot be viewed directly, making the information harder to copy [1].
Secondly, although during an individual’s lifetime the finger will grow and change
appearance externally, the underlying vein pattern does not change. Finally, as the finger
vein pattern can only be taken from a live body, the individual needs to be present during
verification.

The use of finger veins for individual verification is currently being investigated by
a number of researchers and a number of challenges remain in order to achieve appro-
priate accuracy and reliable performance. One main problem that affects the perform-
ance of all biometric identification systems is the quality of the data obtained during the
acquisition process [2]. A finger vein verification system, shown in Fig. 1, typically
consists of a suitable method of acquiring the image, preprocessing to reduce noise
content, the use of feature extraction to reduce the dimensionality of the problem and
matching against features obtained from previous finger vein images.

Image . Feature
.. Preprocessing .
Acquisition Extraction

Matching

Fig. 1. The stages in a typical finger vein verification system

In previous studies, finger vein identification and verification has been able to deliver
some success. Park et al. [3] implemented finger vein pattern extraction using local
binary patterns combined with wavelet transforms and support vector machines. Wu
and Liu [4] used principal components analysis (PCA) and linear discriminant analysis
(LDA) for feature extraction in a finger vein identification system A substantial hurdle
to the commercial realization of finger vein verification systems is that the reliability of
the identification is significantly affected by the poor contrast in the images obtained by
the available acquisition methods.

2 Proposed Method

This paper proposes pre-processing using noise filtering, region of interest segmentation
and image enhancement to improve the finger vein image quality. The finger veins
themselves are extracted using repeated line tracking and PCA to reduce the dimen-
sionality of the feature vector. Speeded-up robust features (SURF) matching to extract
key points of interest and classification is carried out using the Euclidean distances
between points. Results were then obtained which allow the analysis of the effect of
PCA on finger vein verification performance.



196 E.W. Ting et al.

2.1 Finger Vein Database

The images were obtained from the SDMULA-HMT vein database [5]. This database
was found to be the most suitable among those available, with other candidate finger
vein databases containing poor quality images, badly aligned images or images that were
not useful as they has been obtained in a manner that made them suited to only speci-
alized applications. The SDMULA-HMT vein database contains images obtained from
106 subjects with six images being provided for each subject, one for the fore, middle
and ring fingers of each hand. The images are stored in the bitmap format and have a
resolution of 320 X 240 pixels and samples are shown in Fig. 2.

==
= (==

Fig. 2. Samples of finger vein images obtained from the SDMULA-HMT database

2.2 Image Preprocessing

Image preprocessing stage is used to improve image contrast and quality. In this work,
this includes image enhancement, edge detection, region of interest (ROI) detection, and
noise filtering.

Firstly, each pixel in the finger vein image was converted from the red, green and
blue pixel values in the bitmap RGB format to a luminance value (grayscale), using the
formula shown in Eq. 1.

Y =0299%xR+0.587xG+0.114 x B 1)

Since finger vein images tend to be of low quality due to presence of bones and
tissues, a good image enhancement method is important to improve image quality. In
this work, the luminance image is enhanced using the conventional contrast-limited
adaptive histogram equalization (CLAHE) proposed by Lu et al. [6] for contrast
enhancement purposes. CLAHE computes several histograms, each of which corre-
sponds to a distinct region of the finger vein image while simultaneously redistributing
the brightness of the image.

Finger edge detection and finger region localization are then applied to remove
unwanted regions and regions containing no finger information. Edge detection was
achieved using a canny edge detection operator. The ROI was then cropped and resized
to the required new width and height. Finally, a 3 X 3 median filter was applied in order
to provide noise reduction. Figure 3 shows the outcomes of each of the image prepro-
cessing steps.
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€

Fig. 3. Image pre-processing outcomes (a) original image, (b) CLAHE enhancement, (c) finger
edge detection, (d) finger region detection, (e) cropped ROI of finger vein and (f) noise reduction
following median filtering

2.3 Feature Extraction

In this paper, the finger vein pattern was extracted using the repeated line tracking (RLT)
method proposed by Miura et al. [7] in their work on using finger veins for subject
identification. In the current work, this technique was also found to be able to generate
useful data for authentication from finger veins.

This method initially determines a starting point for line tracking and the tracking
then follows connected pixels in the finger vein image according to a specified orienta-
tion and diameter requirements. The perpendicular to the direction of a vein has a lumi-
nance profile that includes a minimum near to the axis of the vein and so the line tracking
involves moving to the next unexplored pixel that is the closest (in a straight line sense)
local minima within a suitably small local region. By selecting a number of starting
points it is possible to produce line segments that correspond to all the veins in the
original image. The tracking ends when there remains no further minima to be processed.

2.4 Dimensionality Reduction

PCA is a linear approach to reducing data dimensionality. It is able to identify those
variables in the data that are best at distinguishing between categories, while often also
having the effect of removing those variables that only contribute to noise information
that confuses the categorization process.

PCA and LDA were used by Wu et al. [4] to extract finger vein patterns. The authors’
results showed that the combination of PCA and LDA methods we able to reduce the
dimensionally of an image and they obtained successful identification in 98% of cases
when using seven PCA features and four LDA features.
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2.5 Speeded up Robust Feature (SURF) Algorithm

SUREF is a robust local feature detector, that is part of the scale-invariant feature trans-
form (SIFT) [8]. SURF includes a method for the rapid detection of sub-Hessians to
detect feature points. In this paper, SURF was used to find key points between two finger
vein patterns. This is followed by a right orientation of the key points to ensure a consis-
tent vein pattern alignment between individual images. Matching is then carried out by
measuring Euclidean distances between key points found in a new image and those in
the database of stored images. The smaller the sum of the Euclidean distances between
all pairs of key points in the images under comparison, the better the match.

3 Experimental Results

The experiments used 20 finger vein samples from the SDMULA-HMT finger vein
database, where each sample had three images for training and one for testing. The RLT
method was used to extract the vein pattern of the fingers and Fig. 4 shows an example
of the vein pattern of an image following RLT extraction.

Fig. 4. Vein pattern obtained following repeated line tracking

Figure 5 shows the result of dimensionality reduction using PCA on finger vein
patterns using different numbers of principal components. Figure 5(a) shows the vein
pattern with 32 principal components while Fig. 5(b) is the vein pattern obtained with
64 principal components. Although the veins in Fig. 5(a) appear less well defined and
the image itself contains less information than in Fig. 5(b), having fewer principal
components gives an advantage in terms of reducing the length of the training vector
and so shortening training time. Consequently, for a realistic implementation, it will be
necessary to determine a suitable compromise between parameter accuracy and compu-
tational practicality.

Fig. 5. Finger vein patterns constructed with (a) the first 32 principal components, (b) the first
64 principal components
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Figure 6 illustrates matches between pairs of images after applying SURF, but
without the application of PCA. Figure 6(a) shows an example of finger vein patterns
for a pair of images obtained from the same subject. It was found that the matching
points obtained were consistent between images from the same subjects and the Eucli-
dean distances were found to be reliably small. Figure 6(b) shows an example of an
image pair obtained from different subjects and the Euclidean distances were found to
be large in comparison with those obtained from same subject image pairs.

Fig. 6. Comparison of pairs of images without the application of PCA obtained for (a) the same
subjects, (b) different subjects

Figure 7 shows the matching obtained between pairs of images after applying SURF,
but in this case following the application of PCA. Due to the dimensionality reduction
involved in PCA, the images in Fig. 7 are of a lower quality than the corresponding
images in Fig. 6.

Fig.7. Comparison of pairs of images including the application of PCA obtained for (a) the same
subjects, (b) different subjects

In biometrics, the performance of verification systems can be evaluated by the equal
error rate (EER) when the false rejection rate is held at a zero false acceptance rate. The
smaller the EER value, the better the performance of the verification system. In this
paper, the experiment was carried out for finger vein verification both without PCA and
with PCA for different numbers of principal components. Figure 8 shows the receiver
operating characteristic (ROC) curves that plot the number of false negative values
against the false positive rates. The smaller the area under the curve (AUC) then the
better is the accuracy of the identification. ‘ROC rand’ is a classifier that randomly
guesses where the ROC lies along the line connecting the origin and the point (1, 1). In
Fig. 8 it can be seen that the performance was improved by using PCA, but remains
unsatisfactory for a practical system.
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Fig. 8. ROC curve for the finger vein verification system (a) without PCA, (b) with the first 32
principal components

Further experiments were carried out and the performance was significantly
improved when using only the first 9 principal components and the first 16 principal
components, as shown in Fig. 9. This demonstrates that PCA can reduce the quantity of
data required for identification without losing important information and features.
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Fig. 9. ROC curve for the finger vein verification system for (a) the first nine principal
components, (b) for the first 16 principal components

Table 1 summarizes the performances of the four different methods implemented for
the finger vein verification system. It can be seen that the best performance was obtained
after the most substantial PCA dimensionality reduction, with the implementation using
nine principal components exhibiting both the smallest EER and AUC values.
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Table 1. Performance comparison of the finger vein verification approaches

Method EER (%) | AUC(%)
RLT without PCA 47.81 45.81
RLT with PC = 32 32.44 28.21
RLT with PC = 16 15.03 7.26
RLT with PC =9 5.71 5.71

4 Conclusion

This paper has proposed an efficient finger vein based verification system using a PCA
dimensionality reduction method. Experimental results have indicated that the finger
vein verification system when using PCA was able to perform better than a system
implemented without PCA. For the PCA verification system, the performance of the
system was dependent on the number of principal components used, with the solution
using only the first nine principal components performing better than systems using
either the first 16 or 32 principal components. Although the vein patterns to which PCA
was not applied contained more information than the vein patterns that did undergo PCA
dimensionality reduction, PCA was nevertheless able to reduce the data to a set better
suited for use in a vein verification system.
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Abstract. Palm vein recognition has been gaining increasing interest as a
biometric method, although there still remains an issue regarding difficulties in
obtaining robust signals. In this paper, the effects of random sample consensus
point mismatching removal and the use of different wavelengths of illumination
on the recognition rate are investigated. The CASIA multi-spectral palm print
image database was used to provide input signals and the scale invariant feature
transform (SIFT) and random sample consensus (RANSAC) mismatching
removal approaches were adopted for vein extraction and point feature matching.
The results show that the RANSAC mismatching point removal was able to elim-
inate outliers while preserving the appropriate SIFT key points and that this led
to an improvement in the equal error rate metric, signifying better recognition
performance. The palm vein recognition system was found to achieve a better
verification rate when infrared illumination in a specific spectral band was used
to obtain the palm vein image.

Keywords: Vein recognition - Scale invariant feature transform - Random
sample consensus

1 Introduction

Advances in the reliability of biometric authentication, such as using fingerprints, voice
identification and iris recognition, has led to the introduction of a number of systems
that are able to provide personal authentication. Such personal authentication is gener-
ally accepted as providing a more secure means of access rather than relying on what
individuals know or carry.

Although hand recognition was one of the first forms of biometrics to be used, rela-
tively little research has been published on the use of this approach for authentication
purposes. Of the approaches that use the hand, the recognition of its vein pattern is one
of the most promising methods, with the potential to characterize images obtained from
fingers, the palm-dorsal or the palm area. The use of the vein pattern has the advantage

© Springer Nature Singapore Pte Ltd. 2018

K.J. Kim et al. (eds.), IT Convergence and Security 2017,
Lecture Notes in Electrical Engineering 449,

DOI 10.1007/978-981-10-6451-7_25



Palm Vein Recognition Using Scale Invariant Feature Transform 203

that it is harder to forge as the network of blood vessels lies under the skin and so is not
immediately visible to the naked eye, unlike many other biometric attributes [1]. Other
advantages of using vein patterns for biometrics is that they are believed to be unique
to each individual, even identical twins [1], and the pattern does not normally signifi-
cantly change over an extended period of time. In terms of acquisition, it is possible to
design contactless vein pattern acquisition systems; such systems are often more easily
accepted by users as any perception of discomfort is minimized and the likelihood of
cross contamination is reduced. It is also important to note that the palm is generally the
most reliable hand region from which to obtain vein patterns for biometrics, as this region
does not normally exhibit hair growth that may affect the quality of the images
captured [2].

Based on the current literature relating to palm vein research, vein pattern analysis
methods can be classified into four types, namely geometry-based, statistical-based,
feature-based and subspace approaches. Geometry-based methods are those that directly
use the vein pattern structure information - this approach often has poor discriminatory
ability and is highly sensitive to rotation, translation and scales changes [3]. As an
example of a geometry-based system, Lee [4] used a two-dimensional Gabor filter with
feature matching using Hamming distances for the vein extraction stage. Statistical-
based methods calculate characteristics of the vein patterns which are then used in the
matching process, but the statistical approach is often sensitive to changes in translation,
rotation and scale, making it unsuitable for contactless vein recognition since careful
alignment of the capturing equipment would be needed [5]. Feature-based methods
include principal components analysis, linear discriminant analysis and independent
component analysis, all of which perform dimensionality reduction resulting in a small
set of features that can then be used in simplified matching methods requiring a reduced
computational overhead. Subspace approaches attempt to reduce the correlation
between estimators in an ensemble in a training subset. Subspace methods often use
machine learning or artificial intelligence approaches for classification [3].

In this paper, a local invariant feature-based method is proposed that is independent
of scale, translational and rotational changes. In the method, key points are extracted as
vein pattern features and a Euclidean distance similarity measure is used for authenti-
cation. The impacts on the verification rate when performing random sample consensus
(RANSAC) mismatching removal and the use of different wavelengths to illuminate the
palm are evaluated.

The paper is organized as follows. Section 2 presents the process of the proposed
method with subsection image database, preprocessing stage, feature extraction,
mismatching point removal, and feature matching. Section 3 gives the experimental
results and analysis. Section 4 provides the conclusions.

2 Proposed Method

2.1 Image Database

The CASIA multi-spectral palm vein database was used in this research. The database
contains a total of 7200 palm vein images captured from 100 subjects using a multi
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spectral imaging device. A CCD camera was used to capture images from the hand that
was evenly illuminated in turn by light of six different wavelengths, namely 460, 630,
700, 850, and 940 nm as well as white light, at intervals determined by a purpose-built
control circuit. Figure 1 shows examples of images obtained at the six different illumi-
nating wavelengths. During capture, the subjects were allowed to vary hand postures to
a certain extent in order to simulate typical operational usage, while at the same time
allowing the investigation of alternative contactless processing approaches that need to
be robust to orientation, scale and translation changes. Illumination wavelengths of 700,
850, and 940 nm were used for the experiments in this paper.

Fig. 1. Images obtained from illumination by the six different wavelengths of light [6]

2.2 Preprocessing

A low-pass Gaussian filter and Otsu threshold [7] were used to provide an approach with
a low computational overhead that was able to reduce the presence in the image of high
frequency and background noise. The Otsu technique is able to find a suitable threshold
value from a bi-modal gray-level histogram, following which segmentation of the image
can be performed according to illumination differences. Morphological filtering of the
images was also carried out in order to reduce the presence of a small area of white
pixels apparent in a number of the images at a point close to the palm region. Region of
interest (ROI) extraction was then applied to remove the background, leaving only the
palm region, and the palm images were aligned to a specific orientation to ensure the
resulting images are invariant to rotation. Three key points were then generated, namely
the valley points between the index and middle finger and between the ring and little
finger, as well as the position of the palm point. The images are translated so that the
center point of the palm region is the same in all images and the locations of the valley
points were then simply scaled accordingly [8].

A number of stages of image enhancement were then carried out. Firstly, histogram
equalization was used to provide an even distribution of intensities and this was found
to make the presence of the veins more apparent to a naked eye observer of the resulting
images. In this work, contrast-limited adaptive histogram equalization was applied; this
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is a popular equalization method that is known to be better than simple histogram equal-
ization at limiting the amplification of noise [9]. The image obtained following ROI
extraction was divided into 8 X 8 pixel blocks and stretched to provide a histogram
distribution with a limited and uniform contrast [10]. Finally, ‘salt and pepper’ noise
that often appeared near the vein patterns was removed by using a median filter that is
able to conserve the edges in the image.

2.3 Feature Extraction

The scale invariant feature transform (SIFT) is a feature detection method that is insen-
sitive to rotation, scale and translation changes and was used in the current work to
calculate palm vein features that are invariant to scale changes [9].

The implementation of SIFT involves scale space extreme detection, key point
localization, orientation assignment and the generation of key point descriptors [11].
The key points are obtained from the local extrema generated by difference of Gaussian
operations applied in scale space to a series of resampled versions of the images [12].
Only those key points that exhibit good contrast performance following a repeated
scanning of the image over a range of locations and scale are retained. Orientation
histograms are then found in order to generate a gradient magnitude for each key point
feature. Finally, a 128-dimensional feature vector is formed to specify the image gradient
and orientation for each key point.

2.4 Random Sample Consensus Mismatching Removal

SIFT algorithms use matching between key points in the test and stored images to make
authentication decisions. If key points have been incorrectly identified in either of the
pairs of an image being compared, then a mismatching is likely to occur and so adversely
affect the verification rate. Mismatching is often caused by outliers that result from image
processing operations, such as fusion, rotation or resizing. In many cases it is possible
to identify when outliers will occur (and so remove them) by estimating the effects that
will be caused by applying geometrical transformations to an image.

Random Sample Consensus (RANSAC) is an algorithm to determine the number of
inliers that meet the requirements of a pre-defined threshold distance within a certain
number of computational iterations [13]. An initial random selection of key point pairs
from the SIFT matching results is used to generate a consensus set and its members are
assessed to determine whether they fall within the threshold distance. Outliers are
removed and the process is repeated iteratively until the consensus set contains the
largest number of inliers meeting the threshold criteria is found [14].

2.5 Feature Matching

Distance metrics are a popular approach in determining the similarity between two
images using the key point features extracted by SIFT. The minimum Euclidean distance
can be calculated by using the straight line distance between corresponding pairs of key
point coordinates [15]. A linear support vector machine (SVM) can then be used to



206 S.C. Soh et al.

determine an overall matching score to assess whether authentication can be confirmed.
To assess the performance of the vein recognition system, a receiver operating charac-
teristics (ROC) curve can be calculated, the area under which is a useful performance
measure, as is a parameter known as the equal error rate (EER) that can also easily be
determined.

3 Experimental Result and Analysis

Experiments were carried out to evaluate the impacts on the recognition rate of using
the RANSAC mismatching point removal and the illumination of the palm using
different wavelengths of light. In these experiments, 20 images from the CASIA database
were used to generate primary results. The effectiveness of RANSAC mismatching point

(b)

Fig. 2. SIFT matching (a) before RANSAC mismatching removal, and (b) after RANSAC
mismatching removal
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removal and the different illumination wavelengths is accessed using the area under the
curve (AUC) of the ROC graph as well as the EER value.

Figure 2(a) and (b) show the matching points found using the SIFT algorithm both
before RANSAC mismatching point removal and after point removal, respectively. In
Fig. 2(a) it is apparent that a number of mismatching points were present in the image,
these are general those lines that cross over a number of the horizontal matches. The
outliers that result in these mismatches can easily be identified as lines of significantly
longer length than the bulk of the matches found. In order to remove mismatching points,
RANSAC removes the outliers and retains only the correctly-matching points [14]. It
can be seen in Fig. 2(b) that the mismatching points were removed by RANSAC and
only the appropriate matching points were preserved.

Figure 3(a) and (b) show the ROC curve and EER rate obtained before and after the
RANSAC mismatching removal was applied, respectively. For Fig. 3(a) it can be seen
that the AUC increases following the RANSAC removal operations and in Fig. 3(b) that
the EER rate is reduced by RANSAC, both of which indicate that the verification rate
will increase after using mismatching removal. From these two figures, it can be
concluded that mismatching removal will have a substantial effect on the successful
verification rate of a palm vein authentication system.
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Fig. 3. Results before and after RANSAC (a) ROC curves (b) EER rate

Figure 4 shows the effect on the vein verification rate of using three different wave-
lengths of light for illuminating the palm. It has been found by other researchers that the
most suitable band of wavelengths for extracting the palm vein patterns is normally
within the infrared region at a range of 700 nm to 1300 nm and that the absorption peak
is normally located at approximately 970 nm [16]. This agrees with the results in Fig. 4(a)
and (b), where it can be seen that both the ROC and EER curves show that the verification
results are best when using a wavelength of 940 nm compared to the alternative wave-
lengths of 700 nm and 850 nm. For the sensor and illumination used for extracting the
images in the database, it can be concluded that pattern extraction is best performed at
the longer infrared wavelength as more information representing the veins can be
extracted.
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Fig. 4. Recognition results for three illumination wavelengths (a) ROC curve (b) EER rate
Table 1 shows a summary of the results of the authentication using data obtained
both before and after the application of RANSAC and for the three separate illumination

wavelengths.

Table 1. Summary of AUC and EER values obtained

Method AUC% |EER %
SIFT with RANSAC mismatching removal 96.5 7.7
SIFT without mismatching removal 94.3 10.0
SIFT with RANSAC mismatching using 700 nm image | 87.7 18.2
SIFT with RANSAC mismatching using 850 nm image | 90.8 14.7
SIFT with RANSAC mismatching using 940 nm image | 93.8 11.2

4 Conclusions

This paper investigated the effects of palm vein recognition performance of the removal
by RANSAC of mismatching points generated by SIFT and of using three different
wavelengths of light to illuminate the palm during image acquisition.

Based on the AUC and EER results obtained, the verification rate produced by SIFT
was shown to be significantly improved by employing the RANSAC mismatching
removal. It is apparent that the removal by RANSAC of the outliers from the consensus
set used for matching had a positive impact on the overall verification rate. In addition,
it was found that the use of the longer infrared wavelengths for the illumination of the
palm allowed the acquisition of images from which it was possible to extract the vein
patterns with better quality, thereby giving the potential to simplify the palm vein
authentication process.

Acknowledgments. This work is supported by Faulty of Electrical and Electronic Engineering,
University Malaysia Pahang under research grant FRGS Grant RDU160108.



Palm Vein Recognition Using Scale Invariant Feature Transform 209

References

10.

11.

12.

13.

14.

15.

16.

. MacGregor, P., Welford, R.: Veincheck: imaging for security and personnel identification.

Adv. Imaging 6(7), 52-56 (1991)

. Han, W, Lee, J.: Expert systems with applications palm vein recognition using adaptive Gabor

filter. Expert Syst. Appl. 39(18), 13225-13234 (2012)

. Kang, W., Wu, Q.: Contactless palm vein recognition using a mutual foreground-based local

binary pattern. IEEE Trans. Inf. Forensics Secur. 9(11), 1974-1985 (2014)

. Lee, J.C.: A novel biometric system based on palm vein image. Pattern Recogn. Lett. 33(12),

1520-1528 (2012)

. Kang, W., Liu, Y., Wu, Q., Yue, X.: Contact-free palm-vein recognition based on local

invariant features. PLoS ONE 9(5), €97548 (2014)

. Palmprint, C.M., Database, I.: Note on CASIA multi-spectral Palmprint database, pp. 14
. Article, R.: A survey on biometric authentication techniques using palm. J. Glob. Res.

Comput. Sci. 5(8), 2010-2013 (2014). www.jgrcs.info

. Zhou, Y., Kumar, A., Member, S.: Human identification using palm-vein images. IEEE Trans.

Inf. Forensics Secur. 6(4), 1259-1274 (2011)

. Pan, M., Kang, W.: Palm vein recognition based on three local invariant feature extraction

algorithms. In: CCBR 2011, Beijing, pp. 116-124 (2011)

Zhang, H., Tang, C., Li, X., Wai, A., Kong, K.: A study of similarity between genetically
identical body vein patterns. In: 2014 IEEE Symposium on Computational Intelligence in
Biometrics and Identity Management (CIBIM)

Ahmed, M.A., Salem, A.M.: Intelligent techniques for matching palm vein images 2. Palm
vein model and related work. IEEE Secur. Priv. 39(1), 1-14 (2015)

Ladoux, P.-O., Rosenberger, C., Dorizzi, B.: Palm vein verification system based on SIFT
matching. In: International Conference on Biometrics, pp. 1290-1298 (2009)

Wu, Y., Ma, W., Gong, M., Su, L., Jiao, L., Member, S.: A novel point-matching algorithm
based on fast sample consensus for image registration. Geosci. Remote Sens. Lett. 12(1), 43—
47 (2015)

Vi, C., Vi, W.G.: An integrated RANSAC and graph based mismatch elimination approach
for wide-baseline image matching. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 40,
23-25(2015)

Michael, G., Connie, T., Teoh, A., Connie, T., Teoh, A.: A Contactless Biometric System
Using Palm Print and Palm Vein Features. Image, Rochester (2011)

Yin, D., Ding, Z.: Research on finger vein acquisition based on wavelength choice. In: ISCI,
pp. 2424-2432 (2015)


http://www.jgrcs.info

Speed Limit Traffic Sign Classification Using
Multiple Features Matching

Aryuanto Soetedjo(g) and I. Komang Somawirata

Department of Electrical Engineering,
National Institute of Technology (ITN) Malang, Malang, Indonesia
aryuvanto@gmail. com

Abstract. This paper presents the method to classify the speed limit traffic sign
using multiple features, namely histogram of oriented gradient (HOG) and
maximally stable extremal regions (MSER) features. The classification process
is divided into the outer circular ring matching and the inner part matching.
The HOG feature is employed to match the outer circular ring of the sign, while
MSER feature is employed to extract the digit number in the inner part of the
sign. Both features are extracted from the grayscale image. The algorithm
detects the rotation angle of the sign by analyzing the blobs which is extracted
using MSER. In the matching process, tested images are matched with the
standard reference images by calculating the Euclidean distance. The experi-
mental results show that the proposed method for matching the outer circular
ring works properly to recognize the circular sign. Further, the digit number
matching achieves the high classification rate of 93.67% for classifying the
normal and rotated speed limit signs. The total execution time for classifying six
types of speed limit sign is 10.75 ms.

Keywords: Speed limit traffic sign - HOG - MSER - Template matching

1 Introduction

Traffic sign recognition based-on a machine vision is one of the extensive researches in
the intelligent transportation system. The system detects and classifies the traffic sign
for assisting the driver or employed as an integral part in the autonomous vehicle. The
speed limit traffic sign is one of the traffic signs that should be obeyed by the driver to
avoid an accident. An automatic system to recognize the speed limit traffic sign is an
interesting topic such as addressed by [1-6].

Traffic sign recognition is usually divided into detection stage, where the location
of sign is detected from an image, and the classification stage where the detected sign is
classified to the reference. In the classification stage, template matching techniques
[7-9] and machine learning techniques [1, 3-6, 10, 11] are commonly employed.

In [7], the traffic sign templates consist of the pictograms (black and white images)
of traffic signs in the normal position and the rotated one. Instead of the black and white
images, the color images were used as the templates [8]. In [7, 8], the correlation
technique was employed in the matching process. In [9], the ring partitioned matching
was employed to classify the red circular traffic sign. The matching was performed on
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each ring with the different weights. To cope with the rotated images, the method
employed the image histogram (fuzzy histogram) in the matching process.

The methods commonly used in the machine learning techniques are k-Nearest
Neighbors algorithm (kNN), Support Vector Machine (SVM), and Aurtificial Neural
Networks (ANN). In [1], the kNN was employed to classify the rectangle speed limit
sign according to the size. Further the optical character recognition (OCR) technique
was employed to read the speed number of the sign. The SVM classifier was employed
in [3, 10] for classifying the traffic sign. In [3], the property curves of segmented digit
number of speed limit sign was used to train the SVM classifier. The histogram of
oriented gradient (HOG) was employed as the descriptor of the traffic sign image in the
classification process which is performed using the SVM [10, 11]. They concluded that
the HOG is an effective descriptor for classifying the traffic sign. In [5], the ANN was
employed to recognize the number in the speed limit sign. The method first extracted
the digit number of detected speed limit sign to generate the number in the binary
image. Then the binary image was used by the ANN in the recognition process. Instead
of using the binary image, the grayscale image was used as the input of the ANN [6].

The benefit of template matching technique compared to the machine learning
technique is that no training process is required. However, to cope with all possible
conditions of traffic signs, more traffic sign references are required as proposed by [7].
Our previous work in [9] overcome the rotation problems by employing the histogram
of image which is calculated in each ring area. Since the method is used to classify the
circular red sign where there are two colors in the image (red color on the outer part and
blue or black color in the inner part), two color thresholding techniques are employed
in the preprocessing stage.

In this paper we propose a novel technique to classify the speed limit sign using the
multiple features, namely HOG and maximally stable extremal regions (MSER) fea-
tures extracted from a grayscale image. The method first extracts the HOG feature in
the outer border of image to match the circular ring. Then the MSERs are extracted in
the inner part of image to obtain the binary image of the digit number of speed limit
sign. The template matching is employed to match the number into the predefined one.
To cope with the varying rotation problem, an affine transformation is applied in the
binary image before the matching process. The main contributions of our work are:
(a) it employs the grayscale image, thus there is no complex color conversion; (b) it
employs the simple matching technique; (c) the method is rotation invariant.

The rest of paper is organized as follows. Section 2 presents our proposed system.
Section 3 presents the experimental results. The conclusion is covered in Sect. 4.

2 Proposed System

2.1 System Overview

Flowchart of proposed system is illustrated in Fig. 1. It starts with the grayscale color
conversion to convert RGB image into grayscale image. It is noted that the input image
is the detected traffic sign bounded with the rectangle box. Then the HOG feature is
extracted in the outer part of the image. Since the outer part of speed limit sign is a
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RGB image

v

Grayscale image
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MSER extraction on the inner part

v

Affine transformation

v

Template matching

Fig. 1. Flowchart of proposed system

circular ring, the HOG feature is rotation invariant. Thus, the HOG feature could be
matched with only one reference circular ring. When it is matched, the next step is to
match the digit number, otherwise the sign is classified as the non-speed limit sign.

To match the digit number, it performs the MSER extraction in the inner part of the
grayscale image. It yields the connected component of each digit in binary image. Then
the contour of each component is found. The ellipse fitting technique is adopted to find
the orientation of the component. It is assumed that when the traffic sign rotates, all
digits will rotate with the same orientation. Thus we could get the rotation angle from
the orientation of the ellipse.

From the detected rotation angle of the sign, an affine transformation is adopted to
rotate the number to the normal position (orientation of zero degree). Finally the
template matching technique is employed to match the digit number to the predefined
reference.
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2.2 HOG Feature

The HOG represents the histogram of orientation of gradient in an image which is
proposed by [12]. The descriptor is robust to illumination changes. However, it is
rotation variant. In this work we adopt it to match the outer part of the speed limit sign
(see Fig. 2(a)), where the circular ring exists. Thus, when the speed limit sign is
rotated, the HOG feature of the outer part does not change.

To calculate HOG, the image is divided into cells as shown in Fig. 2(a). In this
work, the image is resized into 128 x 128 pixels. The cell’s size is 8 x 8 pixels, thus
an image is divided into 16 x 16 cells. The HOG is calculated on the overlapped
blocks, where a block consists of 16 x 16 pixels. An example of the HOG of the speed
limit sign is illustrated in Fig. 2(b), where the orientation of gradient is drawn in the
image. To match the HOG feature of the tested image with the reference one, the
Euclidean distance method is adopted. Since only the outer part of the image is con-
sidered, any types of speed limit signs could be used as the reference. The tested image
is classified as the circular sign when the distance is lower than a threshold.

D : Outer area
B : Inner area e

i

Cell

(a) (b)

Fig. 2. (a) Outer and inner parts of image; (b) HOG visualization

2.3 MSER Extraction

The MSER is a method proposed by [13] to find the regions which remain the same
when the threshold is changed at several values. In the traffic sign recognition system, it
is usually employed in the detection stage to find the region of candidate signs as
proposed in [11]. They extract the MSER from a grayscale image to detect the traffic
sign with the white background. Our method works in the similar approach but in the
different way. In the sense that in our method the MSER is used to extract the digit
number in the inner part of the speed limit sign for classifying the sign, not detecting
the sign. The benefits of our proposed method are twofold. First it extracts the digit
number effectively, due to the fact that the MSER is robust against the illumination
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changes [11]. Second, since the area of image to be extracted is in a small area inside
the traffic sign, the computation cost for extracting the MSER could be reduced.

2.4 Rotation Detection and Affine Transformation

To cope with the rotated sign, we propose to detect the rotation angle of the sign by
analyzing the blobs (binary image) representing the digit number obtained by the
MSER extraction. The examples of blobs are illustrated in Fig. 3, where the image in
first column represents the speed limit sign in the normal position, while the images in
second and third columns represent the speed limit sign in the rotated position.

To find the rotation angle of the sign, first we find the contour of blobs which
represents the boundary of blob. Then the ellipse fitting technique is applied to the
contour. The rotation angle of the sign is obtained from the angle of detected ellipse. As
illustrated in Fig. 3, the detected ellipse is drawn with the blue color. In the case of
speed limit 30 km/h, the ellipses extracted from the number “3” and “0” have the same
orientation. The orientation of both ellipses represents the rotation angle of the sign.
However, for the speed limit 70 km/h, the ellipses extracted from the number “7” does
not represent the rotation angle of the sign. Fortunately, the speed limit signs used in
this work have the number “0” in the last digit. Thus we may use the last digit or the
rightmost blob to find the rotation angle.

Fig. 3. The blobs and rotation angle

Once the rotation angle is calculated, the next step is to find the affine transfor-
mation to transform the image into the normal position (no rotation). The affine
transformation for rotation is expressed by

X cos@ sinf cx x(l—cosf)—cy xsinf | |x
Y| =|—sin0 cos cx xsinf+cy x(1—cosl) ||y (1)
1 0 0 1 1

where x, y are the pixel coordinates in source image, x', y' are the pixel coordinates after
transformation, cx, cy are the center coordinates of rotation, and 6 is the rotation angle.

2.5 Template Matching

From the previous stages, the blobs of digit numbers are already in the normal position.
Thus in the matching process, we only provide the standard templates of the numbers
of the speed limit sign. The template size is the same as the size of inner area shown in
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30150/60/70801100

Fig. 4. Templates of digit numbers in the speed limit sign

Fig. 2(a), i.e. 80 x 80 pixels. The templates used in this work are illustrated in Fig. 4.
To match the blob with the template, the Euclidean distance is adopted.

3 Experimental Results

The proposed system is tested on a PC, Intel Core i7 3.4 Ghz. The algorithm is
implemented using the C++ languange and the OpenCV library [14] for handling the
image processing tasks. The speed limit signs used in the experiments are the speed
limit of 30, 50, 60, 70, 80, 100 km/h. The tested images are obtained from GTRSB
dataset [15]. The tested images consist of six types of speed limit signs as mentioned
before, where each type contains 20 images. To examine the rotation problems, we
create the rotated versions of the tested images by rotating them by 10°, 15° in both
clockwise and counter-clockwise directions. In addition, to verify the algorithm for
matching the outer circular ring, we introduce 100 images contain the non circular
signs. Therefore there are total 700 tested images used in the experiments.

The results of the circular ring matching using HOG distance are given in Table 1.
From the table, the maximum distance of the speed limit sign is 0.1097, while the
minimum distance of the non-speed limit sign is 0.1212. The result suggests us to
classify the outer circular of the sign properly by setting the threshold value to 0.12. If
the distance is below than this value, then it is classified as the speed limit sign. From
the experiments, the execution time of the outer circular matching is 2.95 ms.

Table 1. Results of the outer circular matching

Speed limit sign Minimum matching distance | Maximum matching distance
30 km/h 0.0514 0.1030
50 km/h 0.0589 0.1008
60 km/h 0.0551 0.1062
70 km/h 0.0557 0.1056
80 km/h 0.0570 0.1097
100 km/h 0.0562 0.1084
Non-speed limit sign | 0.1212 0.1946

The results of the digit number matching are given in Table 2. The results show that
the average classification rate of the sign in normal position (no rotation) is highest.
When the signs are rotated by 15° or —15°, the classification rate decreases about 9%. It
is worthy to note that even though the classification rate decreases, the proposed



216 A. Soetedjo and I.K. Somawirata

algorithm provides a promising method to cope with the rotation problem. The method
only requires six templates (and no learning process is required) to classify 600 speed
limit signs with the higher classification rate of 93.67%. The performance of the
method could be improved in the blob extraction and the template matching techniques,
such as by employing the skeleton of digit number in the matching process. It will be
addressed as the future work.

We also examine the execution time required during the digit number matching. It
requires 46.78 ms to match an image with six reference images, or the matching time is
about 7.8 ms for one reference image. Therefore combining with the outer circular
matching, the computation time of our proposed classification method is 10.75 ms
(2.95 + 7.8).

Table 2. Results of the digit number matching

Speed limit sign | Classification rate

Rotation angle of speed limit sign

0° 10° 15° -10° | -15°
30 km/h 100% | 100% | 90% 100% | 85%
50 km/h 100% | 100% |95% 90% | 100%
60 km/h 100% 90% | 90% 90% | 90%
70 km/h 95% |100% |95% 80% | 80%
80 km/h 100% 90% | 80% 95% | 85%
100 km/h 100% 95% | 95% 100% | 100%
Average 99.17% | 95.83% | 90.83% | 92.5% | 90.00%

Total average = 93.67%

4 Conclusion

The multiple features are extracted in the outer and inner parts of the speed limit sign for
classifying the sign using the template matching technique. The proposed system first
matches the outer part with a circular ring reference. Once it is matched, the digit
number in the inner part are extracted and matched with the standard reference signs.
The method offers an efficient way in the classification, in the sense that no training
process is required. Further the number of sample images is very few. For classifying six
types of the speed limit signs, only six reference images are required. The results show
that the method achieves the high classification rate and the fast computation time. In
future, some improvements of the method will be addressed to increase the performance.
Further the method will be extended to cope with the other types of traffic signs.
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Abstract. This research addresses and resolves the issues with the confidence
level of sampled big streaming data that is dynamic with respect to the speed of
the streaming data and the dynamically changing sample space. Based on a
preliminary work and results from [8], this research focuses more on the con-
fidence level and threshold of dynamic size of the population in order to ensure a
better confidence level of the sampled data with respect to a few variables such
as speed of the streaming data, population size dynamic over time, sample space
(or size), speed of sampling algorithm, size of streaming data, and time duration
of data streaming. Theoretical thresholds of the processing of big streaming data
with respect to a set of variables as mentioned above are identified in an effort
for optimization. Simulation results along with experimental results are provided
to validate the efficacy of the proposed theoretical thresholds.

Keywords: Dynamic population * Big streaming data - Sampling

1 Introduction

This research is concerned about the optimization of various big data specific variables
while sampling big data streamed through Apache flume.

As the demand for bigger and bigger data is ever increasing and exercised at real
time streaming speed, it is in the near-future expected to become a necessity to sample
data. A new research need is exigently sought in this context to address and resolve the
issue with the sampling process that is unique from conventional sampling process.
Conventional sampling process assumes static or stationary population without loss of
generality while the sampling process of interest in this work carries a dynamic nature in
terms of contents quickly varying over time in particular. Hence, even the sample size,
the confidence level of the data can be significantly different depending on the speed of
the streaming data and the time duration of the streaming process, to mention a few.

It is important to identify a set of variables in order to establish a sound theoretical
foundation to optimize the big streaming data process. The big data specific variables
that are taken into consideration in this work are: speed of the streaming data, popu-
lation size dynamic over time, sample space (or size), speed of sampling algorithm, size
of streaming data, and time duration of data streaming.
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A preliminary work has been conducted on the similar issue as presented in [8]. In
[8], it was the focus of the work how to maximize the confidence level with respect to the
sample size, or vice versa, that is, how to minimize the size of the sample samples with
respect to a fixed target confidence level. However, the methods and algorithms pro-
posed in this research are applicable to other platforms as well without loss of generality.

Based on the results from [8], the objective of the work is to make efforts to further
optimize the processing of the big streaming data by identifying a theoretical threshold
dynamic size of the population ensuring a better confidence level with respect to the
sampled items and the population size.

The paper is organized as follows: preliminaries and literature review are provided
in the following section; then the proposed big streaming data sampling and opti-
mization methods are presented; followed by simulation results; and then concluded.

2 Preliminaries and Literature Review

2.1 Reservoir Based Sampling

The research was presented by Oak Ridge National Laboratory [7], in which the
proposed algorithm used the reservoir-based random sampling algorithm with and
without replacement. The research starts off with counting the number of data units in
the stream, if less than the size of sample space, then the element streamed at that
instance is copied to the sample space. If the total number of units in the stream is more
than the size of the sample space, then the element streamed at that instance is inserted
into the sample space with a probability of m/n, where m represents the sample size and
n represents the total population size. And at the same time, an element is evicted from
the sample space with a uniform probability. The new element streamed is replaced at
the place where the data element is evicted out of the sample space. While in the case of
the reservoir based sampling with replacement, a set of Bernoulli trials are performed
on the newly observed element and k elements are evicted from the sample space. The
k elements that are evicted from the sample space are replaced with k copies of the new
data element that was streamed.

The disadvantage of this algorithm is that at any instant of time, the sample space may
contain duplicates of the data elements, i.e., the sample space is not unique, which can lead
to a biased analysis. In the worst case scenario, sample space might be filled up with
duplicates of a single data element. When analysis is done as such, the entire analysis
reflects the characteristics of a single unit which likely contradicts the reason for sampling.

The research concludes with the discussion of a faster sampling technique wherein
some of the elements in the stream are skipped. The number of consecutive elements
skipped is determined beforehand. This algorithm also uses the concept of generation
of Bernoulli trails and replacing k copied of the streamed data element with the k
evicted elements from the sample space. Duplication of the data elements is also a
possibility in this case. When performing analysis wherein there needs to be a unique
copy of each of the data element in the sample space, having duplicates in the sample
space doesn’t produce accurate results as the results would be weighted towards the
data elements that have more duplicates.



Big Streaming Data Sampling and Optimization 223

Note that this algorithm can be employed in this research as a baseline sampling
algorithm.

2.2 Sampling Algorithms in a Stream Operator

This research [4] uses the concept similar to that of reservoir-based sampling, wherein
the sample space is termed as the reservoir. The algorithm fills up the reservoir with the
first n elements, where 7 is the size of the reservoir. After filling up the reservoir, each

iteration generates an independent random variable (r). The next r records of stream

input are skipped. The (r + 1)"’ record is placed in the sample space, and the location to

be replaced with is determined by the multiple of size of the sample space with a
random number between 0 and 1. No duplicates can be present in the sample space, as
an element is placed in the sample space only once and the algorithm moves onto the
next streamed data unit. The value of ‘r’ generated by the random variable is between 0
and ‘n’ (sample space).

2.3 Sampling Content from Online Social Networks

This research [5] is an analysis on comparison of the random sampling vs. expert
sampling. Expert sampling is defined as the sampling of tweets that are posted by
experts, who are popular users on twitter. The comparisons are done between the
random sampled tweets and expert tweets, with conclusions of how the experts affect
the entire sampled data. An analysis is given on the comparison of samples with the
original population with respect to various tweet attributes like sources, popularity,
quality and timelines, and etc.

3 Proposed Big Streaming Data Sampling and Optimization

3.1 Big Streaming Data Variables
The big data specific variables that are taken into consideration are:

1. Speed: Speed with which the stream is being generated. The stream from flume
could be filtered with various tags, when no such filter is given the speed would be
at its maximum and is most likely limited by the performance of the system. If a
filter is provided, speed depends on the speed at which the particular filter related
tweets are being generated. Precisely, speed of the stream is not always a constant.
It is mostly dependent on whether the streaming is being done with a filter or
w