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1 Introduction

Safety production of enterprises is an important issue for sustainable development.
Hidden danger prediction plays an important role in ensuring the safety and efficient
development of enterprises [1]. By providing effective prediction method for hidden
danger data, enterprises can know their future safety production situation and
possible changes in advance, so as to take measures to control [2]. And safety
supervision department can evaluate the hidden danger management ability of
enterprises by predicting the trend of hidden danger situation. Aiming at the
influence of the relevant management index on the trend of hidden danger, this
paper proposes a new learning algorithm based on management index for the
number of hidden danger.

Generally, the prediction methods of the number of hidden danger can be
divided into two categories. One is specialist analytical prediction according to the
artificial experience. Such methods can play a positive role in some special occa-
sions, but the efficiency will decreases rapidly when the number of hidden danger
index becomes larger. Another is automatic prediction based on model driven or
data driven methods. This kind of methods is less used in practical situations
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because of their complex prediction models. Aiming at hidden danger data source,
the automatic prediction based on data driven method can be widely used because it
carries out optimal learning through some artificial intelligence methods without
accurate mathematical model [3].

Different artificial intelligence algorithms can be used flexibly in data driven
prediction methods [4, 5]. Recently, the prediction learning method based on neural
network (NN) has witnessed a growing interest [6, 7]. This paper mainly imple-
ments hidden danger prediction using an advanced NN learning algorithm. The
main contributions are as follows.

(1) At present, hidden danger prediction is mainly applied to coal chemical
industry and other special industries. However, in some small-medium cities,
the hidden danger prediction accuracy of medical treatment and other tertiary
industries does not require as high as coal chemical industry, so there may exist
some inaccurate data. Data driven hidden danger prediction algorithms for such
industries is still scarce. This paper proposes an advanced algorithm to predict
hidden danger for these tertiary industries.

(2) In the hidden danger prediction applications, the existing NN prediction
algorithm is mainly implemented on the basis of Back-propagation
(BP) algorithm [3]. In practice, there exist a lot of problems, such as over
fitting and low learning precision. Recently, researchers have proposed various
ways to improve the efficiency, e.g., extreme learning machine (ELM) [8], and
achieved good results. Motivated by it, this paper discusses the application for
the above areas using ELM.

2 Backgrounds

2.1 Theoretical Basis of Hidden Danger Prediction

Safety supervision is to avoid the occurrence of accidents and the damage caused by
the accident. Only by fully understanding the causes and rules of the accident, can
we make the production reach a safe state. Accident-causing theory is a kind of
theory to grasp the law of accident occurrence [9]. By analyzing the original data,
we can find out the potential impact of the hidden danger and the law of its
development, so as to provide a favorable protection for safety production.

Accident-causing theory is of great significance to the study of the mechanism of
accident, analysis and elimination of hidden danger, accident prevention and so on.
At present, there are more than ten kinds of theories related to accident-causing
theories, and the typical accident-causing theories include the accident causation
sequence theory, the human error model, the orbit intersecting theory, the energy
transfer theory and so forth [10]. Modern accident-causing theory is the model of
action mechanism extracted from many typical accidents [10]. It reveals a certain
rule of the accident, provides an effective and scientific reference basis to perfect
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and improve the work of safety management, and is helpful to enhance the ability of
enterprise’s hidden danger investigation and governance.

In this paper, the application of ELM based hidden danger prediction method
can be regarded as a novel practice of accident-causing theory.

2.2 ELM

ELM is a learning algorithm for single-hidden layer feedforward NN, and its
schematic diagram is shown in Fig. 1 [8].

The output function of a single hidden layer feedforward NN with L hidden layer
neurons is:

fLðxÞ ¼
XL
i¼1

biG ai; bi; xð Þ ð1Þ

where ai and bi are hidden node parameters, bi is the output weight vector between
the i-th hidden layer node and the output nodes, G(ai, bi, x) is a nonlinear output
function of the i-th hidden layer node corresponding to the sample x. For the
additive type hidden layer nodes, G(ai, bi, x) = g(aix + b), where g: R ! R denotes
activation function, ai x denotes the inner product of the inner weight vector ai and
sample x in Rn.

Fig. 1 The schematic
diagram of ELM for a single
hidden layer feedforward NN
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For radial basis function (RBF) NN type hidden layer nodes, G(ai, bi, x) can be
expressed as G(ai, bi, x) = g(bi‖x − ai‖), where ai and bi (bi > 0) represent the
center and influence factors of the i-th RBF node, respectively.

Considering N different data samples fðxi; tiÞgNi¼1 � Rn � Rm, if there is a single
hidden layer NN with L hidden layer neurons, which can approximate the
N different data samples with zero error, i.e., there exist ai, bi, bi (i = 1,2,…, L),
making

fLðxjÞ ¼
XL
i¼1

biG ai; bi; xj
� � ¼ tj; j ¼ 1; . . .;N ð2Þ

Here, (2) can be simplified as Hb = T, where

H a1; . . .; aL; b1; . . .; bL; x1. . .; xNð Þ ¼
G a1; b1; x1ð Þ � � � G aL; bL; x1ð Þ

..

. . .
. ..

.

G a1; b1; xNð Þ � � � G aL; bL; xNð Þ

2
64

3
75
N�L

ð3Þ

b ¼ bT1 ; . . .; b
T
L

� �T� �
L�m

and T ¼ tT1 ; . . .; t
T
N

� �T� �
N�m

ð4Þ

Here, H is called the hidden layer output matrix, the i-th column of H represents
the output of the i-th hidden layer neuron corresponding to the input sample x1, x2,
…, xN, and the j-th row indicates the output of all hidden layer neurons corre-
sponding to the input sample xj.

But in most cases, the number of hidden layer neurons is far less than the number
of training samples (L � N). It is difficult to achieve the objective of making the
single hidden layer NN with L hidden layer neurons approximate the N different
data samples with zero error. In this case, (2) can be further rewritten as

Hb = T + E, where E ¼ ½eT1 ; . . .; eTN �T
� �

N�m
.

Define the square loss function

J ¼
XL
i¼1

ðbiG ai; bi; xj
� �� tjÞ ð5Þ

Then, (5) can be rewritten as J = (Hb − T)T(Hb − T).
The training problem of network parameters is transformed into the problem of

minimizing the square loss function. It is to find the least squares solution, making

Hb̂� T
�� �� ¼ min

b
Hb� Tk k ð6Þ
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If the output matrix of the hidden layer has full column rank, by utilizing
Moore-Penrose generalized inverse, we can obtain

b̂ ¼ arg min
b

Hb� Tk k ¼ HyT ð7Þ

where Hy ¼ ðHTHÞ�1HT[8].
If the output matrix of the hidden layer does not have full column rank, the

weight vector bi can be obtained via singular value decomposition (SVD) method.
In the parameter training process of ELM, the parameters of hidden layer nodes

are determined randomly. In practice, the samples should be normalized, and the
hidden layer node parameter values are selected randomly in the interval [−1, 1].

3 Hidden Danger Prediction Using ELM

According to the above analysis, the ELM algorithm framework for the prediction
of special industry hidden danger can be described in Table 1 [8]. Here, the acti-
vation function of additive type hidden layer nodes in single hidden layer NN can
be chosen as an arbitrary bounded nonlinear piecewise continuous function. But for
the single hidden layer NN with RBF type hidden layer nodes, the activation
function can be chosen as an arbitrary piecewise continuous integrable function.

4 Experimental Results and Discussions

4.1 Dataset

From nationwide enterprise hidden danger data provided by the State
Administration of Work Safety, we find that the hidden danger investigation in
some small-medium cities mainly aims at tertiary industries, and there may exist
some inaccurate data because of the lack of high accuracy requirements. For
example, Fig. 2 gives a summary of hidden danger data of a city in August 2014.

Table 1 The ELM algorithm framework for the prediction of special industry hidden danger

Input Training set xi; tið Þf gNi¼1� Rn � Rm, activation function G(x),
the number of hidden layer nodes L

Output Optimal the outer weight vector b

(1) Randomly generate input weight vector ai and bias bi
(2) Calculate the output matrix H of hidden layer

(3) Compute the optimal the output weight vector b:b ¼ HyT
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The experimental data is the spot check result of hidden danger of catering
industry in a city from January to September 2014. We predict the total number of
hidden danger in the following month according to historical data. Data obtained
from the first 8 months and the 9th month constructs the training set and test set,
respectively. The input terms are the inspection items of different locations, including
offices, workshops, kitchens, and warehouses; the inspection items of hidden danger
are security standard, personnel education, equipment hidden danger, and fire hidden
danger. Thus, the input of training set is a high-dimensional numerical matrix.

4.2 Case 1

In the absence of some data, Fig. 3 gives a comparison of the prediction result
between BP algorithm and ELM after running 5 times. It is obvious that ELM has
higher prediction accuracy than BP. Moreover, in practice, ELM spends less time
than BP. It illustrates the feasibility of ELM algorithm in practice.

4.3 Case 2

In order to further verify the robustness of algorithm, the experimental data are
processed by partial perturbation.

Safety supervision personnel may make mistakes in statistics because of the
huge amount of data and the complex relationship between hidden danger items and

Fig. 2 The summary of hidden danger data of a city in August 2014
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locations in the actual production. In view of the fact that the data is not accurate in
the actual production, 5% of the original input data is added or subtracted in a
certain range to simulate the inaccurate statistics. For data missing case, 5% of the
original input data is changed to 0 to simulate the situation of missing data.

In this case, we also conduct experiments 5 times, and the data are processed
randomly before each experiment. As can be seen from Fig. 4, ELM still has a good
prediction result in the case of data error, data missing and inaccurate.

5 Conclusion

Aiming at the application of safety supervision hidden danger prediction in edu-
cation, medical treatment, restaurant, and other tertiary industries, this paper
combines ELM algorithm to achieve application of hidden danger prediction.

Fig. 3 The prediction results
of ELM and BP neural
network

Fig. 4 The prediction results
of ELM under different
artificial intervention
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Compared with the traditional BP learning algorithm for NN, the single hidden
layer feedforward NN oriented ELM has the advantages of fast learning speed and
high generalization performance [8, 11]. The experimental results verify the
advantages of the method used in this paper. The method developed here is a novel
practice of modern accident-causing theory. In the future, we will combine more
effective ELM algorithm to further improve the prediction performance.
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