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1 Introduction

Action recognition is a popular research topic all the time due to its wide range of
applications. Compared with 2D image data, the human skeleton data is robust to
sophisticated environment and provides more meaningful skeletal information.
Considering the superiority of skeleton data, in this paper the recognition algorithm
is studied through the use of the 3D coordinates of skeleton joints.

On account of distinct performing speed and lengths of various video sequences,
we first select several key frames for each action sequence using K-means clus-
tering algorithm. It can also help to remove the redundant information, thus
reducing the computational complexity and improving the learning speed. In
addition, we combine the joint-based and body part-based features to represent
action sequences. Then extreme learning machine (ELM) algorithm is used to
recognize the actions. It can achieve a rapid training speed compared with other
classifiers, and is suitable for online recognition system.
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2 Related Work

In the past decades, the topic on human action recognition has attracted many
researchers’ interest. There are various kinds of features that can be extracted from
skeleton data, and these features are mainly divided into two categories: features
based on the 3D coordinates of joints and features based on the angular charac-
teristics of body parts [1].

On one hand, Müller et al. proposed the concept of motion templates as a feature
and extracted the geometric relations between the significant joints of human
skeleton [2]. Shimada et al. treated the 3D coordinates of joints as features and
trained them directly without any preprocessing [3].

On the other hand, Deng et al. calculated the angles of each joint and then
combined the angle feature vectors of all frames [4]. Ofli et al. also extracted all the
joints’ angles for each frame and then segmented these feature sequences into
temporal windows [5].

On the basis of the above work, we can combine the joint-based and body
part-based features to represent action sequences.

3 The Proposed Approach

3.1 Key Frames Selection Using K-Means

In this paper, the classical K-means clustering algorithm [6] is used to extract a few
cluster centers of similar data. Then the key frames are selected based on these
cluster centers. In our approach, we cluster the coordinates of skeleton 3D joints at
each frame in an action sequence. 20 skeleton joints’ positions can be obtained from
Kinect, and each joint has three coordinates representing x-, y-, and z-axis posi-
tions, respectively. Therefore, the coordinates comprise a 60-dimensional vector at
each time frame. The details of K-means algorithm are given below.

Let X = {x1, …, xN} (xi 2 Rd, i = 1, …, N) be the set of N vectors to be
clustered, where N is the total frames of an action sequence. And xi is the i-th
frame’s joints vector with d-dimension where d = 60 here. Let C = {c1, …, cK}
(K � N) be the set of K clusters. Then, we can select K key frames of an action
sequence as follows.

(1) Select initial K cluster centroids randomly as µ1, …, µK 2 Rd.
(2) Compute the distances between xi and each cluster center. Then assign the

sample to its closest cluster center. The distance can be obtained as

D ¼ argmin
j

XN
i¼1

XK
j¼1

xi � lj
�� ��2: ð1Þ
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(3) For each cluster j, compute new cluster center again as follows:

lj¼
XN
i¼1

rijxi

 !, XN
i¼1

rij

 !
ð2Þ

where rij = 1 when the sample xi belongs to the j-th cluster, otherwise it equals
to 0.

(4) Repeat steps (2) and (3) until the cluster centers nearly stay the same.
(5) For each cluster center µj, compute the Euclidean distance between each joint in

µj and the same joint at each frame. Then we can get an N � 20 matrix Mj,
where the matrix element mp, q (p = 1, …, N; q = 1, …, 20) represents the
distance between the q-th joint at the p-th frame and the same joint in cluster
center µj. Therefore we will obtain K matrixes Mj (j = 1, …, K).

(6) For each matrix Mj, find the minimum of each column, then let it equals to 1
and others equals to 0.

(7) Combine K matrixes Mj (j = 1, …, K) and then extract K frames which have
the most number of value 1. As a result, these frames are the key frames.

3.2 Feature Extraction

Feature extraction is a crucial procedure in action recognition. Here, we extract the
distance features between a fixed human center point, which is the hip center, and
other joints. The skeleton structure captured from the Kinect sensor is illustrated in
Fig. 1. In addition, we incorporate the angles of critical joints as features [7]. These
features can help us understand the distinct importance of each body part and make
it more accurate on action recognition.

Let Ft be the feature vector at time t for each key frame, and it is denoted as:

Ft ¼ ½DHipCenter; h� ð3Þ

where DHipCenter is the distance between each joint and the hip center, and h
represents the angles of the important joints, which are shoulder, elbow, wrist, hip,
knee and ankle in the left and right sides, respectively. Formally, these features can
be represented as follows:

• Let P be the skeleton 3D joints. The distance DHipCenter between joint Pi = (xi,
yi, zi) and the hip center Pc = (xc, yc, zc) for each frame is calculated as [7]:

DHipCenter ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xcÞ2 þðyi � ycÞ2 þðzi � zcÞ2

q
ð4Þ

• We define each body part as a vector V formed by two adjacent joints. The angle
of a joint h(V1, V2) between two body parts V1 and V2 can be computed as:
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hðV1;V2Þ ¼ arccos V1 � V2ð Þ= V1j j � V2j jð Þð Þ ð5Þ

where h(V1, V2) is the angle of joint Pi, V1 is represented with joints Pi and Pj, and
similarly, V2 is represented with joints Pi and Pk (i 6¼ j 6¼ k).

3.3 Classification Using Extreme Learning Machine

ELM was first proposed by Huang et al. [8] as a kind of learning algorithm for
single-hidden layer feedforward neural networks (NN). It is with satisfactory
computational performance for some tasks [9], among some popular learning
methods, e.g., kernel learning algorithm [10–12], other NN-based methods [13].
The hidden node parameters of ELM network, including input weights and hidden
layer biases, are initialized randomly and need not be adjusted manually. So it can
obtain very fast learning speed with low computational cost.

Given M arbitrary distinct samples (xi, yi) (i = 1, …, M), where xi 2 Rn is the
training data vector and yi 2 Rs is the label of output for each sample. The standard
ELM network with L hidden nodes can be expressed as follows:

Fig. 1 Skeleton joints
captured by the Kinect sensor
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yi ¼ fðxiÞ ¼
XL
j¼1

bjgðwj � xi þ bjÞ; 1� i�M; wj 2 Rn; bj; bj 2 R ð6Þ

where g(�) denotes the activation function for hidden nodes, bj is the output weight,
wj is the input weight vector connecting the input neurons to the j-th hidden neuron
and bj is the bias of the j-th hidden neuron.

Then, (6) can be written compactly in the matrix form as

Hb ¼ Y ð7Þ

where H = [h(x1),…, h(xM)]
T is the hidden layer output matrix, and h(xi) = [h1(xi),

…, hL(xi)]
T (i = 1, …, M). In addition, b = [b1, …, bL]

T is the output weight matrix
from the hidden layer to the output layer.

When the number of input samples is much larger than the dimensionality of the
hidden layer, that is N � L, the output weight b can be calculated as [8]

b ¼ C�1IþHTH
� ��1

HTY ð8Þ

where C represents the regularization parameter.

4 Experiments and Discussions

We evaluate the performance of our proposed approach on the Kintense action
dataset, which contains 4 different actions and about 13,000 action sequences. All
the experiments are performed on MATLAB R2012a, Intel-i5 2.3G CPU, 16G
RAM, Windows 7.

4.1 The Selection of Hyperparameters

For ELM network, only the number of hidden nodes L and the regularization
parameter C are required to be tuned. Moreover, we need choose the number of key
frames k of an action sequence first. We use 75% of all the Kintense action
instances for training and the rest 25% for testing. Considering that each action
instance has around 50–80 frames, one will be able to find the best k by conducting
the search from 4 to 10. According to the experiments, we set k as 6.

In the experiments, L is set as {500, 600, …, 7500} and C is set as {2−20, 2−19,
…, 29, 210} to choose the best parameters. As shown in Fig. 2a, the testing accuracy
first increases rapidly and then converges gradually with the increase of L when C is
prefixed. It is the same with the variation tendency when L is decided in advance
and C grows exponentially as shown in Fig. 3a. Furthermore, from Fig. 2b, we can
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also observe that the training time grows all the time when L goes up. This is
because that the ELM network becomes large when L increases, resulting in a high
computational cost. When C grows, the training time almost stays the same due to
the fixed factor L as illustrated in Fig. 3b. In consideration of the classification
accuracy, training time, and computational cost, we set L as 4500 and C as 2−5 in
the experiments below.

4.2 Comparison with Other Methods

To evaluate our results, we first compare the recognition accuracy of our proposed
approach with the frame-level method without any preprocessing. Figures 4a, b
show the testing accuracy and training time, respectively, and indicate that the

Fig. 2 Relationship between the number of hidden nodes L versus testing accuracy and training
time. a Testing accuracy and b training time

Fig. 3 Relationship between the regularization parameter C versus testing accuracy and training
time. a Testing accuracy and b training time
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recognition performance of our approach is much better than another. Moreover,
the training time of our approach is several orders of magnitude lesser than the raw
data. So compared with a high time cost in frame-level method, the learning time in
our approach is nearly close to zero. This is due to the extracted key frames and the
corresponding distance and angle features. Thus, our approach can perform a
strongly fast training process without losing the recognition accuracy.

Finally, we compare the performance of ELM with Backpropagation
(BP) classifier in the Kintense dataset. Both of the two methods are trained with the
same preprocessing ways for the action instances. Table 1 shows the comparison
results of ELM and BP. It is obvious that our approach not only remarkably
decreases the computational cost but also improves the classification accuracy. So it
is an effective method in the field of human action recognition.

5 Conclusion

In this paper, we propose an effective method for fast action recognition using 3D
skeleton data. We select key frames through K-means clustering algorithm and then
extract the features of both joint-based and body part-based ones. Finally, we use
ELM classifier to perform action recognition. The experimental results indicate that
our proposed approach outperforms other methods with a relatively high recogni-
tion accuracy and a fast training speed. So it is suitable for online recognition
application.

Fig. 4 Comparison between our approach and the frame-level method without preprocessing in
testing accuracy and training time. a Testing accuracy and b training time

Table 1 Performance
comparison of our approach
and BP classifier

Method ELM BP

Accuracy (%) 87.31 80.50

Training time (s) 13.92 54

Hidden nodes 5500 90
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