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Abstract. Virtual machine (VM) placement problem is a major issue in cloud
data center. With the rapid development of cloud computing, efficient algorithms
are needed to reduce the power consumption and save energy in data centers.
Many models and algorithms are designed with an objective to minimize the
number of physical machines (PMs) used in cloud data center. In this paper, we
take into account the execution time of the PM, and formulate a new opti-
mization problem of VM placement, which aims to minimize the total execution
time of the PMs. We discuss the NP-hardness of the problem, and present
heuristic algorithms to solve it under both offline and online scenario. Fur-
thermore, we conduct experiments to evaluate the performance of the proposed
algorithms and the result show that our methods are able to perform better than
other commonly used algorithms.

Keywords: Cloud data center + Virtual machine placement - Bin packing -
Heuristic algorithm

1 Introduction

Cloud computing has become an emerging technology that transforms the IT industry
and affects people’s lives in recent years. Today in most modern cloud data centers,
such as Amazon EC2 [16] and Google data center, there are a large number of physical
machines (PMs), also called servers or hosts, and the total number of the PMs in each
data center can reach hundreds of thousands. However, due to the uneven resource
demand of the applications, a good few of the PMs have very low utilization most of
the time. An unnecessarily great number of PMs have to be opened with high cost for
the management and maintenance, which results in a serious waste of resources. Hence,
virtualization technology [2] is applied to settle these issues.

With the tremendous benefits of virtualization, applications are running on the VMs,
not directly on the PMs. Furthermore, a single PM can accommodate multiple VMs as
long as their resource demands are satisfied. In another word, the applications may be
able to share the resources on the PMs in an isolated way. And in the majority of cases
the load of a VM has almost no effect on the performance of the co-located VMs [15]. In
some cloud case, particularly in the Infrastructure-as-a-Service (IaaS), the VMs are
provided directly to the customers. Typically, the VM placement problem is a serious
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challenge for the data centers. Usually, the customers submit their resource requirements
in terms of the basic resource, including CPU, memory, network, etc., to the cloud
system, and the cloud system needs to decide the resource allocation. As the cost caused
by PMs is proportional to the number of running PMs [10], lots of research aim to use
the virtualization technology to consolidate the VMs onto a smaller number of PMs so
that the saved PMs can be switched to a low power mode or shut down. Therefore, the
objective is to minimizing the number of the PMs that hosts the requested VMs.

To study the VM placement problem for PM cost minimization. We explain that the
cost caused by PMs is proportional to not only the number but also the execution time
of the PMs. We further assume that the VM requests from the tenants contain both
resources demand and the running time of VMs, and the PM cost is mainly determined
by the total execution time of all the used PMs accordingly. For example, in Fig. 1,
there are three VMs submitted to the cloud system with the same resource demand.
Their running time are 3, 4 and 5 respectively, Fig. la and b are two different VM
placements. As a result, the placement in Fig. 1b has fewer PM cost since the total
execution time of the PMs are fewer.
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(a) placement with cost 10. (b) placement with cost 9.

Fig. 1. Two placements for the same request (V1, V2, V3). All the three VMs are of half size of
the PM and different in the running time.

Obviously, packing VMs onto a number of PMs and minimizing the total execution
time of the PMs is an effective way to reduce the cost in cloud data center. In this paper,
we formulate the VM placement problem for minimizing the total execution time of the
used PMs under both off-line and on-line scenarios. Due to the NP-hardness of this
problem, we propose heuristic algorithms to give an efficient method.

The remainder of this paper is organized as follows. First, we make a summary of
the related work in Sect. 2. Then we introduce the problem of minimizing the total
execution time of the PMs for VM placement in Sect. 3. In Sect. 4, we propose
heuristic algorithms for both off-line and on-line scenarios. Experiments and perfor-
mance evaluation follows in Sect. 5, and Sect. 6 concludes this paper finally.

2 Related Work

Virtual machine placement problem is one of the major issues in cloud data center. An
ideal approach can be greatly beneficial to both cloud users and service providers.
Recently, a great deal of algorithms and models have been proposed. There are various
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objectives of these works, which play important roles in the data centers, the VMs and
their executions [13]. Due to the features of cloud computing, there have been lots of
new models and algorithms with different constraints and objects, for example,
availability [7], fairness [17], energy [3] and the communication cost between VMs
[4, 11]. In addition, as the result in [S] shows that the physical machines will consume
about forty-five percent overall cost in cloud data center, the PM cost is another
important objective being considered in the literature, and the goal is to minimizing the
number of the used PMs.

Many VM placement schemes consider the VM placement problem as the classical
bin packing problem, which is the common way to deal with this problem. In [6], the
authors design a new model for saving the power in real-life cloud computing, and they
present three different bin packing algorithms with different aspects of the cloud as
constraints, it is concluded that simple bin packing algorithms like 2D and 3D bin
packing algorithms can reduce power consumption. Due to hardness of bin packing
problem, other approach should be applied to solve it with an acceptable complexity, so
evolutionary algorithms are very common. In [1], the authors use the modeling of
multiple knapsack problem for VM placement problem, they give an algorithm based
on ant colony and compare the performance with other solutions. And in [8], a hybrid
genetic algorithm using Best Fit Decreasing is designed to deal with infeasible solution
due to the bin-used representation, they also conduct experiments to show better
performance of their algorithm.

When considering the online scenario, other heuristic methods are proposed. In
[18], the authors propose a new energy-aware approach based on the online bin
packing algorithm to improve the energy efficiency and resource utilization in cloud
data center. In order to deal with the varying resource demands from users, they present
an over-provision method. Another online-bin-packing-based research is discussed in
[14]. In their work, the VMs, regarded as items in bin packing problem, are divided into
four types based on their sizes, and the PMs (called the bins) can be also divided into
different types. Their main idea is to keep the gap of most bins within 1/3, and the
algorithm can achieve an approximation ratio of 3/2 while the number of movements of
the primitive operations, insert and change, are at most 6, which dynamically based on
application demands and support green computing. [9] extends the previous one’s work
and achieve a better approximation ratio of 4/3 with an even finer division of the item
types, the proposed approach supports all operations that [14] has constructed but
moves at most ten items per operation, which may be a little worse than the 3/2
approximation one. Considering different factors of the cloud environment, there can
be different aspects that make VM placement more complex than bin packing. Besides
the above works, there are other variants of bin packing problem for modeling VM
placement problem [12]. When PM capacities and VM sizes account for different
resource types, the problem becomes the vector bin packing problem, when PMs are
characterized in different sizes which is motivated by its heterogeneity, the problem
becomes the variable sized bin packing, when the VM requests change during the time,
the problem becomes the dynamic bin packing problem.

As a result, the goal in most of the work is to minimize the number of the PMs,
taking into account the resource demands of the VM, the capacity of the PMs and other
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factors in cloud computing environment. None of them consider the execution time. In
this paper, we aim to reduce the number of PMs and minimize the total execution time
of all the PMs.

3 Problem Description

In this section, we study the VM placement problem under the offline scenario, and
there are some differences between offline and online VM placement. Under the offline
scenario, we know all the information about the requested VMs set a priori, such as the
number of VMs and the resource requirement of each VM, while under online scenario,
the VM requests are coming one by one without knowing the information beforehand.

Suppose that there are infinite PMs in the cloud system, where the capacity of each
PM is C. And n VMs are waiting to be allocated to the PMs. Different from most of the
exist works, we put emphasize on not only the total number of PMs but also the
duration each PM stay active when calculating the energy consumption by PMs. In this
paper, therefore, we aim to find a VM placement that minimize the total cost of the
PMs actively used over the whole period.

We first define the notations used in this problem (Table 1).

Table 1. Notations

Notation | Description

v The set of VMs

n The number of VMs

\z The ith VM in V

R; The resource demand of v;
Su; The submission time of v;

L; The running time of v;

P The set of PMs

Di The ith PM in P

St; The start time of p;

E; The execution time of p;

Vik pi is used in time k if y; = 1
Xijk v; is allocated on p; in time k

We study the VM placement problem for minimizing the cost caused by the uti-
lization of PM, we called PM cost. We assume that all PMs are homogeneous with unit
capacity and normalize the resource demand of the VM to be a fraction of the capacity.
For example, when VM needs 10% of the memory of the host PM, its size can be
defined as 0.1.

Obviously, the PM cost is not only proportional to the number of PMs but also the
total execution time of all PMs. In this problem, the customers submit their request of a
set of VMs, where each VM is define as the resource size and the running time length.
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Without loss of generality, we assume that the request from customers and the response
measures from cloud system will be completed in every unit time. For simplicity, we
set the cost rate of unit as 1, and the unit time is also indicated by 1. The problem seeks
to determine a set of PMs that can accommodate the requested VMs with the minimum
PM cost. Accordingly, the object of the VM placement problem is to minimize the total
execution time of all the PMs. We use E; to represent the executing time of p;, and the
problem can be formulated as:

max(Sul +E)

minimize § :l 12 :] 12 :k mmSu, Xijk

Subject to:

> R xp<yi={1,2,3...n} k= {St;, S+ 1,.. .St + E}
i=1

Xijk € {07 1}7yi € {Oa 1}

This problem is NP-hard because, when the submission time and the running time
of each VM are identical, the problem then becomes a variant of the classical one
dimensional bin packing problem, which is one of the well-studied NP-hard problem.
Note that here we are minimizing the total execution time of the PMs, rather than the
number of the PMs in bin packing problem. The result is that our problems are more
complicated. Therefore, we prepare to present heuristic algorithms to find an acceptable
solution.

4 Algorithm

4.1 Offline Problem Analysis

In this section, we analyze the offline VM placement, which aims to minimize the total
execution time of all the PMs. We know all the information about the requested VMs
set a priori, including the number of VMs, the resource requirement and the submission
time of each VM. Because of the order in submission time, the VMs may not be placed
arbitrarily. Thus, we need to sort the VMs increasingly by submission time at the
beginning of our algorithm. Then we describe the placement strategy to place the VMs
one by one in the time order.

Our basic heuristic idea is based upon the resource utilization rate in a period of
time. In order to explain the idea more clearly, we use an example here. We assume that
in the time T, there is an active PM p. Let the residual capacity of resource in p be 0.4,
and the planned execution time is 4. At the same time two requested VMs v; and v,
have same resource demand of 0.3. Then we have two possible options below
according to their running time.

(1) The running time of v; is 3, which is smaller than the planned execution time of p,
the resource utilization rate is (0.6 * 4 + 0.3 * 3)/4 = 0.825.
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(2) The running time of v, is 5, which is larger than the planned execution time of p,
the resource utilization rate is (0.6 * 4 + 0.3 * 5)/5 = 0.78.

Thus, under this circumstance we will place v; onto p, since that it can achieve a
higher resource utilization rate in the coming period of time.

Let U(p, v) represents the resource utilization rate when placing v onto p, C rep-
resents the residual capacity of resource in p, E represents the planned execution time
of p, R represents the resource demand of v, L represents the running time of v. Then
the calculation formula of resource utilization rate is given.

(1-C)*E+R+max(E,L)
max(E, L)

U(p,v) =

The resource utilization rate U(p, v) can describe the resource usage in the next
period of time. Higher rate means that more resources are more likely to be fully
utilized. Based on this we propose a heuristic algorithm to reduce the total execution
time of all the PMs (Table 2).

Table 2. Offline algorithm.

Algorithm 1 Heuristic algorithm for offline VM placement.

Input: V={vy, vy, v3...0,}
Output: P={p4, D, P3..-Pm/}, X
1:P—g
2: Sort Vincreasingly by Su and then decreasingly by R and L
3: fori=1Itondo
4: ifAp; € P',C; = R, then
p — argyermax U(py,vy)
allocate v; to p
update P’ and x
else

open new_p and allocate v; to new_p

S T I

add new p to P’
10: update P’ and x
11: endif

12: end for

13: return P’and x
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4.2 Online Problem Analysis

In this section, we present a greedy strategy for VM placement under the online
scenario. In this problem, the requests of VMs are submitting one by one. Hence, we
should place VM one after another according to the current usage of the PM. Similar to
the dynamic bin packing problem, we first study two commonly used packing algo-
rithms, First Fit and Best Fit. Their main idea will be described below.

Each time when there is a new VM request submitted, First Fit seeks to allocates it
to earliest opened PM that can accommodate it, while Best Fit seeks to allocate it to the
suitable PM with the minimum residual capacity. And if all of the opened PMs are
available for the new requested VM, the cloud will open a new PM to accept it. When
there are no VMs running, the PM can be switched to a low power mode or shut down.

It should be noted that under the online scenario, the opened PM may have a
planned execution time obtained by the allocated VMs. Our greedy algorithm is learned
from the Best Fit algorithm, and the basic idea is discussed then. When a new requested
VM submits, suppose that there are a set of opened PMs with the information of
remaining resources R and planned execution time E. The greedy algorithm helps to
develop the strategy to allocate the VM. We have three cases to analyze: (1) There are
opened PMs that can accommodate the VM and the planned execution time of the PMs
is longer than its running time, then we allocate the VM to the suitable PM that with the
minimum residual capacity. (2) There are opened PMs that can accommodate the VM
but none of them has a longer execution time than the VM’s running time, then we
allocate the VM to the PM with a longest planned execution time, if there are multiple
eligible PMs, choose the one with the minimum residual capacity. (3) Otherwise, open
a new PM and put the VM in it.

Table 3. Online algorithm.

Algorithm 2 Greedy strategy for online VM placement .
Input: v = (R, L): The new requested VM.

P={p, vy, D3...-Dm}: The set of opened PMs.
Output: p: A suitable PM to accommodate v.
: Find the VM v; with the maximum residual capacity.
Jif R > C; then
open P41 and allocate v to P41
return Py 4q
:else
P' = arg,,ep min Inc(v,p;)
p = argy.pr min C;

cendif

S return p




360 J. Wu and H. Shen

According to above analysis, we let Inc (p, v) represents the cost increment when
VM v is allocated to PM p, where the resource demand is R, running time is L and
planned execution time of p is E. In case (1) and (2), Inc (p, v) is 0 and L-E, while in
case (3) it is undefined. Based on this strategy we design a greedy algorithm and the
details can be described as following (Table 3):

5 Experiments

In this section, simulation experiments are conducted to evaluate the performance of
the proposed algorithms under offline and online scenario. And we evaluate the per-
formance of the algorithms by comparing the results to other common used bin packing
algorithms.

5.1 Simulation Settings

The experiments are conducted on Intel(R) Core(TM) i7 processor @ 12.0 GB using
C++. Originally, we generate several problem instances with different sizes of
requested VMs. We also conduct groups of experiments for VM placement under
offline and online scenario respectively. In our simulations, the size of the VMs range
from O to 1, the submission time range from 1 to 10, and the running time range from 1
to 20. Our goal is to find a VM placement in this period to reduce the total execution
time of all the PMs.

For the purpose of comparison, we also implement the common bin packing
algorithms, such as FF (First Fit), BF (best fit), FFD (First Fit Decreasing), BFD (Best
Fit Decreasing). And there are two evaluation standards for the algorithms in this
problem. One is the number of used PMs, and the other is the total execution time.

5.2 Simulation Results

The simulations are divided into three case studies. In Case 1 and Case 2, we evaluate
the performance of the VM placement algorithms under offline and online scenario
respectively. We compare the offline placement algorithm with FFD and BFD, while
the online placement algorithm with FF and BF. And the comparison sets of simula-
tions are conduct in Case 3.

Case 1: Offline Placement Algorithm

In the first case, we conduct four groups of simulations, in which the default number of
VMs are 200, 400, 600, and 800 respectively. We compare our proposed heuristic
algorithm (PHA) with FFD and BFD by the two standards.

Figure 2 shows the number of PMs that the three different algorithms produce
respectively under the offline scenario. The x-coordinate is the number of the requested
VMs, while the y-coordinate indicates the number of PMs used to host the VMs. We
can see that in the same case, BFD has fewer PMs than FFD, while our algorithm has
the minimum PMs.
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Figure 3 shows the total execution time of all the used PMs that the three different
algorithms produce respectively under the offline scenario. The x-coordinate is the total
execution time, besides, Fig. 3 has the same format as Fig. 2 As the result, BFD and
FFD produce more execution time than our proposed algorithm.

7000

6000

5000

4000

N FFD
3000

u BFD

Number of PMs

2000 + W PHA

1000

200 400 600 800
Number of VMs

Fig. 2. Number of PMs under offline scenario

7000

6000

5000

4000
M FFD

Sk )

Total execution time

2000 W PHA

1000 -+

200 400 600 800
Number of VMs

Fig. 3. Total execution time of PMs under offline scenario

According to the results, we have the observation that our proposed heuristic
algorithm has a better performance than both BFD and FFD. This is because a request
VM is more likely to be placed on the PM with less resource left while taking the
running time into account, which enhances the resource utilization rate during the
placement period.
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Case 2: Online Placement Algorithm

In the second case, we evaluate our proposed algorithm under the online scenario,
which is also a modified best fit algorithm (MBF). We compare MBF with FF and BF
by the two standards. We use the same problem instances in case 1 to evaluate the
performance of the online placement algorithm.

Figure 4 has the same format as Fig. 2 It shows the number of PMs that the three
different algorithms produce respectively under the online scenario. We can see that our
proposed algorithm always has the smallest number of PMs in the four instances, and
FF has a bit more PMs than BF.

900
800

700

S 600
Y
s 500
5 WFF
2 400
E WBF
2 300
w MBF

200
100 -

Number of VMs

Fig. 4. Number of PMs under online scenario.

Figure 5 has the same format as Fig. 3. It shows that BF and FF produce more
execution time than our proposed algorithm under the online scenario, and FF always
produce the most execution time.

12000
10000
£
S 8000
c
2
§ 6000 W FF
_5 W BF
T 4000
L  MBF

2000

Number of VMs

Fig. 5. Total execution time of the PMs under online scenario.
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According the results, we can make a conclusion that our proposed heuristic
algorithm has a better performance than both BF and FF under the online scenario. This
is because when a new requested VM is coming, our placement strategy tries to choose
a PM to place on with the minimum execution time increasing.

Case 3: Analysis of Offline and Online Algorithm

Finally, in case 3, we conduct the experiments to compare both of our proposed
algorithms. Figures 6 and 7 shows the number and the total execution time of the PMs
of our proposed offline and online algorithms. The online algorithm has more (more
than about 1.8 times) PMs and execution time than the offline algorithm. Furthermore,
the online algorithm brings more PMs and execution time than the offline algorithm as
the number of requested VMs increasing. This is due to the characteristic of the
problem that we know all the information about the requested VMs under the offline
scenario, while the online algorithm only gives the only coming VM.

g

—e— Offline Aigorithm
—a&— Online Algorithm

8

Number of PMs
8§ 8 8§ 8 8

(=]

Number of VMs

Fig. 6. Number of PMs.
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Number of VMs

Fig. 7. Total execution time of the PMs
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6 Conclusion

In this paper, we study the VM placement problem for minimizing the cost caused by
the PMs in cloud data center. We aim to reduce the total execution time of the used
PMs. We formulate a new optimization problem for deciding the placement of VMs in
cloud data center. Moreover, we propose heuristic algorithms for both off-line and
on-line scenarios to solve the problem. To evaluate the performance, simulation
experiments are conducted to observe the placement of VMs. In the future, we plan to
further optimize the performance of our algorithm, and give some theoretical proof.
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