Chapter 6
Action-Based Learning Assessment
in Virtual Training Environments

Ali Fardinpour, Torsten Reiners and Lincoln C. Wood

Introduction

It is common to pass an induction and attend continuous training to receive and
keep permission to work on a site with health and safety risks. Furthermore, it is
generally not possible to perform the training on systems that are currently used for
operation due to safety and business matters. A common alternative is the usage of
replica in virtual training environments to simulate relevant processes and activities
as well as the surroundings and scenarios. However, it requires a well-balanced
orchestration of domain expert knowledge, (educational) technology and instruc-
tional designers with experience in developing virtual training units to recreate
authentic, immersive and engaging learning experiences with later transferability to
the real world. The suitability of virtual environments itself is justified by depicting
the infeasibility of scenarios to be considered valuable in a real world setting, i.e.
high costs (space simulator), high risks of injuries for learners and educators
(handling of hazardous material) or near-impossibility but with a high degree of
importance (natural disaster recovery); (see Hewitt et al. 2010). Advanced tech-
nology is used to detach the learner from real and potentially unsafe environments
while maintaining authenticity, e.g. using aircraft mock-ups, realistic dashboards as
user interfaces and simulations of movements and situations.
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Virtual training environments are used in a manifold of situations, e.g. training
for surgery, mechanical engineering or health and safety (Filigenzi et al. 2000;
Gunn 2006; Hockenmeyer et al. 2009; Kizil 2003). A key aspect of these envi-
ronments is to develop or advance previous inherited knowledge by immersing
(presence) and engaging (motivation) for the learner to explore the scenario and to
progress towards given objectives. Given the authenticity of activities, it is possible
to map the acquired knowledge later to their correlated real situations counterparts
(Bastiaens et al. 2014; Herrington et al. 2010). However, learning progress is
related to the understanding of the nature of errors and reflection on the actions that
lead to the outcome (Sadler 1989).

Assessment of learning outcomes can be classified as formative (identify the
quality of the assessment and provide constructive explanations) or summative
(ranking the quality of the assessment) (Scriven 1967). Summative feedback is easy
to generate, yet the sole assessment of outcomes by scores and grades seems like a
naive excuse to ignore the richness of formative feedback. The limited dimension of
scores ignores how the learner reacts to stimuli and applies learned knowledge to
make decisions during the learning process. The assessment has to include the
sequence of actions that lead to an outcome, as it is otherwise not possible to deduct
the successful application of knowledge versus successfully achieving the objective
by coincidence. Furthermore, the sequence of actions can be used to generate
detailed formative feedback (Reiners et al. 2013, 2014).

The drawback of successful formative feedback is the high investment of
resources such as the time it takes for marking assessment tasks, i.e. with intelligent
assessment systems to support or even replace the human evaluator still in its early
childhood (Fardinpour and Dreher 2012). Regarding activities in virtual training
environments, we are facing even further unsolved challenges; among others the
recognition of human performance (activities), interpretation of the human beha-
viour, and a commonly accepted standard to encode and communicate the actions.
In this chapter, we are addressing the encoding by suggesting an adaptive taxonomy
being designed to encompass the multitude of disciplines and requirements (Chodos
et al. 2014; Robertson 1997, 2000; Verhulsdonck and Morie 2009). We further
describe an approach to compare consecutive training sessions (i.e. the action
sequences) to identify changes in the action and their impact on the overall out-
come. It is further possible to assess the learners’ actions against the ones from
experts to generate formative feedback and provide guidance on how to improve in
further training sessions. The following section covers a brief introduction to virtual
environments and action-based learning. Following, we describe the used taxonomy
for user actions and provide an introduction in our method to assess the
action-based learning (ALAM) and how formative feedback is generated.
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Learning and Assessment in Virtual Learning
Environments

Virtual learning environments (VLE) are “computer-based environments that are
relatively open systems, allowing interactions and encounters with other participants”
(Wilson 1996, p. 8). Virtual training environments (VTE) represent a subset of VLE
by setting the focus on skills training including some specialised methods like intel-
ligent pedagogical agents (Rickel et al. 1998), game-based tutoring (Craighead 2008),
gamification- or game-based structures (Wood and Reiners 2013) or educational
simulation (Dede and Lewis 1995; Dede et al. 1999). VTE are used extensively in
areas like surgery training (Gunn 2006), spinal anaesthesia (Hockenmeyer et al. 2009),
dynamic hip screw surgery training in vitro (Ahmed et al. 2012) or oral implantology
(Chen et al. 2012). Virtual environments “allow you to do things which would be
difficult or impossible to do in the physical world—both literally and pragmatically”
(Twinning 2009, p. 498). And despite the generally restricted functionality with focus
on building scenarios and providing collaborative communication tools, virtual worlds
such as second life found wide application in education, e.g. teacher education
(Gregory et al. 2011; Masters et al. 2013), engineering (Bresciani et al. 2010), health
sciences (Thompson and Hagstrom 2011), logistics and manufacturing (Wriedt et al.
2008) and simulation of hazardous situations for training purposes (Reiners et al.
2013; Reiners and Wood 2013).

Avatars are digital representations being used to project the learners’ view in the
virtual environment. The most common and the most immersive option is a posi-
tioning of the camera, the virtual eyes, at the position of the head to provide a
first-person perspective. This allows a mirroring of head movements in virtual and
real space. An alternative is the third-person perspective, where the camera follows
the avatar. While the learner can follow gestures and interactions of the avatar from
an observer perspective, it reduces the immersive perception. The control of the
avatar includes various options; among others, traditional input devices (e.g. key-
board and mouse), advanced technology (e.g. Kinect or Razor Hydra) or replicas of
real world control interfaces such as the dashboard of a truck to allow the real world
haptic experience. The environment is often shared with other avatars; either
controlled by humans or computers, so-called intelligent bots or agents (Wood and
Reiners 2013).

Authentic learning has been used in different disciplines over time to increase the
quality of training in education systems. Authentic learning is about engaging
students in learning about, and solving, real-life problems by the means of simu-
lation and (educational) technology (Herrington and Herrington 2006). By
reviewing the research related to the use of simulations in the classroom, Smith
(1987, p. 409) concluded that the “physical fidelity” of the simulation materials is
not as important as the “realistic problem-solving processes” that simulation pro-
motes, a process Smith (1987) describes as the “cognitive realism” of the task Barab
et al. (2000, p. 38) also stated that authenticity occurs “not in the learner, the task, or
the environment, but in the dynamic interactions among these various components
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[...] authenticity is manifest in the flow itself, and is not an objective feature of any
one component in isolation.” In the same way, Herrington et al. (2003) argued that
the cognitive authenticity is much more important than the physical authenticity in
the design of authentic learning environments.

Learning by doing or action-based learning refers to orchestrate learning by the
learner (Naidu and Bedgood 2012). Thus, legitimate learning actions may vary
from an active participation (e.g. building, creating or drawing something) to
passive observation that is later examined, reflected on or becomes a seed for a later
decision-making process (Naidu and Bedgood 2012). The literature distinguishes
different models of action-based learning (Fardinpour and Reiners 2014); including
problem-based learning (Barrows and Tamblyn 1980), inquiry or goal-based
learning (Schank 1997), scenario-based learning (Naidu 2010) and adventure
learning (Doering 2006). Whilst each model has a distinguished focus or per-
spective, all start with a defined problem or objective (Naidu 2007). Action-based
learning is characterised by a learner-centric model where the learner studies the
learning material and afterwards applies the lesson learned. This learning by doing
approach differentiates action-based learning from action learning, where the
learning process is “using personal experience and reflection, group discussion, and
analysis, trial-and-error discovery, and learning from one another” (Lasky and
Tempone 2004, p. 87). For example, one group is sharing experiences in a dis-
cussion (action learning), while the other member of the other group learns by
actively performing the tasks to solve a problem (action-based learning).

Summative assessment methods such as multiple-choice or closed-answer
questions are useful to rank and grade the learning outcome, but lack supportive,
probing or explanatory feedback. Learners require a detailed analysis to understand
the reason for their actions and deduct a change in their learning behaviour (Rogers
1951; Sadler 1989). Action-based learning is about flexibility, complexity and
creativity; attributes that are difficult to judge with a score (Naidu 2010). Therefore,
additional flexibility is required to cope with the assessment patterns that reflect
actions of the learners, particularly at more advanced levels of learning (Wood and
Reiners 2013). Thus, in VTE the demonstrated actions and abilities of learners need
formative feedback as an important component of the learning process.

Assessment of learners’ mastery in VTE is conducted primarily by experts who
observe and analyse the training. Shute, Ventura, Bauer and Zapata-Rivera (2009,
p- 299) argue that the assessments should be “seamlessly woven into the fabric of
the learning environment” so that it is practically indiscernible for the learner;
therefore, causing no distraction. Their stealth assessment uses automated scoring
and machine-based reasoning techniques to infer, for example, the “value of
evidence-based competencies across a network of skills” (Shute et al. 2009, p. 299).
Shute used stealth assessment formally for the first time in 2005 during an
American Educational Research Association (AERA) symposium on diagnostic
assessment, but it was designed and employed two decades earlier as part of a
guided discovery world called Smithtown (Shute 2011; Shute and Glaser 1990).
Al-Smadi et al. (2010) propose a framework using stealth assessment to assess
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action choices and sequences in serious games; creating formative feedback on the
interpretive level of Rogers’ feedback classification (Rogers 1951).

“Assessment is authentic when we directly examine student performance on
worthy intellectual tasks. Traditional assessment, by contract, relies on indirect or
proxy ‘items’, efficient, simplistic substitutes from which we think valid inferences
can be made about the student’s performance at those valued challenges” (Wiggins
1990, p. 2). He further explains authentic assessment by comparing it to the tra-
ditional testing of learning outcomes. See the following list for some distinction
criteria:

e Instead of testing for recognising and recall, authentic assessment requires an
effective application of acquired knowledge.

e Authentic assessment is holistic in the assessment tasks to represent priorities
and challenges and not limited to paper-based only one specific valid answer
questions.

e Authentic assessment is about testing the understanding and reasoning of
answers, not plainly repeating the only solution from the textbook.

e The validity of answers in the context of authentic assessment depends on real
world validity, not a match with the textbook or course material.

e Authentic assessment maps the “ill-structured” challenges and roles of real-word
scenarios; not providing a clean, discrete and simplistic reflection of it.

Meyer (1992) believed that it is very important to consider “authentic to what?”
and named “few facets of authenticity: stimuli, task complexity, locus of control,
motivation, spontaneity, resources, conditions, criteria, standards, consequences”
(p- 40). According to Meyer (1992), each assessment needs to address at least a few
of these facets, if not all, to be considered as an authentic assessment.

The Taxonomy of Human Actions

One purpose of taxonomy is the ordered categorisation and unique specification of
items; in our case human actions. Robertson (1997, 2000) created the taxonomy of
embodied actions for the cooperative design in a distributed company “as a possible
bridging structure between the field study of cooperative work in practice and the
design of technology that might support that work over distance” (2000, p. 130).
Robertson embedded open and flexible categories, allowing others to adapt it to
their own requirements. Embodied actions were split into different classes; relating
to physical objects (among others movement or use), other person (among others
monitoring or pretending) and workspace (among others moving or looking); (see
also Verhulsdonck and Morie 2009).

The literature review on taxonomies of human’s actions, embodied actions,
actions in virtual worlds and behaviour modelling showed that researchers tend
towards creating their own taxonomy of actions or behaviours based on their
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Fig. 6.1 BEHAVE
taxonomy classifying actions
in three different classes

primary objective
in the scenario

GOAL

milestones on the path to the goal

CONSTITUTIVE

categories for performed human actions

- operational - gestural
-constructional - responsive
- locomotive - decisional

FUNCTIONAL

project’s needs. Examples are Fleishman (1975) who identifies six categories of
human performance: identification, discrimination, sequence learning, motor skill,
scanning and problem-solving; or Goldman (1970) who identifies four categories:
individuation, act-type, act-token, basic- and non-basic-actions. Goldman (1970,
p. 6) disagrees with the assumption that two different actions can be both recog-
nised as basic actions based on the same identity thesis. Goldman (1970, p. 6)
reminds us that, “moving my hand is a basic action, whereas checkmating my
opponent and turning on the light are not basic actions. Rather, they are actions I
perform by performing some basic actions.”

Fardinpour and Reiners (2014) use the “Basic Exploratory Human Actions in
Virtual Environments” (BEHAVE) taxonomy of human actions to classify learners’
goal-oriented actions. This taxonomy further classifies learners’ actions into three
levels: The Goal Act, Constitutive Acts, and Functional Acts; see Fig. 6.1. To
achieve the Goal Act (primary goal in the scenario), the learner must perform a
sequence of Constitutive Acts, which are composed of Functional Acts.
Constitutive Acts can be considered as milestones; an approach illustrated by
Reiners et al. (2013) for their narratives in virtual environments. However,
Functional Acts enhance the ability of an assessor to examine how these milestones
are achieved.

Action-Based Learning Assessment Method

Although action-based learning scenarios have been used in virtual training envi-
ronments before, there is still a lack of comprehensive assessment methods. In this
section, we describe the action-based learning assessment method (ALAM), which
is focusing on the formative assessment of the learners’ performed, goal-oriented,
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actions. The core functionality of ALAM is the classification and codification of
human actions according to the BEHAVE taxonomy previously described. ALAM
is a part of an overall process (action-based learning assessment system, ALAS) to
record actions, analyse the behaviour, assess against expert solutions and generate
formative feedback for an overall compelling learning experience. ALAM uses
Rogers’ 5-stage feedback classification, which is still valid and commonly used in
assessing the learning outcome (Al-Smadi et al. 2010; Dunwell et al. 2011). Human
assessors are capable of providing feedback on all stages; however, it is more
common to simplify the process by designing multiple-choice or short-answer
assessments (Stage 1 and 2). This is particularly true as formative feedback at stage
4 or 5 requires experts to understand whether the student’s answer is valid with
respect to the scope and body of knowledge, and if not, exploring the train of
thoughts that lead to the given answer. This assessment is of higher complexity as it
requires understanding of the problem, the context, and often natural language as
used by the student. Intelligent assessment algorithms are not yet capable of
automatically assessing the learner without introducing sufficient constraints to
reduce the problem and solution space (Shen et al. 2001) in a way that largely limits
the value of these algorithms in practical settings.

Action Sequence

To consider a learning experience successful, learners need to achieve a predefined
goal (i.e. the Goal Act) by performing actions in a given virtual training environ-
ment. Following the recording and recognition of actions, the first process com-
prises the identification of relevance, aggregation of atomic actions to higher level
concepts as well as classification according to the BEHAVE taxonomy (Fardinpour
and Reiners 2014). For example, smiling and stretching out the arm for a handshake
implies a friendly welcome gesture. This sequence of actions is used to assess the
learning by analysing its components against expected outcomes and the previously
recorded sequences of experts. The creation of formative feedback based on the
learning purposes and will support the learner in understanding his/her actions
against the expected actions and will support in changing his/her behaviour. It is
important to emphasise that the comparison is not requiring an exact match but
integrates deviation from the expert into the feedback by visualising the differences.
In case of non-mandatory steps, sequences can use alternative actions to achieve the
same goal; however, it is up to the learner and experts to judge the validity against
further metrics. For example, if the learner is taking extra, non-required steps, it will
not impact the primary goal but divert from the expected solution in using more
resources such as time or material. The feedback is showing this difference as it
shows room for improvement such as working more efficient but also allows
experts to gain more insight in the process itself.

Learners’ action sequences are compared to the expected action sequences
recorded by experts or instructional designers. A first approximation of the
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Action sequence Milestones Rules Expert action sequence
A1: Washing Potatoes
A2: Cut potatoesin fries - === === M1: Potatoes are in the right size M1-M2-M3 AST: AT1-AZ-A3-A4-AS-AG-AT-AR
Al Add ollto the pat (A3[A4]-AS AS2: A2-A1-A3-A4-AS-AG-AT-AS
Ad: Place pot on the stove
AS: Heat oil AS3: A1-AZ-A4-A3-AG-AS-AT-AB
A6: Add potatoes tothe ol = = = = = = M2: Potatoes in heated oil

AS4: AZ-A1-A4-AT-AS-AG-AT-AS
A7: Extract potatoes from the oil
AS: Fill potatoes intobowl = = = = = = M3: Potatoes are cooked and in bowl ASS: AT-AZ-A3-A4-AS-AG-AT-AB

Fig. 6.2 Action sequence example for a making fries. Note that, we simplified the example for
this purpose, e.g. more complex steps like “remove starch” and “adding spices” have been
excluded

similarity is the match of specific milestones regarding of availability and order in
both sequences and not considering the actions in-between (Reiners et al. 2013).
This heuristic can provide an understanding of the general correctness of the
solution, yet lacks the validation if milestones are achieved correctly. Note that, the
learner is encouraged to explore the space unconstrained and at their preferred
speed; thus, milestones are often the only source for (formative) feedback. This
approach anticipates providing immediate feedback at milestones to compare the
learning success to previous experiences.

Presented is a simple example of the action sequence and requirements with the
goal to prepare a bowl of fries made from fresh potatoes. On the left side of Fig. 6.2
is a simplified presentation of the action sequence for the learner to boil potatoes
with predefined rules (such as may be established by an instructional designer) but
allowing for some freedom. On the right side of Fig. 6.2 are the sequences recorded
from experts completing this task. Defined are three milestones, which have to be
gained in the order M1-M2-M3. Milestones reflect the achievements of
sub-sequences of actions, representing a defined state of the environment. In case of
M1, it was expected to have the potatoes in the right size; while not being specific
about the pot, type of oil or temperature of oil. M2 is reached when the condition
“potatoes in heated oil” is achieved; in general, after completing the second set of
actions (A3-A6). However, if M1 was not fulfilled or the learner forgot some
actions, the learner will be deemed to have failed to achieve the goal.

Action Recognition

All activities in the virtual training environment were recorded as a raw stream of
data, consisting of information such as coordinates of the avatar, viewing direction,
relation to objects, position of arms. Regarding the understanding and comparison
of action sequences, it is important to analyse the data stream and map parts of the
data stream to certain actions in the taxonomy (codification process). This includes
the action itself, but also the relevant attributes (e.g. adjective, preposition, location,
quantity, unit, object and location). The time-based sorted actions form the action
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sequences that are evaluated by comparing them to the experts’ action sequences.
The validity of the sequence is further verified against a set of rules that are either
manually specified by the experts or deducted automatically from expert action
sequences. For example, the occurrence of a sequence of actions in a specific order
(as part of expert action sequences) can be used to derive a rule about predecessor
relations. Further, rules are stated for sequences that only appear in some approved
action sequences, which would specify alternative solutions. Rules can be stated on
all levels of the BEHAVE taxonomy.

Constitutive Acts must be defined by the expert and represent a specific state of
the environment. The recognition can be undertaken by so-called triggers (i.e.
events that happen in the VTE and are recorded in addition to the actions) or
specific action sequences which define the end or start of a Constitutive Act or
milestone. For example, in Fig. 6.2, the M2 milestone (“potatoes in heated oil”)
defines the end of the Constitutive Act of heating the oil and placing the potatoes in
it. The trigger is further defined by the preceding sequence of specific action, e.g.
the placing of the pot on the oven, pouring the oil in the pot and turning on the heat.

The rationale behind ALAM as an authentic assessment can be summarised by
what Janesick (2006) stated about learning with authentic assessment, which stu-
dents learn from experience, context, learning community and responsibility for
improvement. ALAM provides a detailed formative feedback based on trainees’
actions, especially their goal-oriented actions, in a certain context with a clear Goal
Act. It does not limit trainees to a set of predefined questions and provides them
with an opportunity to use their learned knowledge and not just the memorised
knowledge. Using the generated feedback under the ALAM’s feedback structure
and standards, trainees can learn from their mistakes, experts’ solutions and also
correct their performance. These features make ALAM an authentic assessment
method, used to evaluate trainees’ learned knowledge in simulated environments.

Action Comparison

The evaluation of the action sequences is undertaken on the level of Constitutive
and Functional Acts. The comparison analysis of the action sequence is based on
the rules as well as the similarity to stored sets of expert action sequences. The
comparison includes, among others, the following criteria:

e Non-compliance of rules: rules are either strict (i.e. all experts have the same
sequence of actions) or loose (i.e. only some experts have the same sequence of
actions). Strict rules must be followed; loose rules represent alternatives, such
that an exact match is not required.

e Attributes that do not match; including a weighting of the relevance of an
attribute.

e Timing of the attributes, i.e. length between two actions indicating problems in
deciding what to do next.
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e Sequence of Constitutional Acts in comparison to the experts.
e Achievement of the Goal Act.

In a summative scored based assessment, the non-achievement of the goal would
be considered a failure, yet it can be the result of only of minor failures at one action
towards the end. Therefore, the comparison is looking for partial sequences (i.e.
between milestones), validity of states at milestones (objects and the environment
have certain attribute settings) and how these sequences match the experts’ beha-
viour in their action sequences. For example, the five experts have a 3:2 opinion if
potatoes should be washed first then cut or vice versa (order of action Al and A2 in
Fig. 6.2). For milestone 1, the learner requires either one or both would be con-
sidered to be correct. However, the assessment frequencies (matching 2 out of 5 in
case of A2—-Al) can be used in the feedback generation to provide alternatives. The
assessment outcome is also used in later partial action sequences to check for
further correlations, i.e. the likelihood to follow the action sequence that the learner
had the highest match with. This is used to provide feedback, but also to validate
and weight expert solutions.

Feedback Generation

The comparison generates evaluations on the similarity of the action sequences
conducted by the leaner and all experts. A straightforward approach to create an
automated feedback is matching sequences with a binary answer of “yes” and “no”.
However, this would not reflect on the variety of possible solutions and undermines
the assumed inerrability of experts. The feedback should relate the learner’s out-
come to the aggregated expert solutions provide a feedback that shows deviation
and explains the impact of these. For example, not including action A4 (place pot
on stove) is essential, thus causing an overall failure. The generated similarities (i.e.
matching actions and sequences for partial sequences) can be used to generate
feedback, e.g. visually comparing the chosen path and the one taken by the experts.
The formative feedback must distinguish between Constitutive and Functional Acts,
the first one generally being the milestones. If all experts have these milestones in
their action sequence, it is required and should be achieved by the learner as well.
Thus, the feedback must emphasise such mismatches. The same applies for actions
that all experts have taken; yet, it is important for others that are not done by all
experts (e.g. wiping the table after each step), might not be mandatory and therefore
need not be done by the learner. The feedback should allow aggregating and
disaggregating details; it is not relevant to focus on a single, irrelevant action if the
Goal Act was not even achieved. Note that, feedback should consider case-relevant
templates completed by the experts that are individualised with details from the
learner (e.g. where the learner is repeating the same failure).

Figure 6.3 visualises an abstraction on the feedback generation, yet spares
details with respect to the focus of the chapter. The learners performed actions (2nd
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Actions Performed Actions Sub-seq (i 1, pt
A1: Washing Potatoes A2 i SF 0.4; feasible (rules)
: i M1 v SF 0.6: (A1,A2)

M'ln'z.'cfl'pgtit?es W e Al SF1.0:[A1:AZ] <= M1

A3:Addoiltothepot | "= ====*

A4: Place pot on the stove A3 SF 0.2; feasible {rules)

: SF 0.6: ([A1:A2],A3,A4): [A1:A2] < (A3-Ad)

AS: Heat oll Ad SF 0.4: (A1,A2,A3,A4): (A1,A2) < (A3,A4)

i 2ad potames o the ol i SF0.0; feasible (rules); may be valid [[ASAS]| = 2 << |[A1:A4]}

SF 0.8: ([A1:A4], A5, A6): [AS5,A6)|<3; (A5,A6) > [AT:A4]

A7: Extract potatoes from the oil SF0.2: ([A1:A4], AG,AS): [(AS,A6)|<3; (A6, AS) > [A1:A4]

A5 [A3|A4)-A5 ~

A8:Fill potatoesintobowl | o221, = SF 1.0: [AT:A8] <= M2
M3=====-= =
A8 SF 0.0; feasible (rules); may be invalid
Rules M3 SF 0.0: (A8,A7)
A7 SF 1.1:(A7,A8)
mi-m2zmz 0000000 ] eeeee- - SF: Sequence frequency

[y Sequence range
[y): Specific sequence
[A3]A4]-A5 |eylfez Length compatisen

(nyl<lzak Order comparison
Feedback (excerpt)

Overall: The answer is feasible according to rules. Low rank in matching DB. Sub-sequences have no match.
Result: Fail with high probability (M3)
Milestones: Actions in sequences for milestones match DB
M1:A2-A1 has low frequency (2/5). Highest frequency is A1-A2 (3/5; "Washing potatoes” before “Cut potatoes in fries”)
Sequence is valid, milestone achieved
M2: A3-A4-A6-AS: Sequence not found
A3-A4 has highst frequency (3/5)
A6-A5 has low frequency (1/5)
Sequence may be valid (as [A1:A4] is valid, |[A5:A6]| = 2)
Discuss independency of A3-A4 and A6-A5
M3: AB-A7: Sequence not found
Sequence may be invalid. Short length (2), no valid sub-sequence
DB suggest to NOT “fill potatoes into bowl” before “extract potatoes from the oil”

Fig. 6.3 Example of sequencing action sequences to generate automated formative feedback
(excerpt)

column) are compared to the expert action sequences as shown in Fig. 6.2. The
comparison is based on milestones (is a certain state achieved (environment) and
corresponds with Constitutive Acts (experts)) and sub-sequences of different
lengths. The feedback is based on the sequence frequency (how often is this specific
sub-sequence found in the database), the feasibility according to the rules, and how
likely it is to find a specific sub-sequence after previous actions. For example, the
second sub-sequence covers the first four actions (A1, A2, A3, A4) and is feasible
as there are no violations of the given rules. The sub-sequence is found in the
database; however, has a low frequency of only 1 out of 5 cases. The low-frequency
results from the order of the preceding actions (A1, A2), as a reversed order of these
actions would increase the overall sub-sequence frequency to 0.4; implying a total
validity of (A3, A4) with 0.6. The feedback to the learner emphasises the deviation
from the expert solutions, yet shows the similarity according to frequencies that the
solution is likely to be feasible.
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Research Outlook

This chapter introduced the current research on evaluating performance within a
virtual training environment with a focus on moving towards automated assessment
using ALAM, human actions taxonomy and ALAS. The chapter is research in
progress, however, preliminary experiments show the validity as well as enhanced
opportunity to describe and evaluate training sessions in virtual training environ-
ments. The research is ongoing, with focus on the balancing of the similarity
calculation and the improvement of automated generation of rules.

The system is intended to recognise and analyse action streams from different
VTE, which are then mapped using the same taxonomy. Thus, the expert perfor-
mance could be recorded in real world scenarios and later used to assess the
learners’ performance in a simulated environment. The described taxonomy and
ALAM are part of a larger system called action-based learning assessment system
(ALAS) shown in Fig. 6.4. Actions from experts (top layer) and trainee (lower
layer) are identified, verified, mapped to the taxonomy and stored as action
sequences. The expert sequences are further used to deduct rules; describing
reoccurring patterns and dependencies that can be used during the comparison
process. The reference sequences (experts) and performed sequences (trainee) are
compared, and the evaluated outcome is used to generate the feedback.

Advancement in this area of automated assessment (focusing on providing
formative feedback) is important to support wider adoption of the rapidly advancing
use of virtual environments in education. At present, practical adoption demands
formative assessment remain a small component of the system or relies on peer- or
expert-provided feedback. Instead, high levels of formative feedback, as planned in
the nDiVE project (ndive-project.com), require significant and effective use of
formative feedback to be provided to learners to enable self-guided learning. In a
nutshell, nDiVE is exploring the immersive space for health and safety training
using head-mounted displays, i.e. addressing scenarios of high risk to have fatal
injuries. The most prominent example in nDiVE is a container terminal simulation
with tasks to solve while not risking your own or other lives.

Action Verification Mapping Rubes Rafarence
Identification Deduction Sequences
Comparison Evaluation Feedhack =0
Action Verification Mapping Performed
. Identification Action
Sequences
£=

Fig. 6.4 Action-based learning assessment system; (see also Fardinpour et al. 2013)
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