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Preface

This book constitutes the proceedings of the 2017 International Conference on Life
System Modeling and Simulation (LSMS 2017) and the 2017 International Conference
on Intelligent Computing for Sustainable Energy and Environment (ICSEE 2017),
which were held during September 22–24, in Nanjing, China. These two international
conference series aim to bring together international researchers and practitioners in the
fields of advanced methods for life system modeling and simulation as well as
advanced intelligent computing theory and methodologies and engineering applications
for sustainable energy and environment. The two conferences held this year were built
on the success of previous LSMS and ICSEE conferences held in Shanghai and Wuxi,
respectively. The success of the LSMS and ICSEE conference series were also based
on several large-scale RCUK/NSFC funded UK–China collaborative projects on sus-
tainable energy and environment, as well as a recent government funded project on the
establishment of the UK-China University Consortium in Engineering Education and
Research, with an initial focus on sustainable energy and intelligent manufacturing.

At LSMS 2017 and ICSEE 2017, technical exchanges within the research com-
munity took the form of keynote speeches, panel discussions, as well as oral and poster
presentations. In particular, two workshops, namely, the Workshop on Smart Grid and
Electric Vehicles and the Workshop on Communication and Control for Distributed
Networked Systems, were held in parallel with LSMS 2017 and ICSEE 2017, focusing
on the two recent hot topics on green and sustainable energy systems and electric
vehicles and distributed networked systems for the Internet of Things.

The LSMS 2017 and ICSEE 2017 conferences received over 625 submissions from
14 countries and regions. All papers went through a rigorous peer review procedure and
each paper received at least three review reports. Based on the review reports, the
Program Committee finally selected 208 high-quality papers for presentation at LSMS
2017 and ICSEE 2017. These papers cover 22 topics, and are included in three volumes
of CCIS proceedings published by Springer. This volume of CCIS includes 70 papers
covering 8 relevant topics.

Located at the heartland of the wealthy lower Yangtze River region in China and
being the capital of several dynasties, kingdoms, and republican governments dating
back to the 3rd century, Nanjing has long been a major center of culture, education,
research, politics, economy, transport networks, and tourism. In addition to academic
exchanges, participants were treated to a series of social events, including receptions
and networking sessions, which served to build new connections, foster friendships,
and forge collaborations. The organizers of LSMS 2017 and ICSEE 2017 would like to
acknowledge the enormous contribution of the Advisory Committee, who provided
guidance and advice, the Program Committee and the numerous referees for their
efforts in reviewing and soliciting the papers, and the Publication Committee for
their editorial work. We would also like to thank the editorial team from Springer for
their support and guidance. Particular thanks are of course due to all the authors, as



without their high-quality submissions and presentations the conferences would not
have been successful.

Finally, we would like to express our gratitude to our sponsors and organizers, listed
on the following pages.

September 2017 Bo Hu Li
Sarah Spurgeon
Mitsuo Umezu

Minrui Fei
Kang Li

Dong Yue
Qinglong Han

Shiwei Ma
Luonan Chen

Sean McLoone
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Abstract. Date sets with missing feature values are prevalent in cluster-
ing analysis. Most existing clustering methods for incomplete data rely on
imputations of missing feature values. However, accurate imputations are
usually hard to obtain especially for small-size or highly corrupted data
sets. To address this issue, this paper proposes a robust fuzzy c-means
(RFCM) clustering algorithm, which does not require imputations. The
proposed RFCM represents the missing feature values by intervals, which
can be easily constructed using the K-nearest neighbors method, and
adopts a min-max optimization model to reduce the impact of noises on
clustering performance. We give an equivalent tractable reformulation
of the min-max optimization problem and propose an efficient solution
method based on smoothing and gradient projection techniques. Experi-
ments on UCI data sets validate the effectiveness of the proposed RFCM
algorithm by comparison with existing clustering methods for incomplete
data.

Keywords: Robust FCM · Interval data · Robust clustering algorithm

1 Introduction

Clustering analysis is a common technique in machine learning and data mining
and has wide applications. Traditional clustering methods only tackle “complete”
data sets, where no missing feature values exist. However, missing data are com-
mon occurrences in practice due to various reasons, such as missing replies in
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questionnaire, high cost to acquire some feature values and improper collection
procedure of data.

To address incomplete data clustering problems, a direct method is to use the
two-step approach, which first estimates the missing feature values by imputa-
tion [16] and then applies the traditional clustering methods for complete data.
Besides the imputation-based approaches, four strategies are proposed by [3] to
tailor the FCM algorithm to handle incomplete data, including the whole data
strategy (WDS), the partial distance strategy (PDS), the optimal completion
strategy (OCS) and the nearest prototype strategy (NPS). In addition to these
strategies, principal component analysis (PCA) [9] and local PCA [4] have also
been used to capture incomplete data structure.

The limitations of these direct and iterative imputation methods are two-fold.
First, these methods require an accurate estimation of the missing feature values,
which is difficult to obtain in practice. To address this issue, interval data struc-
tures have been developed to represent the missing feature values in [6,7,12,17].
Specifically, [6] define new distance function for interval data and extend the
classical FCM to handle missing data. [7] also express missing values by interval
data, but use the genetic algorithm to search for proper imputations of miss-
ing feature values. [12] estimate interval data by an enhanced back-propagation
neural network. [17] design an improved interval construction approach using
pre-classified cluster results and search for the optimal cluster by particle swarm
optimization. Another limitation of existing clustering methods for missing data
is that the cluster results are usually sensitive to the estimation of the missing
feature values specifically for small-size and highly corrupted data sets [8].

The aim of this paper is to present a robust FCM clustering algorithm for
incomplete data based on interval data representation. To guarantee the clus-
tering performance, we introduce the concept of robust cluster objective func-
tion, which is the maximum of the traditional cluster objective function when
the missing feature values vary in the considered intervals. Different from the
existing algorithms based on interval distance function or optimal imputation
[6,7,17], we formulate the clustering problem as a min-max optimization prob-
lem based on the idea of robust optimization, which has been successfully used
in the field of operations research [18,19], and machine learning, including the
minimax probability machine [5,10,13], robust support vector machines [11,15]
and robust quadratic regression [14].

To solve the proposed min-max optimization problem, we design an effi-
cient iterative solution method. We first give an equivalent reformulation of our
robust optimization problem and analyze its relationship with the classical FCM.
Then, we show how to update the cluster prototype and membership matrices
separately by solving convex optimization problems. Since both problems are
non-smooth, we propose a smoothing method to speed up solution process. To
tackle the constrained optimization problem in the process of updating the mem-
bership matrix, we present an improved gradient projection method. Numerical
experiments on UCI data sets validate the effectiveness of the proposed RFCM
algorithm by comparison with other algorithms.
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The remainder of this paper is organized as follows. Section 2 presents our
RFCM model. In Sects. 3, we give an equivalent reformulation and give the
solution method. In Sect. 4, numerical experiments are implemented and dis-
cussed. Finally, we conclude this research in Sect. 5.

2 RFCM Clustering Algorithm

Consider a set of n objects I = {1, · · · , n} and each object has m features {xij :
j ∈ J}, where xij describes the j-th feature of the i-th object quantitatively.
Let xi = (xi1, · · · , xim)T be the feature vector of the i-th object and X =
(x1, · · · , xn) be the feature matrix or data set. The task of clustering problems
is to assign these objects to K clusters.

In practice, due to various reasons, the data set X may contain missing
components. A data set X is referred to as an incomplete data set if it contains
at least one missing feature value for some objects, that is, there exists at least
one i ∈ I and j ∈ J , such that xij =?. For an incomplete data set X, we further
partition the feature set of the i-th object into two subsets: J0

i = {j : xij =
?,∀j ∈ J} and J1

i = J \ J0
i .

Since it is usually difficult to obtain accurate estimation of missing feature
values. This paper represents missing feature values by intervals. Specifically, for
any i ∈ I, we use an interval [x−

ij , x
+
ij ] to represent unknown missing feature value

where j ∈ J0
i , and use x̄ij to represent known feature value where j ∈ J1

i . To

simply notations, in the following, let x̄ij =
x−

ij+x+
ij

2 , δij =
x+

ij−x−
ij

2 for any j ∈ J0
i ,

and δij = 0 for any j ∈ J1
i . For details on how to construct these intervals for

missing feature values, see [6,17].
To reduce the impact of inaccurate estimation of the missing feature values,

this paper considers the following robust cluster objective function:

min max

{
K∑

k=1

∑
i∈I

up
ik‖x̄i + yi − vk‖2 : yi ∈ [−δi, δi],∀i ∈ I

}

s.t.
K∑

k=1

uik = 1, uik ∈ [0, 1], ∀ i ∈ I, k = 1, · · · ,K,

(1)

The Eq. (1) is a difficult nonlinear optimization problem, and it is hard to
solve (1) directly. However, by exploiting the structural properties of (1), we will
design an efficient algorithm in next section.

3 Solution Method

3.1 Equivalent Reformulation of (1)

The following Proposition 1 simplifies the two-level min-max optimization prob-
lem (1) into a single level minimization problem, and provides the basis of design-
ing effective solution methods for (1).
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Proposition 1. Problem (1) is equivalent to the following problem:

min
U,V

∑
i∈I

∑
j∈J

{
K∑

k=1

up
ik(x̄ij − vkj)2 + 2δij

∣∣∣∣∣
K∑

k=1

up
ik(x̄ij − vkj)

∣∣∣∣∣ +
K∑

k=1

up
ikδ2ij

}

s.t.
K∑

k=1

uik = 1, uik ∈ [0, 1], ∀ i ∈ I, k = 1, · · · ,K.

(2)

Proof. We simplify the robust cluster objective function for given U and V as
follows:

JR(U, V ) =
∑
i∈I

∑
j∈J

max
yij∈[−δij ,δij ]

K∑
k=1

up
ik(x̄ij + yij − vkj)2

=
∑
i∈I

∑
j∈J

max

{
K∑

k=1

up
ik(x̄ij + δij − vkj)2,

K∑
k=1

up
ik(x̄ij − δij − vkj)2

}

where the last equation uses the fact that f(yij) = (x̄ij + yij − vkj)2 is a convex
function and attains its maximum over [−δij , δij ] at the endpoints. For given
i ∈ I and j ∈ J , we have

max

{
K∑

k=1

up
ik(x̄ij + δij − vkj)2,

K∑
k=1

up
ik(x̄ij − δij − vkj)2

}

=
K∑

k=1

up
ik(x̄ij − vkj)2 + 2δij

∣∣∣∣∣
K∑

k=1

up
ik(x̄ij − vkj)

∣∣∣∣∣ +
K∑

k=1

up
ikδ2ij ,

which completes the proof.

Proposition 1 also shows that when δij = 0 for any i ∈ I and j ∈ J , our
RFCM reduces to the classical FCM.

Let h(U, V ) be the objective function of (2). The following proposition ana-
lyzes properties of h(U, V ).

Proposition 2. For any given U ≥ 0, h(U, V ) is convex in V and for any given
V , h(U, V ) is convex in U .

Proof. First, for any U ≥ 0, it is easy to see that the first term of h(U, V ) is
convex in V . Note that the absolute function is convex; thus, the second term of
h(U, V ) is also convex in V . Since the last term of h(U, V ) is constant for given
value of U , we have that h(U, V ) is convex in V .

Second, from the proof of Proposition 1, we have that

h(U, V ) =
∑
i∈I

∑
j∈J

max

{
K∑

k=1

up
ik(x̄ij + δij − vkj)2,

K∑
k=1

up
ik(x̄ij − δij − vkj)2

}
.
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Since f(x) = axp is convex in x when a ≥ 0 and p ≥ 1, we have both∑K
k=1 up

ik(x̄ij +δij −vkj)2 and
∑K

k=1 up
ik(x̄ij −δij −vkj)2 are convex in U for any

given V . Note that the maximum of two convex function is still convex; thus,
we complete the proof.

Proposition 2 shows that although (2) is a complex non-convex minimization
problem, when either the value of U or that of V is fixed, we only need to solve
convex minimization subproblems. The next two subsection focuses on designing
efficient solution methods to these two subproblems.

3.2 Optimizing V for a Fixed Value of U

For a fixed value of U , we need to solve the following convex piecewise quadratic
problem:

min
V

∑
j∈J

∑
i∈I

{
K∑

k=1

up
ik(x̄ij − vkj)2 + 2δij

∣∣∣∣∣
K∑

k=1

up
ik(x̄ij − vkj)

∣∣∣∣∣
}

. (3)

Note that (3) is decomposable in index j. Let vj = {v1j , · · · , vKj}. Therefore,
it is sufficient to solve the following subproblem separately for each j ∈ J :

min
vj

∑
i∈I

K∑
k=1

up
ik(x̄ij − vkj)2 + 2

∑
i∈I

δij

∣∣∣∣∣
K∑

k=1

up
ik(x̄ij − vkj)

∣∣∣∣∣ . (4)

Due to the non-differentiability of the absolute function g(x) = |x|, (4) is a
non-smooth convex minimization problem. Although the sub-gradient method
can be used to solve such non-smooth optimization problems, its search direction
may oscillate around non-smooth points. To improve computation efficiency, we
introduce the following smoothing upper bound estimation (SUBE) function of g:

gε(x) =

⎧⎨
⎩

x, if x ≥ ε,
x2

2ε + ε
2 , if |x| < ε,

−x, if x ≤ −ε,

where ε > 0. It is easy to see that for any ε > 0 , gε(x) is a smooth function and
0 ≤ gε(x) − g(x) ≤ ε/2, and

g′
ε(x) =

⎧⎨
⎩

1, if x ≥ ε,
x
ε + ε

2 , if |x| < ε,
−1, if x ≤ −ε.

By introducing the SUBE function gε(x), instead of directly solving the non-
smooth optimization problem (4), we only need to consider the following smooth
optimization problem:

min
vj

φ(vj) =
∑
i∈I

K∑
k=1

up
ik(x̄ij − vkj)2 + 2

∑
i∈I

δijgε

(
K∑

k=1

up
ik(x̄ij − vkj)

)
(5)
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The gradient of the objective function φ is given as follows:

∂φ(vj)
∂vkj

= 2
∑
i∈I

up
ik(vkj − x̄ij) − 2

∑
i∈I

δijg
′
ε

(
K∑

k=1

up
ik(x̄ij − vkj)

)
.

Therefore, for a fixed value of U , we design the following smoothing gradient
descent method to solve (5).

Algorithm 1. Smoothing Gradient Descent Algorithm (SGDA)
0 Input U , j ∈ J , the maximum iteration number Nmax and error bound Err > 0.

1 Initialization: v0
kj =

∑
i∈I u

p
ik

x̄ij
∑

i∈I

∑
i∈I u

p
ik

for k = 1, · · · , K. Let n = 1.

2 Update: set ε = Err
n

, vn
kj = vn−1

kj − sn
∂φ(vn−1

j )

∂vkj
for k = 1, · · · , K and n = n + 1 .

3 Stop criteria: if n ≥ Nmax or |φ(vn
j ) − φ(vn−1

j )| ≤ Err, goto step 4; else goto step 2.
4 Output solution v∗

j = vn
j .

During the solution process, SGDA decreases the approximation error ε
repeatedly. In the SGDA, the step size can be either set as sn = a/(b + n)
with a, b > 0 or selected by the Armijo rule [1].

3.3 Optimizing U for a Fixed Value of V

For a fixed value of V , we need to solve the following constrained convex mini-
mization problem:

min
U

∑
i∈I

∑
j∈J

{
K∑

k=1

up
ik

(
(x̄ij − vkj)2 + δ2ij

)
+ 2δij

∣∣∣∣∣
K∑

k=1

up
ik(x̄ij − vkj)

∣∣∣∣∣
}

s.t.
K∑

k=1

uik = 1, uik ∈ [0, 1], ∀ i ∈ I, k = 1, · · · ,K.

(6)

Note that (6) is decomposable in index i. Let ui = {ui1, · · · , uiK}. Using
the SUBE function as in the last subsection, we consider the following smooth
subproblem separately for each i ∈ I.

min
ui

ψ(ui) =
∑
j∈J

{
K∑

k=1

up
ik

(
(x̄ij − vkj)2 + δ2ij

)
+ 2δijgε

(
K∑

k=1

up
ik(x̄ij − vkj)

)}

s.t.
K∑

k=1

uik = 1, uik ∈ [0, 1], ∀ k = 1, · · · ,K.

(7)
The gradient of the objective function ψ is given as follows:

∂ψ(ui)

∂uki

= 2p
∑

j∈J

u
p−1
ik

(
(x̄ij − vkj)

2
+ δ

2
ij

)
+ 2
∑

j∈J

δijpu
p−1
ik (x̄ij − vkj)g

′
ε

(
K∑

k=1

u
p
ik(x̄ij − vkj)

)

.
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To solve (7), we design the following smoothing gradient projection descent
algorithm.

Algorithm 2. Smoothing Gradient Projection Descent Algorithm (SGPDA)
0 Input V , i ∈ I, the maximum iteration number Nmax and error bound Err > 0.

1 Initialization: u0
ik =

(∑K
t=1

(
‖x̄i−vk‖2

‖x̄i−vt‖2

) 1
m−1
)−1

for k = 1, · · · , K. Let n = 1.

2 Update: set ε = Err
n

, ūn
ik = un−1

ik −sn
∂ψ(un−1

i )

∂uik
for k = 1, · · · , K and un

i = ProjΔ (ūn
i ).

Let n = n + 1 .
3 Stop criteria: if n ≥ Nmax or |ψ(un

i ) − ψ(un−1
i )| ≤ Err, goto step 4; else goto step 2.

4 Output solution u∗
i = un

i .

In SGPDA, the projection operator ProjΔ denotes the projection onto the
simplex Δ = {x ∈ RK :

∑K
k=1 xk = 1, xk ≥ 0, ∀k = 1, · · · ,K}. [2] has shown

that ProjΔ can be computed in O(K log K) time.
Based on the solution methods for subproblems (P̃

j

U ) and (P̃
i

V ), our RFCM
algorithm can be summarized as follows.

Algorithm 3. RFCM Algorithm
0 Input data: estimated data X̄, interval size data δ, the number of clustering K,
the maximum iteration numbers Nfcm and Nsub, and the error bounds Errfcm and
Errsub.
1 Initialization: Initialize the clustering centers V 0 by randomly choose K samples,
and set k = 1.
2 Update U when V is fixed as V = V k−1:

For i ∈ I
Sovle (P̃

i
V ) by SGPDA with the input: V = V k−1, i, Nsub and Errsub.

End
Set Uk = {u∗

i : i ∈ I}.
3 Update V when U is fixed as U = Uk:

For j ∈ J

Sovle (P̃
j
U ) by GPDA with the input: U = Uk, j, Nsub and Errsub.

End
Set V k = {v∗

j : j ∈ J}.
4 Calculate objective function value hk = h(Uk, V k).
5 Stop criteria: if k ≥ Nfcm or |hk −hk−1| ≤ Errfcm, then return (U∗, V ∗) = (Uk, V k);
otherwise, let k = k + 1 and goto step 2.
6 Output U∗ and V ∗.
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4 Numerical Experiments

4.1 Data Sets

We conduct experiments on two data sets of the UCI database: Wine and Seeds.
All these data sets are complete data sets. To generate the incomplete data
sets, we adopt the method used in [3,6]. Specifically, we use the missing com-
pletely at random (MCAR) mechanism to generate the missing feature values.
We randomly select a specified percentage of components and designate them as
missing. We further make sure the following constraints are satisfied:

1. Each object retains at least one feature;
2. Each feature has at least one value present in the incomplete data set.

4.2 Experimental Results and Discussion

We compare the proposed RFCM algorithm with the classical FCM using the
WDS, PDS and NPS strategies on Wine and Seeds data sets. The missing rates of
these data sets vary from 0% to 20%. We report the number of misclassification
and misclassification rate of these algorithms on test data sets.

We generate 100 incomplete data instances of Wine and Seeds data sets
and report the averaged performance of different algorithms in Tables 1 and 2,
respectively. Results given by the proposed RFCM, the classical FCM using the
WDS, PDS and NPS strategies are labeled as “RFCM”, “WDS”, “PDS”, and
“NPS”, respectively.

Table 1. Performance of different FCM algorithms on the incomplete Wine data set

% Number of misclassification Misclassification rate

WDS PDS NPS RFCM WDS PDS NPS RFCM

0 16.2 16.2 16.2 16.2 9.1 9.1 9.1 9.1

5 18.0 21.0 18.8 17.4 10.13 11.82 10.56 9.77

10 19.7 24.1 21.7 18.5 11.05 13.54 12.18 10.37

15 22.4 27.0 23.7 19.6 12.61 15.17 13.29 11.02

20 25.4 32.6 25.1 22.4 14.28 18.33 14.12 12.58

From Tables 1 and 2, we have the following observations.

(1) For all the test data sets, the proposed RFCM algorithm provides the best
clustering performance in terms of misclassification rate. For example, when
the missing rate of the Wine data set is 20%, the misclassification rate of
RFCM is only 12.58% while the misclassification rate of WDS, PDS and
NPS are 14.28%, 18.33% and 14.12%, respectively.
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Table 2. Performance of different FCM algorithms on the incomplete Seeds data set

% Number of misclassification Misclassification rate

WDS PDS NPS RFCM WDS PDS NPS RFCM

0 22.3 22.3 22.3 22.3 10.62 10.62 10.62 10.62

5 22.2 25.4 23.5 19.3 10.58 12.13 11.18 9.17

10 23.6 45.8 31.4 23.1 11.24 21.81 14.95 11.01

15 25.3 42.8 32.2 24.2 12.04 20.40 15.34 11.53

20 33.7 61.4 30.3 27.1 16.07 29.23 14.44 12.94

(2) When the missing rate is small, missing data have little adverse effect on the
performance of the proposed RFCM and missing data even help RFCM to
give better performance.

(3) The cluster prototypes given by RFCM also have smaller cluster prototype
errors compared with cluster prototypes given by WDS, PDS and NPS.

5 Conclusion

This paper proposes a robust FCM algorithm to cluster data sets with miss-
ing feature values. The RFCM algorithm represents the missing feature values
by intervals. Different existing interval-based clustering algorithms, which only
replace the traditional Euclidean distance with a modified distance function
for interval data, the RFCM algorithm adopts the idea of robust optimization
and aims to find an optimal cluster with the minimum wort-case cluster objec-
tive function value. Therefore, it can guarantee the worst-case performance of
the resulted cluster output and minimizes the adverse effect of missing feature
values. This paper formulates the robust clustering problem as a two-level min-
max optimization problem and provides an equivalent reformulation. An efficient
solution method is further designed based on smoothing and gradient projection
techniques. Experiments on UCI data sets also validate the effectiveness and
robustness of the RFCM algorithm by comparison with existing clustering algo-
rithms.
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Abstract. In order to solve the problem that automatic train operation control
system considering the single factor and control is not easy to be accurate, a
multi-objective optimization (MO) based on improved genetic algorithm
(GA) and fuzzy PID control method is proposed in this paper. Firstly, based on
train operation characteristics, a multi-objective model of train operation process
is established. Secondly, in order to improve the performance of the algorithm,
the train operation process is optimized by using linear weight method and
multi-objective genetic algorithm. Third, in order to suppress the local con-
vergence of GA, a dual population genetic mechanism is adopted in the iterative
process. Finally, a fuzzy PID controller is embedded into the control designer
after target curve and control train operation in real time according to the real
time running state. The results show that the proposed algorithm can get a
reasonable MO result and accurate real-time control.

Keywords: ATO � Multi-objective optimization (MO) � Genetic algorithm
(GA) � Fuzzy PID

1 Introduction

Automatic train operation (ATO) control system is the core of speed and energy
consumption control. However, the indicators considered by the researches of ATO
control strategy are incomplete, and these indicators cannot reflect the multi-objective
features of train operation process [1].

Various control schemes have been proposed in recent works on the ATO control
strategy [2–8]. In [2], under actuator saturation caused by constraints from serving
motors, an on-line approximation based robust adaptive control problem for the ATO
system is proposed. An actuator saturation nonlinearity with unknown system
parameters and nonlinear dynamics during the whole operational process is considered
explicitly. The robustness of the system can be improved. In order to obtain com-
promises between journey duration and energy saving, an approach for speed tuning in
railway management is proposed in [3]. The proposed method can deal with a
bi-criteria optimization problem, which consists in designing speed profiles integrating
both criteria in order to provide patterns of speed control. Besides, this method inte-
grates the energy consumption as a criterion to optimize. In [4], in order to minimize
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the net energy at substations, an optimal ATO speed profiles of metro trains taking into
account the energy recovered from regenerative brake is designed. Meanwhile, a model
of a train with an on-board energy storage device as well as a network model for
estimating the energy recovered by the train is presented. In [5], the adaptive optimal
control (AOC) method is developed to improve the dual heuristic programming
(DHP) design with respect to modeling errors as well as optimality, and an automatic
train regulation (ATR) designed was developed and evaluated by using AOC method.
The result shows that the AOC method is able to find a near-optimal solution more
rapidly and accurately than the DHP method. In [6], a novel online learning control
strategy is proposed to solve the train automatic stop control (TASC) problem.
Meanwhile, an extensive comparison study on a real-world data set collected in the
Beijing subway line is performed. The proposed online learning algorithm can
dynamically reduce stopping errors by using the precise location data. In [7], an
optimization approach for the speed trajectory of high-speed train in a single section is
studied. Besides, a MO model for the speed trajectory is developed by considering the
constraints such as safety requirement, track profiles, passenger comfort, and the
dynamic performance. It should be noted that numerical examples are given to illustrate
the effectiveness of the train operation process optimization. However, there is a little
related literature published about the MO based on improved GA and fuzzy PID
control method in order to solve ATO control system. The main advantages of the
proposed algorithms are summarized as follows:

(i) For the optimization algorithm of the train operation process applied to the ATO
system, it is necessary to establish an optimization model of the train running
process. In this paper, a more in-depth analysis of the train running process is
carried out to derive a formula for calculating the fitness function with accel-
eration, distance and velocity as real-time measurements to simplify the
calculation.

(ii) It is difficult to find a satisfactory solution in the latter part of the iteration by
using genetic algorithm. Therefore, this paper uses a dual population genetic
mechanism. It uses two populations to evolve at the same time and exchange the
outstanding individuals in genetic information with each other, for obtaining a
higher equilibrium state by destroying the former equilibrium state within the
population, which breaks down the “dominant” position established in the long
process of a single population, thus jumping out of local optimum.

(iii) General researches on optimization of train operation are limited to finding a rel-
atively optimized train trajectory, instead of considering its rationality in practice. It
is obviously not enough for ATO control system applied to the actual train operation
control system. In this paper, a speed controller based on fuzzy PID control strategy
is used to track the target curve after finding an optimized trajectory.

2 Multi-objective Model of Train Operation Process

ATO system of the train is a complex nonlinear system. It includes a plurality of input
and output variables, and regards energy consumption, precise parking, punctuality,
comfort and other performance index as control targets.

14 L. Wang et al.



2.1 Constraint Model

Energy consumption of the train is represented by the energy consumed when the train
overcomes resistance and operates in the whole running process. The train energy
function can be obtained:

E ¼
R
Fvdt
nM

þAtþ nB

Z
Bvdt ð2Þ

In (2), F is the train running traction: B is the train running braking force; v is the
train running speed; A is the train auxiliary power; t is the train inter-station running
time; nM is the product factor of that traction electric energy converting to mechanical
energy; nB is the product factor of that braking mechanical energy converting to electric
energy.

Because train operation process is the major thing to consider, so the train auxiliary
power A can be ignored. Simultaneously, setting the value of product factor nM , nB to 1
and simplifying formula 3 according to integral linearity, and the traction force F and
the braking force B are expressed with m � a� R, and vdt are expressed with ds, which
can be expressed as:

E ¼
Z

FþBð Þvdt ¼
Z

ma� Rð Þds ð3Þ

Therefore, the Eq. (3) above is discretized, then train running energy consumption
model can be expressed:

KE ¼
Xn
i¼1

mai�1 � Ri�1ð Þ si � si�1ð Þ ð4Þ

In (4), si is position of running point; Ri is resistance of running point; ai is
accelerated speed of running point; KE is the energy consumption measurement index.

Comfort reflects the riding quality of passengers, and it is usually expressed by the
accumulation of the acceleration difference in the unit time. Therefore, train running
comfort model can be expressed:

KC ¼
Xn
i¼1

ai � ai�1j j ð5Þ

In (5), KC is the comfort measurement index.
The indicator model of exact parking is the distance difference between running

distance of train in the whole running process and the distance of train from running
starting point to docking stations. The parking error of the docking station will keep
within the range of ±20 cm, the exact parking model can be expressed as:
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KP ¼ Sz � S0j j ð6Þ

In (6), KP is parking accuracy error measurement index; SZ is the actual driving
distance of the train; S’ is the distance between two stations.

The punctuality model can be expressed by the difference between the train running
time and the given time, and then train punctuality model can be obtained:

KT ¼
Xn
i¼1

Ti � T

�����
����� ð7Þ

si and ai refer to the position and accelerated speed of i-th operation condition.
After gaining si and ai, vi and ti can be gained by the following formula:

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ai si � si�1ð Þþ v2i�1

q
ð8Þ

ti ¼ vi � vi�1

ai
ð9Þ

For the punctuality index, T is the specified running time of the train in the running
interval. The error of actual running time of the train and specific time is not more than
5%.

2.2 Multi-objective Optimization Model

In summary, the multi-objective optimization model is shown as

min KE;KC;KP;KTf g ð10Þ

In (8), min represents getting the minimum value of the function, namely, each
sub-goal function takes the minimum value as much as possible. This paper presents by
linear weight method to gather it as single objective optimization problems. Before the
polymerization, each index should be nondimensionalized, and the solution should be
obtained by the genetic algorithm.

f ¼ w1KE þw2KC þw3KP þw4KT ð11Þ

In (11), w1, w2, w3 and w4 are weight coefficients, the formula is expressed as
follows

wi ¼ w0
1i � w2i

w2i ¼ 1= Dfi Xð Þj j
ai � fi Xð Þ� bi
Dfi Xð Þ ¼ bi�ai

2

8>><
>>:

ð12Þ
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where w0
1i represents the principal factor, and satisfy w11 þw12 þw13 þw14 ¼ 1, which

reflects the relative importance of the i-th indicator; w2i represents the correction factor,
which is used to adjust the effect of each target on differences in dimension and
magnitude; fi Xð Þ represents the objective function value of the i-th indicator; ai and bi
represent the upper and lower bounds of the objective function values of the i-th index;
fi Xð Þ is the tolerance of the objective function value of the i-th indicator. The train
operation optimization is equivalent to find a train trajectory to take into account the
various operational indicators. In (12), X is the trajectory, and fi Xð Þ is the objective
function value of the i-th index.

In the formula (13), wiði ¼ 1; 2; 3; 4Þ expresses weight of each fitness index. The
formula (4), (5), (6), (7), (8) and (9) are substituted into formula (11), we can get fitness
function:

F ¼ 1=f ¼
w1

Pn
i¼1

mai�1 � Ri�1ð Þ si � si�1ð Þþw2
Pn
i¼1

ai � ai�1j j þw3 SZ � S0j j

þw4
Pn
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ai si � si�1ð Þþ v2i�1

p
� vi�1

� �
=ai

h i
� T

� �
0
BB@

1
CCA

�1

ð13Þ

In (13), F is fitness function. From the formula (13), it is can be seen that this paper
designs a fitness calculating function with acceleration, distance and velocity as
real-time measurements. This fitness calculating function greatly simplifies the calcu-
lation in the iterative process, which can guarantee the accuracy and optimization of the
results.

3 Improved Genetic Algorithm and Fuzzy PID Control

The main disadvantages of genetic algorithm are summarized as follows: (1) the local
search ability of the algorithm is weak, and it is easy to fall into local optimal solution;
(2) The convergence speed of the algorithm is relatively slow [9].

3.1 A Dual Population Genetic Mechanism

Population will constantly evolve as time goes on, thus, it will have more and more
excellent quality. However, due to their growth, evolution, environment and the lim-
itations of the initial population, they will gradually evolve to the characteristics of the
relative advantage of the state after a substantial amount of time has lapsed. Thus, the
character of the population will not greatly change.

Dual population genetic mechanism is a parallel mechanism, and it uses two
populations to evolve simultaneously. It exchanges the genetic information carried by
the excellent individuals in the population. In order to break the equilibrium state of the
population, to achieve a higher equilibrium state, it will jump out of local optimization.
The calculating process of the Improved genetic algorithm is shown in Fig. 1.
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The schematic diagram of the optimal individual in the exchange population can be
shown as follows (Fig. 2):

3.2 Fuzzy PID Method

To verify the tracking effect of controller on target curve, the solved velocity curve
shall be tracked by using self-adaptive fuzzy PID speed controller. Self-adaptive fuzzy
PID speed controller includes two parts, one is fuzzy controller, and the other is PID
controller [10–12]. Its fundamental principle of Self-adaptive fuzzy PID controller is to
find out the fuzzy relation between each parameter of PID and deviation e and devi-
ation variation rate ec. The functional block diagram is shown as Fig. 3:

In design of fuzzy controller, the PID parameter (KP, KI , KD) should be used in
deviation e and deviation variation rate ec to design the controller as shown in Fig. 4.

Fig. 1. Flow chart of dual population genetic algorithm mechanism

Fig. 2. Exchange of optimal individuals

Fig. 3. Principle of self-adaptive fuzzy PID speed controller
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4 Instance Simulation

4.1 Data Processing in Train Operation Environment

The basic parameters of train are shown in Table 1:

4.2 Operate Curves of Optimization by Genetic Algorithm

To verify the optimal performance of genetic algorithm, Matlab2010a platform is used
to simulate in this paper. It is not advisable to obtain extremely small optimization
progress when consuming a huge computational cost in the optimization of the train
operation. This article sets the following initialization parameters. The population size
is 50, maximum population algebra is 200, crossover probability is 0.8, and mutation
probability is 0.02. Operate curves of optimization by genetic algorithm,genetic
algorithm iterative convergence curve are shown in Figs. 5 and 6.

The maximum running speed of train follows the speed limit on the line, and the
speed of train entering into a station is less than the speed limit in station. It can be seen
from Fig. 7 that the fitness function increases with the increase of genetic algebra.
When the genetic algebra is greater than 50 generations, the fitness function does not
change. At this time, the genetic algorithm has obtained the ideal optimal solution.

Fig. 4. PID parameter fuzzy control-rule

Table 1. Basic parameters of train

Parameter name Parameter characteristics

Train weight (t) 332
Maximum running speed/(km/h) 80
Formation scheme 4 motor 2 trail
Mean starting acceleration (m/s2) (0–35 km/h) � 1.0
Mean acceleration (m/s2) (0–80 km/h) � 0.6
Mean deceleration frequently used for braking (m/s2) (80–0 km/h) � 1.0
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4.3 Tracking Curve of Control by Fuzzy PID

The quality of train tracking target curve directly reflects the feasibility of control
algorithm. The tracking simulation results can be gained by velocity controller through
tracking and simulating the target curve. Tracking curve of control by fuzzy PID are
shown in Fig. 7.

As shown in Fig. 7, there are no large fluctuation in process of train tracking target
curve. Meanwhile, the tracking curve and target curve are basically coincident, which
shows that the following performance of train for target curve is pretty good. Thus, the
proposed algorithm is feasible.

Fig. 5. Operate curves of optimization by genetic algorithm

Fig. 6. Genetic algorithm iterative convergence curve
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5 Conclusion

In this paper, the multi-objective optimization model of train is presented, and the train
operation process is optimized by genetic algorithm. Meanwhile, to obtain a better
solution, a dual population genetic mechanism is adopted in the iterative process, so as
to improve the performance of genetic algorithm. The optimized result shows that the
punctuality, precision parking, comfort, energy saving and other multiple performance
requirements of train have been met. Finally, based on generating train running target
curve by genetic algorithm, the self-adaptive fuzzy PID control is embedded in the train
control system, and the target curve is tracked. The problem of speed controller fol-
lowing target curve can be handled well, the train can operate smoothly and safely, and
possess perfect robustness.

Acknowledgments. This work is supported by Nature Science Foundation of China under
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Abstract. Aiming at the problem of Automated Guided Vehicles (AGV) tra-
jectory tracking, a fuzzy controller is designed by the fuzzy control principle.
The distance deviation and the angle deviation of the car are taken as the input
variables of the fuzzy variable, and the voltage analog quantity can be used as
the output variable. The traditional PID controller and the designed fuzzy
controller are simulated by Matlab software. And the simulation results show
that the AGV trajectory tracker based on fuzzy control can effectively solve the
problem of unsatisfactory control in the case of large deviation.

Keywords: AGV � Fuzzy control � Trajectory tracking � Matlab software
simulation

1 Introduction

Trajectory tracking control is one of the most important parts of the automatic navi-
gation system. The level and precision of the controller are related to the safety and
reliability of the AGV car. At present, the PID controller is used in the trajectory
tracking controller of AGV. When the initial deviation angle is small, the AGV based
on PID controller can eliminate the angle and distance error in a short time and the
steady-state error is also guaranteed in a small range. However, in the actual use of the
factory floor, the AGV is more complex, there may be large curvature of the corner and
more complex operation. In this case, the PID controller is difficult to meet the
requirements of the AGV track tracking and cannot quickly eliminate the distance error
and angle error. It will lead to the AGV off track, so that the system cannot run.

Therefore, the nonlinearity in the actual operation of the AGV makes the trajectory
tracking becomes a difficult problem in the control process. The literatures [1–3] is the
research of many scholars. In view of the complexity and non-linearity of AGV in
practical application, this paper designs a fuzzy controller based on fuzzy theory to
track the trajectory of AGV car under large deviation.

2 The Dynamic Model of AGV System

In this paper, we use the method of system identification. According to the statistics of
the input and output data and the corresponding rules, we can estimate the corre-
sponding mathematical model. The relationship between the angle deviation a, the
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distance deviation d of AGV and the speed difference DV of the driving wheel can be
shown as follows:

da
dt
dd
dt

2
64

3
75 ¼ 0 0

V0 a22

� �
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d

" #
þ

1
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0
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" #
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In the formula, H is the driving wheel wheelbase [4], V0 is the speed of the O time, h; l
are for the deviation of income.

According to the introduction of the control voltage of the car, the state space
equation of the whole system is established. The analog signal of the voltage is
regarded as the input variable of the system and the car speed value is regarded as
output value. We can obtain Formula (4) by n order difference and differential Eqs. (2)
and (3).

a0yðkþ nÞþ ðkþ nþ 1Þ. . .:þ yðkÞ ¼ b1Uðkþ nþ 1Þþ . . .:þ bnUðkÞ ð2Þ

a0
dnyðtÞ
dtn

þ a1
dn�1yðtÞ
dtn�1 þ . . .:þ anyðtÞ ¼ b1

dn�1UðtÞ
dtn�1 þ . . .:þ bnUðtÞ ð3Þ

A ¼ Dmþ 1A;B ¼ DmB

A ¼ a0; a1; a2; . . .. . .; an½ �T

B ¼ b0; b1; b2; . . .. . .; bn½ �T
ð4Þ

According to the literature [5], we choose the best signal period and the adjustment
time [6]. Then the system identification is carried out by Matiab software, which can be
obtained as follows:

yðkÞ ¼ �1:886yðk � 1Þ � 0:698yðk � 2Þþ 0:0087uðkÞþ 0:6835uðk � 1Þþ 0:448uðk � 2Þ

The transfer function can be obtained as follows:

GðsÞ ¼ 0:0087s2 þ 0:6835sþ 0:448
s2 þ 1:886sþ 0:698

ð5Þ

Since higher order functions cannot be added to the entire state equation, so we can
reduced the order processing:

GðsÞ ¼ 0:4876
sþ 0:7098

ð6Þ
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Differential equation can be written as follows:

_VðtÞ ¼ �0:7098VðtÞþ 0:4876UðtÞ
D _VðtÞ ¼ �0:7098DVðtÞþ 0:4876DUðtÞ ð7Þ

Therefore, the relationship between driving voltage difference and velocity difference is
obtained.

According to a series of formulas in front of the paper, we can regard the analog
voltage difference of the driving wheel as the input. The speed of the wheel is regarded
as state variables and the output are the distance error and angle error. Therefore, the
state equation of the whole system is obtained as follows:

dDV
dt

da
dt
dd
dt

2
6666664

3
7777775
¼

�a 0 0
1
H 0 0
0 V0 0

0
@

1
A

DV

a

d

2
64

3
75þ

b

0

0

2
64

3
75DU ð8Þ

The state of the formula is DV a d½ �. Based on the above inference, the kinematics
model of the whole system can be obtained.

3 The Work of Fuzzy Control Algorithm

3.1 Determination of AGV Fuzzy Variables

The purpose of tracking is to reduce the operation angle and distance errors of the
planned trajectory of the AGV. Therefore, the car angle error a and the distance error d
are regarded as the input variables of fuzzy variables and the voltage analog U that can
change the corresponding error of the car is regarded as output variables. Because we
often take the input error and error rate of change as the two input language variables of
the controller in the fuzzy controller, so in this paper, an integrated error E is obtained
by combining the angle error a and the distance error d. Because of the change of the
comprehensive error rate is F, so we take the two variables as input variables of the
controller. Among them, the weight of the angle error a is k, the weight of the distance
error d is 1−k.

3.2 The Establishment of the Domain of AGV

In this paper, the scope of the variables is proposed by Mamdani. They can be depicted
as follows: the input and output variables are all taken [−6 6], the scope of the field
[−B B] (unit angle: degree) of angular error is [−25° 25°] and the domain [−K K]
(unit: V) of variable U of the system output is [−0.9V 0.9V].
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3.3 The Determination of Membership Function

Because the triangular membership function expression is simple and the effect is not
much difference, so in this paper, according to the practical considerations, we take the
triangular membership function. The membership function of input variables are as
shown in Figs. 1 and 2 below and the output variable is shown in Fig. 3 as follows.

3.4 The Defuzzification

We take the center of gravity which is enclosed by the abscissa of the fuzzy set and the
curve of membership function as the end result of the algorithm. In this paper, we
consider the simple and practical effect, using gravity method [7].

Fig. 1. Membership function of input variable E

Fig. 2. Membership function of input variable F
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3.5 AGV Trajectory Tracking Rules

Trajectory tracking is an important part of fuzzy controller, which is based on the expert
experience and control theory. The design of fuzzy controller model statement in this
paper is depicted as follow:

If E ¼ Aand F ¼ BThenU ¼ C:

In this paper, we use a common fuzzy control rule which is shown in the Table 1
below.

Using the Matlab software to build a fuzzy controller to get the rule graph of fuzzy
controller and the rule surface of fuzzy controller which are shown in Figs. 4 and 5 as
follows.

Fig. 3. Membership function of output variable U

Table 1. Rule parameter of table fuzzy control

E F
NB NM NS ZO PS PM PB

NB PM PM PB PS ZO PS ZO
NM PM PB NS NS ZO ZO NM
NS PB PB PB NS ZO NB NB
ZO PB PB NS ZO NB NS NS
PS NB NS ZO NB NS NS NM
PM NS ZO NB NS NS NM NM
PB ZO NB NM NB NM NM NM
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Fig. 4. Rule graph of fuzzy controller

Fig. 5. Rule surface of fuzzy controller
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4 The Simulation Results and Analysis

4.1 Simulation and Analysis of PID Controller

In order to reflect the effect of the fuzzy controller in the trajectory tracking of AGV
car, this paper firstly uses the PID controller [8] to adjust the AGV car with the same
distance deviation d and angle deviation a. According to the state Eq. (8) of the system,
the simulation model of AGV car is built and the simulation results are shown in Fig. 6.

As the figure shows, when given the initial trajectory deviation, PID controller can
respond in a timely manner and the angle error decreased gradually, but the distance
deviation is not immediately reduced. With the slow progress of time, the angle
deviation will increase in the opposite direction and the distance deviation is signifi-
cantly reduced. However, under the control of the PID controller, if the angle deviation
and the distance deviation will eventually stabilize, it will fluctuate more than three to
four times. Finally, the AGV car can return to the predetermined trajectory.

4.2 Fuzzy Controller Simulation and Analysis

According to the state space Eq. (8), the fuzzy controller simulation model is built by
using the Simulink module [9] of the Matlab simulation software. In this paper, we

The distance deviation d

The angle deviation a

Fig. 6. Simulation diagram of PID controller
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select that the car’s initial angle deviation is a = 0.3°, the distance deviation is
d = 0.1 m and the weight is 0.5. The initial speed of the left and right wheels is 0.4 m/s
and the initial deviation rate is about 0. The gain of Gain1 is 0.7098 and Gain4 is
0.4876, which are obtained by the Formula (7) of the second chapter. Because the
kE ¼ 10:1, kF ¼ 25:1 in the fuzzy controller, so the simulation results of the fuzzy
controller are shown in Fig. 7 as follow.

As the figure shows, when the trajectory deviation appears in the AGV trajectory,
the fuzzy controller can react and the angle deviation will decrease gradually, but the
distance deviation does not immediately reduce. In a very short period of time, the car’s
angular deviation and distance deviation will tend to zero. Therefore, the AGV can
achieve the purpose of trajectory tracking. Compared with the deviations of the PID
controller, there is a significant improvement in the repeated fluctuations. By changing
the parameters of the simulation model and the proportional coefficient of the con-
troller, we can get a more ideal graphics which is as shown in Fig. 8. The distance
deviation fluctuation is smaller and the recovery time of the error has been further
improved [10].

The distance deviation d

The angle deviation a

Fig. 7. Simulation diagram of fuzzy controller
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5 Conclusion

Using the Matlab software to establish the simulation model of the fuzzy controller by
the given initial angle and distance deviation of the AGV. Then we can get the fuzzy
control simulation map and can be seen that fuzzy controller is very effective to the
error elimination of the AGV. Finally, we can get a more ideal effect diagram by
adjusting the parameters correspondingly. By comparing the simulation results of these
two controllers, it can be clearly seen that the AGV trajectory controller which is based
on fuzzy control theory is more effective and more stable than the conventional PID
controller. Therefore, the trajectory tracking based on fuzzy control theory can be
applied to the actual operation of AGV.
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Abstract. For the purpose of automatic monitoring of the boiler combustion
stability and quantifying the degree of combustion stability, a determination
model for the combustion stability based on BP neural network is proposed.
This model, according to the digital image processing technology, captures
flame combustion state images, then extracts combustion states. Aimed at
shortcomings of BP algorithm – anti-jamming ability, slow learning rate, easy to
fall into local minimum, etc., this paper proposes a BP algorithm based on
hierarchical dynamic adjustment of different learning rates. The samples are
divided into training samples and test samples for training and testing the
established model. Experience has shown that the improved model not only has
better fault-tolerance and mapping ability but also improves recognition rates
and computing speed, which can meet the real-time requirement of stability
determination.

Keywords: Flame image processing � Improved BP algorithm � Hierarchical
dynamic adjustment of different learning rates � Combustion stability

1 Introduction

With the development of IT technology and digital image processing technology,
large-scale power plant boiler started to use the image monitoring system of boiler
flame. But the current image monitoring system is just automatic detection for com-
bustion and extinguishment of coal. Although this image monitoring system of boiler
flame provides a technology platform for automatic monitoring of combustion stability,
the combustion stability monitoring still needs operators to observe flame images
because the method of judging combustion stability based on flame images is not
mature yet. Therefore, the stability judgment is one of key problems to be solved in the
automatic monitoring system of combustion state. The solution of this problem has
practical significance to realize the automatic monitoring of combustion state and the
safe operation of boilers [1].

BP neural network is suitable for this complex process of boiler flame combustion
because of its non-linear mapping, self-adaptation, self-learning, network generaliza-
tion and fault tolerance.
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However, the existing BP algorithm in the process of model training showed slow
convergence, a large number of training steps, easy to fall into local minimum, difficult
to determine the network structure and poor generalization ability, which greatly limits
the development of judgement model for flame combustion stability [2]. Although
some scholars have put forward a lot of improved algorithms, the inherent nature of BP
network has not been improved well and many algorithms only improved on one side,
then the application range was limited [3].

To solve this problem, this paper, based on analyzing flame images, improves the
training method and transfer function, constructs a new composite error function, at the
same time, proposes a new method of adjusting different learning rates and an idea of
grouping training. This improved BP algorithm greatly improves the model reliability,
promotes the research of the combustion stability determination model.

2 Flame Image Preprocessing and Combustion Parameter
Selection

2.1 Flame Image Preprocessing

The flame analysis of combustion characteristics is the key to determine the detection
algorithm of flame images. Figure 1 shows a furnace flame image. In order to obtain
more accurate and more realistic flame characteristics and to obtain more clear flame
combustion parameters, the flame image needs to be preprocessed. This paper adopts
the existing method of paper [4] to preprocess flame images which includes gray-scale
and median filter.

Gray-scale is the process of converting a color image into a gray image. According
to the transformation relationship between RGB color space and YUV color space,
establishing a corresponding relationship between brightness Y, R (red), G (green) and
B (blue): Y = 0.3R + 0.59G + 0.11B. Calculating the luminance value Y of each
pixel, and the luminance value information is used as the gradation value of the gray
scale image.

Fig. 1. Furnace flame image
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Median filter can filter out random noise in flame image. Because of its non-linear,
median filter do not affect step signal which would not result in image blurring. The
digital equation of median filter is expressed as:

gðx; yÞ ¼ med f ðx� i; y� iÞf g; i; j 2 S ð1Þ

In the equation, g(x,y) and f(x,y) is pixel gray level of the image data matrix, and S is a
sliding window.

2.2 Combustion Parameter Selection

Some combustion parameters are mentioned in paper [4–8], including flame average
gray, average gray of effective area, high thermal field area, circularity, offset of flame
center and flame abundance. As the camera placed in a poor position in this study, the
circularity is not ideal. When the combustion parameter is chosen too much, the
complexity of fuzzy neural network will be increased. Therefore, this paper selects five
combustion parameters, which are flame average gray, average gray of effective area,
flame abundance, area ratio of high thermal field and offset of flame center. Those
parameters are extracted from preprocessed flame images.

As the pulsation rate of pulverized coal is 10–30 Hz, and the pulsation rate of flame
center is 5–10 Hz [9]. In order to eliminate the influence of flame pulsation on the
judgement of stability combustion, obtaining the maximum, minimum and average
values of the flame parameters which taken by every five frames of flame videos, then
obtaining parameter samples, so that each set of sample data contains one flame pul-
sation at least. A combustion parameter database is obtained.

3 Combustion Stability Judgment Model Based on BP Neural
Network

BP algorithm includes two aspects: the forward propagation of signal and the reverse
propagation of error, namely when calculating actual outputs, the direction is from
inputs to outputs, but when correcting weight and threshold, the direction is from
outputs to inputs.

Suppose the number of input layer, hidden layer and output layer is N, M and L
respectively. Any input sample vectors are nk ¼ ðnk1; nk2; . . .; nkNÞ; 1� k� P, actual
output vectors are Ck ¼ ðCk

1;C
k
2; . . .;C

k
LÞ, expected output vectors are

yk ¼ ðyk1; yk2; . . .; ykLÞ, the weights that connect the input layer and hidden layer are
wijð1� i�N; 1� j�MÞ, the weights that connect the hidden layer and output layer are
vjtð1� j�M; 1� t�LÞ, the output threshold values for each unit of hidden layer are
hjð1� j�MÞ, the output threshold values for each unit of output layer are ttð1� t�LÞ,
g(x) and f(x) are transfer functions of hidden layer and output layer respectively.
Suppose m is iterative number of training network, link weights and actual outputs are
all functions of m.
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(1) When signal start forward propagation, the propagation direction is from input layer
to hidden layer, and then from hidden layer to output layer, there is an influence
between two adjacent neurons. If output values of output layer does not reach
desired values, the back propagation process is performed. Repeating these two
processes alternately until the network error reaches a sufficiently small value [10].

Using the input samples nk ¼ ðnk1; nk2; . . .; nkNÞ, link weights wij and thresholds hj to
calculate neuron inputs Skj in the hidden layer. Then, neuron outputs Ok

j in the hidden

layer are calculated by Skj and transfer function g(x):

Skj ðmÞ ¼
XN

i¼1
wijðmÞnki � hjðmÞ; i ¼ 1; 2; . . .;M ð2Þ

Ok
j ðmÞ ¼ g Skj ðmÞ

� �
; j ¼ 1; 2; . . .;M ð3Þ

Likewise, using outputs bkj in the hidden layer, link weights vjt and thresholds rt to

calculate neuron outputs Lkt in the output layer, and then neuron response Ck
t in the

output layer is calculated by Lkt and transfer function f(x):

Lkt ðmÞ ¼
XM

j¼1
vjtðmÞOk

j � rtðmÞ; t ¼ 1; 2; . . .;L ð4Þ

Ck
t ðmÞ ¼ f Lkj ðmÞ

� �
; t ¼ 1; 2; . . .;L ð5Þ

(2) The reverse propagation of error, that is, firstly calculating the output error of
neurons, layer by layer. Then adjusting all weights and thresholds, according to
the error gradient descend method. So that the final outputs of the modified
network can be close to desired values.

For all training samples, the global mean square error function between actual
output values Ck

t of the neural network and ideal expected values ykt is expressed as:

EðmÞ ¼ 1
2

XP

k¼1
EkðmÞ ¼ 1

2

XP

k¼1

XL

t¼1
ekt ðmÞ
� �2

¼ 1
2

XP

k¼1

XL

t¼1
ðykt � Ck

t ðmÞÞ2
ð6Þ

In the equation, ekt ðmÞ ¼ ykt � Ck
t ðmÞ is error of the t-th neuron at the m-th iteration of

network.

For the traditional BP algorithm, generally selecting Sigmoid function (short for
s-type function) as the transfer function of BP neural network, that is

f ðxÞ ¼ gðxÞ ¼ 1
1þ e�x

ð7Þ

36 R. Chen et al.



4 Improved BP Algorithm

4.1 Shortcomings of BP Algorithm

BP algorithm has a solid theoretical basis, rigorous derivation process, beautiful
symmetrical formula, clear physical concept, and strong versatility. However, it is
found that BP algorithm has some shortcomings with the long-term use process, mainly
including the following aspects [11]:

(1) Slow convergence.
(2) Easy to fall into local minimum.
(3) Network structure is difficult to determine.
(4) Poor generalization ability.

4.2 Improved BP Algorithm

In the process of determining combustion stability, due to a large number of network
training samples and a certain number of duplicate samples, trying to adopt a training
method of packet processing in the improved BP algorithm, which means that P
training samples were divided into N groups, the number of samples for each group is
Pið1� i� nÞ, then make each group of samples to train network, adjust learning rates
after a study of each group [12]. In the training method of packet processing, for
training samples Pið1� i� nÞ, the global mean square error function between the
actual output values Ck

t of neural network and the ideal output value ykt is expressed as:

E ¼ 1
P

XPi

k¼1
Ek ¼ 1

2P

XPi

k¼1

XL

t¼1
ðekt Þ

2

¼ 1
2P

XPi

k¼1

XL

t¼1
ðykt � Ck

t Þ2
ð8Þ

In the equation, ekt ¼ ykt � Ck
t is error of the t-th neuron in the output layer.

BP algorithm is based on the squared error sum function as the objective function
and uses the gradient descent method to find the minimum algorithm. In the initial stage
of the training samples, output values are far from expected values, E is relatively large,
and ΔE has a larger space for descent, so E has a greater contribution to accelerate the
network’s convergence. With training samples and training times increase, output
values are gradually close to desired values, E decreases, and the space of decline is
also shrinking. At this time, the convergence rate of network will become very slow.
Meanwhile, due to the global mean square error function E is a nonlinear function,
means that connection space composed of E isn’t a paraboloid which only have one
minimum point, but a hypersurface with a number of local minimum. Therefore, the
convergence process of back propagation networks is easy to fall into local minimum,
and cannot converge to the global minimum point. The reason for this problem is that
the BP learning rule adopts the gradient descent direction of error function to converge
[12]. In order to solve this problem, this paper constructs the composite error function:
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Gk ¼ kEþð1� kÞEGðmÞ, and uses GkðmÞ to replace the global mean square error
function EðmÞ. The concrete expansion is expressed as:

GkðmÞ ¼ kEðmÞþ ð1� kÞEGðmÞ
¼ 0:5k

XPi

k¼1

XL

t¼1
ekt ðmÞ
� �2 þð1� kÞ

XPi

k¼1

XL

t¼1
ykt e

k
t ðmÞ

� �2 ð9Þ

In the equation, k ¼ exp � DEðmÞj j=EðmÞð Þ, DEðmÞ ¼ EðmÞ � Eðm� 1Þ are error
variations. DEðmÞj j=EðmÞ is error change rate. EðmÞ is the global mean square error in
the m-th cyclic learning.

In the initial stage of training samples, the actual network outputs are different from
the expected outputs (k ¼ 1). At this time, GkðmÞ ¼ EðmÞ is the global mean square
error function, and the network convergence speed accelerates. With training samples
and training times increase, E decreases constantly. When k is from 1 to 0, the part of
contribution value for ð1� kÞEGðmÞ increases, at this time, GkðmÞ ¼ EGðmÞ. The
network convergence speed also accelerates, which overcomes the shortcoming of slow
convergence speed of the traditional BP algorithm to a certain extent. For the con-
vergence of function GkðmÞ, when ekt ðmÞ ! 0, the composite error function can make
EðmÞ and EGðmÞ reach the minimum at the same time, and its convergence is consistent
with the convergence of EðmÞ.

For the problem of slow convergence speed, this paper adopts a new method to
adjust different learning rate, that is, to separately adjust the learning rate g1 of output
layer and the learning rate g2 of hidden layer, which replaces the fixed learning rate g in
the traditional algorithm. According to the Delta learning rule, link weights vjt which
are form implicit function to output layer and link weights wij which are form input
layer to hidden layer respectively are:

Dvjt ¼ g1ðmÞ � @GkðmÞ
@vjtðmÞ

� �

¼ �g1ðmÞ
@kEðmÞ
@ekt ðmÞ

þ @ð1� kÞEGðmÞ
@ekt ðmÞ

� 	
� @e

k
t ðmÞ

@Ck
t ðmÞ

@Ck
t ðmÞ

@Lkt ðmÞ
@Lkt ðmÞ
@vjtðmÞ

¼ g1ðmÞ
XPi

k¼1
dkt ðk;mÞOk

j ðmÞ

ð10Þ

In the equation, dkt ðk;mÞ ¼ ðykt � kCk
t ðmÞÞCk

t ðmÞð1� Ck
t ðmÞÞ.

Dwijðm) ¼ g2ðmÞ � @GkðmÞ
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In the equation, dkt ða; k;mÞ ¼ að1þOk
j ðmÞÞð1� Ok

j ðmÞÞ
PL

t¼1 d
k
t ðk;mÞvjtðmÞ.
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Besides, in the improved BP algorithm, the learning rate of g1ðmÞ and g2ðmÞ
respectively adopt the following corrected equations [13]:

g1ðmþ 1Þ ¼ g1ðmÞ � s
DEðmÞ
EðmÞ ; 0\s\1 ð12Þ

g2ðmþ 1Þ ¼ g2ðmÞ � s
DEðmÞ
EðmÞ ; 0\s\1 ð13Þ

In the equation, g1ðmþ 1Þ is the learning rate of output layer of group samples in the
m + 1-th cyclic learning. g2ðmþ 1Þ is the learning rate of hidden layer in the m + 1-th
cyclic learning. s is a constant which range from 0\s\1, and this paper takes s as 0.5
[13].

Therefore, the corrected equations of connection weights vjt and wij respectively
are:

vjtðmþ 1Þ ¼ vjtðmÞþ g1
XPi

k¼1
dk

t
ðk;mÞOk

j ðmÞ ð14Þ

wijðmþ 1Þ ¼ wijðmÞþ g2
XPi

k¼1
dk

t
ða; k;mÞfkj ð15Þ

5 Simulation of Combustion Stability Determination Based
on Improved BP Neural Network

5.1 Improved BP Neural Network Training

In order to test model performances, “1–4” is used to respectively represent 4 kinds of
combustion states [5]: “1: very stable”, “2: general stability”, “3: slightly unstable”, “4:
very unstable”. The decision attribute of samples uses “1”, “2”, “3” and “4” as four
kinds of combustion state, and model outputs are decimals which locate in interval
[0, 5]. Therefore, it is necessary to deal with output results, and choosing appropriate
method to test model performances. Rounding model outputs, and respectively cor-
responding to each combustion state. Due to the combustion stability determination of
samples is based on the interval partition, coupled with flame pulse and image noise, it
is bound to cause some inaccurate. Therefore, when model outputs adjoin samples, they
have little influence on the stability determination, such as “1” and “2 denote all stable
states, just different extent. However, when the stability differs by two degrees, such as
“1” and “3”, the two kinds of combustion states differ considerably, at this time, the
model outputs are not credible. So defining state difference as DS, confidence factor as
c. When the model outputs (rounded) is coincident with samples DS ¼ 0ð Þ, the result is
right, and the confidence factor c ¼ 1; When differ by one degree (DS ¼ 1), the result
is slightly inaccurate, and the confidence factor c ¼ 0:5; When differ by two or three
degrees (DS ¼ 2 or DS ¼ 3), the model outputs is wrong, and the confidence factor
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c ¼ 0. The confidence R is used as one of the performance parameters. Supposing the
number of test samples is n, ck are confidence factors of k-th sample. The model’s
confidence can be calculated by:

R ¼
Xn
k¼1

ck � 100%=n ð16Þ

In addition, P is accuracy of model, P = (stability)/(sample total) *100%, which rep-
resent the proportion of model outputs that are coincident with samples. When the
model confidence R and accuracy P meet requirements, the model can be used to
determine combustion stability, otherwise retraining and retesting the model until
meeting the requirements.

Algorithm steps:

Step1: Initializing link weights, thresholds and learning rate (g1 and g2). Supposing
all training samples are divided into n groups, the sample number of each
group is Pið1� i� nÞ, e is expected error criterion in the group and M is the
maximum iteration number.

Step2: Randomly inputting any samples in this group nk ¼ ðnk1; nk2; . . .; nkNÞ;
Step3: Calculating respectively output values of the hidden layer and output layer

according to the input samples nk;
Setp4: Calculating the mean square error of samples, judging whether all training

samples complete learning or not. If it is, calculating the global mean square
error according to Eq. 10, and m = m + 1; otherwise, go to Step2;

Setp5: Judging whether cyclic learning times m is greater than the maximum iteration
times M or not. If it is, go to Step7. Otherwise, judging whether the global
training sample mean square error EðmÞj j in this group is less than expected
error standard e. If it is, go to the Step7; otherwise, go to step6;

Step6: Judging DE. If DE[ 0:001, different learning rate g1ðmÞ and g2ðmÞ need to be
reset, and returning Step2; if DE\0:001, correcting the learning rate g1ðmÞ
and g2ðmÞ of all input samples according to Eqs. 12 and 13, and correcting
link weights of the output layer and hidden layer;

Step7: Calculating each confidence factor c of test samples;
Step8: Calculating the confidence R and accuracy P;
Step9: If the confidence level meets requirements, the model is set up successfully,

and the test is over. Otherwise, returns Step2;

5.2 Combustion Stability Output

This paper chooses 4000 test samples in the sample database after processing. In order
to verify the validity of improved BP algorithm, using the 200 samples which are
selected from the 400 test samples to compare with the result. Transfer functions of the
output layer and hidden layer select Sigmoid function. For two combustion stability
determination models of the traditional BP algorithm and improved BP algorithm
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(methods as described in Sect. 5.1), inputting samples, then getting the final results as
shown in Figs. 2 and 3. Figure 2 is the combustion stability simulation of traditional
BP algorithm. Figure 3 is the combustion stability simulation of improved BP
algorithm.

As shown in Figs. 2 and 3, they are “sample decision”, “BP network output”,
“stability interval”, “stability error curve” and “sample confidence level” respectively.
The X axes are the number of samples. The Y axes of “sample decision”, “BP network
output” and “stability interval” represent the 4 kinds of combustion states described in
Sect. 5.1; the Y axis of “stability error curve” represents error difference; the Y axis of
“sample confidence level” is confidence size. The stability is a theoretical continuation
of multi-attribute decision making theory in literature [10]. The size of stability reflects
the degree of stability.

Contrasting the five parameter comparisons between Figs. 2 and 3, the data in
Fig. 2 is relatively rough, Fig. 3 shows more detailed data. This illustrates that com-
pared with the traditional BP algorithm, the improved BP algorithm can more accu-
rately reflect the stability of samples, and more persuasively determinate stability and
confidence of samples.

Defining the accuracy and confidence to determine performance parameters of the
established combustion determination model (show in Sect. 5.1), the results are as
follows by checking (Table 1):

Fig. 2. Simulation of the traditional BP
algorithm

Fig. 3. Simulation of the improved BP
algorithm
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6 Conclusion

BP neural network has strong nonlinear mapping ability. It can approximate the
nonlinear function by arbitrary precision, so it is more suitable for the modeling
complex problems such as flame combustion. However, due to slow convergence
speed, a large number of training steps, easy to fall into local minimum and so on, its
application in practice has been confined in some ways. Based on the above consid-
erations, this paper improves the network training method and transfer functions,
constructs a new composite error function, at the same time, adopts hierarchical
dynamic adjustment of different learning rates, and obtains a new improved BP neural
network.

The improved BP neural network model is used to simulate combustion samples.
The results show that compared with the traditional BP algorithm, the improved BP
algorithm has faster convergence speed, higher accuracy and confidence, and can be
used to determine combustion states effectively. The improved algorithm is an effective
method for training BP network and determining combustion stability, which further
improves performances.

References

1. Zu, C.G., Zhou, H.C., Lou, C.: Diagnosis and analysis of combustion stability based on
flame images. In: Hubei Electric Power (2006)

2. Kamarthi, S.V., Pittner, S.: Accelerating neural network training using weight extrapola-
tions. Neural Netw. 12(9), 1285–1299 (1999)

3. Srinvas, M., Patnaik, L.M.: Adaptive probabilities of crossover and mutation in genetic
algorithm. IEEE Trans. Syst. Man Cybernet. 24(4), 162–167 (2004)

4. Chen, R.B., Fan, W.T., Bian, J.C.: Research on stability criterion of furnace flame
combustion based on image processing. In: International Conference on Control Engineering
and Communication Technology, pp. 568–572 (2012)

5. Chen, R.B., Bian, J.C., Meng, F.H.: Research on closed-loop control system based on
image-signal processing of furnace flame. In: International Conference on Energy,
Environment and Sustainable Development, pp. 1095–1100 (2013)

6. Chen, R.B., Meng, F.H., Xiao, B.X.: Research on combustion stability based on interval
number and multiple attribute decision making. Yi Qi Yi Biao Xue Bao/Chin. J. Sci.
Instrum. 36(3), 552–559 (2015)

Table 1. Performance parameters of the combustion determination model

Algorithm type Traditional BP Traditional BP Improved BP

Samples 4000 4000 4000
Hidden layer 30 30 30
Training steps 20000 20000 20000
Accuracy 82.56% 82.56% 82.56%
Confidence level 91.25% 91.25% 91.25%
Runtime of single sample 0.0094 0.0094 0.0094

42 R. Chen et al.



7. Chen, R.B., Ma, W.Y., Xiao, B.X., Cao, Z.P.: Study on the parameter discretization
algorithm of furnace flame image based on rough set theory. In: 35th Chinese Control
Conference (2016)

8. Xu, B.C., Zhang, D.Y., Cheng, L.: Study on combustion stability based on flame images.
Comput. Eng. Appl. 48(9), 168–171 (2012)

9. Liu, H.: Judging boiler combustion stability based on flame image and fuzzy neural network.
Chin. J. Sci. Instrum. 29(6), 1280–1284 (2008)

10. Qiao, J.F., Han, H.G., Qiao, J.F.: Optimal structure design for RBFNN structure. Acta
Automatica Sinica 6, 865–872 (2010)

11. Wang, Y., Cao, C.X.: Analysis of local minimization for BP algorithm and its avoidance
methods. Comput. Eng. 28(6), 35–36 (2002)

12. Liu, Z.G., Yang, Y., Ji, X.H.: Flame detection algorithm based on a saliency detection
technique and the uniform local binary pattern in the YCbCr color space. SIViP 2, 1–8
(2016)

13. Wong, W.K., Yuen, C.W.M., Fan, D.D.: Stitching defect detection and classification using
wavelet transform and BP neural network. Expert Syst. Appl. 36(2), 3845–3856 (2009)

Stability Determination Method of Flame Combustion 43



A Genetic Neural Network Approach
for Production Prediction of Trailing

Suction Dredge

Zhen Su1,2, Jingqi Fu1(&), and Jian Sun2

1 Department of Automation, College of Mechatronic
Engineering and Automation, Shanghai University, Shanghai 200072, China

jqfu@staff.shu.edu.cn
2 Marine Equipment and Technology Institute, Jiangsu University of Science

and Technology, Zhenjiang 212003, China

Abstract. The working efficiency and economic benefit of trailing suction
dredge are directly dependent on the earth production, so prediction of earth
production is of great significance in the mechanism analysis and efficiency
optimization of the trailing suction dredge. Suction dredger dredging process
mode is a complex, non-linear dynamic model, and the model is affected by a
variety of factors. This paper presents a genetic algorithm to improve the BP
neural network model that is used to predict dredger production. In order to
overcome the shortcomings of traditional BP neural network training time long
and easy to fall into local minimum, this paper uses genetic algorithm to opti-
mize the initial weights and thresholds of BP neural network for dredger pro-
duction prediction. The simulation results show that the genetic BP neural
network has a better fitting ability. Compared with the BP neural network, it has
the characteristics of good global search ability and high accuracy. The result
shows that genetic BP neural network can accurately predict the production.

Keywords: Trailing suction � Hopper dredger � Genetic algorithm � Neural
network � Production prediction

1 Introduction

With the gradual reduction of world fossil fuels and the rising temperatures around the
world, there is a growing focus on energy efficient use and low-carbon reductions. The
dredger needs to consume a lot of fuel in the process of dredging, so how to get the
dredger low energy consumption, high efficiency work has become the focus of
dredging industry research direction [1, 2]. In recent years, a large number of studies
have been carried out on energy consumption analysis and efficiency optimization of
dredging operations for trailing suction dredgers [3, 4]. The dredger production is the
most important indicator of the performance of the dredger, so production prediction is
an important work in the efficiency optimization process.

The hopper dredger sails to an area with suitable sand that can be excavated from
the bottom with a drag head. It starts filling the onboard cargo hold, the so-called
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hopper. In this hopper, a separation process takes place where the sand settles at the
bottom and excess water flows overboard. Once the hopper is full with sediment, the
ship sails to the discharge location where the unloading takes place by either opening
the bottom doors or pumping the material out of the hopper by the dredge pumps. This
is one dredging cycle. Two processes dominate the production of a trailing suction
hopper dredger: the incoming production process from the drag head, pump and
pipeline and the sedimentation process in the hopper [5].

Suction dredger dredging process mode is a complex, non-linear dynamic model,
and the model is affected by a variety of factors, include: ship equipment parameters,
soil-type-dependent parameters and construction control parameters [6, 7]. Braaksma
established a dynamically model of the trailing suction dredger, and used predictive
control algorithm to optimize the overall performance of the trailing suction dredger
[8]. van Rhee analyzed the sedimentation process in detail and established the
overflow loss model [9]. Pei-sheng et al. expounds the major mathematical models
that have been developed independently for trailing suction hopper dredgers to
optimize their production and improve their working technology according to the
changes of seabed [10]. Yang et al. studied the performance of the cutter suction
dredger and predicted its production by neural network [11]. In fact, the structure and
construction method of the cutter suction dredger and the trailing suction dredge are
quite different. Therefore, this paper uses the genetic neural network algorithm to
focus on the prediction production of the trailing suction dredge. Our team has
completed the density prediction [12], and this paper mainly introduces production
prediction on the basis of this technology.

2 Predictive Principle of Dredger Production

In lading stage, instantaneous production mi (kg/s) of the trailing suction dredge equals
flow rate into the hopper Qi (m

3/s) multiplied by flow density into the hopper qi
(kg/m3), production is calculated as follows:

mi ¼ Qi � qi ð1Þ

Therefore, production prediction of trailing suction dredge that is flow rate and
density prediction. The production of a trailing suction hopper dredger depends on a
range of variable, such as the pump speed, the ship’s speed, the visor angle or the ship’s
draught and so on.

In the drag head model, we choose four variables: the ship’s speed, the visor angle,
drag head depth and wave compensator pressure. We base this choice on the inputs that
influence the performance the most, and incoming mixture density as the model output.
In the pump pipeline model, we choose four variables: the pump speed, dredging depth,
ship’s draught and the pressure loss over the drag head as the model input. The flow
rate into the hopper as the model output. The model is shown in Fig. 1.
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3 Genetic Neural Network Prediction Model

3.1 Construct Production Prediction Model

In view of the accuracy of the mud pump pipeline model affected by a variety of
factors, and the interaction between the various factors can not accurately known [13].
Considering that BP neural network has a good nonlinear fitting ability, the structure is
not complicated and practical, but it has some shortcomings such as the long training
time and the shortcomings of the global search ability, and the genetic algorithm is a
kind of global search algorithm which imitates the evolution theory of biology, and the
global search ability is very strong. Therefore, the combination of genetic algorithm
and BP neural network not only makes the BP neural network have good nonlinear
fitting ability, but also has strong global optimization ability. Based on the above
analysis, the genetic algorithm is used to improve the neural network to predict pro-
duction of trailing suction dredge. The structure of the neural network can be deter-
mined by the number of input and output of the model. The genetic algorithm is used to
optimize the weights and thresholds of the neural network. The connection weights and
thresholds are assigned to the BP neural network, and finally the BP neural network is
trained and the production is predicted.

3.2 Genetic BP Neural Network

Genetic algorithm is a kind of parallel random search optimal method which is sim-
ulated by natural genetic mechanism and biological evolution theory [14]. The basic
principle is based on the biological circles in the “natural selection, survival of the
fittest” evolutionary rule and get. The genetic algorithm is to encode parameters that
need to be optimized, and any one of the codes is called a gene. The string of genes is
called chromosomes, and multiple chromosomes are called groups [15]. The number of
chromosomes is called population size. The degree to which chromosomes are adapted
to a given environment is called fitness. The algorithm is to encode the problem

Fig. 1. The drag head model and pump pipeline model
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parameters into chromosomes. According to the given fitness function, the new
chromosomes are obtained by selecting and crossing, and finally the parameters of
fitness are found. Genetic neural network is used to optimize the initial weights and
thresholds of neural networks by genetic algorithm. After neural network training and
network prediction based on optimized values [16]. This method overcomes the
shortcomings of traditional neural network initial weights and threshold stochastic
selection, which is easy to fall into local optimization. The process is shown in Fig. 2.

The implementation steps of genetic algorithm have initialize the population,
determine the fitness function and the selection, cross and other operations. The specific
steps are as follows:

(1) Population initialization: genetic algorithm can’t directly identify the parameters
which need to optimize. So the parameters need to be encoded.The parameters
will generally be encoded with binary. Thus, the neural network initial weights
and thresholds are encoded, each of which is an individual.

(2) Fitness function: The value used to judge the quality of the individual, the text of
the real value and the network prediction of the error as the individual fitness
value Fð Þ.

Constructing BP 
neural network

Initializing the 
network connection 

weights and threshold

Obtaining optimal 
connection weights 

and thresholds 

BP neural network 
training

End
training

BP neural network 
prediction

Yes

No

Input data and train 
prediction error as 

fitness value

Selecting

Cross

Variation

Meet end 
condition

Computational fitness

NoYes

BP neural 
network

Genetic
algorithm

Fig. 2. Flow chart of genetic neural network
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F ¼ kð
Xn

i¼1

absðyi � oiÞÞ ð2Þ

In the formula, n is number of network outputs, yi is expected output, oi is predict
output, k is coefficient.

(3) Choose: From the population, selecting some individuals to multiply the offspring
in accordance with the probability. The higher the probability of fitness is greater.
The probability of chromosome selection is pi:

fi ¼ k=Fi ð3Þ

pi ¼ fi
PN

j¼1
fi

ð4Þ

In the formula, Fi is chromosome fitness, N is population size, k is coefficient.
(4) Crossover: Select two individuals from the group, and then cross the operation to

produce a better next generation of individuals, ak and al the cross method is:

akj ¼ akjð1� bÞþ aljb

alj ¼ aljð1� bÞþ akjb

)
ð5Þ

In the formula, b is any number within [0,1].
(5) Mutation: From the population to take an individual, to which the gene to be

changed to produce a new generation of individuals, the variation is:

aij ¼
aij þðaij � amaxÞ � f ðgÞ
aij þðamin � aijÞ � f ðgÞ

(
r[ 0:5

r� 0:5 ð6Þ

In the formula, amax is aij, s upper limit, amin is aij, s lower limit,

f ðgÞ ¼ r2ð1� g=GmaxÞ2r2 is random number, g is evolution times, Gmax is
maximum number of iterations, r is any number in [0,1].

4 Production Prediction and Result Analysis

4.1 Training Data

The data come from the April 2016 in Xiamen Port construction of the “new tiger 8”
rake suction dredger collection. The data contain the ship’s speed, the visor angle, drag
head depth, wave compensator pressure, the pump speed, dredging depth, ship’s
draught, the pressure loss over the drag head, incoming mixture density and the flow
rate into the hopper. We collected one set of data every 30 s, and there are 180 sets of
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data. The first 150 sets of data were used to train the network, and the last 30 sets of
data were used to predict.

Because the data collected by the sensor may be affected by noise or have abnormal
construction data, the data must be preprocessed, and the method of dealing with
abnormal data, filter denoising and so on.

4.2 Genetic Algorithm Parameter Selection

That genetic algorithm population number and genetic algebra are too small is difficult
to find the optimal solution and too large is to increase the algorithm optimization time.
So the paper population size is 40, genetic algebra is 100; That probability and
mutation rate are too large will destroy the optimization of the individual, too small will
be difficult to produce new individuals. The text of the crossing probability is set to 0.7,
the variation rate is set to 0.1.

4.3 BP Neural Network Parameter Selection

The input layer has 4 nodes, the output layer has 1 node, the hidden layer node number
is 2 * 4 + 1 = 9, there are 4 * 9 = 36 weights between the input layer and the hidden
layer and 1 * 9 = 9 weights between the hidden layer and the output layer. The hidden
layer has 9 thresholds and the output layer threshold is 1, so the genetic algorithm
optimization parameter is 36 + 9 + 9 + 1 = 55. The number of neural network itera-
tions is set to 100, the learning efficiency is 0.1, and the target error is 0.0001.

4.4 Example Verification and Result Analysis

In order to verify the feasibility and effectiveness of the genetic neural network, this
paper uses the two algorithms to predict the training in the environment of Matlab7.0.
The BP neural network model is predicted and the neural network is optimized by
genetic algorithm. BP neural network prediction of network parameters. The error is
calculated as follows.

rMAPE ¼ 1
N

XN

i¼1

jpi � pij=pi ð7Þ

In the formula, pi is actual value; pi is predicted value, N is sample size.

(1) Flow density into the hopper prediction

The flow density into the hopper prediction results of BP neural network prediction
and genetic neural network prediction are shown in Fig. 3 and their errors are shown in
Fig. 4. BP, GA-BP model predictive performance results are shown in Table 1.

It can be seen from figures and table that BP neural network prediction result’s
relative error is 3.82%. While the genetic neural network error is 1.65%, smaller than
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BP. Meanwhile gradient decreased and the correlation increased. It indicates that the
optimized neural network prediction accuracy is higher.

(2) Flow rate into the hopper prediction

The flow rate into the hopper prediction results of BP neural network prediction and
genetic neural network prediction are shown in Fig. 5 and their errors are shown in
Fig. 6. BP, GA-BP model predictive performance results are shown in Table 2.

It can be seen from figures and table that the BP convergence rate is slow and it is
easy to fall into the local minimum point, because of BP’s inherent defects. And the
prediction effect is improved by the genetic algorithm optimizing the initial weights
and thresholds. Relative error drops from 4.62% to 1.8%, gradient drops from 0.03 to
0.014, and correlation increases from 0.892 to 0.938. GA-BP prediction result shows

Table 1. BP, GA-BP model predictive performance results

Prediction model Relative error Gradient Correlation

BP 3.82% 0.022 0.901
GA-BP 1.65% 0.012 0.932
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that the curve has a good fit and the prediction error is not large. So it is a effective and
reliable method for predicting prediction of trailing suction dredge.

5 Conclusion

BP neural network has the shortcomings of slow convergence and easy to get into the
local optimization. In this paper, genetic algorithm is used to optimize it and apply it to
the complex nonlinear dredging process model to predict flow density and flow rate.
Comparing the experimental results with BP neural network, the results show that the
BP neural network prediction model optimized by genetic algorithm has the global
optimization ability and has better nonlinear fitting ability. It makes the prediction
result more accurate. The algorithm can accurate predict flow density and flow rate of
trailing suction dredger according to the current construction conditions, and the result
can help operators know the production of the trailing suction dredger. At the same
time, it helps to develop an intelligent dredging system for trailing suction dredgers.
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Abstract. Neural networks have drawn much attention in modern
machine learning community as they have achieved many successful
applications, such as image recognition, speech recognition and system
identification. According to the principle of parsimony, simpler neural
models are preferable to more complex ones if they have similar general-
ization performance. However, when building a neural networks model,
the neuron number is often determined randomly or by trial-and-error.
These methods can often lead to the over-complex networks with many
redundant neurons and therefore may result in over-fitting problems. In
this paper, a new approach is proposed for obtaining a simplified neural
networks with fewer neurons but still keeping a good performance com-
paring to the initial fully networks. More specifically, the initial neural
model with a fixed model size is built using Matlab toolbox. Then, the
orthogonal matching pursuit method is employed to select important
neurons and drop out redundant neurons, leading to a more compact
model with reduced size. Two simulation examples are used to demon-
strate the effectiveness of the proposed method.

Keywords: Orthogonal matching pursuit · Neural model reduction

1 Introduction

Neural networks have drawn much attentions from both industrial and academic
communities, especially with the development of the proposed deep learning in
recent years. Neural networks play an important role in artificial intelligence
community. They perform extremely well for many tasks including natural lan-
guage understanding, question answering, analysing data, etc. [1]. In addition,
they win the records in image recognition and speech recognition. It is worth
mentioning that deep neural networks is one the most popular learning methods
recently. However, deep neural networks are not something new. They have the

c© Springer Nature Singapore Pte Ltd. 2017
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same structure with the widely used multilayer perceptions (MLP) networks but
with more hidden layers.

When building MLP networks and its more complex version, deep neural
networks, we often have to manually set number of network layers and number
of hidden neurons before employing the parameter optimization methods, such
as the widely used gradient method. If we only use three-layer networks with
single-hidden-layer, we still have to determine the number of hidden neurons in
advance. When setting the neuron numbers, the currently widely used method is
the trial-and-error that often requires randomly setting the number of neurons
and testing the model accuracy through a learning method. This process is very
time-consuming, which often generate a over complex model with large number
of neurons. There are two main problems for the over complex models. One is
the over-fitting problem with poor generalisation performance, and the other is
the large computation problem.

The simple and compact model is often referred as parsimonious model. In
practice, if two models perform similarly in terms of their training and test accu-
racy, the simpler model with fewer neurons is preferable, which is the principle
of parsimony. If the neural networks is used for nonlinear system identification
or real time control applications, it is high desirable to generate a parsimonious
model for the purposes of good generalisation performance and highly computa-
tion efficiency [6]. In this paper, we will focus on nonlinear system identification
using neural networks.

Many software, such as matlab, have provided neural network toolboxes.
These tools have been widely used to build neural networks on a variety of appli-
cations. However, most of them do not pay attention to generate a parsimonious
model with minimal number of neurons. It is worth mentioning that a scheme
of dropping neurons was recently proposed to prevent over-fitting problem [4,5].
This is achieved by integrating random dropping neurons into gradient descent
methods using regularization technique. Although this neuron dropout method
has attracted significant attractions and the paper was cited more than 2000
times within two years, it requires new training process and may not provide a
parsimonious and unique model due to the random dropping scheme.

In this paper, the main objective is to simplify the single hidden layer models
produced by Matlab neural network toolbox by deleting unimportant neurons
without sacrificing model performance. In other words, the simplified networks
with fewer hidden neurons can perform as well as or better than the initial
networks with more neurons. This is achieved by shrinking the neurons using
Orthogonal matching pursuit (OMP) algorithm. More specifically, the single
hidden layer networks, can be formulated as a linear combination of nonlinear
neurons. OMP is employed to re-select the neurons and drop unimportant or
redundant neurons, leading to an improved model with smaller neuron number.
The main difference with the dropout method [4,5] is that the new method does
not involve randomness and therefore can produce an unique model. Further, the
new method does not require re-training all the parameters and there it can be
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directly used to improve existing methods performance by deleting unnecessary
neurons.

2 Nonlinear System Identification with Neural Networks

A class of nonlinear dynamic systems can be described by the Nonlinear Auto-
Regressive with eXogenous inputs (NARX) model, which can be written as [6]:

y(t) = f(y(t − 1), ..., y(t − ny), u(t − 1), ..., u(t − nu)) + e(t)
= f(x(t)) + e(t) (1)

the nonlinear function f(.) is unknown. In this paper, neural networks are used
to approximate the nonlinear relationship for the nonlinear dynamic system.
u(t), y(t) and e(t) are the system input, output and error at time interval t,
t = 1, 2, ..., N , N is the length of data. nu and ny represent the largest input and
output lags. For convenience, x(t) = [y(t−1), ..., y(t−ny), u(t−1), ..., u(t−nu)]
is rewritten as x(t) = [x1(t), ..., xr(t)] where the dimension r = nu + ny.

Now we use single-hidden-layer neural networks to identify the nonlinear
system shown in (1):

y(t) =
M∑

i=1

hi(wix(t) + bi)βi + e(t) (2)

where y(t) is the output, x(t) represents the model input with t = 1, ..., N . M is
the neuron number of hidden layer. It is worth mentioning that the model input
is different with the real system input u(t) and it can include both system input,
lagged inputs, system output and lagged outputs. wi has the same dimension
with x(t). bi is a scale and βi is the weight between hidden layer and output layer.
hi is neuron function and here it is chosen as Tan-Sigmod transfer function given
by

hi(z) = 2/(1 + exp(−2z)) − 1 (3)

where z is the input variable (Fig. 1).
Equation (2) can be written as matrix form

y = PΘ + E (4)

where

y =

⎡

⎢⎢⎢⎣

y(1)
y(2)

...
y(N)

⎤

⎥⎥⎥⎦ ,Θ =

⎡

⎢⎢⎢⎣

β1

β2

...
βM

⎤

⎥⎥⎥⎦ ,E =

⎡

⎢⎢⎢⎣

e(1)
e(2)

...
e(N)

⎤

⎥⎥⎥⎦ (5)

and

P =

⎡

⎢⎢⎢⎣

h1(w1x(1) + b1) h2(w2x(1) + b2) · · · hM (wMx(1) + bM )
h1(w1x(2) + b1) h2(w2x(2) + b2) · · · hM (wMx(2) + bM )

...
...

...
...

h1(w1x(N) + b1) h2(w2x(N) + b2) · · · hM (wMx(N) + bM )

⎤

⎥⎥⎥⎦ (6)
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Fig. 1. Architecture of single-layer neural network

Each column in P is determined by one neuron. In other words, each column
has fixed neuron parameters w and b. For convenience, P is re-written as

P = [p1, · · · ,pi, · · · ,pM ] (7)

where

pi =

⎡

⎢⎢⎢⎣

hi(wix(1) + bi)
hi(wix(2) + bi)

...
hi(wix(N) + bi)

⎤

⎥⎥⎥⎦ (8)

According to the approximation theory, neural networks can estimate any
nonlinear function by using proper learning methods, even just with single hidden
layer. If sufficient hidden neurons are provided which can be equal to the length
of training data, it can approach any predetermined accuracy. However, over
complex or over-fitted models with large number neurons can not be avoided
in practice. The neurons shown in (7) are often redundant. In this paper, OMP
is used to select whose important neurons and reduce model complexity in the
following section. Figure 2 is used to show the main idea of this paper. The initial
neural networks is shown as the top sub-figure and the simplified model is shown
the below one with neuron 2 is dropped.

3 OMP for Neural Network Model Reduction

OMP belongs to the general forward selection methods which starts from empty
model without neurons and then selects one neuron with largest contribution at a
time until a stopping criterion is met. OMP is originally proposed for recovering
the sparse vector with a number of measurements in signal processing community
and it can be used as a general forward selection method for model reduction.
OMP algorithm has been widely used due to the simplicity and competitive
performance.
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Fig. 2. Neural network shrinkage by dropping neurons

The task of OMP is to select a subset of neurons from the whole neurons
candidates P shown in (7). For simplicity, the indexes of the selected neurons
are grouped in an active set Λ. It is initialized to be 0 but its size will increase
when the neurons are selected. OMP starts from empty model represented by
ŷ0 = 0 where 0 means no neuron is included into the model and then gradually
increase the model size using the following forward selection procedure.

At the beginning, the initial error is

ξ0 = y − ŷ0. (9)

The neuron that has the largest correlation with the current residual will be
included in the active set, i.e.

c0 = maxi∈Γ |pT
i ξ0| (10)

Here, suppose pi1 is the first selected neuron. Then its weighted coefficient Θ1

is estimated using least squares method,

Θ1 =
(
PT

ΛPΛ

)−1
PT

Λy. (11)

where PΛ = pi1. The resultant model output with only one neuron is

ŷ1 = PΛΘ1. (12)

and the corresponding model residual is updated by

ξ1 = y − ŷ1. (13)
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At the kth step, find the kth neuron that has the largest correlation value

ck = maxi∈Γ |pT
i ξk−1|. (14)

Suppose pik is selected and the new active set becomes Λ = {i1, i2, ..., ik}. The
model neuron weights Θk has to be updated using least square methods again,
which is given by

Θk =
(
PT

ΛPΛ

)−1
PT

Λy (15)

where PΛ = [pi1 ,pi2 , ...,pik ]. The model output is updated to be

ŷk = PΛΘk. (16)

The whole procedure stops when a stopping criterion is satisfied.
Discussions: The reasons why some neurons can be removed are shown as

follows. The primary reason is due to the redundancy of neurons. For example,
if we have a system that can be perfectly described by one neuron. When we
model this system, we do not know how many neurons we need. Here suppose
we set up two neurons. Then the modelling methods optimize the parameters of
each neuron. The two neurons share same or similar parameters with those of
the true neuron. The resultant model is sum of weighted two neurons. Say the
weight or coefficient for each neuron is 0.5. Then we can remove any of them
and re-tune the coefficient from 0.5 to 1. We can get a simplified model with
one neuron. In practices, the redundancy could be very high and the redundant
neurons share similar parameters. It is worth pointing out that the redundant
neurons could work in a group. For example, the contributions of two neurons,
say group one, could be similar to other three neurons, say group two. When
simplifying the model, if group one is included into the model and group two
will be excluded. Therefore, we can delete some redundant neurons and then
just re-tune the weights, leading to a simplified model.

4 Simulation

In this section, the performance of proposed dropping neurons method was inves-
tigated using two nonlinear examples.

Example 1: Consider the first sparse nonlinear system

y(t) = −0.8y(t−2)+0.65u(t−1)−0.05u(t−3)y(t−1)−0.2u3(t−1)+e(t) (17)

where u(t), y(t), e(t) is system input, output and noise, respectively. The system
is excited with a uniformly distributed white noise, u(t) ∈ [−1, 1]. y(t) is polluted
by a Gaussian noise e(t) with signal-to-noise 15 dB.

The delayed input and output {y(t−1), y(t−2), y(t−3), y(t−4), u(t−1), u(t−
2), u(t−3)} from the nonlinear system are used as model input and 1800 samples
are used for system identification. 90% of the total samples are used for training
data and the remaining 10% is considered as validation data.
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The proposed method is tested under three cases that 30, 40 and 50 neurons
are predetermined in hidden layer of initial neural network for each example,
respectively. The matlab neural network toolbox is used to build the initial
model, which is short for NN method.

OMP is used to reduce the model size. For brief, the new method is short
for NN OMP . The full results are given in Table 1. It can be seen that the
network can be shrinking into a parsimonious structure with half number of
initial neurons using the novel method. The training results are given in Fig. 3.
Mean Squares Error (MSE) is used to evaluate the model performance. The
simulation results show that the simple network has been successfully able to
learn the model with a satisfied accuracy. Therefore, the proposed method is
demonstrated to be an effective method which can obtain a more parsimonious
neural network structure and with high performance as well.

Fig. 3. Example 1: the figure shows the performance of initial neural networks 20
neurons

Table 1. Results for Example 1

Case 1 Case 2 Case 3

Size Error Size Error Size Error

NN 30 0.0122 40 0.0100 50 0.0097

NN OMP 15 0.0155 20 0.0130 25 0.0103

Example 2: Consider another sparse nonlinear system

y(t) = − 0.8y(t − 1) + u(t − 1) − 0.3u(t − 2) − 0.4u(t − 3)

+ 0.25u(t − 1)u(t − 2) − 0.3u(t − 2)3 − 0.2u(t − 2)u(t − 3)

+ 0.24u(t − 3)3 + e(t)

(18)

where u(t), y(t), e(t) is system input, output and noise, respectively. The system
is also excited with a uniformly distributed white noise, u(t) ∈ [−1, 1]. y(t) is
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polluted by a Gaussian noise e(t) with signal-to-noise 15 dB. The model input
is also selected as {y(t − 1), y(t − 2), y(t − 3), y(t − 4), u(t − 1), u(t − 2), u(t − 3)}
and all the other experiment conditions are the same as the Example 1. Again,
three different model sizes are used and all the results are shown in Table 2.
The second example has the same conclusion with the first one to confirm the
effectiveness of the proposed method.

Table 2. Results for Example 2

Case 1 Case 2 Case 3

Size Error Size Error Size Error

NN 30 0.0256 40 0.0155 50 0.0144

NN OMP 15 0.0194 20 0.0171 25 0.0155

5 Conclusion

Neural networks have been widely used to learn the dynamic behaviors and
perform well in various tasks. However, the number of neurons randomly prede-
termined in the hidden layer is usually large. In other words, the complicated
networks may have many redundant neurons which can be dropped out. Gen-
erally, a over complex neural networks tend to be over-fitting. The proposed
novel approach can simplify neural network using OMP method and produce
the parsimonious model that has satisfied performance comparing to the fully
connected Neural networks but with fewer neurons in hidden layer. We validate
the proposed method with two nonlinear dynamic system examples.
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Abstract. Considering the random noise and the false IMF component which
will led to the decrease of the quality of the EEMD decomposition, a fault
diagnosis method is presented based on SVD and improved EEMD. First of all,
using the SVD method to denoise fault signals for pretreatment, then using the
correlation coefficient norm to eliminate the false IMF components which are
gained by EEMD decomposition, then refactor the effective IMF components
that are bigger than setting threshold, finally gain fault characteristic frequency
of fault signal by using the Hilbert transform envelop demodulation. In rotating
machinery fault platform QPZZ-II, fault signals of broken teeth, cracked gear
and worn gear are acquired, respectively. Using the method proposed in this
paper, finally successfully extract the fault characteristic frequency of different
type.

Keywords: SVD � EEMD � Fault diagnosis � Fault gear � Correlation
coefficient norm

1 Introduction

Gear is essential part that can transmit power, change the speed and direction in
mechanical equipment, with strong carrying capacity, accurate and reliable transmis-
sion and gear transmission power and wide speed range, etc. As a result of Its variety
and large dosage, lead to frequently gear fault, and even cause serious equipment
accident and great economic losses. According to statistics, 80% of mechanical failures
are caused by gear, gear faults in rotating machinery are accounted for 10%, gears in
the gear box failure are accounted for 60% [1, 2]. So, the gear fault diagnosis tech-
nology research is of great significance. The gear failure is usually relatively weak and
difficult to identify. Therefore, the extraction of weak gear failure is of great signifi-
cance. SVD [3, 4] (Singular Value Decomposition) and EEMD [5, 6] (Ensemble
Empirical Mode Decomposition) are widely used in fault diagnosis. Xing et al. [7]
proposed an intelligent fault diagnosis method based on Intrinsic time-scale decom-
position (ITD)-Singular value decomposition (SVD) and Support vector machine
(SVM) in their paper. The results showed the proposed approach can accurately
diagnose and identify different fault types of gear under variable conditions.
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Zhang et al. [8] presented Time-varying singular value decomposition for periodic
transient identification in bearing fault diagnosis. Results indicated that the proposed
method is superior to traditional methods for bearing fault diagnosis. Kui et al. [9]
introduced a fault intelligent diagnosis method based on quadratic SVD and Variable
Predictive Model-based Class Discriminate (VPMCD), which can adaptively choose
effective singular values firstly by using the curvature spectrum of singular values for
reconstructing a signal. Experimental results showed that, in the normal and fault
condition of bearing, the comprehensive identification precision of this method is
97.5%, and is 8.75% higher than the conventional method based on SVD and Support
Vector Machine (SVM). Chen et al. [10] proposed an integrated scheme based on
dimensionality reduction method and deep belief networks (DBNs) aiming at
improving the accuracy of planetary gearbox fault diagnosis.

In this study, the acquired vibration signals are decomposed through ensemble
empirical mode decomposition (EEMD). According to the characteristics of SVD and
EEMD, this paper will combine the two ones, play their respective advantages, use
SVD method to denoise, subsequently, use EEMD to decompose the noise reduction
signal, get multiple intrinsic mode function (IMF), and use the correlation coefficient
rule to filtrate effective IMF components to refactor, finally use Hilbert transform to
extract the fault frequency of gear.

2 Principle of EEMD

EEMD is an improved method of EMD, which is based on the decomposition of the
data itself, does not need to set the basis function in advance, which makes the
instantaneous frequency of each component has physical meaning, but also avoid the
mode superposition between components. The EEMD decomposition process steps are
as follows [11]:

Step 1: The input signal x is added to the white Gaussian noise xiðtÞ with that the N
mean is zero and the standard deviation is constant to construct the initial
signal xiðtÞ, it can be written as

xiðtÞ ¼ xðtÞþxiðtÞ ð1Þ

where the size of xiðtÞ depends on the white noise standard deviation and the
standard deviation of the initial signal Nstd, i = 1*N, Nstd is usually set to
0.2.

Step 2: The initial signal xiðtÞ is decomposed by EMD to obtain the IMF components
and the remainder riðtÞ. xiðtÞ function is commonly expressed as

xiðtÞ ¼
Xl

j¼1

yijðtÞþ riðtÞ ð2Þ

In which, yijðtÞ is the j IMF component generated by EMD decomposition
after adding the Gaussian white noise at the i time.
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Step 3: The mean of each IMF component yijðtÞ is calculated, and the IMF component
yj tð Þ and the remainder rðtÞ are obtained. This step can reduce or eliminate the
effects of the addition of xiðtÞ to IMF. yj tð Þ and rðtÞ are given by

yjðtÞ ¼ 1
N

XN
i¼1

yijðtÞ ð3Þ

where yj tð Þ is the j IMF component obtained by decomposing the signal x(t) by
EEMD.

rðtÞ ¼ 1
N

XN
i¼1

riðtÞ ð4Þ

Thus, the signal x(t) decomposed by the EEMD is composed of yj tð Þ and r(t),
and its function is commonly expressed as

xðtÞ ¼
Xl

j¼1

yjðtÞþ rðtÞ ð5Þ

3 Improved EEMD

The initial signals after EEMD decomposition, due to multiple factors, such as the
decomposition error and interpolation error in the decomposition result the IMF com-
ponents are prone to false. If false components exist characteristic domain, will obvi-
ously make the degradation performance of the extraction produce large error.
Therefore, it is necessary to eliminate false components. In order to improve the problem
that traditional EEMD bring pseudo components because of decomposition, correlation
coefficient is introduced to distinguish the false weight. First of all, the noise signals are
decomposed by the EEMD to gain multiple IMF components. subsequently, utilizing
the correlation coefficient formula as shown in Eq. (6) to filtrate effective IMF com-
ponents. If the correlation coefficient value calculated by an IMF component is less than
the set threshold, the IMF component is treated as a pseudo component, and then the
IMF component that is greater than or equal to the threshold is reconstructed to obtain an
effective fault signal. The correlation coefficient function is commonly written as

kj ¼
PN
i¼1

ðxi � �xÞðyi � �yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

ðxi � �xÞ2
s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
ðyi � �yÞ2

s j ¼ 1; � � � lð Þ ð6Þ

where kjðj ¼ 1; . . .lÞ are the correlation coefficient of all the components and original
signal. x and �x are the original signal and its average, respectively. y and �y are the IMF
component signal and its average, respectively. n is acquisition data sample point of
vibration signals.
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4 Experimental Analysis

In this experiment, experimental facilities include the QPZZ-II rotating mechanical
fault diagnosis workbench, multi-channel data acquisition box, a number of accelera-
tion sensor and so on, as shown in Fig. 1. Through the field experiment, we get four
kinds of fault signals that include the normal, cracked, worn and broken gear fault
signals, respectively.

Diagnostic steps are shown as: First of all, all kinds of fault signals denoised by
SVD method are decomposed by EEMD, then gets some IMF components. Calculate
the correlation coefficient between each component and denoising signal, eliminate the
correlation coefficient which is less than the setting threshold component of the IMF,
and refactor the component of correlation coefficient which is greater than threshold
value of the fund. Finally, draw the Hilbert spectrum and extract the characteristic
frequency of different fault types. The process of gear fault diagnosis displays in Fig. 2.

4.1 Denoising of Fault Signals

In this subsection, Denoising of fault signals are discussed. The original signals of
normal, cracked, worn and broken gear are denoised by SVD, respectively. Taking
worn gear as an example, there are several singular values before denoising, but it is
obvious that these singular values are eliminated after denoising, as shown in Fig. 3. As
can be seen from Fig. 3 that these noise signals which represent singular values have
been removed. The fault signals of worn gear before and after de-noising are showed in
Fig. 4. After computing the signal to noise ratio (SNR) of all kinds of denoising
signals, we can see that the SNR of all types of denoising signals is greatly improved
after SVD denoising.

Fig. 1. Experimental platform
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4.2 Improved EEMD Decompose

Three gear signals of different fault types denoised by SVD method, subsequently, are
decomposed by the EEMD method, respectively gain 10 IMF components, as shown in
Fig. 5. In order to eliminate many of the false IMF components, by means of the criterion
of correlation coefficient formula, each correlation coefficient value is calculated sepa-
rately, as shown in Table 1. according to the empirical formula, set up the correlation

Normal gear 
signals

EEMD decompose

Respectively calculator correlation coefficient value of 
each IMF component

Chose these IMF componentS that are 
greater than 0.1

Cracked gear 
signals

Worn Gear 
signals

Broken gear
signals

 Signals are denoised respectively by SVD

Refactor the selected IMF component

Using Hilbert transform to gain the  fault 
frequency Of different gear 

Fig. 2. The process of gear fault diagnosis
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coefficient threshold value is 0.1. Therefore, we believe that if a correlation coefficient
value is less than 0.1 is seen as false, and to eliminate it. It is not hard to see IMF1–IMF7
signals of the normal gear can be as the effective component, IMF1–IMF4 signals of
broken gear can be as the effective component, IMF1–IMF3 signals of cracked gear can
be as the effective component, IMF1–IMF7 signals of the wear fault gear can be as the
effective component. Finally, reconstruct the four effective component signals that can be
provided subsequently powerful guarantee to extract the fault characteristic frequency.
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Table 1. The correlation coefficient value of broken gear fault signals

Fault
type

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10 RES

Broken
gear

0.7073 0.467 0.5618 0.1497 0.062 0.0954 0.0626 0.0054 0.0001 0.0001 0.0051

Crack 0.9288 0.6413 0.2218 0.0566 0.024 0.0099 0.0036 0.0031 0.0014 0.0001 0.0025
Wear 0.555 0.7475 0.5822 0.3252 0.2722 0.1763 0.1459 0.0541 0.0747 0.0784 0.0150
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4.3 Extract Fault Characteristic Frequency

In this section, reconstruct the IMF component signals of broken gear, cracked gear and
worn gear, respectively. then using the Hilbert transform for envelope demodulation,
finally the spectrums respectively are showed in Figs. 6, 7 and 8.

(a) Frequency spectrum of broken gear signals

(b) Partial frequency spectrum of broken gear signals
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Fig. 6. Frequency spectrum distribution of broken gear signals

(a) Frequency spectrum of cracked gear signals

(b) Partial frequency spectrum of cracked gear signals
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In broken teeth failure experiments, the drive shaft rotation speed is1388 r/min,
load current is loaded to 0.1 A, meshing frequency is 1272.3 Hz by the calculation,
rotational frequency of the pinion is 23.13 Hz, rotational frequency of big faulted gear
is 16.964 Hz. As shown in Fig. 6(a), the spectrum displays fault characteristic fre-
quency of 1272 Hz and fault frequency times of 2544 Hz. As shown in Fig. 6(b), the
spectrum of local segmentation illustrates 68.75 Hz frequency that is 4 times of the
rotational frequency of the big gear, while 231.3 Hz and 325 Hz are 10 times and 14
times of the pinion rotational frequency, respectively.

In the cracked gear experiment, the drive shaft rotation speed is1405 r/min,
meshing frequency is 1287.9 Hz by the calculation, rotational frequency of the faulted
pinion is 23.4 Hz, rotational frequency of big driven gear is 17.172 Hz. As shown in
Fig. 7(a), the spectrum displays fault characteristic frequency of 1288 Hz and fault
frequency times of 2534 Hz. As shown in Fig. 7(b), the spectrum of local segmentation
illustrates 34.38 Hz and 68.75 Hz frequency that are 2 times and 4 times of the pinion
rotational frequency, respectively. 93.75 Hz and 115.6 Hz are 4 times and 5 times of
the big rotational frequency, respectively.

In the worn gear experiment, the drive shaft rotation speed is 1091 r/min, meshing
frequency is 1000.08 Hz by the calculation, rotational frequency of the faulted pinion
is 18.183 Hz, rotational frequency of big faulted gear is 13.334 Hz. As shown in Fig. 8
(a), the spectrum displays fault characteristic frequency of 1000 Hz and fault charac-
teristic frequency of 2000 Hz. As shown in Fig. 8(b), the spectrum of local segmen-
tation illustrates 56.25 Hz frequency that are 3 times of the pinion rotational frequency.
106.3 Hz and 481.3 Hz are 8 times and 36 times of the big rotational frequency,
respectively.

(a) Frequency spectrum of worn gear signals
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In conclusion, when transmission gears emerge respectively, broken teeth, crack
and wear failure, the diagnostic method presented in this paper, various fault types are
effective to extract the fault characteristic frequency and multiple of fault characteristic
frequency. Therefore, it shows that diagnosis method is feasible and effective.

5 Concluding Remarks

In this paper, a method of fault diagnosis is proposed based on SVD and improve
EEMD. First of all, the all kinds of fault signals denoised by the SVD method, are
decomposed by EEMD, and get a lot of the IMF components, subsequently, calculate
the correlation coefficient value of each IMF component, correlation coefficient value
which is less than the given threshold can be as a false component and to give out, and
reconstruct the other effective IMF components. Using the Hilbert transform to carry
out envelope demodulation, and obtain the fault signal spectrum. In gear transmission
experiments with broken teeth, crack and wear, using the diagnosis method proposed in
this paper, has successfully diagnosed broken fault characteristic frequency and the
multiple of frequency. Therefore, in this paper the diagnosis method proposed is fea-
sible and effective, can also provide a reference for fault diagnosis of rotating
machinery parts.
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Abstract. In order to carry out fault data denoising effectively, this paper
proposes a wavelet threshold denoising method based on Complete Ensemble
Empirical Mode Decomposition with the Adaptive Noise (CEEMDAN). This
method uses CEEMDAN decomposition to obtain a series of frequency from
high to low IMF component and the trend term of the fault data; Using per-
mutation entropy value to determine which containing more noise component;
using wavelet threshold denoising method to denoise the IMF component of
containing more noise, to retain the effective information in the high frequency
IMF component; Finally, reconstruction the signal by adding the high frequency
IMF component after denoising, low frequency component and the trend term to
obtain the denoised data. In this paper, through simulation and measured data to
verify this method. The results shows that the proposed method can suppress the
noise interference, retain the useful fault signal, extract fault signal with high
accuracy effectively.

Keywords: Fault data � CEEMDAN � Wavelet threshold denoising � Signal
noise separation

1 Introduction

In the process of fault diagnosis of gear box, fault data denoising is the key link of fault
feature extraction, therefore, fault data noise reduction research is very important.
Wavelet threshold denoising [1, 2] method is a mature fault data denoising method, can
remove most of the noise in the signal, has been widely used in the field of fault
diagnosis. TORRES et al. proposed the CEEMDAN [3] decomposition method which
is adding adaptive white noise to the original signal in every stage of decomposition
and obtain each IMF component through calculating the only residual signal, which
overcomes the modal aliasing phenomenon exists in EMD decomposition [4, 5]; At the
same time, compared with the EEMD [6, 7] method, no matter how many times it is
integrated, the reconstruction error is almost zero, the decomposition process is
integrity, which overcomes the problem of low efficiency of EEMD decomposition.

Given the advantages of wavelet threshold denoising and CEEMDAN decompo-
sition, we put forward a fault data wavelet threshold denoising method based on
CEEMDAN in this paper. First, using CEEMDAN decompose the non-stationary time
series of fault data into a series of different IMF component. Secondly, considering the
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permutation entropy algorithm can effectively enlarge the weak variation of the time
series [8], calculating the permutation entropy value of each IMF component,
according to the arrangement of the permutation entropy value determine the IMF
component which need for noise reduction, and then using the wavelet threshold
denoising method denoise the selected components. The simulation and case analysis
shows that the method can adapt the fault signal processing, suppress random noise and
reduce the loss of the effective signal effectively.

2 Basic Principle

2.1 EEMD Method

EEMD is a noise assisted signal decomposition method, through adding different white
noise to the original signal and decomposing it by EMD many times. EEMD
decomposition overcomes the frequency aliasing problems exists in EMD decompo-
sition, which enhances the thoroughness of denoising.

The implementation of EEMD algorithm is as follows:

(1) Let s nð Þ denote the original signal sequence, vi nð Þ represent the i time test added
white noise sequence with standard normal distribution. The i signal sequence
denoted by si nð Þ ¼ s nð Þþ vi nð Þ, among them, i ¼ 1; � � � ; I said the number of
tests.

(2) Decomposing si nð Þ of each experiment signal sequence by EMD, getting
IMFi

k nð Þ, where k ¼ 1; . . .;K is the number of IMF.
(3) The definition k mode component of s nð Þ is IMFk , the average calculating IMFi

k,
getting IMFk, that is IMFk ¼ 1

I

PI
i¼1 IMFi

k nð Þ.

2.2 CEEMDAN Method

In the decomposition of EEMD, including different white noise si nð Þ in each experi-
ment were carried out in different decomposition. Therefore, every time have different
residual signal decomposition, that is:

rik nð Þ ¼ rik�1 nð Þ � IMFi
k nð Þ ð1Þ

On the basis of EEMD, CEEMDAN by adding adaptive white noise and calculating the
only residual signal obtain IMF, it overcomes the shortcoming of the EEMD, the
reconstructed signal are almost identical with the original signal.

The definition of operator Ek �ð Þ is the k mode components generated by EMD
method, CEEMDAN produced the k component is denoted as gIMFk , the specific
algorithm of CEEMDAN is as follows:
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(1) The same with the EEMD decomposition method, CEEMDAN signal do I times
experiment for signal sn þ e0vi nð Þ, get the first IMF component by EMD
decomposition method, calculate:

gIMF1 nð Þ ¼ 1
I

XI

i¼1
IMFi

1 nð Þ ¼ IMF1 nð Þ: ð2Þ

(2) In the first stage (k = 1), calculating the first only residual signal, that is calcu-
lation of r1 nð Þ ¼ s nð Þ � gIMF1 nð Þ.

(3) Do i times experiments i ¼ 1; . . .; Ið Þ, in each experiment, decomposing the signal
r1 nð Þþ e1E1 vi nð Þð Þ, until getting the first IMF component. On this basis, the
calculation of the second modal components are as follows:

gIMF2 nð Þ ¼ 1
I

XI

i¼1
E1 r1 nð Þþ e1E1 vi nð Þ� �� �

: ð3Þ

(4) The rest of each stage, that is K ¼ 2; � � � ;K, calculate the K residual signal, and
the calculation steps same to process 3, calculating the kþ 1 modal components
are as follows:

rk nð Þ ¼ rk�1 nð Þ � gIMFK Nð Þ: ð4Þ

IgMFkþ 1 nð Þ ¼ 1
I

XI

i¼1
E1 rk nð Þþ ekEk vi nð Þ� �� �

: ð5Þ

(5) Implement step 4, until the residual signal is no longer possible to decompose, the
standard of judgment for the extremum number margin signal shall not exceed
two. In the termination of the algorithm, the number of all modal components is
K. The final residue signal is:

R nð Þ ¼ s nð Þ �
XK

k¼1
IgMFk: ð6Þ

Therefore, the original signal s nð Þ is decomposed into:

s nð Þ ¼
XK

k¼1
gIMFk þR nð Þ: ð7Þ

In the decomposition process, I is 102 orders of magnitude, e1 is 10�2 orders of
magnitudes.

2.3 Wavelet Threshold Denoising

Wavelet threshold denoising method including hard threshold and soft threshold. The
hard threshold function is:
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d̂j;k ¼ d̂j;k dj;k
�� ��[ k

0 dj;k
�� ��� k

(
ð8Þ

The soft threshold function is:

d̂j;k ¼ sgn dj;k
� �

dj;k
�� ��� k
� �

dj;k
�� ��[ k

0 dj;k
�� ��� k

�
ð9Þ

where sgn(•) is symbol function; k represents threshold.

2.4 Wavelet Threshold Denoising Algorithm Based on CEEMDAN

In view of the wavelet threshold denoising method can eliminate most of the noise in
fault signal, but also will lose some useful information, The single use of CEEMDAN
to reduce noise by decompose the signal, discarding high-frequency noise also aban-
doned the high frequency information available. This paper puts forward a fault data
wavelet threshold denoising method based on CEEMDAN. Fist, the fault signal is
decomposed into a series of IMF components by CEEMDAN, and calculate the per-
mutation entropy value of every IMF component, then assessment the random noise in
the IMF according to the quantitative of permutation entropy. For the noise with high
proportion of IMF component, denoising it by wavelet threshold denoising method,
finally, adding the wavelet threshold denoising results, not denoising treatment IMF
and residues together to reconstruct the signal after denoising.

The specific implementation steps are:

Step 1: according to the original signal x(t), to select the appropriate threshold;
Step 2: decompose the original signal x(t) by CEEMDAN, obtained a series of IMF

components;
Step 3: according to the permutation entropy value select containing more noise IMF

components, using the wavelet threshold denoising method denoise it combine
the threshold of step 1; the calculation formula of permutation entropy [10] as
follows:

Hp mð Þ ¼
Xk

g¼1
pg ln pg ð10Þ

where m is the embedding dimension, Pg is symbol sequence appears probability. Then
permutation entropy value to be normalized:

Hp ¼ Hp mð Þ
ln m!ð Þ : ð11Þ

The value of Hp is between [0, 1].
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Step 4: according to the wavelet denoising IMF components and other IMF compo-
nents to reconstruct the signal:

x0 tð Þ ¼
Xn

i¼1
c0i tð Þþ

Xm

i¼nþ 1
ci tð Þþ r tð Þ ð12Þ

where x0 tð Þ is the final denoising signal; c0i tð Þ is wavelet threshold denoising IMF
component; ci tð Þ is no need for wavelet denoising processing IMF component.

3 Simulation Experiment

In order to verify the effectiveness of the proposed method, and without loss of gen-
erality, design a simulation signal x tð Þ:

x1 tð Þ ¼ 2sin 2p15tþ p=4ð Þ
x2 tð Þ ¼ tþ 1ð Þ 2p20tþ p=2ð Þ
xt ¼ x1 tð Þþ x2 tð Þþ n tð Þ

9=
;: ð13Þ

In the formula: t 2 0; 3½ �, every 1/1024 s to take a point, n tð Þ is a random noise
signal.

Choose to add the 10 dB Gauss white noise in the original signal, the time-domain
waveform of x1, X2, X and s(signal plus noise) as Fig. 1.

According to the simulation signal s(t), using CEEMDAN to decompose it, get 12
IMF components and a residue as Fig. 2.

Calculating the permutation entropy Hp of each IMF component, normalizing them,
using Hp value reflecting the degree of randomness of time series, and wavelet
threshold denoising processing the IMF which is the Hp value greater than 0.2.
According to the definition of signal-to-noise ratio (SNR) to calculate the SNR.
The SNR is calculated as:
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Fig. 1. Simulation signal waveform
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SNR ¼ Mk k22
S�Mk k22

ð14Þ

where SNR is signal-to-noise ratio, �k k22 is modulus square; M is simulation data
without noise; S is simulation data with noise.

Calculation of the permutation entropy value of every IMF component, choosing
embed dimension is 3, the time delay is 12, the permutation entropy of IMF1 *
IMF11 respectively: 0.29852 0.29841 0.29523 0.29144 0.26643 0.23199 0.21279
0.17637 0.14575 0.13400 0.12738 0.11443. The choice of permutation entropy value
greater than 0.2 IMF component of wavelet threshold denoising, and then reconstruct
the signal. Using wavelet threshold denoising method, CEEMDAN-IMF1 denoising
method, CEEMDAN-IMF1-IMF2 denoising method and the method proposed in this
paper for noise reduction, when the noise signal’s SNR is 10, the standard deviation is
2.3456, after the denoising process, the signal-to-noise ratio of denoising results of four
methods respectively: 15.6, 12.8, 12.2, 18.6; the standard deviation is: 0.7669, 0.5417,
0.4321, 0.2522. Four methods of simulation data denoising results as shown in Fig. 3:

Where (a) is the original signal, (b) is the signal after adding noise, (c) is the
wavelet threshold denoising result, (d) is CEEMDAN-IMF1 denoising result, (e) is
CEEMDAN-IMF1-IMF2 denoising result, (f) is this paper denoising result.

Contrast can be found: wavelet threshold denoising can remove most of the noise,
but the signal distortion is very serious; CEEMDAN-IMF1 method in low SNR, and
the signal is not smooth; CEEMDAN-IMF1-IMF2 denoising SNR higher than
CEEMDAN-IMF1, but local resolution is low; this paper’s denoising SNR is highest,
the mean square error is minimum, the signal is smooth.

Further comparison of various denoising methods under different noise levels,
selecting to join in the original signal SNR is 9, 8, 5, 2,1 dB, comparing the four kinds
of denoising methods in denoising effect as indicated in Table 1. Contrast can be
found, no matter how much the SNR, in four kinds of noise reduction method, this
paper’s method can achieve the best effect.

Fig. 2. Simulation signal CEEMD decomposition results

80 Z. Liu and G. Chen



4 Case Analysis

In order to test the method proposed in this paper is effective in the practical application
or not, using a wind turbine gearbox bearing fault vibration data verified. Figure 4 is
the original fault signal without processing.

Figure 5 shows the denoising results of various denoising methods. It is seen that
the wavelet threshold denoising method remove large amounts of noise, but at the same
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Fig. 3. Comparison of noise reduction results of four methods of simulation data

Table 1. Noise reduction under different noise levels

SNR
(dB)

Noise reduction SNR of various methods
Wavelet threshold
denoising

CEEMDAN-IMF1 CEEMDAN-IMF2 This paper’s
method

10 15.6 12.8 12.2 18.6
9 9.5 13.2 13.8 18.3
8 8.7 12.0 12.7 16.8
5 6.4 9.4 10.2 14.1
2 4.2 6.2 7.2 10.7
1 4.0 5.2 6.3 9.8
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time also lost a lot of useful information, CEEMDAN-IMF1 denoising and
CEEMDAN-IMF1-IMF2 denoising by discarded high frequency components, resulting
in low signal resolution; this paper’s method can reduces the noise, retain the useful
fault feature information effectively.

The simulation analysis and the actual application effect indicate that the fault data
of wavelet threshold denoising method based on CEEMDAN proposed in this paper
overcomes the defect of the wavelet threshold denoising and CEEMDAN, which can
eliminate the noise in the fault data, extract useful fault characteristic signal from fault
data, get higher precision effectively.

5 Conclusion

Wavelet threshold denoising method can eliminate most of the noise in fault signal, but
lose some useful information; CEEMDAN denoising method, discarding
high-frequency noise also abandoned the effectively high frequency information, can
also lead to the loss of effective information. In order to carry out the fault data
denoising effectively, this paper proposes the fault data wavelet threshold denosing
method based on CEEMDAN, and verify the method by simulation and measurement
data. For the fault data, simulation analysis and experimental results shows that using
the denoising method can restrain the noise signal and obtain better denoising effect
effectively. Compared with the only use of wavelet threshold denoising and CEEM-
DAN denoising, this paper’s method presented higher accuracy when the gear box was
diagnosed by using these methods.

Acknowledgements. This work was financially supported by Shanghai City Board of education
scientific research innovation project (No. 13YZ140) and Ministry of education returned overseas
students to start research fund (No. [2014]1685).
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Abstract. The K-SVD algorithm aims to find an adaptive dictionary
for a set of signals by using the sparse representation optimization and
constrained singular value decomposition. In this paper, firstly, the orig-
inal K-SVD algorithm, as well as some sparse representation algorithms
including �0-norm OMP and �1-norm Lasso were reviewed. Secondly, the
revised Lasso algorithm was embedded into the K-SVD process and a
new different K-SVD algorithms with �1-norm Lasso embedded in (RL-
K-SVD algrithm) was established. Finally, extensive experiments had
been completed on necessary parameters determination, further on the
performance compare of recovery error and recognition for the original
K-SVD and RL-K-SVD algorithms. The results indicate that within a
certain scope of parameter settings, the RL-K-SVD algorithm performs
better on image recognition than K-SVD; the time cost for training sam-
ple number is lower for RL-K-SVD in case that the sample number is
increased to a certain extend.

Keywords: K-SVD algorithm · Sparse representation · Dictionary ·
Pursuit methods

1 Introduction

In recent years, a growing interest has been in research of sparse representations
of signals. The problem of finding a sparse solution to an image set with linear
expression is a popular topic [1]. Technically, with an over-complete dictionary
D ∈ IRn×K , a signal y ∈ IRn can be expressed as a sparse linear combination of
this dictionary, i.e., there are K prototype signals, {di}K

j=1, every of the signal
set can be represented as a linear combination of these K signals. The vector
β ∈ IRK is the representation coefficients of the signal. Under mathematical
approximation, some typical norms for measuring the offset are the �p-norms
(p = 1, 2 and ∞).

Generally, finding a dictionary and its sparse representation coefficients with
the minimum number of atoms for signals are usually resolved by using the �0-
norm, which is a NP-hard problem [2]. Some of the popular techniques including
OMP, Lasso and so on [3], which will be discussed in Sect. 2. In all those pursuit
c© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 84–93, 2017.
DOI: 10.1007/978-981-10-6373-2 9
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methods, there is a preliminary concept that the dictionary is known from the
beginning. In order to choose an optimal dictionary, the K-SVD [4] is proposed
based on the spare representation method OMP and singular value decomposi-
tion (SVD). Then, different variants of K-SVD are proposed for different fields
[5] but all these K-SVD improved algorithms are based on the OMP method.

The primary destination of this paper is to build a better representation
dictionary by embedding K-SVD with different sparse representation pursuit
methods. This is different from previous research on the issue of trying to use
the original K-SVD with basic method for different applications. Mathematically,
the popular technique Lasso with relaxed �1 penalty will be revised and then
embedded into the K-SVD procedure to replace the OMP in alleviating the �0
norm optimization problem.

The paper is organized as follows. In Sect. 2, the related work of sparse cod-
ing was reviewed. In Sect. 3, the original K-SVD algorithm was described. In
Sect. 4 a novel dictionary learning algorithms, RL-K-SVD algorithm was pro-
posed. In Sect. 5, some numerical experiments were conducted to evaluate the
efficiency on the recovery and recognition of the two K-SVD algorithms. Finally,
the conclusions of this paper were drawn in Sect. 6.

2 Sparse Coding: Prior Art

The coefficient vector is a linear expression of few atoms of a dictionary in
sparse coding. It has been extensively applied to the field of computer vision
problems, such as image recovery [6,7], denoising [8] ,classification [9,10], etc.
The most basic and simplest “pursuit methods” are the matching pursuit(MP)
[11] and the orthogonal matching pursuit (OMP) algorithms [2,12], which are
greedy methods that calculate internal products between the signal and dictio-
nary atoms. For the gaol of efficient learning, a widely accepted pursuit technique
is the basis pursuit (BP) [13], which a non-convex problem with �0-norm are con-
verted into a convex problem with �1-norm. The focal under determined system
solver (FOCUSS) is similar by using the �p-norm with p ≤ 1 as a replacement
for the �0-norm [14–17]. Based on maximum a posteriori (MAP) estimation [18],
both the FOCUSS and BP can also be motivated, and actually some works can
directly apply this reasoning [19].

Another resolution of using the iteration hard thresholding algorithm [21]has
drawn much attention, which has the advantage of choosing atoms more accurate
in every iteration. Typical algorithms such as [20,21] proposed by Blumensath
and Davies. Nevertheless, it is difficult for these algorithms to converge if the
spectral norm condition is violated [22]. Since Robert Tibshirani has proposed
Lasso algorithm [23]. Because of its nature of constraint and some of the pre-
ponderant properties of both subset selection and ridge regression, it tends to
produce some coefficients that are exactly 0 and hence gives interpretable mod-
els. In this paper, the potential of �1 penalty Lasso will be excavated when
embedded in K-SVD in the application of image process.
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3 The K-SVD Algorithm

The K-SVD is a kind of generalization of K-means [24], which finds the best
possible code book to represent the data samples {yi}N

i=1 by nearest neighbor, by
solving min

D,B
{‖ Y −DB ‖2F }, B = {βi}N

i=1, s.t.∀i, ‖ βi ‖0≤ T0 ,where D ∈ IRn×K is

the dictionary, B ∈ �K×N is the coefficient matrix. First stage is sparse coding
with a fixed initial dictionary D0. Second stage is to update the atoms and
coefficients. The whole process of K-SVD is as follows in Table 1.

Table 1. The K-SVD algorithm

Step0 Initialize D0 ∈ IRn×K

Step1 Sparse coding: using OMP algorithm to compute the representation
vectors βi

Step2 For J = 1, loop: dictionary update

Step2.1 Define the group of examples employ the atom of
ωk = {i | 1 ≤ i ≤ N, βk

T (i) �= 0}
Step2.2 Compute the general representation error matrix Ek by Y −

K∑

j �=K

djβ
j
T

Step2.3 Restrict Ek by selecting only the columns corresponding to wk, and
acquire ER

k

Step2.4 Utilize SVD decomposition ER
k = U � V T

Updated dictionary column d̃k = U(:, 1)
Update the coefficient vector vk

R = V (:, 1) ∗ �(1, 1)

Step3 J = J + 1

For the obtained dictionary, every image will have a specific set of repre-
sentation coefficients according to this dictionary, which are used to recover the
original images or to recognize the test images. So the dictionary learning is
critical for the image process. That is why it is imperative to pay attention
to evaluations of K-SVD with different sparse representation methods. In this
paper, OMP and Lasso are mainly discussed, which are typical spares represen-
tation to evaluate the corresponding K-SVD performance in image restoration
and image recognition.

4 The Proposed Algorithm

The main improvements during the K-SVD algorithm are in the stage of sparse
coding and dictionary update phase. In this section, firstly, the Lasso algorithm
was revised by searching the most efficient Sparse Degree(SD) of its coefficients
to change the ωk. Then, the revised Lasso algorithm was embedded into K-SVD
for the following experiments.
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The Lasso problem is formulated as follows:

min
β∈IRk

{
‖y − Dβ‖22 + λ‖β‖1

}

It inflicts a �1 penalty on the model of traditional least squares estimation. Lasso
can compress part of unimportant coefficients to 0, which realize the property
of variable selection to embedded into K-SVD.

For β obtained by Lasso, it’s not properly to deploy them directly into K-
SVD because it’s not as sparse as described in the ωk in the K-SVD algorithm. In
order to decrease sparsity index as obtained in OMP, the values β obtained from
Lasso need to be simplified: to calculate the index of contribution for different
values in β. The following measure of Sparsity Degree (SD) τ is defined as:

τ(β̂) =‖ β̂ ‖1 / size(β, 1) ∈ [0, 1]

where β̂ are the coefficients that discard the unimportant elements to reach
better effect. The revise method is demonstrated in Table 2.

Table 2. The revised lasso algorithm

Step0 Input the dictionary D and original signal set {yi}N
i=1

Step1 For i = 1:N
Use original Lasso algorithm to compute the original coefficients βi

corresponding to the signal yi

Step2 If residual = E(:, i) − R ∗ x ≤ threshold value

Stop, output the β̂i;
Else, leave the top τ(β̂) ∗ size(x, 1) largest coefficients elements, and set other

elements as 0,output the revised coefficient β̂i

Step3 i = i + 1

Step4 Output N revised coefficient vectors {β̂i}N
i=1 for K-SVD updating dictionary

colums

Based on the above algorithm, it can be seen that better performance can be
achieved according to both prediction and feature selection. β̂ is nonzero and is
calculated with SD τ , thus, for i from 0 to T ,

[value, pos] = max(β̂);βT (pos) = β̂(pos); β̂(pos) = 0

Then it has:
ωk = {i | 1 ≤ i ≤ k, ‖βT ‖1 �= 0

⋂
‖βT ‖1 ≤ T}

With this symbol, both dk and βT are minimized while βT is stressed to
have the same support with β. Then it can be process directly by SVD. It is
indispensable that the columns of βT are normalized and the support of all
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representations stays the same or gets smaller by possible nulls of terms. It
will greatly reduce the data storage and decrease the iteration time of update
the dictionary because ωk represents the most important characteristics of the
coefficients.

5 Experiments

The goal of these experiments is comparing the recovery and recognition abilities
of RL-K-SVD and K-SVD. Lasso and OMP are standard pursuit methods to
obtain sparsity in our case. All the experiments were conducted on a 2.8 GHz and
RAM 8.0 GB PC in Matlab. The databases used in this paper are YaleB database
and AR face database. YaleB database include 38 subjects,every subject has 64
face samples (sample size is 66∗58). AR database include 100 subjects and every
subjects has 16 face samples (sample size is 66 ∗ 66).

5.1 Parameters Setting

Before lasso is embedded in the K-SVD algorithm, tuning parameter λ of lasso
should be chosen properly for the control of shrinkage amount. Then, lasso is
solved and its coefficients are selected according to the parameter τ . More specif-
ically, the choice of f(β) is simply f(β) =‖ Dβ − y ‖2, where D ∈ IRm×n is a
linear measurement matrix satisfying y = Dβ + ξ, where D.j denotes the jth
column of D, ξ is the recovery error. So our destination is to optimize the λ and
τ for 1D and 2D signals to reach the least recovery error.

Optimize λ. For 1D signal, create a 1D signal:

y = D ∗ βorig + σ ∗ randn(m, 1)

where D = randn(600, 550), βorig is a sparse coefficient vector.
Input the D and y to original lasso algorithm, and output the β which has

minuscule differences with βorig. So the recovery error:

Err =‖ y − D ∗ β ‖2 / ‖ y ‖2
For 2D signals, Samples in YaleB database are all resized to 1024 ∗ 1. Randomly
choose one subject. Use its 63 images as D, and the rest one sample as y. The
searching of λ for 1D and 2D is shown in Fig. 1. From the result of λ searching,
it can be concluded that choosing λ = 0.01−0.05 ensures relatively less recovery
error.

Optimize τ . Also, for 2D signals, define D as the 64 face images of one person
in YaleB database(which are resized to 32 ∗ 32 = 1024). Randomly choose a
face image of another person as the 2D signal y for 10 times. Every time, use
lasso algorithm to output the coefficients corresponding to the y and calculate
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Fig. 1. Choose the best λ for 1D and 2D signals.

the recovery error when change the parameter τ . Then, figure out the mean
of recovery errors for 10 times tests. The result of the searching τ is shown in
Fig. 2(a). From the result, using the value τ = 36/64 = 0.5625 will get relatively
less recovery error. For example, the recovered face image compared to original
image are shown in Fig. 2(b), which randomly choose two subject respectively
from YaleB and AR database to do recovery test.

(a) (b)

Fig. 2. (a) Choose the best τ for the coefficient matrix (64 samples of per subject of
YaleB data set is employed) (b) Compare the recovery face with original face (Choose
2 samples respectively from YaleB and AR data set)

5.2 Compare of the Recovery Error

In this section, the compare of the image recovery error ability of two derived
K-SVD algorithms will be discussed: RL-K-SVD and K-SVD. Recovery Error is
measured by the root mean square error (RMSE).

First, the parameter Dictionary Size (param.K) of K-SVD should be decided
to obtain less RMSE. YaleB database is used to search the best dictionary size.
Choose 64 samples of one subject. Iteration number is 50. Test 5 times and
calculate the average values. The relationship between RMSE and dictionary
size is shown in Fig. 3. From the test results, it can be concluded that setting as
the max value reaches the least RMSE for RL-K-SVD. The following recognition
tests will continue this dictionary setting.
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Fig. 3. The relationship between RMSE and dictionary size (test 64 samples of one
subject in YaleB database, iteration number is 50)

Second, the convergence of the two derived K-SVD algorithms is tested.
Reduce dimension of every AR database image to n = 500 by PCA algorithm,
where n is defined as sample size. The dictionary size is defined as param.K.
The convergence result is shown in Fig. 4. The sparsity ratio is represented by
param.K/n. From the result, RL-K-SVD and K-SVD both converge to stable
values.

Finally, the trend of RMSE and training time with the change of sample
number is tested. Following the parameter setting of λ, τ and dictionary size as
previous experiments. Iteration number is set as 40. All images of YaleB database
are resized to 32 ∗ 32 = 1024. Input samples are randomly chosen from the
database. The results are shown in Fig. 5. As the sample number increasing, the
RMSE of RL-K-SVD and K-SVD will be stable at some level but K-SVD always
has smaller RMSE than RL-S-SVD when the dictionary size is set to max. There
is a positive correlation between the training time and sample number but the
time cost of RL-K-SVD increase slower than K-SVD when the sample number
is big enough.

5.3 Compare of Recognition Rate

First of all, recognition method is introduced in the following:

Fig. 4. Convergence analysis of 2D signals
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Fig. 5. The relationship between the RMSE and sample number (randomly select
samples from the YaleB database, iteration num is 40)

1. Use two derived K-SVD algorithm to train all the images of the 10 persons
faces respectively, set dictionary size(param.K)as different values.

2. Output the Dictionary D from two derived K-SVD algorithm.
3. Half-to-half recognition using SRC algorithm.
4. Output the recognition rate and training time.

The images of Yale B database are resized to 33 ∗ 29 = 957. Choose 10
subjects’ faces samples (64 images per subject) to test. For every param.K, the
recognition rate and training time are evaluated for average 5 times. We can see

Fig. 6. Compare the recognition rate for the YaleB database with different dictionary
size (iteration num is 10).

Table 3. Compare the recognition rate, for every subject, half samples for training and
half for testing (YaleB database, param.K = 64, param.L = τ ∗ 64, iteration number
is 15)

YaleB Recognition rate Training time

SRC 83.75% N/A

K-SVD + SRC 95.48% 58.83s

RL-K-SVD+ SRC 97.50% 338.27s
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the result form the Fig. 6. When the dictionary size is set as the max number (64),
the performance of RL-K-SVD is better than K-SVD, while the training time
of it is longer than K-SVD. Setting param.K = 64, the compare of recognition
rate for two algorithms is shown in Table 3.

6 Conclusions

In this paper, an novel �1 norm sparse representation algorithm of RL-KSVD
is mainly proposed and evaluated. The experiments are indicated based on two
data sets: YaleB and AR. As the coefficient vectors of lasso algorithm are not
sparse enough, they were firstly be revised by discarding the unimportant coeffi-
cient elements. The improvement method is proved by the following experiments.
Then, as for the 1D and 2D signals, experiments are designed to search for the
better values of the parameters: λ, τ in Lasso algorithm and the dictionary
size(param.K)in the proposed new algorithm RL-K-SVD. It can be archived
the conclusion: when the dictionary size is a maximal matrix, the recognition
performance of the RL-K-SVD algorithm is better than the K-SVD. When the
samples is extended to a certain number, the time cost of RL-K-SVD for training
is lower than K-SVD.
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of China (Nos. 61171145, 61671285).
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Abstract. Considering that the conventional A* algorithm does not include
vehicle kinematics and dynamics constraints in the unmanned vehicle path
planning, methods based on kinematics and dynamics constraints are proposed
to solve problems of path planning for unmanned vehicles in this paper,
including improved obstacle scanning method, Divide-and-Conquer Method,
Greedy Algorithm and so on. Firstly, the kinematics and dynamics constraints of
unmanned vehicles path planning are analyzed. Secondly, the corresponding
solutions to these constraints are proposed. Thirdly, the Simulink/CarSim united
simulation platform is built and the simulation and analysis are carried out under
the condition of different obstacles and different speeds. The simulation results
show that the proposed algorithm can better solve the problems of unmanned
vehicle path planning with kinematics and dynamics constraints, which provides
the basic theory and method for the path planning of unmanned vehicle in
engineering.

Keywords: Unmanned vehicle � Path planning � A* algorithm � Kinematics
and dynamics constraints

1 Introduction

The unmanned vehicle is one of unmanned ground vehicles. It has a broad application
prospect in the military field and the intelligent transportation system in the future.
Because of this, the unmanned technology is still booming after it has experienced
development of decades [1, 2]. As a complex intelligent system, the unmanned vehicle
system can be divided into four subsystems: task decision, environment perception,
path planning, vehicle control and platform. Path planning is one of the most important
parts of unmanned vehicle.

At present, the common path planning algorithms are divided into two categories:
Path planning algorithm based on sampling and the path planning algorithm based on
the map [3]. Heuristic search algorithm is a kind of path search algorithm based on
map. The algorithm can avoid blind search and its search efficiency is high. So heuristic
search algorithm is more and more widely used in path planning.

As a classical heuristic algorithm, A* algorithm has been widely used in the path
planning of unmanned vehicles. Liu et al. proposes a dynamic multi path planning
algorithm based on the A* algorithm [4]. Wang introduces the A* algorithm to the path
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planning of lunar rover, and formed the path planning technology based on A* algo-
rithm [5]. Ma et al. builds an unmanned vehicle platform for experiment and use A*
algorithm to achieve the path planning of unmanned vehicles [6]. To a certain extent,
although the traditional A* algorithm can solve the problem of path planning of
unmanned vehicles, the vehicle is often regarded as an unconstrained particle or rigid
body in these studies. Due to the constraints of the kinematics and dynamics of the
vehicle, the path cannot be tracked by unmanned vehicles sometimes.

Some scholars have done some research on the problem of kinematics and
dynamics constraints in path planning of unmanned vehicle. Due to the dynamics and
kinematics constraints of vehicle are not fully considered in the application of the
traditional Artificial Potential Field Algorithm in the local path planning of intelligent
vehicles, a local path planning method based on dynamic virtual obstacles is proposed
by Wu and Huang [7]. But the Artificial Potential Field Algorithm has the problem of
local optimum, and the design of gravitational field is the key to the successful
application of the algorithm. Francis et al. uses the kinematics and dynamics constraints
to optimize the path planned by D* Lite algorithm [8]. But the optimization method
cannot meet the needs of the path tracking under different vehicle speeds. Liu adds the
steering angle restriction and curve transition in the Discrete-State A* algorithm and
uses the algorithm to plan a path. At the corner, the path can meet the need of driving
requirements at a certain speed [9], but it cannot meet the requirements of turning
radius of vehicles with different speeds. According to the actual size of the robot, Yang
et al. designs a two-dimensional grid plane and the mobile robot is simplified as a
moving particle in a two-dimensional grid plane [10]. Thus the robot turning problem is
solved. However, this method is not suitable for unmanned vehicles, because
unmanned vehicles are big in size and it is impossible that the grid of the environmental
map can not be as big as the size of unmanned vehicles.

On the basis of the above research, combing with the advantages of A* algorithm in
the path planning of unmanned vehicles, the A* algorithm based on vehicle kinematics
and dynamics constraints are used to solve the problem of unmanned vehicle routing in
this paper. Firstly, the kinematic and dynamic constraints of path planning are analyzed
in this paper, such as turning problem, the problem of access at clearance between
obstacles and path tracking problem under different vehicle speeds. Then, the corre-
sponding solutions to these constraints are put forward. Finally, the simulation analysis
and verification for the methods proposed in this paper are carried out by
Simulink/CarSim united simulation platform.

2 The Description of Unmanned Vehicle Path Planning
Problem Based on A* Algorithm

2.1 A* Algorithm Description

The core of the A* algorithm is that it designs an evaluation function for each node, as
shown in Eq. (1):
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f sð Þ ¼ g sð Þþ h sð Þ ð1Þ

In Eq. (1), f(s) represents the estimated length of the path from the initial node to
the destination node and the Node s is a node of the path. h(s) is the estimated value of
the path from the current node to the target node. g(s) is the length of the path from the
start node to the current node and its value is known and is shown in Eq. (2):

g sð Þ ¼
Xk�1

i¼start
cost si; siþ 1ð Þ k� goal ð2Þ

In Eq. (2), cost si; siþ 1ð Þ represents the path length from the Node i to the Node
i + 1, and goal is the total number of nodes experienced from the start node to the
destination node.

2.2 The Problem Description of A* Algorithm in Unmanned Vehicle Path
Planning

A* algorithm is a classical heuristic search algorithm which has few nodes, good
robustness and fast response to environmental information. However, it ignores the
restriction of the vehicle volume and the constraints of kinematics and dynamics, so it
has been restricted in the practical application of grid map.

1. The problem of right angle turning and multiple turnings

In real life, we usually hope that the path of the vehicle is smooth and has fewer turns,
because that can not only improve the riding comfort, but also improve the security.
However, in the application of A* algorithm based on grid map, it is difficult to avoid the
right angle turning and multiple turnings. For example, there is a trapezoidal obstacle in
the map, then the searched path is likely to be a path with multiple right angles. As shown
in Fig. 1, there are multiple right angle turns from the starting point to the end of the path,
which reduces comfort and safety. This is clearly not the path we need.

2. The problem of obstacle clearance

In the classical A* algorithm, as long as there is no barrier between the two
obstacles grid, the path can pass. However, it does not take into account the volume of

Fig. 1. The path with multiple right Fig. 2. The path through obstacle
angle turnings clearance
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the vehicle itself and turning radius of vehicle. In practical applications, if the searched
path is narrow, the normal vehicle is unable to pass and turn. As shown in Fig. 2, the
path searched by A* passes through the clearance between the two obstacles. If the
vehicle volume is taken into account, the road is impassable.

3. The problem of turning in front of obstacles

When the path is being searched, A* algorithm will judge whether the adjacent
nodes of the current node is an obstacle. If an adjacent node is an obstacle, the direction
of the path will be transferred to other directions. So it will form a turning closed to
obstacle. As shown in Fig. 1, the turning points T1 and T3 are very close to obstacles.
If the kinematic and dynamic constraints of vehicle are taken into account, the turn is
not possible.

3 Model Building Based on A* Algorithm with Kinematic
and Dynamic Constraints in Path Planning of Unmanned
Vehicle

3.1 The Improved Method of Scanning Obstacle

In order to solve the problem that the distance between the vehicle and obstacles is too
short and whether the clearance between obstacles can be through, the improved
method of scanning obstacle is proposed in this paper. Before the adjacent nodes of the
current node is detected, the circle that its center is a neighbor node and its radius is R is
detected. If there is no obstacle in the circle, the current node will be extended,
otherwise the node will be ignored and other neighbor nodes will be extended.
Assuming that the minimum distance which the vehicle is able to make a normal turn in
front of obstacle is L, the path width that allow the vehicle travel normally is H, then R,
L and H should meet the following relation:

R�max L;Hf g ð3Þ

Not only the path with the constraints can meet the requirements of the normal
turning in front of the obstacle, but also the width of the path can make the vehicle
running normally.

3.2 Fitting Curve with Divide-and-Conquer Method and Greedy
Algorithm

In order to solve these problems of right angle turning and multiple turnings, the fitting
curve method is used to deal with the path in this paper. Fitting curve is the main way
to deal with discrete points. In order to improve the effect of curve fitting, this paper
adopts the idea of Divide-and-Conquer Method [11] to fit segmentally, then the fitting
results are combined to fit together. The five polynomial is used to the fitting curve in
this paper, as follows:
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Y ¼ a0t
5 þ a1t

4 þ a2t
3 þ a3t

2 þ a4t
1 þ a5 ð4Þ

u ¼ b0t
5 þ b1t

4 þ b2t
3 þ b3t

2 þ b4t
1 þ b5 ð5Þ

a0; a1; a2; a3; a4; a5; b0; b1; b2; b3; b4; b5 are parameters to be solved in Formulas (4)
and (5).

In the path searched by the A* algorithm, the change of the longitudinal coordinate
of two points is often too large, that is to say there is a local step path. As shown in
Fig. 1, the change of the longitudinal coordinate of T1 and T2 and the change of the
longitudinal coordinate of T3 and T4 are obviously too large, thus there is a local step
path. If the curve is fitted directly according to the points on the path, the result of the
curve fitting is not ideal and even through the obstacle, which leads to a wrong path.In
this paper, the Greedy Algorithm [12, 13] is used to smooth the path generated by the
A* algorithm.

3.3 The Solution of Turning Radius

For problems described in Sect. 2.2, the kinematic and dynamic constraints are added
in the path tracking.

1. Control limit constraint and control increment constraint

In the ground fixed coordinate system OXY, the vehicle kinematics equation is:

_x
_y
_u

2
4

3
5 ¼

cosu
sinu
tand
l

2
4

3
5 � v ð6Þ

In Eq. (6), x; yð Þ is the coordinate of rear axle center of vehicle, u is the heading
angle of the car, d is the front wheel angle,v is the velocity of rear axle of vehicle, and l
is wheelbase. The Formula (6) shows that the system can be viewed as a control system
that has an input ~u v,dð Þ and quantisty of state v x; y;uð Þ. The control limit constraint
and the control increment constraint are considered in this paper. The expression of
control quantisty is as follow:

~umin tþ kð Þ�~u tþ kð Þ�~umax tþ kð Þ k ¼ 0; 1; 2; 3 . . .Nc � 1 ð7Þ

The expression of control increment constraint is as follows:

D~umin tþ kð Þ�D~u tþ kð Þ�D~umax tþ kð Þ k ¼ 0; 1; 2; 3 . . .Nc � 1 ð8Þ

The constraint condition appears in the form of the multiplication of the control
quantisty and transformation matrix or the multiplication of control increment and
transformation matrix. Therefore, it is necessary that get the corresponding transfor-
mation matrix of Eq. (8). There is the following relationship:
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~u tþ kð Þ ¼~u tþ k � 1ð Þþ Du
�!

tþ kð Þ ð9Þ

The following formulas are given:

~Ut ¼~1Nc �~u k � 1ð Þ ð10Þ

~A ¼ B�~Im ð11Þ

In Eqs. (10) and (11),~1Nc is a column vector with Nc rows,~Im is the unit matrix that
its dimension is m, � is Kronecker product, B is a lower triangular matrix that has Nc

rows and Nc columns and its nonzero elements are all 1,~u k � 1ð Þ is the actual control
quantisty of the last moment. In combination of formulas (9), (10) and (11), the
Formula (7) can be converted into the following forms:

~Umin �~A � D~Ut þ~Ut �~Umax ð12Þ

2. Centroid sideslip angle constraint

Centroid sideslip angle has great effect on the stability of the vehicle, so the
centroid sideslip angle must be limited in a reasonable range. The results of the
measurement stability study by BOSCH shows: In asphalt pavement with good
adhesion, sideslip angle limit b can reach �12�. On the ice and snow road with low
adhesion coefficient, the limit value b is approximately �2�.

3. The constraint of vehicle attached condition with ground

The dynamic performance of the vehicle is not only restricted by the driving force,
but also limited by the condition of the tire and ground attachment. When the vehicle is
moving at a constant speed along the longitudinal direction, there is a equation as
follows:

~ay;min � e�~ay �~ay;max þ e ð13Þ

~ay;min and ~ay;max are acceleration limit constraints. e is dynamic adjustment of
acceleration. In the application of A* algorithm, kinematics and dynamics constraints
and processing measures of path mentioned in Sects. 3.1, 3.2 and 3.3 are taken into
account, so a more perfect path can be obtained. The whole flow chart is shown in
Fig. 3.

Start
The

original 
path is get

Greedy
Algorithm

curve fitting
 With 

Divide-and-
Conquer
Method

Trajectory 
tracking with 
kinematic and 

dynamic 
constraints

EndThe A* 
Algorithm

Fig. 3. Flow chart of the application of A* algorithm in unmanned vehicle path planning
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4 Simulation and Analysis

In this paper, the united simulation platform is based on CarSim and Matlab/Simulink.
In order to fully combine the advantages of the two softwares, an accurate vehicle
model with high accuracy need to be established in CarSim and the A* algorithm path
search module and path tracking controller based on grid map model also need to be
built in Simulink. Finally, the performance of the system is verified by the output and
performance indicators. The Simulink and Carsim united simulation platform is shown
in Fig. 4.

In the application of A* algorithm in unmanned vehicle path planning, fitting curve
is very basic and important step. All simulations require fitting curve. In this paper. The
improved method of scanning obstacle, fitting curve with Divide-and-Conquer Method
and Greedy Algorithm and the solution of turning radius are analyzed separately. Then,
the comprehensive simulation of these methods is carried out.

4.1 Simulation and Analysis of the Improved Method of Scanning
Obstacle

According to the improved method of scanning obstacle described in Sect. 3.1, assume
that L = 2.5 m, H = 3 m, so R� 3m. In order to reduce the amount of calculation,
here take R = 3 m.

As shown in Fig. 5, the red rectangle in the coordinate system is obstacles. The
quadrilaterals with dotted line are paths searched by traditional A* algorithm. Without
considering the size of vehicle, it can be seen that the path will pass through obstacle
edges and the clearance between obstacles. The quadrilaterals with real line are paths
searched by A* algorithm with the improved method of scanning obstacle. It can be
seen that the path no longer passes through the obstacle edge and the clearance of
obstacles, which can basically meet the needs of the vehicle driving. However, the path
is close to the obstacle at edges of obstacle, which is not safe for driving. This problem
will be solved in the following sections.

Fig. 4. Simulink/CarSim united simulation platform
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4.2 Simulation and Analysis of Divide-and-Conquer Method and Greedy
Algorithm

In Fig. 5, it appears the problem that the path is too close to obstacles at obstacle
corners. The reason is that the curve fitting effect is not good because of local step path
at obstacle corners. After the Greedy Algorithm is used to process the path obtained
from the traditional A* algorithm, fitting curve with Divide-and-Conquer Method is
done and the curve fitting effect will be better. After these methods are applied, the
problem is solved, as shown in Fig. 6. It can be seen that the distance between the path
and obstacle corners increases greatly. Paths like these are conducive to the safe
passage of vehicles.

Fig. 5. Simulation of the improved method of scanning obstacle

Fig. 6. Simulation of fitting curve with Divide-and-Conquer Method and Greedy Algorithm
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4.3 Simulation and Analysis of Path Tracking Based on Kinematics
and Dynamics Constraints

After the feasible path is planned, the controller need to track the path. However, due to
the different speed of vehicle, the planned path does not necessarily meet the tracking
requirements of vehicles at different speeds. As mentioned in Sect. 3.3, the kinematic
and dynamic constraints are added to the path tracking, which is a good solution to the
problem. As shown in Fig. 7, graphs (a) and (b) are tracking effect graphs at speed of
5 m/s and 15 m/s. It can be seen that the path has a turn at K for avoiding obstacle. The
greater the speed, the more smooth the turning at K. So the requirements of the turning
radius of the vehicle is met and vehicles can pass safely.

4.4 Simulation and Analysis of A* Algorithm Based on Kinematics
and Dynamics Constraints in Unmanned Vehicle Path Planning

In the Sects. 4.1, 4.2 and 4.3, the improved method of scanning obstacle, fitting curve
with Divide-and-Conquer Method and Greedy Algorithm and the solution of turning
radius are separately simulated and analyzed. The simulation results show that these
methods can solve corresponding problems. For verifying the effectiveness of each
method strongly, the comprehensive simulation and analysis are carried out.

In order to verify that methods used in this paper is suitable for complex obstacles,
more rectangular and circular obstacles are set up in Fig. 8. It can be seen from Fig. 8
that the path can avoid obstacles better, and will not pass through the clearance between
obstacles. By comparing the four graphs in Fig. 8, it can be seen that as the speed of the
vehicle increases, the bends where vehicle turns are more and more smooth. So that the
vehicle can turn safely.

(a)Path tracking at speed of 5m/s (b) Path tracking at speed of 15m/s

Fig. 7. Effect graphs of path tracking at different vehicle speeds
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5 Conclusion

In this paper, the application of A* algorithm with vehicle kinematics and dynamics
constraints in the path planning of unmanned vehicles is studied.

(1) The kinematic and dynamic constraints of the A* algorithm in the path planning
of unmanned vehicles are analyzed, such as turning problem, the problem of
access at clearance between obstacles and path tracking problem under different
vehicle speeds.

(2) The corresponding methods of kinematics and dynamics constraints are presented,
such as the improved method of scanning obstacle, fitting curve with
Divide-and-Conquer Method and Greedy Algorithm and the solution of turning
radius.

(3) The separate simulation and integrated simulation of the proposed methods in this
paper are carried out, and animation demonstration is showed.

The results of simulation and animation show that the kinematic and dynamic
constraints of A* in path planning of unmanned vehicle can be solved effectively by
these methods proposed in this paper. These methods can plan a safe and feasible path
for unmanned vehicles. So the study provides a theoretical basis for the application of
A* algorithm in the path planning of unmanned vehicles. Study on unmanned vehicle
path planning covers a wide range of content. The content of this paper is only a small
part of them, and there are deficiencies, such as the avoidance problem of arbitrary
shape obstacles. In the future, it is necessary to conduct in-depth study of these issues.

(a)Path tracking at speed of 5m/s        (b) Path tracking at speed of 10m

(c)Path tracking at speed of 15m/s        (d) Path tracking at speed of 20m/s

Fig. 8. Comprehensive simulation with complex obstacles

Study on Path Planning of Unmanned Vehicle 103



Acknowledgments. This work was supported by the National Natural Science Foundation of
China (No. 51405280).

References

1. Tan, M., Wang, S.: Research progress on robotics. Acta Automat. Sin. 39(7), 963–972
(2013)

2. Wang, H.P., Yang, Y., Liu, J.T.: Research and development trend of high-speed mobile
robot. Automat. Instrum. 26(12), 1–4 (2011)

3. Zhang, H.D., Zheng, R., Cen, Y.W.: Present situation and future development of mobile
robot path planning technology. Acta Simulata Systematica Sin. 17(2), 439–443 (2005)

4. Liu, B., Chen, X.F., Cheng, Z.: A dynamic multi-route plan algorithm based on A*
algorithm. Microcomput. Appl. 35(4), 17–19 (2016)

5. Wang, L.M.: Path planning of Lunar Rover based on A star algorithm and B spline function.
Jilin University (2016)

6. Ma, J., Wang, J.B., Zhang, X.: Application of A* algorithm in unmanned vehicle path
planning. Comput. Technol. Dev. 26(11), 153–156 (2016)

7. Wu, Y.W., Huang, Z.: Dynamic virtual obstacle based local path planning for intelligent
vehicle. J. Hunan Univ. 40(1), 33–37 (2013)

8. Francis, S.L.X., Anavatti, S.G., Garratt, M.: Dynamic model of autonomous ground vehicle
for the path planning module. In: International Conference on Automation, Robotics and
Applications, ICARA 2011, Wellington, New Zealand, December, pp. 73–77 (2011)

9. Liu, S.: Research on path planning algorithms for autonomous prospecting vehicle. Jilin
University (2016)

10. Yang, X., Zhang, Y., Yang, W., Zhang, H.J., Chang, H.: Research on path planning of
indoor mobile robots. Sci. Technol. Eng. 16(15), 234–238 (2016)

11. Fan, J., Ting, M.A., Zhou, C., Zhou, Y., Tao, X.U.: Application of divide-and-conquer
method and efficiency evaluation model in the fast union algorithm of polygons in GIS.
J. Geo-Inf. Sci. 16(2), 158–164 (2014)

12. Zhang, Z., Zhao, Z.: A multiple mobile robots path planning algorithm based on A-star and
Dijkstra algorithm. Int. J. Smart Home 8(3), 75–86 (2014)

13. Li, J., Sun, X.X.: Route planning’s method for unmanned aerial vehicles based on improved
A-star algorithm. Acta Armamentarii 29(7), 788–792 (2008)

104 L. Li et al.



Hybrid Discrete EDA for the No-Wait Flow
Shop Scheduling Problem

Zewen Sun and Xingsheng Gu(&)

Key Laboratory of Advanced Control and Optimization for Chemical Process,
Ministry of Education, East China University of Science and Technology,

Shanghai 200237, China
xsgu@ecust.edu.cn

Abstract. Flow shop scheduling problem is an important one in the real world
production process. As tight constraint condition exits in just-in-time production
systems, the no-wait flow shop scheduling problem (NWFSSP) is a typical
research topic. In this paper, a hybrid discrete estimation of distribution algo-
rithm (HDEDA) for NWFSSP is proposed to minimize the makespan. The
proposed HDEDA utilizes the EDA and bat algorithm (BA). The probability
matrix can be a view in the space distribution of the solution well by relying on
the knowledge obtained from NWFSSP. The individual generated by sampling
has the probability to spread throughout the entire solution space. Then, the
designed step-based insertion in the BA stage attains the solution with the best
makespan. All of the experiments are performed on the new hard benchmark for
flow shop scheduling problems proposed by Ruiz in 2015. Through experi-
mental comparisons, HDEDA shows better effectiveness than other algorithms.

Keywords: EDA � BA � No-wait flow shop � Hybrid algorithm � Makespan

1 Introduction

Production scheduling acts a significant role in the decision making of a manufacturing
system [1]. The no-wait flow shop scheduling problem (NWFSSP) can be seen as a
vital part of the real-world production system. NWFSSP is widely used in the pro-
duction and manufacturing industry, steel industry, chemical industry power industry,
and food [2–5]. In the past decade, NWFSSP is a popular topic in the area of manu-
facturing system. Similar to many NP-hard optimization problems, NWFSSP concerns
the explosive growth of the dimensional data in manufacturing and service industries
[6]. Enhancing availability of data in the manufacturing industry and increasing process
requirement in the production efficiency motivate the evolution of effective data-based
procedures. For example, the number of new found molecular production every year
didn’t keep sustainably since the 1970s despite there is a continually increasing input in
the research area and thus the urgent need to increase production efficiency [7].
Therefore, numerous scholars are developing effective solution algorithms.

Hall and Sriskandarajah started to focus on NWFSSP in 1996 [8], which is essential
for advanced manufacturing systems. Liu et al. proposed a hybrid algorithm to mini-
mize makespan, which is based on hybrid particle swarm optimization (PSO) [9].
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Wang et al. [10] focused on the insertion of a new selected job into a former partial
sequence. Jolai et al. focused on solving bi-objective problem NWFSSP [11]. Ding
et al. introduced an improved IG algorithm for NWFSSP in the past year [12]. Most
scheduling problems, which are proved to be NP-hard combination optimization
problems, are difficult to solve using traditional mathematical methods. However, the
intelligent optimization algorithm provides a good idea in solving such problems due to
their flexible measures. A novel EDA was proposed by Pan and Ruiz for lot streaming
FSSP which contains setup times under the situation of the idling and no-idling [13].
Zheng and Wang proposed a Pareto-based EDA for a multi-objective and multi-mode
resource-constrained project scheduling (RCPS) model in reducing carbon emission to
delay global warming [14]. Meanwhile, the bio-inspired bat algorithm (BA) has been
proven efficient in recent years [15, 16]. Each algorithm has its own advantages and
limitations. Thus, several researchers are interested in exploring efficient hybrid opti-
mization algorithms. A two stage simulation-based HEDA [17] was proposed for
scheduling the flow shop scheduling problem under processing times with stochastic
information.

Given the increasing interest in developing many more effective hybrid intelligent
algorithms to solve scheduling problems originating from the production process, this
study proposes a hybrid discrete EDA (HDEDA) for NWFSSP. The remainder of this
paper, how to be organized, is showed as follows. After discussing the assumption and
notation, a mathematical model formulation for NWFSSP, as well as an example, is
detailed in Sect. 2. Section 3 presents the proposed algorithm for NWFSSP. Section 4
empirically evaluates the effectiveness and efficiency of the proposed algorithm by
numerical results and comparisons. In this section, the new hard benchmark for flow
shop scheduling, which was proposed by Ruiz in 2015, is used. Finally, the conclusion
is provided in Sect. 5.

2 Problem Description

The NWFSSP is a special branch of “zero-buffer” scheduling problems [18]. Each job
consists of a series of operations and each operation can only be performed on the
specific machine. As the classical permutation flow shop scheduling problem, each job
also must be processed sequentially through m machines. Considering the no-wait
constraint, each job have to be processed without any interruption between any two
consecutive operations. This processing condition expressed that a limited delay for the
job starting to be processed on the first machine when it is necessary. In this study, the
optimal object of scheduling problem is to minimize the makespan viewed as Cmax (or
CpðnÞ;m), which is equivalent to the finishing time of the last job leaving the last
processing machine. Therefore, the optimization for the NWFSSP minimizes the
makespan by choosing a job permutation to determine the job processing sequence on
each machine. The mathematic model of the no-wait flow shop scheduling problem
(NWFSSP) can be defined as follows:
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Minimize CmaxðpÞ ¼ CpðnÞ;m ð1Þ

LDðpð1ÞÞ ¼ 0; 1� i� n; 1� j�m; i; j 2 N
Spð1Þ;1 ¼ 0;Cpð1Þ;1 ¼ Spð1Þ;1 þ Tpð1Þ;1 ¼ Tpð1Þ;1

LDðpðjÞÞ ¼ Tpðj�1Þ;1 þmax½0; max
2� k�m

fPk
h¼2

Tpðj�1Þ;h �
Pk�1

h¼1
TpðjÞ;hg�ðj� 2Þ

SpðiÞ;1 ¼
Pi
j¼1

LDðpðjÞÞ ¼ Spði�1Þ;1 þ LDðpðjÞÞ
CpðiÞ;1 ¼ SpðiÞ;1 þ TpðiÞ;1
SpðiÞ;j ¼ CpðiÞ;j�1; j� 2
CpðiÞ;j ¼ SpðiÞ;j þ TpðiÞ;j

CpðnÞ;m ¼ SpðnÞ;m þ TpðnÞ;m ¼ SpðnÞ;1 þ
Pm
j¼1

TpðnÞ;j

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð2Þ

where p is the job sequence (i.e., the solution to the NWFSSP); LD(pðjÞ) is the limited
delay of the job pðjÞ starting at the first machine; SpðiÞ;j is the starting time of the pðiÞ at
the j-th machine; CpðiÞ;j is the completion time of the pðiÞ at the j-th machine. CmaxðpÞ is
equal to CpðnÞ;m.

Equation (1) describes the objective function in minimizing the makespan CmaxðpÞ.
Equation (2) provides the method in calculating the makespan CmaxðpÞ. Time con-
straints of the processing jobs are also detailed in this equation.

3 Designed HDEDA for NWFSSP

In this paper, the proposed hybrid discrete algorithm is designed based on EDA and
BA. For the sake of balance the exploration and exploitation in the proposed hybrid
discrete algorithm, EDA and BA were used for global and local searches, respectively.
EDA is an intelligent optimization algorithm that describes the solution distribution of
the problem through a probability model [13, 14]. During each iteration, the new
solution is generated throwing sampling from the probability model. To trace a more
promising searching area, the probability model is adjusted by information of some
superior solutions in the population. Meanwhile, BA is a bio-inspired meta-heuristic
based on the echo-location of bats swarm. It is a simulation of the echo-location
behavior of the new swarm intelligence optimization algorithm [19]. Preliminary
studies suggest that BA can solve real-world and engineering optimization problems
[20]. Each bat from the swarm can achieve the most of “nutritious” destinations by
carrying out an individual search, or move toward a “nutritious” area previously dis-
covered by the bat swarm. Thus, a novel algorithm that combines EDA and BA is
considered to be designed for solving NWFSSP. In consideration of the discrete
characteristics of scheduling problems, a series of discrete strategies in the novel hybrid
algorithm is proposed. The details of each step in hybrid discrete algorithm are pro-
vided in the following subsections.
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3.1 Individual Representation

The original EDA and BA are used for solving continuous problems; thus, they are not
ideal to be used for solving discrete scheduling problem. A discrete sequence is used to
describe the scheduling solution to NWFSSP for solving this problem better.

p = 6 3 5 1 4 2½ � ð3Þ

To decode a given confirmed processing solution into a feasible schedule, the
characteristics of the NWFSSP should be considered. Relying on jobs that are pro-
cessed on all of machines with the same processing order, a permutation sequence of
jobs p = {p(1), p(2), …, p(n)} is used to describe the processing sequence. An
example is shown in Eq. (3). p is a schedule solution that contains six jobs. The
processing sequence of the jobs is 6, 3, 5, 1, 4, 2.

3.2 Population Initialization and Probabilistic Model

The initialization naturally used a simple random initialization method to scatter the
initial population of individuals in the solution space uniformly. To guarantee the initial
quality of some individuals in the population, the NEH heuristic can be used to gen-
erate individuals [21].

The traditional probability model describes distribution of searching space as a
crucial part of the hybrid EDA. Generally, the probability model can be built relying on
the features among superior solutions. Then, EDA can generate new solutions by
sampling the probability model. That is to say, a proper probability model and sam-
pling strategy are critical to the performance of HDEDA. Considering the structure of
NWFSSP, the probability model is designed as P for describing the probability of the
position of the job sequence. In the study, the optimization objective aims minimize the
makespan for NWFSSP. P is related to the job sequence (i.e., the solution).

P ¼
p11ðlÞ p12ðlÞ � � � p1nðlÞ
p21ðlÞ p22ðlÞ . . . p2nðlÞ

..

. ..
. . .

. ..
.

pn1ðlÞ pn2ðlÞ . . . pnnðlÞ

2
6664

3
7775 ð4Þ

Where pij(l) is the probability, when job Jj appears not behind the i-th position after the
(l−1)-th iteration. The value of pij(l) is the important probability of a job when it is
decoded into a processing schedule. At the first starting stage of HDEDA, the elements
in the probability matrix should be initialized as pij(l) = 1/n [14]. A random number
should be generated between 0 and 1, and compared with the elements in the proba-
bility matrix to decide the job permutation. After a series of experiments, the knowl-
edge of process matrix is introduced into the probability matrix. In HDEDA, only half
of the individuals are generated (i.e. bats) by sampling the probability matrix.
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3.3 Discrete BA Strategy

EDAs focus more on global exploration. Thus, BA is used to lift the restrictions of the
exploitation capability in the algorithm. In consideration of the discrete characteristics
of the scheduling problems, a series of discrete strategies based on BA are designed to
solve NWFSSP.

Vast information can be obtained between individual permutation and process
matrixes. Thus, more operations are worth determining. During the echo-location
phase, each bat will achieve a selected partial sequence from the current best position.
The length is randomly generated ranging from 1 to rounding down the root of job n
appended as 1. The starting position is randomly generated. This way, each bat Xi can
obtain the most effective location information from Xnew. Simultaneously, Xi also keeps
some information in itself and avoids the large amount of unnecessary computation by
comprehensive coverage. If the newly generated bat Xnew performs better, then the
original bat Xi is replaced with Xnew. Generating Xnew is detailed in Fig. 1. Performing
only a partial sequence substitution of the following steps described above is likely to
produce a poor solution. More operations should be performed to find the same job
numbers in each bat and repeat them orderly. The entire procedure is presented in
Fig. 1.

The bat population is sorted by fitness function values (i.e., the makespan) to
enhance the searching ability in the proposed discrete algorithm. Then, 10 bats which
has the minimum fitness value from all of the population are selected. Further partial
greedy search is performed for the 10 bats selected. The 10 best bats will be further
optimized rapidly during the search process and be used to guide the probability matrix
for updating in Sect. 3.4. The steps of partial greedy search for the 10 selected bats are
illustrated in Fig. 2. For each selected bat, the same approach is used to generate a
partial sequence randomly and is removed from the original scheduling sequence.
Then, the original scheduling sequence becomes incomplete. The removed jobs are
orderly inserted into any possible position in the incomplete scheduling sequence.
Finally, the best insertion location for generating the new bat Xnew is retained.

Fig. 1. Steps in generating Xnew during the echo-location phase
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3.4 Updating Mechanism

As an important part of the EDA, the probability matrix needs an update mechanism for
sampling better spreading new individuals. The better bats in the population provide a
direction in the search space for HDEDA. Thus, after a series of operations, the
individuals in the population are updated. Then, better individuals are selected among
the individuals in the population for updating the probability model. Equations (5) and
(6) describe the details on updating the probability model P. The probability model
moves toward the space where contains information of better solutions relying on the
ten best bats.

pijðlþ 1Þ ¼ ð1� aÞpijðlÞþ a
10� i

X10
a¼1

Iaij ; ð5Þ

Iij =
1; if job j appears before or in position i
0; else

;

�
ð6Þ

where a 2 ð0; 1Þ describes the learning rate; and Ii,j represents whether job j exits not
behind position i. The probability model is adjusted to represent an effective searching
region. Consequently, an updating mechanism should be applied to adjust the problem
model during the iteration, which also can be seen as an updating mechanism at each
generation.

4 Computational Results

To test the performance of HDEDA, numerical calculation is conducted using the new
hard benchmark instances by Ruiz et al. [22]. The whole data can be acquired at http://
soa.iti.es. The instances should be widely different, numerous, representative of
real-world process. Thus, a good benchmark should have the following desired char-
acteristics: 1. Exhaustive: large number of instances, small and large sized instances;
2. Good responsive for statistical analysis; 3. Have the feature to discriminant analysis.

Benchmark instances describes almost exclusively from all random distributions.
Each instance in Ruiz has the same structure of Taillards’ instances, which contains

Fig. 2. Steps in generating Xnew for 10 best individuals by random fly
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information of the job number and the machine number. To evaluate the performance
of HDEDA, experiment results will be evaluated by using average relative percentage
deviation (ARPD) [20], as shown as follows:

ARPD ¼ avg� Gbest

Gbest
� 100; ð7Þ

where Gbest represents the makespan acquired by all of the algorithms, and avg is the
makespan of the solution which is acquired by a selected algorithm.

HDEDA is coded in C++ (Visual Studio 2012) and runs on a PC with an i7-2600
CPU 3.40 GHz and 2.85 GB available main RAM. The computational results
demonstrate the effect of the hybrid discrete algorithm and confirm the effectivity of the
proposed hybrid discrete strategy. The following parts present the concept of the
parameters settings and computational results.

4.1 Benchmark Description and Parameter Settings

A new hard benchmark of instances for the flow shop scheduling problem was pro-
posed by Ruiz et al. [22]. Considering the actual calculations required and the com-
plexity of the NP-hard NWFSSP, segmental sets are selected from the new hard
benchmark. The distribution of the processing time is U(1, 100). The job number of
selected benchmark is among [20, 50, 100]. The machine number of selected bench-
mark is range in [5, 10, 20]. If each instance runs more than 10 times, then the NP-hard
instances are more than 700. Thus, the selected benchmarks can meet the demand of a
series of factors (Table 1).

The 10 additional examples in the benchmarks are used in adjusting certain
parameters to improve the performance of HDEDA. Given that other parameters are
mostly introduced according to some studies, the parameter Pop_size is given focus.
Considering the problems’ dimensions, there is a selection from the benchmark
instances, which are VFR60_15_1 to VFR60_15_10 with 60 jobs and 15 machines. Six
factor levels Pop_size = 10, 30, 60, 100, 150, 200 are set. The convergence curves of
the two instances in ten with different Pop_sizes are shown in Fig. 3. From the con-
vergence curves shows that a suitable population size can improve the performance of
HDEDA. Thus, population size of HDEDA could be set to 100.

Table 1. Factors and levels for the used benchmarks

Factors Levels

Job’s number 20, 50, 100
Machine’s number 5, 10, 20
Processing time U(1, 100)
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4.2 Performance Assessment

HDEDA is compared with some novel algorithms, such as GA, and discrete BA to
further evaluate its performance in solving the NWFSSP. The computational results are
processed using ARPD, as shown as follows:

ARPD ¼ avg� Gbest

Gbest
� 100; ð8Þ

The computational results are overall listed in Table 2.

The algorithms are run 10 times independently for every benchmark problem. The
results of the ARPD can effectively demonstrate the effect of all of the compared
algorithms. From Table 2, HDEDA acquires the best makespan in the compared
algorithms. The average values of each computational ARPD of level benchmarks are
mostly minimal. HDEDA is stable in solving the NWFSSP, which indicates robustness.
Therefore, HDEDA has a good performance on balance exploration and exploitation.
For the same compared standard, the convergence curves of the four algorithms for
solving Instance VFR50_10_6 is shown in Fig. 4.
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Fig. 3. Performance of HDEDA with different Pop_sizes on VFR60_15_1 and VFR60_15_6

Table 2. Comparison results of the 10 benchmark problems

Problem Size (n * m) GA DBA HDEDA
AVE Best Worst AVE Best Worst AVE Best Worst

20 * 5 1.25 0.42 2.15 0.31 0.00 0.45 0.01 0.00 0.03
20 * 10 1.19 0.29 1.87 0.13 0.00 0.48 0.01 0.00 0.04
20 * 20 1.81 0.78 2.81 0.39 0.03 0.71 0.04 0.00 0.08
50 * 5 1.31 1.02 1.52 1.04 0.52 1.66 0.37 0.00 0.85
50 * 10 2.27 1.88 3.86 1.40 0.71 3.05 0.45 0.00 1.01
50 * 20 2.88 2.52 4.34 2.91 0.85 3.59 0.56 0.00 1.24
100 * 20 6.21 3.69 15.97 4.73 1.12 11.27 3.35 0.00 6.97
Average 2.42 1.51 4.65 1.56 0.46 3.03 0.68 0.00 1.46
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5 Conclusions

In this paper, a novel hybrid discrete EDA (HDEDA) which contains BA is proposed
for the no-wait flow shop scheduling problem (NWFSSP) with makespan minimiza-
tion. The probability matrix pledges a greater possibility of the generated individuals
spreading throughout the entire solution space. Achieving more information about
scheduling from the best solution is widely used in BA, which makes it useful in local
searches. Therefore, BA can effectively guide the sampling of individuals toward the
best one. The numerical comparisons demonstrate the effectiveness and efficiency of
the proposed hybrid discrete algorithm.

The contributions of this paper can be summarized as the following:

(1) According to the discrete features of NWFSSPs, a discrete vector encoding
method is designed for the proposed hybrid discrete algorithm to optimize in latter
operations.

(2) The novel HDEDA is proposed to acquire balance in the exploration and
exploitation. The computational results also point out the effectiveness and effi-
ciency of HDEDA.

(3) A series of new hard benchmarks proposed by Ruiz in 2015 are used in the
experiment. The new hard benchmark with remarkable discriminant power can
effectively reflect the effect of the novel algorithm. The new hard benchmark was
easy obtained through a website.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China (Grant Nos. 61174040, 61573144, 61673175) and the Fundamental Research Funds for
the Central Universities.
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Abstract. In this paper, compliant revolute joints after topology optimization
are reconstructed, and the finite element modeling of the reconstructed geo-
metric models are carried out by ANSYS. A series of optimized compliant
revolute joints are applied the boundary constraint to their external circle and
tangential force is applied to their inner hollow circle by ANSYS to make the
compliant revolute joints spin in the clockwise/counterclockwise direction.
Then, displacement and stress of the compliant revolute joints are analyzed
respectively. The results show that these structures after being optimized can
achieve greater deformation than the initial one, which can meet the demand for
large angle in the engineering applications. Simultaneously, the technology of
3D printing is used to fabricate the compliant revolute joints and the designed
experimental program is proposed as well. Thus, the models which designed in
this paper not only save materials but also improve the performance, which have
a certain guiding significance in engineering applications.

Keywords: Compliant revolute joint � Geometric reconstruction � Finite
element analysis � Model processing � Design of the experimental program

1 Introduction

Compliant mechanism is a new type of mechanism which utilizes the elastic defor-
mation of itself to transfer or convert forces, motions and energies. The difference
between traditional rigid mechanism and compliant mechanism is that the later does not
rely on the motion joint to achieve the desired function and it always be produced at
once completely. Compared with the rigid mechanism which relies on kinematic pair to
transfer energy, the compliant mechanism can avoid some adverse effects such as
shock of vibration, friction, wear and so on, which makes it own high precision, free
from assembly and no gap in installation. In addition, the technique of manufacture of
the normal rigid kinematic joints is complex and a lot of manpower and material
resources are required to assemble mechanism, which leads to a higher cost. Nowa-
days, with the miniaturization of mechanical devices, such as medical devices, robots
and other mechanical areas, the size of the mechanism is toward the development of
miniaturization. The compliant mechanism is produced at one-time and relies on its
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flexibility to realize the movement without motion joint, which is very important for the
fine operations [1, 2].

The research of compliant mechanism is a hotspot in the field of machinery. There
are some main methods about designing compliant hinges: the theoretical formula
method; method based on the theory of pseudo-rigid body; the method of topology
optimization. (1) Yang designed a new compliant revolute joint based on the theory of
elastic deformation, which can realize the requirement for large deformation under
macroscopic scale by analyzing its static characteristics [3]. Cao and Jiao achieved the
compliance equations for double-axis elliptical flexure hinges by utilizing matrix the-
ory, energy method, Castigliano’s displacement theorem and calculus knowledge, the
analytical model predictions were confirmed by finite element analysis. The results
show the compliance equations for double-axis elliptical flexure hinges are correct and
can be used in practical design [4]. However, this method has limitation on the design
of compliant hinges and can’t be used for the design of universal compliant revolute
joint. (2) Wissa et al. designed a compliant spine formulated by a quasi-static design
optimization procedure, and finite element analysis was performed on a first generation
spine which was then tested by inserting it into an ornithopter’s wing leading edge spar.
The results show that this passive morphing approach is promising for improved steady
level flight performance [5]. Based on pseudo-rigid-body model (PRBM), Feng studied
a 2R model which is proposed for the compliant mechanisms with compliant links and
a parametric approximation was made to the deflection angle of a compliant link. This
model can truly reflect the characteristics of deformation of the terminal of the flexible
body which owns large deformation [6]. Tian et al. analyzed compliant guide mech-
anism which works in micro-nano positioning platform based on pseudo-rigid-body
dynamics model. The dynamic characteristics of the pseudo-rigid-body in the
micro-nano positioning platform are verified by finite element analysis. The analysis of
calculation shows that the pseudo-rigid body model has some guiding significance in
the dynamic modeling research [7]. This type of method is only applicable to the
mechanism which contain both rigid and compliant components so that it owns lower
precision than fully compliant structure. (3) Zhang used the infrastructure method and
the homogenization method to do topology optimization design of the compliant
mechanism. The extraction of topology and filtering algorithm was given by the rel-
evant optimized model and the material model [8]. Sun et al. analyzed the numerical
instabilities in topology optimization such as checkerboards, mesh-dependencies and
local minima, which based on the principles of homogenous method and the method of
evolutionary structural optimization and the application of topology optimization in the
design of micro-flexible mechanism is illustrated by some typical examples [9]. This
type of method is general, and the structure of any geometric shape can be designed.
With the development of 3D printing and other processing technology, this method has
a good prospect of application.

The method adopted in this paper is based on the theory of structural topology
optimization. As mentioned above, this type of method is more universal than the
others. Additionally, there are a lot of topological optimizations about translational
joints and a few revolute joints, let alone compliant revolute joints. However, revolute
joint is also essential in some areas such as aerospace, robot, MEMS, medical
instruments and so on. Thus, in this paper a series of compliant revolute joints are
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obtained after topology optimization and ANSYS finite element software was used to
analyze and solve the model after geometric reconstruction by UG. In order to avoid
the shortcomings of rigid bodies which mentioned in the above, this design used full
compliant materials. The results show that these structures can realize larger dis-
placement and turning larger angle on the basis of satisfying the performance of the
initial revolute joint, and eliminate the stress concentration which appears in the
rigid-flexible structures. Furthermore, the optimized compliant revolute joints also have
a certain hardness to meet the demand for rigid in some projects. So the method of this
design is feasible completely and more universal than traditional design method.

2 Structural Design of the Compliant Revolute Joint

In this paper, the initial compliant revolute joint is shown in Fig. 1, the ratio of inner
and outer circle is 1:4. According to the given load conditions, constraints and per-
formance indicators, MATLAB is used to get the compliant revolute joints after
topology optimization and the distribution of the material is optimized in a given area
to achieve the sectional view of four flexible rotations, and then model them by UG
(interactive CAD system), as shown in Fig. 2. The radius of the outer circle is 55 mm,
the radius of inner circle is 14 mm and its thickness is 5 mm.

Fig. 1. The initial compliant revolute joint model.

(a) case 1             (b) case 2  (c) case 3 (d) case 4

Fig. 2. The four compliant revolute joints model after topology optimization. (The case1 to the
case 4 are the four results after topology optimization by the initial joint.)
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3 Finite Element Analysis Based on ANSYS

3.1 Finite Element Modeling

According to the proportion of the optimized models and the main parameters which
are given in the above to build the geometric models of finite element which are shown
in Fig. 3. In the selection of the unit type, SOLID185 unit is selected, which is an octet
element with 8 nodes and 6 degrees of freedom. Thickness of these structures should be
small in order to make the angle of them larger and meet the conditions of processing.

Besides, rubber is selected as the material of this design and its Young’s modulus
was estimated to be 6.10E + 06Pa, the Poisson’s ratio was assumed to be 0.490 and the
Mass density was assumed to be 1.00E + 03 kg/m3. Ultimately, the initial meshing
was carried out which is shown in Fig. 3.

3.2 Analysis of Displacement

An important structural parameter for measuring the compliant revolute joints is
flexibility which reflects the relationship between the deformation of the flexible
rotation joint and the generalized force, and it is very important to solve two problems,
one is to get deformation with the known force and the other is to get the force with
certain deformation [3]. This article is based on the second, it tries to achieve the
maximum angle and meet stiffness requirements of the case without exceeding the
material yield strength. In the section of define loads, constraint and driving loads are
both needed. Boundary constraint is applied to the proposed compliant revolute joints,
and then applying 100 N (which can be set according to the demand) to all nodes of the
inner surface in clockwise or counterclockwise direction to drive the compliant revolute
joints to achieve rotation. After the completion of the four models and applying the
load, the initial joint and the four compliant revolute joints after optimization are solved
respectively. The displacement of the initial one is shown in Fig. 4 and the displace-
ment of the four groups of structures are shown in Fig. 5. In the two figures, the
boundary before deforming is retained in order to observe the deformation after
applying the driving load. In Fig. 5(a) and (b), the maximum displacement of

 
(a) meshing of case 1    (b) meshing of case 2    (c) meshing of case 3   (d) meshing of case 4

Fig. 3. Meshing of compliant revolute joints.
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optimized compliant revolute joints appear in the circle where exist sharp angle and
their value are 0.158695 m and 0.37757 m; In Fig. 5(c) and (d), the maximum dis-
placement of optimized compliant revolute joint appears in the inner circle where
applied the driving load and their value is 0.079659 m and 0.082535 m.

The result shows that the optimized compliant revolute joints not only achieve the
original performance and they are more likely to achieve large deformation to meet the
condition of engineering which is demanded for large angle.

Fig. 4. The displacement distribution of the initial compliant revolute joint

(a) the displacement distribution of case 1 (b) the displacement distribution of case 2

(c) the displacement distribution of case 3 (d) the displacement distribution of case 4

Fig. 5. The displacement distribution of the four compliant revolute joints. (The case1 to the
case 4 are the four results after topology optimization by the initial joint.)
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3.3 Analysis of Stress

The compliant material can achieve larger deformation than the rigid material, but there
are still some problems that the stiffness of compliant material does not meet the
requirements or the stress applied exceed the material yield stress and leads the
structure to break. Thus, the stress analysis of the compliant revolute joint is required.
According to the analysis of stress, the thickness of the structure where is easy to break
need to increase appropriately or change the material of there to maximize its angle of
rotation.

In this paper, the dynamic allowable stress of the selected material is ±0.7 MPa,
and the stress distribution of the initial structure and the optimized groups are shown in
Figs. 6 and 7. In Fig. 7(a), the value of the maximum stress of case 1 is 0.013194 MPa
which mainly focuses on the sharp corner; In Fig. 7(b), the value of the maximum
stress of case 2 is 0.042226 MPa which mainly focus on the area where the material is
small. In Fig. 7(c) and (d), the value of the maximum stress of case 3 and case 4 are
0.007588 MPa and 0.008673 MPa which mainly focus on the sharp corner and the area
where lack of material. However, the two problems about stress concentration men-
tioned in the above can be avoided properly. Among them, the problem of stress
concentration in Fig. 7(a) and (b) is mainly for the structure, which can be avoided by
chamfering, smoothing or other structural modification [10, 11]. For example,
smoothing the corners with the radius of 1 mm based on Fig. 7(a), as shown in Fig. 8.
It can be seen that the stress distribution after modifying is more uniform. If the stress
concentration resulted from applying the load such as the cases in Fig. 7(c) and (d), it
can be avoided by applying the load to the multi-layer node.

Therefore, this kind of design can achieve larger deformation under the condition of
meeting the requirement of strength, and the purpose of designing compliant revolute
joint is achieved.

Fig. 6. The stress distribution of the initial compliant revolute joint.
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4 Design of the Experimental Program

4.1 Technology of Process

The processing quality of machine components are basis for ensuring the quality of
mechanical products, including the dimensional accuracy and surface quality of
machine components in processing. In view of China’s mechanical processing status:

(a) the stress distribution of case 1  (b) the stress distribution of case 2

(c) the stress distribution of case 3        (d) the stress distribution of case 4

Fig. 7. The stress distribution of the four compliant revolute joints. (The case 1 to the case 4 are
the four results after topology optimization by the initial joint.)

(a) the initial stress distribution       (b) the stress distribution after smoothing

Fig. 8. Comparison of the results of case 1 after modifying.
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On the one hand is the traditional processing technology about cutting and grinding. On
the other hand, processing technology based on automation is getting a comprehensive
development, which is climbing along the steps of numerical control (NC), flexible
manufacturing (FMS) and computer finished manufacturing systems (CMS) [12]. As
the structures of the compliant revolute joints designed in this paper are complex and
the original processing technology which costs more time and can’t achieve the
required accuracy. Thus, 3D printing as one of the rapid prototyping technology is
chosen to produce the compliant revolute joints which are mentioned in the above and
the entities after processing are shown in Fig. 9. However, the structures printed by 3D
printing technology own high precision, small error, and short period of process, but
3D printer has not yet reached a mature level currently and it can’t support a variety of
materials touched in daily life, which has become a major obstacle to 3D printing
technology. Due to the limitation of material makes the compliant revolute joints
become brittle so that it can’t withstand large deformation and it will not achieve the
purpose of the experiment. Thus, the compliant revolute joints made by 3D printer will
be used to carry out the step of turnover form, and then rubbers will be poured into the
model to complete the compliant revolute joints.

4.2 Measurement of Revolute Angel

The experimental platform was made by numerical control technique which can realize
the application of the restraining load and the driving load, and measure the angle of the
compliant revolute joint due to the deformation, as shown in Fig. 10(a). Firstly, the
compliant revolute joints were inserted into a cylinder respectively whose radius fit
their inner circle and the two parts are fixed with glue. Then, a semicircular splint was
used to nip the compliant revolute joint to achieve boundary constraint. Finally, using a
string to twine the cylinder and hanging a certain weights to achieve the application of
the tangential force and add weights according to the law of linear increments. At this
time, the revolute angels of the compliant revolute joints can be read directly through
the dial in the experimental platform, as shown in Fig. 10(b).

 
(a) the model of case 1  (b) the model of case 2  (c) the model of case 3  (d) the model of case 4

Fig. 9. The entities of compliant revolute joints after printing.
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5 Conclusions

Compliant mechanism as a new type of mechanism owns high precision, no friction
and wear, no assembly and no installation gap, which has much practical significance
in some fields such as medical care, aerospace, micro-electromechanical system and so
on. In this paper, the model obtained based on the method of topology optimization is
universal and can be applied in engineering practice. Firstly, UG (Unigraphics NX) was
used to build the optimized compliant revolute joints for geometric reconstruction and
then the built models were imported into ANSYS to perform finite element analysis.
From the displacement point of view, it is shown that the maximum displacement of the
optimized compliant revolute joints are about 2 to 10 times of the initial structure,
mainly appear in the circle where exist sharp angles and the inner circle of the com-
pliant revolute joints where applied the driving load. Modifying the structure by
chamfering/smoothing and applying the driving load to multi-layer nodes can avoid the
problem. And the optimized structures can get larger angle than the initial structure to
meet the demand for turning large angles in engineering applications. From the stress
point of view, it is shown that the maximum stress of the optimized compliant revolute
joints are 3 to 8 times of the initial structure under the condition of satisfying the
allowable stress of the material, and mainly occur in the sharp corners and the area lack
of materials. Using the method of chamfering/smoothing and increase the thickness of
the place where lack of materials to avoid stress concentration. And the feasibility of
the method about eliminating stress concentration is proved by an example. In addition,
the stress distribution of the optimized structure is more uniform than the initial
structure, proving the feasibility of this method again. Finally, the technology of 3D
printing was used to make the optimized compliant revolute joints and the initial one.
Due to the limit of material, the processed models are relatively brittle which will be
re-injection into the rubber by the optimized compliant revolute joints which have been
made and then experiment will be carried out to test them.

In the sum, the design can achieve large deformation under the condition of
strength, and realize the purpose of designing the compliant revolute joint which is of
great significance to engineering application and is instructive for the design of other
flexible mechanism.

 

(a) installation of the revolute joint   (b) testing of the revolute angel

Fig. 10. Experimental platform of compliant revolute joint.
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Abstract. Relaxation sequential algorithm for optimal sensor placement is
proposed by introducing the idea of edge relaxation operation of Dijkstra’s
algorithm. An initial solution set is generated by sequential algorithm, and is
improved by relaxation till the relaxation operation terminates. The proposed
algorithm takes modal assurance criterion (MAC) matrix as the object fitness
function. A truss structure is applied as examples to verify the effectiveness of
the new algorithm for optimal sensor placement.

Keywords: Relaxation sequential algorithm � Optimal sensor placement �
Modal assurance criterion

1 Introduction

Large-scale complex structures will be damaged during long service period, especially
when they are exposed to harsh environment or natural calamities. Modern technolo-
gies for structural safety generally require control systems to monitor the structural
behavior during the whole operating life. These technologies usually depend on the
adoption of increasingly reliable sensors suitable for the monitoring purposes. How-
ever, the quality of the obtained information significantly depends on the numbers and
positions of corresponding sensors [1]. Owing to the cost limitation, it is difficult and
barely to place sensors in all appropriate positions. In this sense, deploying fewer
sensors on the structures and acquiring more structure health information is a key issue.
Especially, how to place sensors reasonably becomes one of the most importantly
problems, which is known as optimal sensor placement (OSP).

Due to the above-mentioned reason, the OSP has received considerable attentions
and has been investigated in different areas in the past decade. Generally, there are two
possible strategies for OSP: the first one is based on sequential algorithm, and the
second one is based on evolutionary algorithm.

As far as the evolutionary algorithm based strategy, the number of sensors is fixed,
only the locations of sensors are needed to be adjusted. For example, Yao et al. has
investigated the GA to place sensors, and the simulation results show better accuracy
than EFI method [2]. Guo et al. presented some strategies (crossover based on
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identification code, mutation based on two gene bits) to improve the convergence speed
of simple GA [3]. In recent years, the successful application of the new intelligence
algorithms in combinatorial optimization problems, such as knapsack problem
(KP) [4], bring improved ideas to the problem of OSP. Jung et al. presented the
application of genetic algorithm to the sensor placement optimization for improving the
modal identification quality of flexible structures [5]. He et al. proposed a modified
modal assurance criterion (MMAC) to improve the modal energy of the selected
locations, and used the improved adaptive genetic algorithm to enhance computation
efficiency [6]. Yi et al. proposed a novel distributed wolf algorithm to improve the
optimization performance in identifying the best sensor locations [7].

As far as the sequential algorithm base strategy is concerned, increase (or decrease)
iteratively the number of sensors till the termination condition is satisfied. For example,
Kammer developed the effective independence method (EFI), which takes Fisher
information matrix as math model, evaluates the sensor’s contribution for indepen-
dence between each modal [8]. The EFI method contributes to decrease sensor with
lowest contribution for independence. Finally, a subset of sensor positions is selected as
the solution of optimal sensor placement problem. Based on a given rank for the system
observability matrix, Lim employed an optimal method capable of determining sensor
locations by test constraints [9]. Carne and Dohmann used modal assurance criterion
(MAC) matrix as a measure of the utility of a sensor configuration [10]. Heo et al.
presented the modal kinetic energy (MKE) method and optimized the transducer
placement of a long span bridge for identification and control purposes [11]. Park et al.
utilized modal controllability and observability which are defined in balanced coor-
dinate system to select the locations of sensors and actuators [12]. Meo and Zumpano
modified the EFI method, and proposed an effective independence driving-point resi-
due (EFI-DPR) method for OSP to identify the vibration characteristics of bridge [13].

From the reviews of the methods based on the afore-mentioned sequential algo-
rithms, it can be concluded that the mathematic models were improved by many
researches. However, only few literatures focused on improving the iterative process.
Therefore, this paper mainly focuses on improving the iterative process of sequential
algorithm for obtaining an improved optimal result.

The purpose of this study is to introduce relaxation technique into traditional
sequential algorithm to solve the OSP problem. This new algorithm is termed as
relaxation sequential algorithm. That is, relaxation sequential algorithm is inspired by
edge relaxation which is the basic operation of Dijkstra’s algorithm [14]. It is generally
accepted that the shortest path problem of a graph with edge weights can be effectively
solved by Dijkstra’s algorithm.

This paper is organized as follows: Sect. 2 gives a description of the relaxation
sequential algorithm for OSP problem. Section 3 uses relaxation sequential algorithm
to solve OSP problem for a steel truss model. Finally, a few concluding remarks are
given in Sect. 4.
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2 Relaxation Sequential Algorithm

In the OSP problem, a structure is given and the modal matrixU 2 <n�m is obtained by
implementing modal analysis algorithm; the input of modal analysis algorithm is the
finite element model (FEM) of the structure modeled by commercial ANSYS software.
The goal of OSP is to select k rows from the modal matrix U so that the object fitness
function can value as optimal as possible. The maximum off-diagonal element of MAC
matrix is selected as the object fitness function, which has been frequently used to
measure the correlation between mode shapes [5, 6, 10]. By referring to the idea of
edge relaxation, relaxation sequential algorithm is proposed to solve OSP problem. On
the other hand, relaxation sequential algorithm can be regarded as an improved version
of forward sequential algorithm. Forward sequential algorithm is proposed by Carne
and Dohrmann [10].

2.1 Problem Description

The behaviour of a physical system yields the matrix form of the motion equations.

M€xðtÞþC _xðtÞþKxðtÞ ¼ fðtÞ ð1Þ

where M, C and K are the mass, damping and stiffness matrices respectively;
€xðtÞ; _xðtÞ and xðtÞ are the corresponding acceleration, velocity and displacement and
fðtÞ is the force applied to the system. Let U denote the modal matrix composed of
column vectors; the column vectors represent mode shapes (modal vectors), and the
elements of column vector correspond to the candidate locations of single axes
acceleration sensors. Then

xðtÞ ¼ UqðtÞ ð2Þ

where qðtÞ is the vector of target modal coordinates.
In OSP problem, it is necessary to select k rows from n� m matrix U so that the

object fitness function can value as optimal as possible. That is, for U 2 <n�m, find a
permutation matrix P 2 <n�n so that

PU ¼ USbUS

� �
; US 2 <k�m ð3Þ

where US is the modal sub-matrix which is measured by the selected sensors; k is the
number of sensors; sensor means single axes acceleration sensor. Each row of modal
matrix U represents a DOF (degree of freedom), in other words, the row represents a
location which can be occupied by a single axis acceleration sensor.

In order to ensure the measured modal vectors being easily distinguished, the
maximum off-diagonal element of MAC matrix is applied to evaluate the correlation
between measured modal vectors. The object fitness function f ðUSÞ is defined as
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f ðUSÞ ¼ max
i6¼j

MACij
� �

; 0� f ðUSÞ� 1 ð4Þ

The off-diagonal element MACij of MAC matrix is defined as

MACij ¼
uT
i uj

� �2
uT
i uið Þ uT

j uj

� 	 ð5Þ

where ui and uj represent the i-th and j-th column vectors in matrix US respectively;
and the uT

i denotes the transpose of the vector ui. In Formulas (4) and (5), if the
off-diagonal elements MACijði 6¼ jÞ tend to zero, it means there is small correlation
between the modal vector i and the modal vector j; that is to say, the modal vectors can
be distinguished easily.

2.2 Principle of Relaxation

The principle of relaxation is on the basis of Dijkstra’s algorithm. In Dijkstra’s algo-
rithm, an approximation to the correct distance is iteratively replaced by better values
until eventually reaching the optimal solution. The approximate distance to each vertex
is always an overestimate of the true distance, and is replaced by the minimum of its
old value with the length of a newly found path. The notion of “relaxation” comes from
an analogy between the estimate of the shortest path and the length of a helical tension
spring, which is not designed for compression. Initially, the cost of the shortest path is
overestimated, just like a stretched-out spring. As shorter paths are found, the estimated
cost is lowered, and the spring is relaxed. Eventually, the shortest path, if one exists, is
found and the spring has been relaxed to its resting length. Detailed description can be
found in reference [14].

2.3 Description of Forward Sequential Algorithm

For OSP problem, forward sequential algorithm [10] is a greedy algorithm. The input
of forward sequential algorithm is modal matrix U 2 <n�m; the output is matrix US 2
<k�m which can be obtained by Formula (3), but the permutation matrix P 2 <n�n in
Formula (3) is unknown. Hence the target of forward sequential algorithm is to iter-
atively find the permutation matrix P 2 <n�n which will generate the f ðUSÞ value via
Formulas (3),(4) and (5); of course, the iteration process will be terminated when the
f ðUSÞ value is less than a preconfigured value.Thus, forward sequential algorithm can
be described as follow steps.

Step 1. The m DOFs are obtained from n DOFs through QR decomposition of
modal matrix. The Formula of QR decomposition can be expressed as:
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ðPUÞT ¼ QR ¼ Q

R11 � � � R1m � � � R1n

. .
. ..

. ..
. ..

.

0 Rmm � � � Rmn

2
64

3
75 ð6Þ

where Q 2 <m�m, R 2 <m�n, and R11j j[ R22j j[ � � � [ Rmmj j.
Step 2. The best DOF is selected from other DOFs without sensor which can be
occupied by a single axis acceleration sensor. Let t represent the current number of
DOFs with a single axis acceleration sensor, and then the selected DOF is added to
current set of DOFs. Consequently, the placement of tþ 1 single axes acceleration
sensors is determined.
Step 3. If the f ðUSÞ of current sensor placement is less than a preconfigured value,
then the iteration process will be terminated, otherwise go to step 2.

2.4 Description of Relaxation Sequential Algorithm

For a given OSP problem which has n DOFs and m modal vectors, the edge relaxation
operation iteratively updates the current solution by adding a new edge which can
improve the solution. Edge relaxation is applied until the value of solution cannot be
changed. Based on the above method, the detailed flow chart of relaxation sequential
algorithm is shown in Fig. 1.

Like forward sequential algorithm, relaxation sequential algorithm constructs the
OSP solution through expanding or reducing a DOF from available DOFs that is seen
as row of modal matrix U 2 <n�m. However, relaxation sequential algorithm is
inspired by edge relaxtion of Dijkstra’s algorithm, which has an array relaxed to
indicate whether OSP solutions is improved.

3 Case Study

To verify the effectiveness of the proposed relaxation sequential algorithm described in
Sect. 2, we apply the proposed method and the forward sequential algorithm to the
OSP problem for a steel truss model, which is shown in Fig. 2. The weight of steel
truss model is 54 kg. The size of the structure is 2800 � 360 � 270(L � W� H) mm.
It is composed of seven sections; each section is 400 mm long. Elastic modulus of steel
truss is E = 1.9 � 1011Pa, and Poisson’s ratio is 0.30.

A FEM of the steel truss model is established using commercial ANSYS software
(Fig. 3). The first 6-order mode shapes of the 96 DOFs FEM of the steel truss model is
obtained; the mode shapes (modal vectors) make up a modal matrix U 2 <ð96�6Þ as the
input of the forward sequential algorithm and relaxation sequential algorithm; the
experimental results show that the relaxation sequential algorithm outperforms the
forward sequential algorithm in the OSP problem. The natural frequencies and mode
shapes (modal vectors) of the steel truss model are shown in Fig. 4.

Apply relaxation sequential algorithm and forward sequential algorithm respec-
tively to select a set of optimal sensor locations for the steel truss model.
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Begin

m DOFs are obtained 
through QR decomposition of modal matrix.

t is assigned a value of m.

Relaxed is initialized to a new array, 
and its elements are assigned a value of  false.

Does relaxation operation 
carry out?

End

Y

N

For current round, there is a set with t DOFs occupied by sensor.
The best DOF is selected from other n-t DOFs not occupied by sensor.

In each step, the set with t+1 DOFs is determined.

t >= n

Y

N

t is assigned a value of m

t >= n

t is assigned a value of t+1

Y

N

The best DOF is selected from the set with t DOFs occupied by sensor.
A new set with t-1 DOFs is obtained by deleting the DOF which can lead to best 

result.If the new set with t-1 DOFs is better than the old set with t-1 DOFs,
then the old set with t-1 DOFs is replaced by the new set with t-1 DOFs,

and the (t-1)th element of array Relaxed is assigned a value of true.

The best DOF is selected from the n-t DOFs not occupied by sensor.
A new set with t+1 DOFs is obtained by adding the DOF which can lead to best 

result.If the new set with t+1 DOFs is better than the old set with t+1 DOFs,
the old set with t+1 DOFs is replaced by the new set with t+1 DOFs ,
and the (t+1)th element of array Relaxed is assigned a value of true.

Fig. 1. The flow chart of relaxation sequence algorithm
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Figure 5 shows the results of forward sequential algorithm and relaxation
sequential algorithm described in Sect. 2. As can be seen, both algorithms have the
same input that is modal matrix U 2 <ð96�6Þ extracted from the FEM of steel truss
model. The f ðUSÞ values of forward sequential algorithm and relaxation sequential
algorithm tend to 0. This means that both algorithms are effective in OSP of the steel
truss model. On the other hand, the f ðUSÞ values obtained by relaxation sequential
algorithm are lower than that by forward sequential algorithm. This shows that the
correlations between modal vectors are weaker.

(a) 1st mode shape               (b)  2nd mode shape

(c)  3rd mode shape                (d)  4th mode shape

(e)  5th mode shape                (f)  6th mode shape

Fig. 4. The 1st−6th mode shapes

Fig. 3. Finite element modelFig. 2. Steel truss model
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Table 1 shows the results obtained by using forward sequential algorithm and
relaxation sequential algorithm when the maximum off-diagonal element of MAC is
satisfied.

As can be seen, forward sequential algorithm and relaxation sequential algorithm
need at least 9 sensors and 8 sensors respectively when the f ðUSÞ value is smaller than
0.050. Forward sequential algorithm and relaxation sequential algorithm need at least
21 sensors and 17 sensors respectively while the f ðUSÞ value is smaller than 0.012. The
results suggest that relaxation sequential algorithm requires fewer sensors for measure
vibration of selected DOFs than forward sequential algorithm. The fewer sensors, the
fewer data acquisition channels for vibration’s data. Thus, the costs of modal testing
can be further reduced.

Table 2 shows the results of forward sequential algorithm and relaxation sequential
algorithm when the numbers of sensors are the same.

As can be seen, the f ðUSÞ values corresponding to forward sequential algorithm
and relaxation sequential algorithm are 0.040200 and 0.026000 respectively when the

Fig. 5. Results of forward sequential algorithm and relaxation sequential algorithm

Table 1. Results with the maximum off-diagonal element of MAC being satisfied

f ðUSÞ Forward sequential algorithm Relaxation sequential algorithm

Number of selected DOFs

� 0.050 9 8
� 0.012 21 17

Table 2. Results with the same number of sensors

Number of selected DOFs Forward sequential algorithm Relaxation sequential algorithm

f ðUSÞ value
10 0.040200 0.026000
23 0.011150 0.008416
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number of sensors is 10. Moreover, the f ðUSÞ values are 0.011150 and 0.008416
respectively while the number of sensors is 23. This shows that relaxation sequential
algorithm reaches the better maximum off-diagonal element of MAC than forward
sequential algorithm.

4 Conclusions

In this paper, relaxation sequential algorithm is adapted to solve the OSP problem.
Steel truss model is employed as the objectives for verifying the proposed approach.
The first 6-order modal shapes of steel truss are extracted using ANSYS software.
Adopt minimizing the maximum off-diagonal elements of MAC as the object fitness
function. The result shows that relaxation sequential algorithm requires fewer sensors
for measure vibration of selected DOFs and reaches the better maximum off-diagonal
element of MAC matrix in OSP problem.

Acknowledgments. This research is supported by National Natural Science Foundation of
China (No. 61463028), and the Young Scholars Science Foundation of Lanzhou Jiaotong
University (No. 2013022).
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Abstract. The outputs of Metal Oxide Semiconductor (MOS) gas sensors drift
due to the change of temperature and humidity in the environment. This phe-
nomenon leads to additional errors in the measurement and the test precision and
measurement stability of gas sensor are greatly affected. A novel strategy for
temperature and humidity compensation for MOS Gas Sensor is proposed in this
paper. The environmental gas concentrations are measured separately and
accurately based Random Forest (RF) method to demonstrate that the proposed
strategy is superior at both accuracy and runtime compared with the conven-
tional methods, such as RBF neural network and BP neural network. Results
show that the proposed methodology provides a better solution to temperature
and humidity drift. The accuracy of the environmental gas sensor array improves
about 1%.

Keywords: Random forest � Temperature and humidity compensation � Sensor
array � Sensor drift

1 Introduction

With the increasing of the auto possession, the automobile exhaust pollution becomes
more and more seriously. It is imperative to detect the concentration the environmental
pollutant gases [1]. The concentrations of these automobile exhaust pollution gases
(CO, SO2, NO2, O3) are higher, the physical damages are greater. These automobile
exhaust pollution gases, however, are harmful to human bodies when exposing for a
long period even at extremely low concentrations. The air pollution is inevitable in
human survival environment, so it is necessary to detect the pollutants at low con-
centrations [2]. Gas sensors are particularly vulnerable to the temperature and humidity
of the environment. Accordingly, the accuracy of the detection is limited at low
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precision. Generally speaking, the temperature and humidity of the environment output
of the gas sensors are influence by the environment greatly and dramatically.

The reasons for drift are complex, such as the aging of the sensors and the reaction
with corrosive gases [3]. Previous studies in sensing technology have suggested that the
drift appears randomly and there is no regularity [4]. Therefore, it is difficult to model
according to the sensor drift mechanism. There are two methods for sensor temperature
and humidity compensation. The traditional method is hardware compensation, such as
bridge method, negative temperature coefficient platinum resistance method [5, 6], etc.
Hardware compensation method makes compensation by designing the electronic
circuit on the whole. After years of hard work and research, the designs on sensors,
circuits and temperature compensator have reached the technical limit. Moreover, the
humidity compensator cannot be achieved in this way. In order to solve the problem of
temperature and humidity compensation, software compensation has become a new
research field. This model depends on the output data and avoids the analysis of the
internal mechanism. Software compensation divides into two ways: numerical analytic
and artificial intelligence [7, 8]. The numerical analytic is approachable in principle and
the operating speed is fast. However, the demand of storage space is huge and the
acquisition of samples is difficult when facing the three-dimensional space of output
voltage, temperature, humidity. Therefore, artificial intelligence predominates in this
field. Currently, BP neural network and RBF neural network are widely used for
solving compensation methods. These methods can solve this problem to compensate
for the various nonlinear errors by the strong ability of function approximation [8].
However, the processing efficiency is low and the calculation speed is slow. As a result,
it is difficult to guarantee real time of these methods.

Random forest is a new machine learning model [9]. Breiman invented the clas-
sification tree in 1984. The computation is greatly reduced through classified or
regressed by binary-tree repeatedly. Breiman evolved random forest from the classi-
fication tree by clustering method. Recombine the samples randomly firstly, set up a
number of classification trees for each sample and then summarize the results of each
classification tree. The prediction accuracy of random forest improves while there is no
significant increase in computation. In this thesis, random forest is adopted as method
to solve the problem of temperature and humidity drift. The gas concentrations for
several gases simultaneously are determined by the sensor array outputs, including the
changes of temperature and humidity via this approach. In this way, the temperature
and humidity drift is suppressed and the detect accuracy is improved.

2 Random Forest

2.1 Introduction for Random Forest

A random forest, which is a combination of tree predictor using both bagging [10] and
randomization, was introduced in 2001 by Breiman and has received considerable
attention in biostatistics and other fields in recent years [10]. Random forest is an
ensemble of unpruned classification and regression trees (CART), whose samples are
created by using bootstrap method from the original samples, and dealt with random
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feature selection in the CART to induct process. The result of prediction is decision by
aggregating (majority vote for classification or averaging for regression) the predictions
of the ensemble. Random forest generally presents substantial performance improve-
ment over the CART. The random forest is considered as a strong predictor which
aggregating by a numerical of weak predictor (CART). The structure of random forest
is shown as Fig. 1

Definition 1. A random forest is a classifier/predictor consisting of a collection of
tree-structure classifiers/predictors h x;Hkð Þ; k ¼ 1; � � � ;Kf g where each tree casts a
unit vote for the most popular class (for classification)/an equal valued vote for the
prediction (for regression) at input x and Hk are independent identically distributed
random vectors whose elements are counts on the number of times an input row
appears in the bootstrap sample. k is the index of the CART in the forest and K is the
total number of CARTs in the forest [10].

For the kth tree, a random vector Hk generated in bagging is distributed with the
previous vectors H1; � � � ;Hk�1 independently and identically. The tree is grown with
the training samples and Hk , resulting in regression predictor h x;Hkð Þ.

2.2 Random Forests for Regression

The difference between random forest for regression and for classification is the outputs
of the tree predictor h x;Hkð Þ depending on the random vector Hk are numerical values
instead of class labels [11].

Given the random vector (X, Y) are assumed as independent and identically and the
training set is extracted from (X, Y), where X is the input vector and Y is the output
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Fig. 1. The structure of random forest

Temperature and Humidity Compensation for MOS Gas Sensor Based on RF 137



vector whose component is numerical. The mean-squared generalization error for the
random forest predictor h xð Þ is shown as (1).

EX;Y Y � hðXÞ½ �2 ð1Þ

The outputs of random forest predictor is formed by averaging the k results of the
trees h x;Hkð Þ.
Theorem 1. As k ! 1,

EX;Y Y � �hk X;Hkð Þ½ �2! EX;Y Y � EH X;Hkð Þ½ �2 ð2Þ

Denote the right side of (2) as PE � forestð Þ, which is the generalization error of
random forest. Define the average generalization error of a tree as:

PE � treeð Þ ¼ EHEX;Y Y � �hk X;Hkð Þ½ �2 ð3Þ

Theorem 2. Assume for all H, EY ¼ EXh X;Hð Þ. Then

PE � forestð Þ� �qPE � treeð Þ ð4Þ

where �q is the weight correlation between the residuals Y � h X;Hð Þ and
Y � h X;H0ð Þ, where H; H0 are independent.

The outputs of random forest predictor is formed by averaging the k results of the
trees h x;Hkð Þ.

Theorem 2 figures out the circulation for accurate regression forest: low correlation
between residuals and low error trees. The average error of the trees is decreased by the
factor �q. The randomization employed needs to aim at low correlation [12].

2.3 Temperature and Humidity Compensation Method Based
on Random Forest

The step of offline temperature and humidity compensation training method based on
random forest is described as follow and the training method is shown as Fig. 2:

Step 1: Set the original parameters as default: ntree = 1000 trees and mtry = 3, where
ntree is the number of CARTs and mtry is the number of random features.
Step 2: Compared the regression concentration with the calibration concentration to
obtain the relative error.
Step 3: If the relative error is higher, increase and update ntree and mtry until the is lower
than the threshold;
Step 4: Obtain the optimal parameters and the training method is set.
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Applying the established compensation method, the drift is suppressed. The online
compensation method is shown as Fig. 3 and the step is shown as follows:

Step 1: Collect the environmental gas into the air bottle.
Step 2: Establish a set of 5-value vector as a set of input sample.
Step 3: Obtain the compensated gas concentration after compensation.

3 Experimental Results

3.1 Experimental Set-up

Experiment is established for static concentration measurement. The experiment system
was consisted of environmental gas sensor array, gas bottle, environmental gas sources,
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5 V power supply, data acquisition card, temperature and humidity chamber, injec-
tors,gas purifier and a computer. The system is shown in Fig. 4. The sensor array
consisted of 12 gas-sensitive elements and a temperature-sensitive element (PT100)
and a humidity-sensitive element (HR202), was fixed in a sealed organic glass gas
bottle whose capacity was 10,000 cm3. The element in the sensor array is shown in
Table 1. The gas temperature and humidity was controlled by the temperature and
humidity chamber (CK-150G, Dongguan Kingjo equipments CO., Ltd, its operating
temperature scope is − 20–150 °C (± 1.0 °C). Its experiment humidity confine is 20–
98% (± 2.5%)). The environmental gases were injected into the gas bottle by injector
to control the concentration. Data acquisition device utilized a USB-bus card
(USB-6259, National Instruments Inc.) with 32 analog inputs at up to 1 MS/s and a
16-bit A/D conversion accuracy. The computer environment is shown as follow: OS
(Win 10), CPU(Intel Core i5-2450), RAM (4G).

The software system of concentration measurement developed on the platform
LabVIEW is used in gas-sensitive property analysis and calibration experiment of
environmental gas sensor array. The software system is composed of the following
several functions: gas-sensitive property test, real-time monitoring of gas concentra-
tions, display and save of measurement results, etc. The interface is shown as Fig. 5.

Fig. 4. The experiment platform

Table 1. Elements of sensor array

Sensitive element Number Name

CO 3 COA, COB, COC
NO2 3 NO2A, NO2B, NO2C
O3 3 O3A, O3B, O3C
SO2 3 SO2A, SO2B, SO2C
Temperature 1 PT100
Humidity 1 HR202
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In order to simulate the low concentration detection under the usual environment.
So the condition is shown as follows: measuring range is 200–400 ppm. Operating
temperature scope is 15–40 °C. Experiment humidity confine is 60–85%. Table 2 lists
the experiment concentration, temperature, humidity. The collect sample points enu-
merate all combination of the three parameters. Each sample point includes 10 samples.
There are 3 � 6 � 6 = 108 sample points and 1080 samples in total.

In order to simplify the calculation, 14 sensitive elements in the sensor array will
not be used for the compensation completely. Take CO as an example and the other
three kinds of gases are calculated in the same method. So only COA, COB, COC,
PT100 and HR202 are used in the experiment.

Firstly, the calibration gas flowed into the air bottle, and the temperature and
humidity of the air bottle are controlled by the temperature and humidity chamber. The
data collected by the gas sensitive elements COA, COB, COC, the temperature sen-
sitive element PT100 and the humidity sensitive element HR202 are used as a 5-value
input.

Fig. 5. The interface of software experiment platform

Table 2. Calibation samples of compensation method.

Concentration (ppm) T (°C) RH (%)

200 15 60
300 20 65
400 25 70

30 75
35 80
40 85
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3.2 Preparation and Preprocessing of Samples

The input vector X is the outputs of the elements COA, COB, COC, PT100 and HR202
in the sensor array, and the output Y is the CO concentration. The experiment adopt the
samples in Sect. 3. Half of them used for training and the others used for test. That is
saying the first 540 samples used for training and the others used for testing.

Figure 6 is the sensitive characteristic curve changed with environment temperature
and humidity of COA at 200 ppm. It can be seen that the higher the
temperature/humidity, the smaller the sensor sensitivity. The output of COA, COB,
COC are shown in Fig. 7. S is the sensitive of COA, the value is according to (5).

S ¼ V � VR

VR
ð5Þ

To accelerate the training process, the samples need to be dealt by normalization.

x0i ¼
xi � xmin

xi � xmax
ð6Þ

3.3 Result and Analysis

The standard samples were inputted into the procedure to train the random forest model
and got a random forest model, which includes 500 tree and 2 features. The test
samples were normalized and put into the model. The compensation concentrations
were obtained.

Average relative error (ARE) is mainly index to evaluate the method. The formula
of average relative error (ARE) is shown as (10):
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Fig. 6. Temperature vs. humidity vs. sensitivity at 200 ppm for the gas sensitive element COA
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ARE ¼ y0 � y
y

� 100% ð10Þ

where y is the calculate value and y0 is the true value. According to (10), the average
relative error of random forest is 3.72%.

To further verify the regression performance and convergence speed of random
forest, the traditional compensation method such as BPNN, RBFNN was used as the
comparison algorithm. The number of BPNN neurons is 20 and number of RBFNN
neurons is 5. The comparison results (average relative error and training time) are given
in Table 3. The average relative error for each test point is shown in Fig. 8.

The result indicated that random forest is superior to BP network and RBF network
at many aspects, such as the approximation capacity, detection speed and detection
accuracy. The reason is that the training processes of BPNN, RBFNN take up more
computing resources and time consumption. The training samples are insufficient for
neural networks to perform a precise concentration estimator. As a result, the random
forest method can effectively achieve temperature and humidity compensation.
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Fig. 7. The characteristic curve of COA, COB, COC at 200 ppm when RH = 70% and
T = 30 °C.

Table 3. Performance comparison of BPNN, RBFNN, RF for compensation measurment.

Method Average relative error (%) Test time (s)

BPNN 4.81 0.098
RBFNN 4.30 0.431
RF 3.72 0.039
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4 Conclusion

A novel temperature and humidity compensation method is proposed in this paper. The
compensation method is established based on random forest. The detection is real-time
and the precision is accurate. The experiment result shows that the average relative
error is 3.72%. The experiment shows that the accuracy of temperature and humidity
compensation gains compensation effectively by random forest method. It could be
further explored to accomplish ross-sensitivity and temperature and humidity com-
pensation directly based on random forest method aimed at four kinds of gas
concentrations.
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Abstract. The Electrical variable transmission (EVT) is an electromechanical
energy conversion device, which structure of inner machine (IM) and outer
machine (IM) is concentric distribution. The outer rotor of EVT is the common
magnetic circuit of IM and OM, which resulting in the serious magnetic cou-
pling between them. In this paper, the internal magnetic field coupling problem
of EVT is studied, which based on induction motor principle. Firstly, the finite
element method (FEM) simulation is used to study the distribution discipline of
the magnetic coupling and its influence on the inductances. The range of the
self- and mutual-inductance of IM and OM is calculated quantitatively. Then,
the mathematical model of EVT is deduced, then the winding phase current of
IM and OM are simulated and analyzed with reference to the variable induc-
tance parameters model. The variable parameter model is reasonable, which
consistent with the expected results. Finally, the correctness of the variable
parameter decoupling algorithm is verified by the prototype experiment.

Keywords: Electrical variable transmission (EVT) � Serious magnetic
coupling � Distribution discipline � Mathematical model � Prototype experiment

1 Introduction

In order to optimize the operating area of internal combustion engine (ICE), improve
the fuel economies and reduce emissions, a double rotor electromechanical energy
converter is proposed, which is called EVT [1]. The EVT not only can realize the
function of step-less variable speed, but also can improve the operating characteristics
of ICE and enhance the power performance of hybrid electric vehicle (HEV) [2–4]. At
the same time, the EVT can replace the starter and generator, so that the entire pow-
ertrain system is greatly simplified [5]. The EVT is a promising application of the
electromechanical energy conversion device in the field of electric vehicles, wind
power, underwater propulsion and other fields. Currently, it has been extensively
studied by the academic world of European, American and Chinese, and different types
of prototype are developed initially. Through the study of EVT based on the principle
of induction motor, it is found that the most prominent characteristic of EVT compared
with other double rotor machines is that the magnetic field of IM and OM has different
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electromagnetic coupling degrees according to the working states. When IM and OM
are working at the same time, the inductor parameters of them are no longer constant,
which brings great difficulties to the control practical application of EVT. This paper
mainly researches the coupling law and coupling degree of magnetic field in the EVT
based on FEM under the different working states, and establishes the EVT model based
on the variable parameters to realize the decoupling vector control of EVT.

2 The Structure and Magnetic Coupling Discipline of EVT

2.1 The Structure and Magnetic Field Simulation Analysis of EVT

The specific structure of EVT is shown in Fig. 1, which based on the principle of
induction motor.

The EVT that shown in Fig. 1 can be seen as two induction motor of radial
concentric distribution. The inner rotor and stator have three-phase winding with the
same pole pairs (np), which can be seen as the stator of IM and OM respectively [6].
The common outer rotor has a separate squirrel-cage in the inner and outer side.
Therefore, the EVT cannot be seen the superposition of two induction motors simply
[7]. The yoke thickness of the outer rotor yoke should be reduced to accommodate the
high power density requirements of the vehicle application. When the two machines
work simultaneously, the magnetic field generated by the winding current of inner rotor
and stator will pass through the outer rotor and the air-gap more or less, then enter into
the stator and inner rotor. Figure 2 shows the quarter FEM model of a 4-pole prototype
to verify the distribution of the magnetic field coupling. The EVT with the same
excitation current but different phase angles. It can be seen that the magnetic field
distribution gradually changes from the series magnetic circuit into the parallel mag-
netic circuit, and the saturation degree of the outer rotor is gradually increased when the
phase angle difference is increased from 0–180°. The parallel magnetic circuit not only
reduces the torque properties, but also increases the ripple coefficient of the torque
obviously. So it is necessary to avoid the parallel magnetic circuit.

When the excitation current of IM and OM has the same phase angle difference and
different amplitudes, the magnetic flux densities and coupling degrees of IM and OM

stator

outer rotor

inner rotor

OM

IM

Fig. 1. The specific structure of EVT.
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will change on the condition of keeping magnetic field coupling property constant.
Figure 3 is the magnetic field distribution of EVT when the excitation current of IM is
maintained at the rated value, and the current of OM is gradually increased.

It can be seen that the excitation current value of OM can affect the operation of IM
and vice versa. It is found that the influence of magnetic field coupling on the per-
formance of the machine is mainly manifested in the change of inductance parameter at
the different coupling states.

a) phase angle θAU = 0° b) phase angle θAU = 60°

c) phase angle difference θAU = 120° d) phase angle difference θAU = 180°

Fig. 2. Magnetic field distribution diagram of EVT with the same excitation current but different
phase angles.

a) inner rotor I1=25 A, stator I4=20 A b) inner rotor I1=25 A, stator I4=30 A

Fig. 3. Magnetic field distribution diagram of EVT with the same excitation current but different
phase angles.
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2.2 The Variation Regularity and Analysis of Inductance

The positive sequence of the three-phase symmetrical windings of the inner rotor and
stator is A, B, C and U, V, W, respectively. Taking the A, U phase as an example, then
the self-inductance and mutual-inductance parameters between the six windings can be
obtained by small current method.

LA ¼ wAðiA þDiA;iB;iC;iU;iV;iW;hAUÞ�wAðiA;iB;iC;iU;iV;iW;hAUÞ
DiA

LU ¼ wUðiA;iB;iC;iU þDiU;iV;iW;hAUÞ�wUðiA;iB;iC;iU;iV;iW;hAUÞ
DiU

MAU ¼ wAUðiA;iB;iC;iU þDiU;iV;iW;hAUÞ�wAUðiA;iB;iC;iU;iV;iW;hAUÞ
DiU

8>><
>>:

ð1Þ

There are three independent variable and the change range of them are large.
Therefore, the FEM software is used to calculate the self-inductance and
mutual-inductance of IM and OM at the condition of changing the magnitude of the
excitation current (from weak magnetic to over excitation) and the phase angle dif-
ference between them (from the series to parallel), respectively. Figure 4 shows the 3D
map of the winding inductances of stator and inner rotor by changing the current and
phase angle difference of IM and OM.

It can be seen from Fig. 4 that the self-inductance of stator and internal rotor
decreases with the increase of the current and phase angle, which results from the
decrease of the core’s permeability. The inductance is slightly reduced when the
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excitation current is small due to the initial permeability of the core is small. The
mutual-inductance increases with the adding of the A and U phase’s angle. However,
the reluctance of the outer rotor will become larger, and the inductance will be slightly
decreased after saturation.

From the above inductance values, the coupling form and the saturation effect will
cause the inductance varying widely. The mutual-inductance value between IM and
OM changing can be more than 10 times, which increases the difficulty of precise
control of EVT. So the mathematical model of EVT cannot be simply linearized as a
conventional motor. That is to say, the inductance parameter in the model must be
regarded as the ternary variable function of excitation current and phase angle differ-
ence of IM and OM.

3 The Mathematical Model of EVT Under the Coupling
Effect

3.1 The Distribution Regularity and State Equations of Magnetic Flux

By analyzing the above magnetic coupling properties, the inductance corresponding to
the magnetic flux distribution can be classified according to Fig. 5. In Fig. 5, Lr1, Lr2,
Lr3, Lr4 is the leakage inductance of the inner rotor windings, inner and outer
squirrel-cage windings and stator windings. MAa, MUu is the mutual-inductance of IM
and OM; MUA is the mutual-inductance between the stator windings and inner rotor
windings.

In order to analyze the electromagnetic torque in the EVT accurately, the virtual
displacement method can be utilized, which based on the electromechanical energy
conversion principle. Under the linear condition, the magnetic co-energy in the system
can be computed as:

W 0
m ¼ 1

2
iTW ¼ 1

2
iTLi ð2Þ

The electromagnetic torque of the mechanical port (Te) is equal to the partial
derivative of the magnetic co-energy to the rotor angle. Owing to the EVT is a

234
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1

Fig. 5. The inductance corresponding to the magnetic flux distribution
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combination of two three-phase induction motors, the energization situation of
three-phase windings in the IM and OM is shown in Fig. 6.

The current vector of the stator windings, outer and inner squirrel-cage windings
and inner rotor windings are shown in Eq. (3).

is4 ¼ iU iV iW½ �T
ir3 ¼ iu iv iw½ �T
ir2 ¼ ia ib ic½ �T
ir1 ¼ iA iB iC½ �T

8>><
>>:

ð3Þ

The matrix of total magnetic flux can be obtained:

W ¼
Ls4s4 Ls4r3 Ls4r2 Ls4r1

Lr3s4 Lr3r3 Lr3r2 Lr3r1

Lr2s4 Lr2r3 Lr2r2 Lr2r1

Lr1s4 Lr1r3 Lr1r2 Lr1r1

2
664

3
775

is4
ir3
ir2
ir1

2
6664

3
7775 ð4Þ

It can be seen that the inductance matrix of EVT in the three-phase coordinate
system is a 12th high-order square matrix. The coupling effect is strong and the
expression of the electromagnetic torque is complicated. According to the vector
control of induction motor, the non-singular transformation can be made based on the
coordinate transformation under the stator d–q coordinate system. The state variable is
is4−Wr3−Wr2−ir1; the input variable is us4−ur1, then the decoupling state equation is
established in Eq. (5).

X ¼ AX þBu ð5Þ

X ¼ is4d is4q Wr3d Wr3q Wr2d Wr2q ir1d ir1q
� �T

u ¼ us4d us4q ur1d ur1q½ �T ð6Þ
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Fig. 6. The model of EVT in the three-phase coordinate system
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The elements in the matrices A and B are the functions of resistances and induc-
tances in the d–q coordinate system except for 0.

Compared with the ordinary induction motor, the inductance of EVT is a non-linear
quantity, so the torque of EVT is still non-linear. The electromagnetic torque of EVT is
analyzed by using the mathematical model of it.

3.2 The Motion Equations and Electromagnetic Torque

Figure 7 shows the electromagnetic torque of each component in the EVT.

The Fig. 7 regards the counter clockwise as the positive direction. Tros are the
electromagnetic force of outer rotor produced by the stator and inner rotor; then the
reaction force of the stator generator by outer rotor can be expressed as Tsro = −Tros;
the reaction force of the inner rotor produced by outer rotor is Triro = −Trori; the
relationship of electromagnetic force between stator and inner rotor is Tsri = −Tris.

According to the state equation above, the current of the stator, inner rotor, the flux
linkages of IM and OM are obtained. The electromagnetic torque of inner rotor (Tei)
and outer rotor (Teo) can be deduced based on the d–q axis coordinate system of the
stator.

Tei ¼ Tris � Trori
Teo ¼ Tros þ Trori

ð7Þ

Tros ¼ pn
Lmo

Lr3
is4qWr3d � is4dWr3q
� �þ pn

Lm
Lr2

is4qWr2d � is4dWr2q
� �

Tros ¼ pn
Lmo

Lr3
is4qWr3d � is4dWr3q
� �þ pn

Lm
Lr2

is4qWr2d � is4dWr2q
� �

Tris ¼ pnLm is4qir1d � is4dir1q
� �

ð8Þ

The inner rotor driven by the ICE, and the load driven by the output shaft of outer
rotor. The driven torque of inner rotor is Tdrive, which is linked with the ICE, and the

sriT

risT

sroT

rosT
roriT

riroT
moω

miω

driveT

loadT

Fig. 7. The electromagnetic torque schematic diagram of EVT
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load torque of the outer rotor is Tload. Ignoring the frictional resistance, and the motion
equation of the inner and outer rotor can be shown as follows:

Tdrive ¼ TICE ¼ Tei þ Ji
dxmi
dt

Teo ¼ TLoad þ Jro
dxmo
dt

ð9Þ

Jri and Jro is the rotational inertia of inner and outer rotor, respectively.

4 Simulation and Experimental Study

4.1 Model and Simulation of Variable Inductance Parameter

Assuming that the speed of IM is zero, the stator and inner rotor windings are at the
rated excitation conditions of prototype. A load torque with 40 Nm is applied to the
outer rotor. If the inductance parameters of EVT model are obtained by inquiring the
3D numerical values calculated by FEM. The other inputs are the same as above, then
the simulation results are shown in Fig. 8.

From the simulation results it can be seen that the EVT can keep stable operation
finally. Both of the current (rms) of IM and OM are about 17.33 A, and the phase angle
difference is 104.4°.

4.2 Verification of Bench Test

The EVT experimental test platform is built, and the excitations are the same as the
simulation models. The load torque of EVT is 40 Nm, which provided by a drag motor.
The voltage and current waveforms of inner rotor and stator are shown in Fig. 9.

In Fig. 9, uA and uu are the line voltage of the inner rotor and stator windings, iA
and iu are the current of them. The phase currents rms of IM and OM are 14.8 A and
23.65 A respectively, which windings are triangle connection. The phase angle
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Fig. 8. Phase winding current waveform of the stator and inner rotor in the EVT with variable
inductance parameters.
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difference of IM and OM windings is about 152°, which is close to the simulation
results of the variable parameters model. However, the current in the stator windings
contains harmonic component obviously, which caused by the structure of EVT, i.e.,
the yoke thickness of outer rotor is too thin to the OM.

According to Fig. 7, the electromagnetic torque of the stator obtained, which shown
in Eq. (10).

Tsro þ Tsri ¼ � Tdrive þ Tloadð Þ ð10Þ

The load torque is −40 Nm, then changing the driven torque of the inner rotor
(Tdrive). The electromagnetic torque of the stator is recorded at different points to
compare with the simulation results, which are shown in Table 1. In Table 1, the first
row is the driven torque of the input shaft; the second row is the calculation of the
stator’s electromagnetic torque; and the third row is the simulation value of the stator’s
electromagnetic torque.

In Table 1, “±” indicates the torque fluctuation range displayed by the torque
measuring instrument. There is a certain deviation between the simulated torque values
and the actual values according to the comparison between the measured value and the
simulation result. However, it is generally consistent with each other, which further
verifies the correctness of the decoupling mathematical model with variable inductance
parameters.
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Fig. 9. Voltage and current waveforms of the inner rotor and stator

Table 1. Torque results comparison between the measured values and the simulation results.

Tdrive (Nm) 20 ± 1 10 ± 1 0 ± 1 −10 ± 1 −20 ± 1

Torque of the stator Calculation value 20 ± 2 30 ± 2 40 ± 2 50 ± 2 60 ± 2
Tsro + Tsri (Nm) Simulation value 20 32 37 52.5 63
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5 Conclusion

The EVT is an electromechanical energy conversion device, which based on the
principle of induction motor. The internal magnetic field of EVT is changing with the
working state of IM and OM due to the structural characteristics. Therefore, the dis-
tribution of magnetic field and the influence on the inductance parameters of EVT are
analyzed. The FEM simulation is used to obtain the 3D numerical table of the changing
inductances of IM and OM under the different excitation currents and phase angle
differences. The decoupled mathematical model is deduced based on the stator d-q axis
coordinate system. However, the inductance matrix was no longer constant, which
result from the larger change range of inductance parameters in the EVT. Decoupling
simulation models based on the EVT are established. The inductance parameters with
variable values that obtained by taking the numerical values into the models. From the
simulation results, the properties of EVT with variable inductance parameters can
obtain the desired result. Finally, the bench test of the prototype is utilized to verify the
correctness of the variable parameters model.
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Abstract. An improved dual grey wolf optimization (GWO) algorithm with
binary and dogmatic parts were proposed. The up and down state of units were
optimized by binary grey wolf optimization (bGWO), and the exchange velocity
was modified by adding two dynamical factors in random number producing.
The GWO was used in units’ load scheduling during the process of deciding
up-down states and after the solution. One examples with 10 units including 24
period of time was simulated, the results showed the proposed algorithm
improved convergence rate and accuracy of the solution.

Keywords: Unit commitment � GWO � bGWO � Dynamic weight

1 Introduction

The unit commitment (UC) is one of main problems in power system operation and
planning. The basic objective of unit commitment is to schedule the generating unit to
meet the load demand at minimum operating cost, while satisfying all equality and
inequality constraints. This makes UC a large-scale, non-convex nonlinear mixed-
integer programming. In past, many mathematical and different heuristic techniques
were given, mainly includes priority list, dynamic programming, branch and bound and
Lagrangian relaxation.

Lagrangian relaxation (LR) methodology is one of the conventional techniques, and
it adopts Lagrange multiplier to deal with system constraints and modifies objective
function with penalty terms [1, 2]. Its computation efficiency is mainly affected by the
selection, modification of the multiplier, and also affected by the method of dealing
with constraints. Some intelligent optimization algorithms are also used to solve UC
problem, Genetic Algorithm(GA) [3], Ants Algorithm [4], Particle Swarm Optimiza-
tion (PSO) [5] and Tabu Search [6]. These intelligent optimization algorithms are
flexible for objective function and constraints, as for UC, they can get ideal suboptimal
solutions.

Grey wolf optimization (GWO) [7] is a newly proposed heuristic algorithms which
mimics the leadership hierarchy and hunting mechanism of grey wolves in nature. It
defines alpha, beta, delta, and omega wolves to build leadership hierarchy in grey

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 156–163, 2017.
DOI: 10.1007/978-981-10-6373-2_16



wolves and implements search, encircle and attack to simulate the hunting steps. It
shows quick convergence rate and precision than PSO, GA. Now it is widely used in
engineering project.

Paper [8] adopts GWO in solving the optimal reactive power dispatch (ORPD)
problems. The results of this research show that GWO is able to achieve less power loss
and voltage deviation than those determined by other techniques. Paper [9] adopts
GWO in solving combined economic emission dispatch problems and gets ideal
results. As the endeavor of scholars all over the world, it is easy to find that the GWO
still exists suboptimum and slow convergence rate problem.

Paper [10] proposes a new version of GWO to solve binary optimum problems and
it is used to feature selection. Two approaches are introduced in this paper to perform
binary version GWO. The results of benchmarked function show that the bGWO has
better fitness than GA and PSO.

According to the predecessor’s study, an improved dual grey wolf optimization
algorithm for unit commitment problem is proposed in this paper. This paper adopts
non-linear convergence factor strategy and dynamic weighting strategies to enhance the
ability of GWO in convergence rate and global optimum searching. In order to ensure
the population diversity in iteration, two modified factors are added to the bGWO.
The GWO and bGWO cooperate in this paper to resolve the UC problem, bGWO
optimizes the up and down state of units and GWO optimizes the dispatch of units.
A system with 10 thermal units including 24 period of time was simulated, the results
proved that the effectiveness of the modification of the algorithm.

2 UC Problem Formulation

2.1 Minimization of Fuel Cost

The generator cost curves are represented by quadratic functions and the total fuel cost
can be expressed as follows [11]:

min TC ¼
XT
t¼1

XN
i¼1

½IiðtÞCitðPiðtÞÞþ IiðtÞðIiðtÞ � Iiðt � 1ÞÞBiðtÞ� ð1Þ

This paper neglect the cost of shut down generator. Where N is the number of
generators; IiðtÞ represents the state of ith generator, 1 is up and 0 is down. CitðPiðtÞÞ is
the ith generator fuel cost at time t, can be defined as follows:

CitðPiðtÞÞ ¼ ai þ biPiðtÞþ ciP
2
i ðtÞ ð2Þ

where ai; bi; ci are the cost coefficients of the ith generator and Pi is the real power
output of the ith generator.BiðtÞ is startup cost of the ith generator, can be defined as
follows:
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BiðtÞ ¼ @1i þ @2ið1� expð� Toff
i ðtÞ
si

ÞÞ ð3Þ

where @1i,@2i are the two coefficients, Toff
i ðtÞ is the continues down time of ith generator

before time t, si is the time coefficients.

2.2 Constraints

Generation Capacity Constraint. The power generated by each generator should lie
between its minimum and maximum limit:

Pmin
Gi �PGi �Pmax

Gi ð4Þ

where Pmin
Gi and Pmax

Gi are the minimum and maximum power generated by the ith

generator respectively.

Power Balance Constraint. The total electric power generation must cover the total
electric power demand PD. This is given by limit:

XN
i¼1

IiðtÞPiðtÞ � PD ¼ 0 ð5Þ

Spinning Reserve Constraints. The spinning reserve constraints should meet the
grid’s demand.

PN
i¼1

IiðtÞPmax
Gi ðtÞ�PDðtÞþRðtÞ

PN
i¼1

IiðtÞPmin
Gi ðtÞ�PDðtÞ � RðtÞ

ð6Þ

where RðtÞ is the spinning reserve at time t.

The Minimum Up/Down Constraints. The spinning reserve constraints should meet
the grid’s demand.

½IiðtÞ � Iiðt � 1Þ�½Toff
i ðtÞ � Toff

iminðtÞ� � 0
½Iiðt � 1Þ � IiðtÞ�½Ton

i ðtÞ � Ton
iminðtÞ� � 0

ð7Þ

where Toff
iminðtÞ and Ton

iminðtÞ are the minimum down and up time constraints of ith

generator respectively; Ton
i ðtÞ is the continues up time of ith generator before time t.
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The Ramping Constraints.

Pmax
Gi ðtÞ�Piðt � 1Þþ rupi Iiðt � 1Þþ Si½IiðtÞ � Iiðt � 1Þ� þPmax

Gi ½1� IiðtÞ�
Pmax
Gi ðtÞ�Pmax

Gi ðtÞIiðtþ 1ÞþDiðIiðtÞ � Iiðtþ 1Þ
Piðt � 1Þ � Pmin

Gi ðtÞ� rdi IiðtÞþDiðIiðt � 1Þ � IiðtÞÞþPmax
Gi ð1�Iiðt�1ÞÞ

ð8Þ

where rupi and rdi are the start-up and shut-down ramp rate of ith generator respectively;
Si and Di are the ith generator’s start-up and shut-down ramp rate.

3 The Grey Wolf Optimization Algorithm

3.1 Dogmatic Grey Wolf Optimization

Social Hierarchy
Wolf alpha að Þ is the leader with the highest ranking and responsible for decision
making. Wolf beta bð Þ is the subordinate and help the alpha að Þ in decision making.
Wolf delta dð Þ is the sub-subordinate wolf and with third ranking in the wolves. The
lowest ranking grey wolf is omega xð Þ. The omega plays the role of scapegoat (Fig. 1).

In the mathematical model of the social hierarchy of wolves, alpha að Þ is the fittest
solution, the second and third best solutions are named beta bð Þ and delta dð Þ. Omega
xð Þ represents the candidate solutions.

Math Model
Encircling Prey

D ¼ jC � Xd
p ðtÞ � XdðtÞj

Xdðtþ 1Þ ¼ Xd
p ðtÞ � A � D ð9Þ

Fig. 1. Social hierarchy structure of wolf
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where A and C are coefficients, Xd
p ðtÞ is the position vector of the prey, and XdðtÞ

indicates the position vector of a grey wolf. A and C are calculated as follows:

C ¼ 2 � r2
a ¼ 2� t

tmax

A ¼ 2a � r1 � a
ð10Þ

where components of a is linearly decreased from 2 to 0 over the course of iterations
and r1, r2 are random vectors in [0, 1].

Hunting

Da ¼ jC1 � XaðtÞ � XðtÞj
Db ¼ jC2 � XbðtÞ � XðtÞj
Dd ¼ jC3 � XdðtÞ � XðtÞj

ð11Þ

X1 ¼ Xa � A1Da

X2 ¼ Xb � A2Db

X3 ¼ Xd � A3Dd

ð12Þ

Xðtþ 1Þ ¼ ðX1 þX2 þX3Þ=3 ð13Þ

where XaðtÞ,XbðtÞ,XdðtÞ are the positions of alpha, beta, delta respectively. Equa-
tion (12) depicts the step of omega to alpha, beta and delta.

3.2 bGWO

The main updating equation as shown as follows:

Xtþ 1
i ¼ 1 if sigmoidððx1 þ x2 þ x3Þ=3Þ� rand

0 otherwise

�
ð14Þ

where rand is a random number drawn from uniform distribution, Xtþ 1
i is the updated

binary position in dimension d at iteration t, and sigmoidðgÞ is defined as follows:

sigmoidðgÞ ¼ 1
1þ e�10ðg�0:5Þ ð15Þ

3.3 Improved GWO

Non-Linear Convergence Factor Strategy

a ¼ 2� 2 � ð t
Tmax

Þ2 � eð t
Tmax

Þ ð16Þ
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In dogmatic GWO, a decreases linearly from 2 to 0, but the convergence of the
algorithm is not a linear function. So, a is modified as Eq. (16). Where t is the iteration
number, and Tmax is the max iteration number.

Dynamic Weighting Strategies. Alpha is not always an optimal point, in the iteration,
the other wolves get close to the three wolves, this may result in local optimum. So
Eq. (13) are modified as follows:

x1 ¼ jX1jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1ðX1Þ2 þQ2ðX2Þ2 þQ3ðX3Þ2

p
x2 ¼ jX2jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Q1ðX1Þ2 þQ2ðX2Þ2 þQ3ðX3Þ2
p

x3 ¼ jX3jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1ðX1Þ2 þQ2ðX2Þ2 þQ3ðX3Þ2

p
ð17Þ

Q1¼ jX1j
jX1j þ jX2j þ jX3j

Q2¼ jX2j
jX1j þ jX2j þ jX3j

Q3¼ jX3j
jX1j þ jX2j þ jX3j

ð18Þ

Xðtþ 1Þ ¼ x1X1 þx2X2 þx3X3 ð19Þ

Modified Factors to bGWO. In the updating Eq. (14), the random number rand is
between 0 and 1, if rand approaches 1, Xtþ 1

i has high probability to be 0; respectively,

Start

Ini aliza on parameters

Ini aliza on UC（Up/Down me、
Spinning Reserve，modifica on）

UP/DOWN unit op miza on
（bGWO）

Load Scheduling
（GWO）

Sa sfy GWO terminal 
condi on?

Sa sfy bGWO terminal condi on?

GWO Load Scheduling

Output

GWO updatebGWO update
N

Y

N  

Y 

Fig. 2. The flow chart of the improved GWO to resolve UC problem
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if rand approaches 0, Xtþ 1
i has high probability to be 1, this restricts the optimization

direction. So in this paper, rand is restricted between ½u1;u2�, where 0:1�u1 � 0:4
and 0:6�u2 � 0:9.

The steps of the GWO-bGWO for resolving UC (Fig. 2).

4 Results and Discussion

The proposed optimization algorithm is applied to a 10 unit systems to verify its effec-
tiveness. The coefficient of loss matrix and data for 10- unit system has taken from [11].
The result of unit commitment is in Table 1. and the values of generator fuel cost is
Table 2.

Compared with other techniques, the algorithm proposed in this paper can corre-
sponding save fuel cost 2.00%, 1.84%, 0.19% from LR, HPSO, GA along with a better
time running. It really costs a little longer than Modified PSO but with a better fitness.

Table 1. The results of UC problem.

GNO. Time

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
4 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1
6 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 2. The compare with other techniques

Techniques Cost Time

LR [11] 81245.5 –

HPSO [12] 81118.3 33.2 s
GA [13] 79807 –

Modified PSO [14] 79665.8 14.3 s
This paper 79652.1 14.446 s
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5 Conclusion

In this work, the improved dual grey wolf optimization (GWO) algorithm has been
successfully applied for solving unit commitment problem. The improved dual grey
wolf optimization (GWO) algorithm has been compared to the GA, PSO and LR
approach. The results show that the improved dual grey wolf optimization (GWO) al-
gorithm has better convergence characteristics. The results show that the improved dual
grey wolf optimization (GWO) is effective tool for handling UC. Numerical examples
are considered which show that the proposed algorithm is efficient.
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Abstract. Particle Swarm Optimization has attracted many researcher to do
further improvement on many real world problems. The quantum-behaved PSO
is tested as an effective improved PSO for getting preferable results on many
problems. In this paper, we introduce a chaotic operator into QPSO for further
enhancing its global and local searching abilities. The experiments results show
that, compared with the other PSOs, our algorithm gets more efficient results. It
could be applied in more complex real world problems in our future work.

Keywords: Particle swarm optimization � Quantum-behaved � Chaotic
operator

1 Introduction

Optimization methods have been proven as an effective tool for solving many real
world problems, such as pattern recognition, industrial manufacture, operational
research, and other related fields [1]. They try to find a preferable results to an opti-
mization problem within a reasonable time limit. An acceptable solution that satisfies
the constraints and maximizes or minimizes a fitness (objective) function could be
solved by an optimization algorithm. The type of a fitness function to optimize is a
mathematics model of the solved problem. Recently, evolutionary algorithms (EAs),
which is an important component of optimization methods, simulate the evolution of
individuals in the nature via the operation of selection, mutation, and reproduction.
This evolution is still guided by fitness function which indicates the achievements of
the individuals during the evolution processing. Different from traditional optimization
methods, EAs use a population of potential solutions, and their direction of evolution
are guided by “fitness” information alone. In recent years, several EAs have been
proposed for their population-based search strategy, such as Genetic Algorithm
(GA) [2], Differential Algorithm (DE) [3], Particle Swarm Optimization (PSO) [4], etc.

In 1998, PSO, which adopts the concept of the emergent motion of swarm birds and
fishes searching for food, has been presented by J. Kennedy and R.C. Eberhart. As an
important component of Evolutionary Algorithm, the PSO algorithm use the concept of
social behavior among individuals to explore a multidimensional solution space, where
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each particle represents a potential solution at the intersection of all search dimensions.
Recently, PSO has been proven as an effective searching algorithm for solving opti-
mization problems in systems, such as power systems [5, 6], image processing [7, 8],
fuzzy system control [9, 10], and others [11, 12].

Although PSO has been successfully applied into different real world problems, it
still has some shortcomings. Its main drawback is premature phenomenon which dues
to showing poor explore search ability especially in the last stage of iteration. Sun et al.
[13] proposed a quantum behaved particle swarm optimization (QPSO) for enabling
particles has more opportunities to search in global solution space and experimental
results proved its effectiveness. Based on this algorithm, we further introduce a chaotic
operator into QPSO to improving its global search ability.

This paper introduces PSO in Sect. 2, followed by presentation of the QPSO with a
chaotic operator (CQPSO) and the details of its implementations in Sect. 3. The
experimental studies of the proposed CQPSO have been presented in Sect. 4. Finally,
Sect. 5 concludes the paper.

2 Particle Swarm Optimization and Its Quantum-Behaved
Improvement

In PSO [4], the position and velocity vectors of the i th particle in the d-dimensional
search space is denoted as Xi ¼ xi1; xi2; . . .; xidð Þ and Vi ¼ vi1; vi2; . . .; vidð Þ, respec-
tively. A favorable of particle means it gets a smaller fitness value for a minimum
problem. The best position of each particle and the population are defined as Pi ¼
pi1; pi2; . . .; pidð Þ and Pg ¼ pg1; pg2; . . .; pgd

� �
, respectively.

vid tþ 1ð Þ ¼ wvid tð Þþ c1r and1 � ppid � xid tð Þ� �þ c2r and2 � pgd � xid tð Þ� � ð1Þ

xid tþ 1ð Þ ¼ xid tð Þþ vid tþ 1ð Þ ð2Þ

where c1 and c2 are two positive constants. rand1 and rand2 are two random values in
[0, 1]. The variable w is called inertia weight which controls the convergence of
particles.

The traditional PSO algorithm has been tested for showing poor global search
ability especially on multimodel functions in the last iteration, which means it can’t
enable particles have enough velocity to jump out of a local optima. Sun et al. intro-
duced a quantum theory into PSO and presented a quantum-behaved PSO algorithm.
As particles in QPSO have chances to search anywhere during their iterations, it shows
more power global search ability than PSO.

Through the Monte Carlo stochastic simulation to obtain the particle position
equation:

xiðtþ 1Þ ¼ piðtÞ � LiðtÞ
2

� lnð1
u
Þ ð3Þ

where, u is random numbers in the interval ½0; 1�.
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For enabling each best position of a particle could contribute to the evolution of
population, QPSO uses the concept of average best position mbest. Then the evolution
of particle equations can be presented as follows:

LiðtÞ ¼ 2 � b � mbest � xiðtÞj j ð4Þ

mbest ¼ 1
M

XM
i¼1

pbesti ð5Þ

pi ¼ u� pbesti þð1� uÞ � gbest ð6Þ

xiðtþ 1Þ ¼ piðtÞ � b � mbest � xiðtÞj j � lnð1
u
Þ ð7Þ

where, LiðtÞ represents the feature length; the number of particles is denoted as M; b is
defined as a contraction - expansion coefficient and linear decreases from 1 to 0.5
generally; u is a random value in ½0; 1�; t represents the number of the current iteration;
pbesti represents the personal best position of particle; gbest represents the best position
of the particles in the whole population.

3 Quantum-Behaved Particle Swarm with an Chaotic
Operator (COQPSO)

For finding an effective method to enhance the exploration and maintain the conver-
gence rate of QPSO, we proposed a new QPSO algorithm with a chaotic operator,
which enables the proposed algorithm could find a promising optimal value in a short
time.

Chaos is the highly unstable phenomenon of deterministic systems in finite phase
space with exists in nonlinear system. It has been found as a common concept in
different fields including computer science, control system and biology. Research focus
on study the chaos on its behavior in dynamic systems. Its achievements highly
depends on the initial numbers, an effect which is popularly referred to as the butterfly
effect. Kolmogorov [13] proposed a family of dynamical systems on the circle as a
simplified model for driven mechanical rotors (specifically, a free-spinning wheel
weakly coupled by a spring to a motor). A simplified model of the phase-locked loop in
electronics is also a circle map equation.

The circle map is given by iterating the map

hnþ 1 ¼ mod hn þX� K=2 � pið Þ � sin 2 � pi � hnð Þ; 1ð Þ

where h is used as polar angle which values in [0, 1]. The coupling strength K and the
driving phase X are the two important parameters of h. As a model for phase-locked
loops, X could be described as a driving frequency. As K ¼ 0 and X irrational, the
circle map is described as an irrational rotation.
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For further making progress on the achievements of particles, we replace the l
operator in QPSO by using the circle map operator. For comparing the role of the two
operators, we simulate their density distribution. From the 1000 trials given in Fig. 1,
we easily find that the density distribution of circle chaos similar with that of quantum
operator. But it has more chances to focus on a smaller region in [0, 2] and also could
generate bigger values than quantum operator, which means it could search precisely
and has more power ability to jump out of the local region.

4 Experimental Setting and Results from Benchmark Testing

For showing the merits of our proposed algorithm, seven of the well-known bench-
marks used in [14] are employed to evaluate. The range of population initialization, the
search arrange of these function, and the global optima are shown in Table 1, and they
are tested on 10, 20 and 30 dimension separately.

The traditional PSO and QPSO algorithms are used for comparing with our algo-
rithm. Since empirical experiments show that PSO does not need a large population
size, we set the population size as 20 for all the compared algorithm, and each

Fig. 1. The distribution of circle chaotic operator
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algorithm is tested by 50 times for eliminate the influence of random seed in
MATLAB. The maximum iteration are set as 100*dimension.

The results for the 7 benchmark functions show the merits of the COQPSO. For the
unimodal functions, it is easily to find our algorithm performs the best achievements
among the compared algorithm. The convergence rate of comparison algorithms is
shown on Fig. 2 also testifies this conclusion. The main reason is that our proposed
circle chaotic operator enables particles to not only have the chances to search nearby
the leading point but also generate some relative large values to search regions far from
the point. Furthermore, the leading point defined by the pbest and gbest also helps the
particles to exploit in a small valuable region, which should enable particle to get
precise results.

As the results shown in Table 2, our proposed algorithm also gets superior or even
equal achievements on multimodal functions. This is due to our proposed circle chaotic
operator has more chances to generate relative large values for making particles to
explore a un-explore solution space, which enhances their global search abilities. Very
similar results to the previous ones are obtained despite the large difference in the
dimensionality of functions. COQPSO still outperforms the compared algorithm even
when the dimension is low.

Table 1. Benchmark test functions

F. Formula Range Xmax fmin X�

f1 Pn
i¼1

x2i
[−100,100] 100 0 0

f2 Pn
i¼1

i � x2i
[−100,100] 100 0 0

f3
Pn

i¼1 xi þ 0:5b cð Þ2 [−100, 100] 100 0 0

f4
Pn

i¼1 xij j þ Qn
i¼1 xij j [−10, 10] 100 0 0

f5
Pn

i¼1 xið Þ2 þ Qn
i¼1 xið Þ2 [−10, 10] 10 0 0

f6 Pn
i¼1

max xij j [−100, 100] 100 0 0

f7 Pn
i¼1

x2i � 10 cos 2pxið Þþ 10
� � [−5.12, 5.12] 5.12 0 0

f8
�20 exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

x2i

s !
� exp 1

n

Pn
i¼1

cos 2pxi

� �
þ 20þ e

[-32, 32] 100 0 0

f9 p=nf10 sin2 py1ð ÞþPn�1
i¼1 yi � 1ð Þ2� 1þ 10 sin2 pyiþ 1ð Þ� �þ yn � 1ð Þ2g

[−50,50] 50 0 0

f10 0:1fsin2 3px1ð Þþ Pn�1
i¼1 xi � 1ð Þ2� 1þ sin2 pxiþ 1ð Þ� �

þ xn � 1ð Þ2½1þ sin2 2pxnð Þg
[−50,50] 50 0 0
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5 Conclusion

In this paper, a novel quantum-behaved particle swarm optimization with a circle
chaotic operator is presented for designing a promising PSO variant. Our main
objective is to further enhance the achievements of PSO. In the proposed algorithm, the
circle chaotic operator is used to not only explore the unreached search space but also
exploit the potential solution. The application of COQPSO should be further expanded
in our future work.
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Table 2. The comparison between different algorithms on the benchmark function (mean
value/standard deviation)

Alg. f1 f2 f3 f4
Dim = 20 30 20 30 20 30 20 30
G = 2000 4000 2000 4000 2000 4000 2000 4000

PSO 2.5E−17
(4.6E−17)

3.9E−14
(3.6E−14)

2.6E−16
(2.9E−16)

2.1E−13
(3.8E−13)

0
(0)

0.1
(0)

3.9E−10
(6.8E−10)

9.5E−5
(2.7E−4)

QPSO 8.2E−29
(1.6E−28)

1.4E−21
(2E−21)

9.5E−28
(2.7E−27)

2.5E−19
(4.6E−19)

0
(0)

0
(0)

4.5E−16
(1.3E−15)

9.5E−14
(5.7E−13)

COQPSO 1.6E−118
(3E−118)

1.8E−134
(2.6E−134)

2.6E−117
(2.7E−117)

2.7E−134
(3.6E−134)

0
(0)

0
(0)

3.9E−70
(9.4E−69)

1.4E−80
(1.7E−80)

Alg. f5 f6 f7 f8
Dim = 20 30 20 30 20 30 20 30
G = 2000 4000 2000 4000 2000 4000 2000 4000

PSO 1E−16
(1.7E−16)

4.1E−10
(8.6E−10)

0.67
(0.544)

6.78
(2.58)

23.79
(7.79)

46.134
(9.74)

2.1E−9
(1.46E−9)

0.1969
(0.402)

QPSO 0.0052
(0.016)

3.5E−4
(8.8E−4)

9.4E−4
(8.1E−4)

0.103
(0.07)

16.53
(16.36)

26.41
(3.41)

0.02
(0.015)

2.77E−11
(4.5E−11)

COQPSO 4.9E-105
(1.5E-104)

5.5E−80
(1.6E−79)

1E−36
(1.5E−36)

5.2E−35
(5E−35)

0
(0)

0
(0)

2.6E−15
(3.9E−31)

2.7E−15
(3.9E−31)

Alg. f9 f10
Dim = 20 30 20 30

G = 2000 4000 2000 4000
PSO 0.0156

(0.047)
0.197
(0.52)

96.93
(132.3)

423.58
(229.04)

QPSO 1.88E−24
(5.6E−24)

0.586
(1.07)

4.24E−12
(1.27E−11)

30.62
(109.62)

COQPSO 1.9E−31
(3.4E−30)

0.0014
(0.087)

3.45E−15
(5.9E−15)

17.331
(1.899)
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Abstract. Multivariate fault isolation is a critical step for monitoring industrial
chemical and biological processes. For some complex cases with strong corre-
lation variables which commonly exist in the industry process, conventional
methods may perform poorly. Therefore, to further improve the fault prediction
accuracy, a fault isolation method based on the ridge nonnegative garrote
variable selection algorithm (R-NNG) was proposed in this dissertation, it
transformed the multivariate fault isolation problem into a variable selection
problem in discriminant analysis, which is proven to be capable for handling
strongly correlated variables by the application to the benchmark Tennessee
Eastman (TE) process.

Keywords: Fault isolation � Variable selection � Ridge nonnegative garrote �
Multicollinearity � TE process

1 Introduction

In the continuous production process of chemical industry, the production system in the
long term operation will inevitably occur a variety of failures, affecting the quality of
production, and even cause significant economic losses, so theoretical fault monitoring
and isolation has attracted great deal of attention in academic realm. As discussed in
[1], the goal of fault detection is to recognize process exception immediately when it
occurred, and the aim of fault isolation is to find the procedure variable that contributes
to the failure detection biggest.

In the industrial chemical and biological processes, contribution plots [2] have been
widely used to isolate faulty variables, it can make judgment to the status of each
process variable based on the contribution to the detection of indicators and the pre-set
control constraints. However, this approach may suffers from faulty variables the
influence of faulty variables on the contributions of normal variables, leading to mis-
lead isolation results [3].
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Reconstruction-based method [4] was proposed by Dunia is also widely used in
MSPM [5], which isolates faulty variables by minimizing the rebuild detection of
indicators along determinate fault directions, it is assumed that all the potential fault
directions are known which is almost impossible in practice. A method was proposed in
[6] for extracting the fault directions from historical fault data, which relaxes the
requirement for reconstruction. However, historic failure data are often inadequate in
real industry.

In order to eliminate the shortcoming of contribution plots and the conventional
reconstruction-based methods, the fault isolation method based on the nonnegative
garrote (NNG) [7] and LASSO [8] are proposed, which transform multivariate fault
isolation problem into a variable selection problem. The proposed method which sorts
the multivariate according to its importance on the detected fault rather than give a
group of suggested faulty variables according to the improper control limits, which can
contributes to the next root-cause diagnosis step after fault isolation, but also to avoid
the smearing effect [3].

However, the NNG-based isolation method may perform poorly when predictive
variables are highly correlated. To further improve the fault prediction accuracy,
R-NNG [9–11] is adopted for multivariate fault isolation, which can further revise the
NNG-based isolation method by use the ridge regression instead of the OLS estimator
as the initial estimate. So the Ridge-based-on the NNG model can be used to describe
the multivariate fault isolation problem

2 Multicollinearity

In the classical hypothesis of the multivariate linear regression model, one of the most
important assumptions is the variables x1, x2, ……, xk are irrelevant, that is to say,
there is no linear relationship among them. If there are some constants c0, c1, ……,cp
(p > 2), such that the linear equation

c1x1 þ c2x2 þ . . .. . .þ cpxp ¼ c0 ð1Þ

The data is approximately established, which means that at least one variable like
xk can be determined by other variables

xk ffi ðc0 þ
X
j6¼k

cjxjÞ=ck ð2Þ

There is a linear relationship among the argument x1, x2, ……xp, that is to say,
there are multiple variables in the model that are collinear.

3 Definition of Ridge Regression Estimation

3.1 Ordinary Least Squares Method

The multiple regression equation is written in the form of a matrix:
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Y ¼ Xbþ e ð3Þ

The regression coefficient vector b can be obtained by minimizing the residual sum
of squares (RSS). The RSS of b is

RSSðbÞ ¼ ðy� XbÞTðy� XbÞ ð4Þ

If (XTX)−1 is present, the least squares estimate of b is:

b̂ ¼ ðX 0XÞ�1ðX 0XÞ ð5Þ

When the jth argument is collinear with other independent variables

var(b̂jÞ ¼ r2ð 1
1��R2

j
Þð 1
XjXj

Þ ð6Þ

where Rj
2 is the square of the complex correlation coefficient, VIFj ¼ 1=ð1� R2

j Þ is the
variance expansion factor or variance expansion factor of the independent variable xj.

When the collinearity is generated, the variance of the coefficient estimation of the
explanatory variables in the model is typically increased, so that the t statistic of each
variable is reduced, so that some important explanatory variables become insignificant.
When the model has multiple collinearity, the t-test and the F-test fail, the prediction
will fail, so the result is meaningless.

3.2 Ridge Regression

When there is multiple collinearity among the independent variables, i.e. | XTX | � 0, it
is assumed that a positive matrix kI (k > 0, I is a unit matrix) is added to XTX. The
estimated amount of ridge regression is

b̂R ¼ ðX 0
Xþ kIÞ�1X

0
Y ð7Þ

Obviously, when k = 0, the estimation of the ridge regression is the least squares
estimate. When k ! ∞, the estimate of the ridge regression tends to 0, so k should not
be too large.

4 Motivation

In this section, we transform the multivariate fault isolation problem into a variable
selection problem in discriminant analysis. Therefore, the problem of fault isolation is
equivalent to a classification problem, the whole data set can be divided to 2 parts: the
normal data and the detected faulty data. FDA [12] is one of the most popular clas-
sification techniques. Assume that a set of d-dimensional samples N ¼ N1 [N2 ¼
fX1; . . .Xng consists of 2 parts of samples N1 ¼ X1

1; . . .;X
1
n1

n o
and N2 ¼
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X1
1; . . .;X

1
n2

n o
, n, n1 and n2 are the numbers of observations in N, N1 and N2

respectively, and n ¼ n1 þ n2. The aim of FDA is to acquire a projection vector that
maximizes group means and minimizes the variance between two groups. In general, it
can be realize by solving optimizing problem. To connect least squares regression with
FDA, Define a predictor matrix x as

x ¼ 11 X1

�12 �X2

� �
ð8Þ

where 1i is a column vector containing ni ones, and Xi is a ni � by� d matrix whose
rows are the samples belonging to Ni. A predictor matrix is defined as

y ¼
n
n1
l1

n
n2
l2

� �
ð9Þ

where the constants n=ni compensate the influence of the unbalanced sample sizes. For
a least squares regression problem Xb ¼ y, the regression coefficient vector b can be
gotten by minimizing the residual sum of squares (RSS). The objective function is
formulated as

min
b

y� Xbð ÞT y� Xbð Þ ð10Þ

Denote b ¼ W0

x

� �
, where W0 is the coefficient corresponding to the leading column in

X and the vector x is the residual coefficients. In [13], it is be proved that is the
direction vector of FDA searches. That is to say, the solution of FDA is the same as that
of the least squares regression problem.

5 R-NNG-Based Multivariate Fault Isolation

In recent years, the method of nonnegative garrote (NNG) is regarded as a highly
successful technique which is used to simultaneously address estimation and variable
selection. It can shrinks the OLS estimators directly through multiplying it by some
constriction factors, and the constriction factors can be gotten by the penalized
least-squares method. It gives a natural penalty based on the expression of degree of
freedom.

The R-NNG-based multivariate fault isolation can be considered as a two-step fault
isolation method. In the first step, ordinary least squares procedure is used to acquire a
group of regression coefficients for each variable. Assumed that a set of observation
X; yf g is given and X 2 Rn�px is the input matrix, the column of which signifies each

measured candidate variable. y 2 Rn�1 is the corresponding variable of response value.
If desired, X and y may be normalized. b̂ 2 Rpx�1 is a set of the ordinary least square
estimates which is the coefficients of the following linear model
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Y ¼ Xbþ e ð11Þ

The second step is the process of the corresponding coefficients shrunken with s
decreasing from the amount of variables to zero:

J ¼ min
c

y� Xb̂: � c�� ��2 subject.to cj � 0;
Xpx
j¼1

cj 	 s ð12Þ

In (12), s is a tuning parameter, the non-negative garrote is tightened with s
decreasing. Therefore a smaller s usually lead to the fewer non-zero regression coef-
ficients, while a larger s results in the more non-zero regression coefficients. And s is
limited as: s0 = 0 < s1 < …… < sk = pk.

We use the ridge regression instead of the ordinary least squares as the initial
estimate in defining the NG estimate. Accordingly, we define the ridge estimate of the
regression coefficient:

b̂R ¼ ðX 0
X þ sIpÞ�1X

0
Y ð13Þ

To make this method more simplified, using u1 which get after one-step iteration as
the final shrinking factor vector.

Based on R-NNG variable selection algorithm, the procedure to isolate faults can
be developed as follows:

1. When a fault is detected, the operating process data related to the fault are stored in
N2, while the historical normal process data are saved in N1.and then the data should
be normalized.

2. Bulid the predictor matrix X and the response vector y according to the formula (8)
and (9) mentioned above.

3. Start with k ¼ 0.
4. Solve the penalized optimal problem described in (12) to get the active set.
5. Update k ¼ kþ 1 and return to step 4, until sk ¼ px.

When the regression coefficient of a variable turns into nonzero value, the variable
enter the active set. The relationship between the process variable and the detected fault
can be obtained from the order in which enter the valid set. The sooner a variable enters
the active set, the greater the contribution to the fault. Operators can find out the root
cause of the detected fault based on the information.

6 Case Study

In this section, The TE process [13] was used as the research object to illustrate the
effectiveness of the proposed method, it was created by Eastman Chemicals, which
aims to provide an actual industrial process for assessing process control and moni-
toring methods. The process is based on a real industrial project, it has been widely
used to test process control strategies and MSPM methods [14]. A schematic view of
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the TE process is shown in Fig. 1. It consists of 5 main units: reactor, condenser,
separator, tripper, and compressor, respectively. The gaseous components A, C, D and
E and the inert component B are the reactants, which are fed to the reactor to product
the liquid products G and H. The product of the reactor is cooled by a condenser and
then fed to a vapor/liquid separator. The steam from the separator is recirculated into
the reactor through a compressor. To prevent the accumulation of inert components and
reaction by-products during the process, a portion of the recycle stream must be dis-
charged. The condensing component (stream 10) from the separator is pumped to the
stripper. Stream 4 is used for the residual reactants in stripping stream 10, which are
bound to the recycle stream through stream 5. The products G and H from the bottom
of the stripper are sent to the downstream process, which is mainly drained from the
system in the form of a gas in a vapor-liquid separator.

There are 41 measurement variables and 12 control variables are recorded in the
data set, which are measured from historical normal program operation and different
kinds of faulty operations. In each fault data set, the exceptional event is sparked after
the 160th sampling interval. To illustrate the effectiveness of the proposed method, the
isolation results of the fault by different method are compared in below.

In this dissertation, Fault 1 is used to illustrate the Superiority of the method of the
R-NGG-based on fault isolation. Fault 1 is caused by a step change in the A/C feed
ratio in Stream4, after the occurrence of such fault, the amount of A in the recycle

Fig. 1. The diagram of TE process
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stream was directly influenced and increased significantly. i.e. Stream5. And the
ingredients of A in Stream6 was also reduced. Thus, the feedback control system
reacted by adding an operating variable of the feed stream X44 to keep the ingredients
of A in the flow 6 constant. The A feed in Stream 1, X1, which is strongly related to X44

was also increased. The level of the reactor was increased due to the increase of the A

Fig. 2. Variable trajectories for Fault 2: (a) X1, (b) X4, (c) X18, (d) X19, (e) X34, (f) X44, (g) X45,
(h) X50.
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feed. As a result, the valve switch for controlling the total feed stream of flow 4, X45 is
then reduced by the controller, which further affects the feed rate of stream 4, i.e. X4.
Since the C and E equal-molar reaction, the ingredients of E in the product streams
(flow 11) was changed by the variations of C composition in the reactor feed streams.
In order to adjust the ingredients of E, regulating steam valve X50 to make the extra
ingredients E evaporation, leading to more steam flow (X19) and higher stripper tem-
perature (X18). As a side effect, a by-product of F (X34) also increased in the steam 9.
Figure 2 shows the related variables trajectory.

To illustrate the validity of the selected method, compare it to the method of
LASSO and NNG based on the fault isolation. The fault isolation results are shown in
Figs. 3, 4 and 5, respectively, which is achieved based on 25 observations collected
between the 936th and the 960th sampling points.

For LASSO, the sequence of the variables into the active set is CðkÞ {X1, X18, X4,
X45……}. For NNG, the order is {X1, X18, X50, …...}. Obviously, not all the faulty
variables were revealed, although their behavior is abnormal. The reason is the strong
correlations among process variables. E.g. X50 and X19 have strong correlation with
X18, while X44 is highly correlated to X1.

The method of R-NNG based on the multivariate fault isolation is more suited to
such situation. The variable sequence of entering the active set is{X1, X44, X19, (X50,
X18, X4), X45, X34……}, which is more consistent with the above discussions on the
mechanism of the fault. Such result as the superiority of R-NGG in dealing with highly
relevant variables.

X34    X45   X44 X1

X19

X50, X4, X18

Fig. 5. Ridge-NNG-based isolation result

X4, X45

X18

X1

Fig. 3. LASSO-based isolation result

X1

X50

X18

Fig. 4. NNG-based isolation result
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7 Conclusion

Multivariable fault isolation is a key step to find out the cause of the malfunction. In the
dissertation, the task of fault isolation is converted to a variable selection problem in
discriminant analysis, and solved by penalized regression techniques. The commonly
used methods in such problem are NNG, LASSO, However, both of which may
perform poorly when predictive variables are highly correlated. To solve the problem,
this dissertation proposes R-NNG-based method for fault isolation, it use the ridge
regression instead of the ordinary least squares as the initial estimate in defining the NG
estimate. Which is proven to be capable for handling strongly correlated variables.
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Abstract. Nondominated Neighbor Immune Algorithm (NNIA) is a Repre-
sentative algorithm for multi-objective problems (MOPs). However, for some
test problems, the diversity or convergence of NNIA cannot always keep very
well. In order to avoid this phenomenon as well as not to increase the number of
function evaluations as far as possible, a modified Invasive Weed Optimization
(IWO) operator is introduced into NNIA and we proposed an improved NNIA
for MOPs, denoted as NNIAIWO. There are three modifications for basic IWO.
Firstly, each parent weed generates two weeds called associated parent weeds
which do not join in the evaluation but produce new seeds; Secondly, these new
seeds generated by the associated parent weeds distribute obey Cauchy distri-
bution near them; Thirdly an oscillator factor is adopted in the calculation of the
standard deviation during the iteration process. Fifteen benchmark problems are
used to validate the performance of the proposed algorithm. Experimental
results shows that NNIAIWO can obtain improved performance on some test
problems, meanwhile the numbers of function evaluation do not increase. And
for five complex unconstrained MOPs, namely UF, NNIAIWO also presents a
better performance than NNIA.

Keywords: Multi-objective optimization � NNIA � IWO operator � MOEA/D �
UF

1 Introduction

Optimization is an important problem in scientific research and engineering practice,
which can be divided into single objective optimization and multi-objective opti-
mization in the view of the number of objectives to be optimized. It is well-known that
many real-world search and optimization problems are naturally posed as multi-
objective optimization. Multi-objective optimization aims to optimize two or more
conflicting objectives simultaneously, that means it cannot find one single best solu-
tion. Tremendous multi-objective optimization evolutionary algorithms (EMOAs) have
been introduced [1–5].

NNIA is a typical multi-objective algorithm based on artificial immune system
(AIS). The techniques of NNIA mainly include: the selection of nondominated neighbor
technique, proportional cloning based on the crowding distance and the operation of
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recombination and hypermutation. Although NNIA is an efficient algorithm for MOPs,
the diversity of the solutions for some test problems is not stable or it tend to converge to
local optimal Pareto solutions when the nondominated solutions selected as the active
antibodies for cloning are very few. For the above, we introduced a new operator to
improve NNIA so as to keep the diversity and avoid premature phenomenon as far as
possible at the same time. The new operator is based on invasive weed optimization
(IWO) algorithm [6]. And one aspect of IWO is its searching scope gradually changed
during the iteration of the algorithm. With the increase of the iteration, the searching
scope is transformed from the global search to local search, since the capability of the
original IWO operator is limited. In this paper, we make some modifications in order to
expand its search capability and keep the local search ability.

The remainder of this paper is organized as follows: Sect. 2 gives the background
knowledge; Sect. 3 describes the modified IWO operator and the proposed algorithm;
Sect. 4 presents the experimental results and analysis; Sect. 5 makes a conclusion and
gives the future work for the next step.

2 Background Knowledge

2.1 NNIA

In NNIA [7], individuals adopt real-coded scheme, and the initial memory population is
an empty set and the memory population is the external population to store the non-
domianted individuals. The nondominated population individuals are selected firstly
from the initial population, a few individuals called active antibodies are selected from
the nondominated individuals according to the crowding distance value [3], the active
antibodies are proportionally cloned to form the clone population, here, the clone
proportion of each individual in the active population also depends on its crowding
distance value, an active antibody with greater crowding distance value has a larger
clonal size. Then a recombination operator is performed on the clone population and an
active antibody is selected randomly from active population to generate two offspring.
After recombination, a static hypermutation [8] operator is adopted and whether an
offspring can join in the new population consist of a temporary population depends on
the nondominated sorting and crowding distance [3] and then this temporary popula-
tion is truncated to form a new population and go into the next generation.

2.2 Invasive Weed Optimization Algorithm

Mehrabian and Lucas abstracted a mathematic model to describe the process of weed
colonization. There are four steps in this algorithm: (1) initialization, a finite number of
seeds are dispread over the search area; (2) reproduction, every seed grows to a
flowering plant (in this paper the plant means the weed) and produces seeds depending
on its fitness; (3) spatial dispersal, the produced seeds are being randomly dispread over
the search area and grow to new plants; (4) competitive exclusion, when the number of
plants reach the maximum number which we give first, only the plants with lower
fitness can survive and produce seeds, others are being eliminated [6].
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3 The Proposed Algorithm

In order to increase the diversity of the individuals and without increasing the number
of function evaluations as far as possible, a modified IWO operator is introduced to
NNIA when the number of nondominated solutions is less than a certain number NI.
In NNIA, after genetic operation, we get the new population, and the new individuals
with the parent individuals together form the temporary population, we select the
nondominated individuals form it. In the modified NNIA, if the size of the current
memory population is less than NI, we selected 3� Na individuals from the new
population which are generated after genetic operation randomly and remove them,
then the active antibodies will be the prime weeds to reproduce seeds i.e. generate new
individuals to join in the new population. We denoted the improved algorithm as
NNIAIWO. The details of NNIAIW are shown in Algorithm 1.
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3.1 Modification I: Associated Parent Weed

With the increase of the number of iteration, the distribution area is shrinking. Since the
searching range focus mainly on the neighborhood of the parent individual, the other
space will be ignored, which may lead to premature convergence. In order to avoid this
as far as possible, we introduce two parent individuals based on the parent weed and
searching space to increase the diversity and extend the searching space. In order to
more easily and more clearly expound, here we consider one-dimension situation, in
each generation, the parent individual in the search space divide the searching space
into two parts as shown in Fig. 1, the intermediate position of each part generate a new
weed called as associated parent weed and Fig. 1 illustrates the distribution of the
associate parent weed. That is, each parent weed have two associated parent weeds, and
both of the associated parent weeds do not join in the function evaluations only
response to generate two new seeds that is why we call it associated parent weed. The
associated parent weeds are computed as follows:

associated weedi=parent ¼ a weedui=parent ¼ 1
2 � ðweedi þULÞ

a weedli=parent ¼ 1
2 � ðweedi þ LLÞ

�
ð1Þ

3.2 Modification II: Cauchy Distribution

In this paper, we adopt Cauchy distribution as the distribution area of the new weeds
which are reproduced by the associated parents. The Cauchy density function is defined
in Eq. (2):

f ðx; l; kÞ ¼ 1
p

k

ðx� lÞ2 þ k2

" #
ð2Þ

where l is the location parameter which is used to specify the peak of the distribution,
and k is the scale parameter which equals to the half width at the half peak value. The
corresponding cumulative distribution function can be given as:

Fðx; l; kÞ ¼ 1
2
þ 1

p
arctanðx� l

k
Þ ð3Þ

Lower limit Upper limit a_weedui/parentiweedia_weedli/parenti

1
2

Part2Part1

1
2

Fig. 1. The distribution of associated parent weeds in one-dimensional space
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3.3 Modification III: Oscillating Factor

We introduced an oscillating factor when calculating the standard deviation, which has
been proposed by Basak et al. [9]. Basak et al. introduced an oscillating factor abs (cos
(it)), here ‘it’ is the number of the current generation. In this way, and the searching
space is no longer monotone decreasing with iterations.

The equation of standard deviation can be rewritten as follow:

rit ¼ absðcosðitÞÞðitmax � it
itmax

Þnðrinitial � rfinalÞþ rinitial ð4Þ

4 Experimental Studies

In this section, we first introduce the test problems with two objectives and five
problems with three objectives, and one metric used to evaluate the performance of
algorithms. First, we compared our algorithm NNIAIWO with three MOEAs namely,
NNIA, NSGAII and SPEAII in 30 independent runs in Experiment I; In Experiment II,
we target the first two modifications of IWO operator specifically, in order to illustrate
the improvement of our modifications; In Experiment III, we present the parameter
analysis of NNIAIWO; and in Experiment IV, the proposed algorithm shows its
potential of solving more complex MOPs.

4.1 Test Problems

5 test problems with two objectives [10, 11], i.e. ZDT1, ZDT2, ZDT3, ZDT4, ZDT6
and 5 three-objective problems [12], i.e. DTLZ1, DTLZ 2, DTLZ 3, DTLZ 4, DTLZ 6
are used to test the performance of the proposed algorithm.

4.2 Evaluation Criteria

In this work, we adopt inverted generational distance (IGD) [3] to evaluate the con-
vergence and diversity of the algorithms, the equation is:

IGDðPt;QÞ ¼

P
v2Pt

dðv;QÞ
Ptj j ð5Þ

where Pt is the true Pareto set, Q is the approximate Pareto set find by the algorithm and
dðv;QÞ is the minimum distance between v which is belonged to Pt to the points in Q.

4.3 Experiments Results and Analysis

Experiment I: Comparison of NNIAIWO with NNIA, NSGAII and SPEAII. In
Experiment I, we compare the performance of the proposed algorithm with those of
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NNIA, NSGAII, SPEAII and MOEA/D [12]. The parameter settings of our algorithm
(NNIAIWO) are given in Table 1. For ZDT4, NI = 30, for DTLZ1, NI = 70, and for
DTLZ1 and DTLZ3, kit = 0.5 � rit.

The results in Table 2 indicate that NNIAIWO indeed have best performance on
ZDT3, DTLZ3, DTLZ4 and DTLZ6. And according to the statistic of IGD value,
ZDT2, ZDT4, DTLZ1, DTLZ3 and DTLZ4, the performance of NNIA is not stable.

Table 1. The parameter settings in Experiment I

Parameter Parameter value

Nm (the size of the initial population/output population) 100
Na (the maximum size of active antibody) 20

c (the size of clone population) 100
Gmax (the maximum number of iteration) 500(NNIAIWO, NNIA)/550(NSGAII,

SPEAII)
rinit/kinit (the initial standard deviation/scale parameter) 0.6 � (BU-BL)

rfinal/kfinal (the final standard deviation/scale parameter) 0.0001
n (the nonlinear modulation index) 3
NI (The limitation(number) of performing modified IWO
operator)

50

Table 2. The mean value and standard deviation of IGD of 30 independent runs

Test problems IGD
NNIAIWO NNIA NSGAII SPEAII MOEA/D

ZDT1 0.004423 0.004456 0.00504 0.00387 0.003829
0.000207 0.000201 0.00029 4.70E−05 1.32E−18

ZDT2 0.004578 0.186227 0.045548 0.064442 0.003756
0.000168 0.281948 0.153346 0.18485 2.65E−18

ZDT3 0.005043 0.005159 0.006689 0.006786 0.010359
0.000264 0.000289 0.005513 0.007638 0

ZDT4 0.004409 0.337718 0.004654 0.031826 0.003717
0.000215 0.415145 0.000255 0.152175 2.65E−18

ZDT6 0.0028 0.002947 0.003433 0.002545 0.00185
0.000252 0.00039 0.000393 0.000135 1.54E−18

DTLZ1 0.025576 0.268079 0.025348 0.236731 0.027055
0.001495 1.325641 0.002008 0.140071 1.76E−17

DTLZ2 0.069928 0.070642 0.068097 0.054709 0.070669
0.003798 0.004517 0.00336 0.000948 4.23E−17

DTLZ3 0.076979 4.020093 0.443545 0.207948 0.082802
0.005296 9.018077 0.540973 0.331583 2.82E−17

DTLZ4 0.069435 0.155093 0.321178 0.352841 0.931184
0.003287 0.263124 0.289868 0.271555 0

DTLZ6 0.079608 0.088849 0.149582 0.161862 0.84191
0.004614 0.049751 0.121817 0.204965 5.65E−16
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We give the mean numbers of function evaluations in these ten test problems in
Fig. 2. Through the Experiment I, we found that NNIAIWO have a better performance
than NNIA in most of the test problems, especially for ZDT2, ZDT4, DTLZ1, DTLZ3
and DTLZ4, and at the same time the mean numbers of the function evaluations of
these test problems are not increase except ZDT2, DTLZ2 and DTLZ3. That means
NNIAIWO make an improvement on most of these ten test problems without
increasing the number of function evaluations basically.

Experiment II: Comparison of the IWO Operator with the Modified IWO
Operators. In this section, in order to evaluate the usefulness of the proposed mod-
ified IWO operator (the first two modifications). Here, we make a comparison among
three different cases. Case 1 is the original IWO operator, Case 2 just adopt modifi-
cation I in NNIA. In Case 3, modifications I and II are both introduced to NNIA.

From Fig. 3, we can see that mean IGD value obtained by case 3 is lower than other
two cases for all of the five two-objective problems and statistical results of 30 inde-
pendent runs is more stable except ZDT4.
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Fig. 2. The mean numbers of function evaluations in these ten test problems
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Fig. 3. The Boxplots of statistic of IGD in three different cases
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Experiment III: Parameter Analysis. In this section, we analyze the affection of the
initial standard deviation rinitial on the performance of NNIAIWO. We set rinitial as
0.2 � (BU-BL), 0.4 � (BU-BL), 0.6 � (BU-BL), 0.8 � (BU-BL) respectively, and
make a survey of the impact of rinitial on IGD. 30 independent runs on ZDT and DTLZ
problems are performed in the following experiments.

Figure 4 shows the box plots of NNIAIWO on IGD with four different rinitial. From
the results of five bi-objective test problems, we find that these four different setting of
rinitial do not show significant difference. For ZDT3 and ZDT4, when rinital is
0.6 � (BU-BL), the results of IGD are a little better than the other three cases. For five
three-objective test problems, when rinital = 0.6 � (BU-BL), IGD are more stable than
the other three cases. From the results of IGD, we can see that the IGD values are
relatively more stable when rinital = 0.6 � (BU-BL) for most of the test problems.

Experiment IV: The Comparison of Performance Between NNIAIWO and NNIA
on UF. In order to evaluate the performance of NNIAIWO for solving more difficult
multi-objective optimization problem, we applied NNIAIWO to other five problems
including UF1, UF2, UF3, UF4 and UF7. These test problems are proposed by Zhang
et al. [13].
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Fig. 4. The Boxplots of statistic of IGD in four different parameters
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In Table 3, we give the mean and standard deviation of IGD of 30 independent
runs. We find that the IGD values of NNIAIWO are better than NNIA and MOEA/D on
UF1, UF2, UF3 and UF4. For these five test problems, the stable performance of
MOEA/D is the best.

5 Conclusion

By executing an extensive experiments, we conclude that the new operator introduced
in NNIA can improve the convergence of some test problems and at the same time this
operator does not destroy the original advantages of NNIA, and it can also improve the
stability of the diversity of the solutions of ZDT2, ZDT4, DTLZ3 and DTLZ4. The
numbers of function evaluations does not increase on most of the test problems but
decrease. Our algorithm also have a better performance than NNIA in UF1, UF2, UF3,
UF4 and UF7, this further illustrates that our operator played a certain role in
improving the original NNIA, but there are still many things to improve our algorithm:
the convergence and diversity are not well in these five UF test problems.
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Abstract. Manifold learning algorithms are nonlinear dimensionality reduction
methods which could find the intrinsic geometry structure of the data points and
recover the latent main factors that influence object changes. However, noise is
unavoidable for datasets in the process of sampling. The noisy data easily get
wrong results when using manifold learning algorithms. This paper proposes a
noisy-data pre-processing method for manifold learning algorithms. Firstly, we
utilize shrink strategy and adopt the eigenvalue linear criterion to find the tan-
gent hyperplane of each data point. Then, we construct the local coordinate
system for each tangent hyperplane and get the projection coordinates of each
data point. Finally, we reconstruct the high-dimensional coordinates of each data
point by affine transformation. The experiments show that the proposed method
is effective and useful.

Keywords: Noisy data � Manifold learning � Tangent space

1 Introduction

Since the objects in the world change gradually and regularly, the data points that
describe the statues of objects lie on a low-dimensional nonlinear manifold in
high-dimensional observation space [1, 2]. Discovering the structure of the manifold is
a challenging unsupervised learning problem, which is called dimensionality reduction
in pattern recognition [4–11]. The discovered low-dimensional structures can be further
used in classification, motion analysis, clustering and data visualization [13, 14]. The
key point is that the dimensions of the input spaces can be very high, however, the
intrinsic dimensionality for dataset is limited by few factors. The purpose of manifold
learning algorithms is to discover a low-dimensional embedding that preserves prop-
erties (e.g. geodesic distance or local relationships) of the high-dimensional input
datasets.

Manifold learning algorithms [1, 2, 4–11] had attracted attention of researchers due
to their geometric intuition, nonlinear nature and computational feasibility. However,
noise is unavoidable in data collection process. Noisy data could make the proper
neighbor set hard to obtain and lead the manifold learning algorithms failure. For this
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topic, Vellido and Velazco [3] discussed the effect of noise on an unsupervised feature
selection method for manifold learning by Generative Topographic Mapping, however,
they do not discuss how to remove the noise. Dadkhahi [12] utilized temporal infor-
mation in out-of-sample points to make the embedding robust to noise. However, this
method just suits for ISOMAP algorithm. Zhang et al. [9] promoted the robust of
manifold learning from the aspect of algorithm. But it did not discuss the noise problem
separately.

In this paper, we propose a noise-removal method for manifold learning. Since the
scatter cloud points without noise lie on a manifold precisely, whereas the distribution
of noise points is irregular. From the other point of view, points without noise lie on the
tangent spaces of the manifold nearby and the noise data go out of them. Therefore, the
noise point could be eliminated by tangent space projection.

Firstly, we construct tangent spaces for each point. If the neighbor set of a data
point is ‘flat’ enough, it can be regard as the tangent space of this point. We utilize the
ratio of summation of eigenvalues to measure the similarity between neighborhood and
tangent space and adopt shrink strategy to obtain the eligible neighbor sets. Then, we
construct the local coordinate system for each tangent space by principle component
analysis (PCA) method and get the coordinates of each data point by projection.
Finally, we recover the high-dimensional coordinates of each data point by
affine transformation. Since the local tangent space alignment (LTSA) [8] method
is regarded as the optimal manifold learning algorithm, this paper utilize this method to
evaluate our noise removal method.

The rest of the paper is organized as follows. Section 2 presents the algorithm of
LTSA and dimension reduction results influenced by different levels of noise. Sec-
tion 3 details how to select tangent hyperplane of each point by shrink strategy and
how to remove noise data points by projection. Experiments over several data discrete
cloud point data sets are discussed in Sects. 4, and 5 draws some conclusions.

2 A Brief Review of LTSA and the Drawbacks of Noisy Data

2.1 LTSA Algorithm

The basic idea of LTSA is to construct local linear approximations of the manifold in
the form of a collection of overlapping approximate tangent spaces at each sample
point, and then align those tangent spaces to obtain a global parametrization of the
manifold. This idea comes from the mathematical definition of a manifold. The
algorithm steps are shown in Table 1.

2.2 Noisy Data for Nonlinear Dimensionality Reduction

The data points distribute on a low-dimensional manifold and the location of noise data
points go out of the manifold. Generally, LTSA works well if the neighbor sets are well
determined. However, when selecting neighbor set for noise data points by KNN or
�� ball method. It is easy to select a wrong neighbor set, which called ‘short circuit’
phenomenon.
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In Fig. 1, the data points distribute on curve that embeds in two-dimensional plane.
In which, the solid dots stand for data points, the circles stand for noise data points and
the points mark by triangle are the center points of the neighborhood which shows by
dot line. The neighbor sets are determined by KNN method, and the parameter k ¼ 4. It
is obviously that the neighbor set of the noise data point pnoise at the bottom left
contains three data points outside of data set and one point inside the data set which
marked by “□”. In this neighbor set, the geodesic distance between the inside point and
other three outside points is extremely large. It leads to the low-dimensional coordi-
nates of points could not reflect the geometrical structure rightly and makes the
manifold algorithm failure.

Table 1. LTSA algorithm

Fig. 1. ‘Short circuit’ phenomenon
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To illustrate the noise data set influence for manifold learning visually, we generate
Swiss Roll Data Sets with different noise intensities and use LTSA algorithm to handle
them (Table 2).

The Fig. 2(a) shows the Noise Swiss Roll Data Sets which the noise parameter
increases from 0 to 0.8, in which n = 1000. The Fig. 2(b) is the nonlinear dimen-
sionality reduction result by LTSA for each data set in (a) respectively, in which the
KNN parameter k = 7. It is obvious that the low-dimensionality coordinate could
reflect the real geometry structure of data points when noise� 0:4. As noise intensity
increases, the location of low-dimensional points cat not reflect the right geometry
structure of the data point. It shows that the true structure of data points could not be
recovered in low-dimensional space when the noise is strength enough.

The Fig. 2(a) shows the Noise Swiss Roll Data Sets which the noise parameter
increases from 0 to 0.8, in which n = 1000. The Fig. 2(b) is the nonlinear dimen-
sionality reduction result by LTSA for each data set in (a) respectively, in which the
KNN parameter k = 7. It is obvious that the low-dimensionality coordinate could
reflect the real geometry structure of data points when noise� 0:4. As noise intensity
increases, the location of low-dimensional points cat not reflect the right geometry
structure of the data point. It shows that the true structure of data points could not be
recovered in low-dimensional space when the noise is strength enough.

3 Noise Data Remove Method

The data points without noise lie on a manifold precisely, whereas, the location data
points with noise is irregular out of manifold. If we focus on a local space on a
manifold, a data point could regard as lie on its tangent space. Therefore, we could get
the tangent space of each point firstly and then project data points on tangent spaces
which contain them. That is the main idea of our noise data processing method.

Table 2. MATLAB code for generating Noise Swiss Roll Data
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(a)

(a) : noise = 0             noise = 0.1            noise = 0.2

noise = 0.3     noise = 0.4              noise = 0.5

noise = 0.6      noise = 0.7                noise = 0.8

(b):         noise = 0           noise = 0.1             noise = 0.2

noise = 0.3       noise = 0.4              noise = 0.5

noise = 0.6          noise = 0.7               noise = 0.8

Fig. 2. Effect of noise on nonlinear dimensionality reduction

Noise-Removal Method for Manifold Learning 195



3.1 Tangent Space Construction

Since the dataset constructs by scattered points, which distribute on a low-dimensional
manifold embedded in high-dimensional observation space, the neighborhood of a data
point could regard as the tangent space of this point if it is plat enough as a plane or
hyperplane. However, the neighborhood might be not ‘plat’ enough when the curvature
of the manifold is large at this area.

Suppose cloud data points distribute on d-dimensional manifold embedded in D-
dimensional observation space. A neighborhood Ni could be regarded as a tangent
space if it similarity to Euclidean Space Rd . In other words, the data points in the
neighbor set Ni of point Pi distribute on a d-dimensional hyperplane. It means that the
variance of complementary D� dð Þ-dimensional subspace is zero. Therefore, we could
adopt the ratio of variance of hyperplane and the variance of complementary subspace
to measure the similarity of Ni and Rd . Suppose the data matrix of Ni is
Xi ¼ x1; � � � ; xk½ �, the d biggest variance could obtain by PCA:

Xi � �xeT
� �

Xi � �xeT
� �T¼ V ^ VT ð1Þ

where �x ¼ Xie=k; e ¼ 1; � � � ; 1½ �T
zfflfflfflfflfflffl}|fflfflfflfflfflffl{k

;V ¼ v1; � � � ; vD½ �;^ ¼ diag k1; � � � ; kDð Þ; Xi � xeTð Þ
is centralized symmetric matrix. In which, k1; � � � ; kD are eigenvalues arranged from
big to small and v1; � � � ; vD are the corresponding eigenvectors.

Since the ki corresponds to value of variance on the vi direction, the Ni could
approximate to Rd satisfy:

k1 þ � � � þ kd � k1 þ � � � þ kD ¼ [
P

i� d kiP
i�D ki

¼ d � 1 ð2Þ

If ratio d close to 1, the Ni close to Rd . Therefore, we utilize shrink strategy to guarantee
that each neighbor set could regard as the tangent hyperplane. Firstly, we obtain initial
neighbor sets by KNN or �� ball method. Then, we sent a threshold dT and calculate
the variance ratio d. If d\dT , we remove the largest distance point from the neighbor
set utile d[ dT . The steps of tangent space construction are shown in Table 3.

3.2 Noise Removal Method

Suppose the data matrix of tangent space Ni is Xi ¼ xi1; � � � ; xiki½ �, P ¼ u1; � � � ; ud½ � is
the vector basis of tangent space, which obtain by decompose by SVD:

Xi ¼ U ^ VT ¼ u1 � � � ; ud|fflfflfflfflffl{zfflfflfflfflffl}
P

; � � � ; uD
2
4

3
5 r1 � � � 0

..

. . .
. ..

.

0 � � � rD

2
64

3
75

vT1
..
.

vTD

2
64

3
75 ð3Þ

where, the singular value r1 � � � � � rD. If �x1 is the date point xj project on u1, so:
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uT1 e ¼ 0 ) uT1 xj � x̂1u1
� � ¼ 0 ) x̂1 ¼ uT1 xj

uT1u1
ð4Þ

Then, the project point �xij of xj on the tangent hyperplane xi is:

uT1

..

.

uTd

2
664

3
775 xj � Pix̂ij
� � ¼ 0 ) PT

i xj � Pix̂ij
� � ¼ 0

) x̂ij ¼ PT
i Pi

� ��1
PT
i xj

ð5Þ

The coordinates of xj on high-dimensional space is:

~xij ¼ Px̂ij þ xie ð6Þ

where, e ¼ 1; � � � ; 1½ �T
zfflfflfflfflfflffl}|fflfflfflfflfflffl{D

. It should be noted that the point xj has different coordinates on
different tangent space, we adopt the mean value as the projection coordinate.

x0j ¼
1
n

XN
i¼1

~xijSi; Si ¼ 1 if : xj 2 Ni

0 if : xj 62 Ni

�
ð7Þ

where, n is the point number of data set.

Table 3. Tangent space construction
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In this way, the noise data points are projected on the tangent hyperplane and the
data points without noise stay same. The steps of noise data remove are shown in
Table 4.

4 Experiments

To evaluate the performance of proposed method, we test it on Classical Swiss Roll
Data sets with noise and compare the nonlinear dimensionality reduction results of
noise data set and noise-removal data set.

In Fig. 3(a), we generate Swiss Roll Data set with noise ¼ 0:4 by MATLAB,
which contains 1000 points. (b) shows the noise-removal data set of (a) by proposed
method. It is obviously that the data points lie on a manifold more regularly after noise
elimination. (c) and (d) is the dimensionality reduction results of LTSA for (a), in
which the KNN parameter is k ¼ 8 and k ¼ 9 respectivly. When k� 5, the LTSA is
failure because of the number of intersection points is not enough. When 5\k\8, the
results are likely to (c); when 9\k\15, the results are likely to (d). when k� 15, the
result could not show the true geometry structure because of ‘short circuit’ phe-
nomenon. For the noise data set, the reasonable results whatever the parameter k take.
(e) and (f) are the nonlinear dimensionality reduction results for noise-removal data set
(b) by LTSA. It could reflect the geometry structure of data points and it is robust to
different parameter k.

Moreover, we do experiment on noise data set and the removed-noise data by
LTSA with different parameter k 100 times and list the results in Table 5. In which, we
use Embedded error, Fuzzy location error and Exact location error to evaluate the
results. Embedded error refers to the error between the result and ground-truth data.
Fuzzy location error refers to error of neighbor set location relationship between the
result and ground-truth data. Exact location error refers to error of point location
relationship between the result and ground-truth data. The mean value keeps three valid
number and standard deviation keeps two valid number. It is obvious that the numerical
indices are improved large after using the proposed noise-remove method.

Table 4. Noisy data remove processing
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Noise Data Set: noise-removal data

LTSA result for (a) k = 8     LTSA result for (a) k = 9

(a) (b)

(c)                                        (d) 

LTSA result for (b) k = 8        LTSA result for (b) k = 9

(e) (f)

Fig. 3. Nonlinear dimensionality reduction for noise and noise-removed data set by LTSA

Table 5. Numerical indices comparison

Noise swiss roll data set Noise-removal swiss roll data set

Embedded
error

Fuzzy location
error

Exact location
error

Embedded
error

Fuzzy location
error

Exact location
error

k = 6 773� 5:1 55:4� 0:23 83:4� 0:10 5:40� 0:075 14:4� 0:062 67:2� 0:11
k = 7 608� 4:2 53:0� 0:21 81:0� 0:11 3:62� 0:051 17:3� 0:060 51:6� 0:13

k = 8 401� 3:8 49:8� 0:19 90:0� 0:13 3:31� 0:049 16:0� 0:067 36:9� 0:091
k = 9 65:0� 0:87 48:2� 0:23 89:9� 0:10 3:49� 0:048 16:2� 0:065 29:7� 0:083
k = 10 84:1� 0:56 60:6� 0:19 86:2� 0:10 3:77� 0:070 18:4� 0:71 31:7� 0:095

k = 11 93� 0:82 48:9� 0:18 91:4� 0:10 4:44� 0:083 23:2� 0:75 42:4� 0:10
k = 12 266� 2:8 51:9� 0:21 89:6� 0:21 4:64� 0:031 32:0� 0:61 45:1� 0:11
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5 Discussions and Future Work

This paper proposed a noisy data pre-processing method for manifold learning algo-
rithms. Firstly, we utilized shrink strategy and adopted the ratio of summation of
eigenvalues as linear criterion to obtain the tangent space of each data point. Then, we
constructed the local coordinate system for each tangent hyperplane by principle
component analysis method and got the projection coordinates of each data point.
Finally, we reconstructed the high-dimensional coordinates of each data point by
affine transformation. The experiment showed the proposed method is effective and
useful. This paper just considered the data sets that mixed with Gaussian noise.
However, the type of noise has diversity under different situation. How to deal with
different types of noise is the direction of our future work.
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Abstract. The traditional fault detection methods have certain detection delay
for dynamic processes with strong nonlinearity. In order to increase fault
detection rate and decrease the fault detection delay, this paper proposed a new
fault isolation and diagnosis method. The faulty and normal samples are sepa-
rated using moving window Fisher discriminant analysis combining with mean
and variance of projection error, then obtain the fault point position by
hypothesis testing theory. Furthermore, the projection vector is revised by
adding the auxiliary deviation. To identify the fault variables, relative error of
variance is presented and compared with traditional complete deposition con-
struction plots method. The simulation results of Tennessee Eastman benchmark
process fault data sets show the advantages of this proposed method in fault
isolation and diagnosis.

Keywords: Improved Ffisher discriminant analysis � Relative error of
variance � Hypothesis testing � Canonical correlation analysis

1 Introduction

The fault diagnosis and isolation are key technology to ensure production safety and
improve product quality and production efficiency in industrial processes. Many
methods have been proposed over the past decade [1]. Multivariate statistical analysis
method as a data-driven technique has been widely concerned by academic and
industry, which does not need accurate mathematical model and prior knowledge, only
using the historical data in the feature extraction, feature space construction statistics
for fault detection, and according to the contribution of pattern recognition fault
variables.

There are many multivariate statistical process monitoring (MSPM) methods, such
as principal component analysis (PCA) and partial least squares (PLS), where the
statistical model is built and the normal operating region is established using a series of
normal operating data. However, the PCA and PLS are not suitable enough for fault
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diagnosis due to the ignorance of the information between the classes during the period
of deciding the lower dimensional representation.

Furthermore, the traditional fault detection in the industrial process usually adopts
T2 and squared prediction error (SPE) statistical indices, T2 is Markov norm of the
principal component vector of the sample and SPE is the prediction error square of the
principal component model based on Euclidean distance, due to the inconsistency
between the two statistics, leading to different fault detection results.

Nowadays, because of contribution plots can be obtained without prior process
knowledge, they are widely used for fault diagnosis, which display the contribution of
each process variable by observing the statistics T2 and SPE [2]. However, the root cause
of an abnormal condition may not be distinguished well by the contribution plots [3].

For industrial process fault diagnosis, the history data of the industrial process is
divided into different classes, and each class denotes a specific fault. Fisher discrimi-
nant analysis (FDA) is a data classification technique in terms of maximizing the
separability of these classes, which can isolate process fault from normal operation [4].

This paper proposed an improved Fisher discriminant analysis, which combines the
moving window with FDA to solve single fault point problem. The fault interval can be
quickly detected by mean and variance of time series data, then using hypothesis
testing to determine the fault position. Differing from the contribution plots, relative
error of variance of fault variables is performed to find out the fault variables.

The arrangement of the rest of this paper is following: Sect. 2 describes the fault
isolation and identification method in detail. Then the improved FDA and relative error
of variance are applied to data collected from the Tennessee Eastman process simulator
in Sect. 3. Finally, conclusions are drawn in the Sect. 4.

2 Fault Isolation and Identification

2.1 Improved Fisher Discriminant Analysis

FDA is proved to be a very effective dimensionality reduction method, and its linear
model is robust to noise. The main idea of this method is to find the vectors p
separating different classes, for which the Fisher criterion has a maximum value.

max
pTSbp
pTSwp

ð1Þ

where Sb denotes the between-class scatter matrix, and Sw is the within-class scatter
matrix.

For the purpose of achieving the classification of information extraction and
compression feature space dimension effect, the model of high dimension sample
projection to optimal discriminant vector space, and projection ensures the minimum
sample within-class distance and maximum between-class distance in the new sub-
space. In other words, the separability of data samples is the best in the space.

Hence, as an effective feature extraction method, it can create the largest projection
of the inter class scatter matrix of the sample, and in the meantime the scatter matrix is
the smallest in the class.
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Assuming X 2 Rn�m is data set, which including n samples and c classes. And each
sample has m variables.

The between-class scatter matrix Sb is defined as

Sb ¼
Xc

j¼1
nið�xi � �xÞð�xi � �xÞT ð2Þ

where �xi,�x are the average vector class i and the all samples of the matrix X, respec-
tively. Besides, ni is the number of samples of class i.

Then, the between-class scatter matrix is given by

Sw ¼
Xc
i¼1

Si ð3Þ

where c is the number of classes, Si is the within-class scattering matrix of class i,
which is defined as

Si ¼
X
xi2Xi

ðxi � �xiÞðxi � �xiÞT ð4Þ

where xi is ith row of the matrix X.
According to Fisher criterion (1), the solution of the optimal projection vector p is

to solve the generalized eigenvalue problem as

JðpÞ ¼ pTSbp
pTSwp

ð5Þ

In order to compute the vector p, ensure the denominator normalization, otherwise
whatever p to expand any times, the above function is right, it is not possible to
determine p.

Assuming pTSwpk k ¼ 1, and introducing Lagrange multiplier k, then we can get
function f ðpÞ.

f ðpÞ ¼ pTSbp� kðpTSwp� 1Þ ð6Þ

Then derivation of p, and assuming Sw is invertible.

Sbp ¼ kSwp ð7Þ

Furthermore, Eq. (7) is multiplied by S�1
w , we can obtain optimal projection

vector p.

S�1
w Sbp ¼ kp ð8Þ

where k is a diagonal matrix, which is composed of eigenvalues of the matrix.
The optimal project vector p can be obtained by performing the eigenvalue

decomposition on the scaled matrix S�1
w Sb. By sorting the eigenvalues in descending
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order and recording the columns of the associated eigenvectors. And the optimal
projection vector is the maximum eigenvalue corresponding eigenvector.

Vi ¼ Xip ð9Þ

where Vi 2 Rn�1 is the vector after projection, Xi 2 Rn�m and p 2 Rm�1 are the samples
and optimal projection vector, respectively.

According to error of the normal sample projection vector and the fault sample
projection vector. The Eq. (9) can be revised as

Vi ¼ Xipþwk ð10Þ

where wk is the auxiliary deviation, and k is the separation point.

2.2 Fault Identification

In industry dynamic process, assuming time serial data matrix X 2 Rn�m as

XðkÞ ¼
xTt xTt�1 � � � xTt�k
xTt�1 xTt�2 � � � xTt�k�1

..

. ..
. . .

. ..
.

xTtþ k�n xTtþ k�n�1 � � � xTt�n

2
6664

3
7775 ð11Þ

where xTt is the m dimensional process variable at the time instance t.
Because of the different data types of variables in the industry process. The matrix

X must be standardized, which is scaled to zero mean and unit variance as

s ¼ 1
n� 1

Xn
i¼1

ðxi��xÞ2Þ
 !1

2

ð12Þ

Then covariance matrix is calculated as

C ¼ 1
n� 1

XTX ð13Þ

Further, perform the eigen-decomposed to the covariance matrix C and to obtain the
principal and residual loading of X as follows

PS ¼ PPTx ð14Þ

RS ¼ ðI� PPTÞx ð15Þ

where P 2 Rm�l is the principal loading. PS and RS denote principal space and residual
space, respectively.
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The contribution of the original jth measurement variable to the monitoring
statistics T2 and SPE are calculated as

CONT T2i ¼
Xp
j¼1

tTi xj=ki
�� �� ð16Þ

where ti and xj denote the ith nonlinear principal components and jth original mea-
surement variable, respectively. And p denotes the number of the principal component,
k is eigenvalue.

CONT SPE ¼ ðxi � ðI � P � PTÞÞ2 ð17Þ

where xi and P denote testing sample and loading matrix, respectively.

3 Case Study

3.1 Tennessee Eastman Benchmark Process

The Tennessee Eastman (TE) benchmark process is a simulation of an actual nonlinear
dynamic industrial plant, which has been widely used as a benchmark simulation for
comparing various process monitoring and fault detection [5].

The TE process is a complicated chemical process, which has one normal data set
and 21 different fault data sets, which are divided into five types: step, random vari-
ation, sticking, unknown and constant position. The fault type is given in literature [6].

3.2 Fault Point Position Detection

Before analyzing the data, it need the standardized processing, which is mainly to
eliminate dimension relationship between the variables, to make the data comparable.
The attribute data which is in accordance with the proportion of the zoom, fell on a
small specific interval, to further analyze the data attributes.

In order to determine the separation point of fault data from normal sample theo-
retically. The hypothesis testing method is applied. Assuming that the samples are
consistent with normal distribution. According to the results of separation position of
normal and fault samples of seven step type. Therefore, we proposed two contrary
hypothesis: H0 : l ¼ l0 ¼ 161 and H1 : l 6¼ l0. Then on the basis of a reasonable rule
Eq. (18), using known samples to make a decision whether to accept the assumption
H0 or accept the hypothesis H1. If accept H0, that is to say, the value 161 is deemed as
the separation point position.

P H0f g ¼ Pl0

�X� l0
r=

ffiffiffi
n

p
����

����� k

� �
¼ a ð18Þ
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where H0 : l ¼ l0, �X is the mean of the separation point vector. The parameter r and a
denote the standard deviation and the significance level ð0\a\1Þ, respectively.
Besides, k is the quantile.

We define testing statistic as

z ¼
�X� l0
r=

ffiffiffi
n

p
����

���� ð19Þ

According to the hypothesis testing theory, if z greater than or equal to k, denote that
reject the hypothesis H0, otherwise represent accept the hypothesis H0.

In this experiment, the significance level a is set 0.05, then k ¼ za=2 ¼ 1:96 is
computed. And n ¼ 7; r ¼ 3:9581. Further, calculate the testing statistic z ¼ 1:3369.
Obviously, the value of testing statistic z less than the quantile k. Therefore, the result
shows that hypothesis H0 is accepted, thus the separation point position is 161.

3.3 Fault Isolation

In the industrial process, such as the chemical industry, the production process data is
time serials data. Once the fault occurs, the obtained data after the fault point are fault
data, because the fault cannot recover by itself. Therefore, the IFDA is used to separate
fault from normal samples, and the position when separated is the fault detection delay.
The detection results for fault 1 and 4 is shown in Fig. 1.

In the fault detection research field, fault detection rate (FDR) [7] is commonly used
criteria, which is the percentage of fault samples identified correctly. It can be calcu-
lated as

FDR ¼ Ncf

Ntf
� 100 ð20Þ

Fig. 1. Detection results of Fault 1 and 4 (red dashed lines denote normal samples and blue
dotted lines represent fault samples) (Color figure online)
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where Ncf and Ntf are the number of fault identified correctly and the total fault
samples.

For most of fault detection using fault detection rates and fault alarm rates, but not
taking the fault detection delay into account. Fault detection delay is that when the fault
occurs, failed to detected timely. The canonical correlation analysis (CCA) is used to
dynamic process fault detection, which separates the fault from the normal time serial
data [8]. Table 1 is the result that fault detection rates and detection delay with IFDA,

FDA and CCA three different method, the improved Fisher discriminant analysis is the
best of the three methods. Moreover, the FDA is better than the CCA method.

3.4 Fault Variable Diagnosis

After the fault occurs, we need to further determine which variables have significantly
changed. The conventional fault diagnosis method is the construction plots method.
And the most commonly used construction plots is complete decomposition con-
struction (CDC) [9], which decomposes the fault detection index as the summation of
the variable contributions.

This paper presented a method which can quickly detect significant variation of
variables. Firstly, we compute the error of normal and fault samples, and obtain the
variance of the error. Then the relative error of the variance is calculated as

REV ¼ varfault � varnormal
varnormal

ð21Þ

where varfault and varnormal denote variance of the normal and fault samples,
respectively.

The Fault 1 and Fault 4 are selected to analyze. Many variables with interacting and
counteracting effects are affected in Fault 1, and these effects consequently confuses
fault identification methods. In Fault 4, a step change of cooling water flow rate in the
reactor originates from the step change of the cooling water inlet temperature [10].

Table 1. FDRs (%) and detection delay (min)

Fault id IFDA
method

FDA
method

CCA
method

FDR DD FDR DD FDR DD

1 100 0 99.375 15 99.375 15
2 100 0 98.75 30 100 0
3 100 0 97.375 63 92.625 177
4 100 0 100 0 95.625 105
5 100 0 99.875 3 100 0
6 100 0 100 0 100 0
7 100 0 99.875 3 98.75 30
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The relative error of the variables x1 and x44 are 45.1308 and 45.0934, respectively.
Obviously, the variables x1 and x44 are the two most significant fault variables in Fig. 2.
Then the actual plots of variable x1 and x44 are shown in Fig. 3. The result illustrates
that the relative error of variance method is feasible.

The relative error of the variables x18 and x51 are −0.3575 and 6.2882, respectively.
From the Fig. 2, we can easy find that the value of x51 is the largest, which just is the
reactor cooling water flow rate. Through analysis of the Fault 4 above, this result
conform to the actual situation.

In addition, comparing with the relative error of variances, the contribution plots
are performed based on the PCA.

Usually, when CPV is greater than 85%, the former k principal component can
contain most of the original data set information.

Figure 4 is the construction plots of the Fault 6. For example, the variable x49 is not
diagnosed by CDC construction plots. However, variable x49 is a significant change

Fig. 2. Relative error of variance of Fault 1 and 4

Fig. 3. Variable value of Fault 1 and Fault 4 (red dashed lines denote normal samples and blue
dotted lines represent fault samples) (Color figure online)
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Fig. 4. Variables construction plots of Fault 6

Fig. 5. Variable x49 value of Fault 6 (red dashed lines denote normal variables and blue dotted
lines represent fault variables) (Color figure online)

Table 2. Fault error diagnosis rates (%)

Fault no. Relative error of variances Construction plots based on PCA

1 11.54 17.31
2 9.62 21.15
3 11.54 15.38
4 9.62 13.46
5 9.62 19.23
6 3.85 26.92
7 13.46 17.30
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from the Fig. 5. But when using the relative error of the variance to diagnosis, the
variable x49 can be diagnosed.

In order to compare the superiority of the two algorithms, the fault error diagnosis
rate is defined, which is calculated the percentage of fault identified as normal samples.

FEDR ¼ Nnf

Ntf
� 100 ð22Þ

where Nnf denotes the number of fault samples which considered as normal samples,
and Ntf is the number of total fault samples.

The results in Table 2. show that the fault error diagnosis rates of relative error of
variance is less than that of construction plots based on PCA.

4 Conclusions

In the dynamic industry process, the data generated from production process is time
serials data. Once the fault occurs, since the fault cannot be automatically repaired, all
data obtained after the fault point is fault data. For this situation, a new method of fault
isolation and diagnosis for a class of nonlinear multivariate process is proposed.
Improved Fisher discriminant analysis can effectively detect the faults from the normal
samples. By comparing IFDA with conventional FDA and CCA algorithm, the result
shows that fault detection rates and fault detection delay of IFDA are better than the
others.

Additionally, fault variables diagnosis is also a significant problem needed to be
settled after the faults are isolated. This paper uses the relative error of variance of the
normal and fault samples to determine which variables are fault variables. The fault
error diagnosis rates are lower than CDC method. The simulation results of TE process
fault detection data sets show the advantages of the proposed method in fault isolation
and diagnosis.
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Abstract. In this paper, in order to linearize the nonlinear model of batch
processes, a batch process is modeled by just in time learning (JITL) method and
dynamic updating locally linear model parameters along batch cycle is also
proposed. Considering that the error between the actual model and the predic-
tion model, iterative learning control strategy based on a quadratic performance
criterion is proposed and the system controller is solved by linear matrix
inequality (LMI) method. Moreover the convergence of tracking error based on
ILC is also analyzed and the conditions of convergence is proposed. In order to
satisfy the condition, a novel ILC method based on JITL is proposed. To
improve the convergence speed, this paper further uses of ILC based on nominal
trajectory. As a result, the simulation results show that the system has better
accuracy of output. It provides a new way for the control of batch processes.

Keywords: Batch processes � Iterative learning control (ILC) � Linear matrix
inequality (LMI) � Just in time learning (JITL)

1 Introduction

Modern process industry is gradually developing from the production of large quan-
tities and basic materials to the production of small quantities, many varieties and
serialization. Batch processes have the characteristics of small batch and multi pro-
duction, which meets the requirements of modern process industries. It plays more and
more important roles in many manufacturing fields [1, 2]. Although batch processes
have been widely used in industry, there are no steady working points in batch pro-
cesses, which has characteristic of highly nonlinearity. These characteristics determine
that the control of batch processes is more complicated than that of continuous process
control, so it needs new non-traditional technologies. The idea of iterative learning
control is very suitable for the optimal control of batch processes [3, 4]. It uses the
previous control experience and the output error to correct the current output of control.
The actual output trajectory of the controlled system converges to the desired output
trajectory in a finite time interval.

Because of batch processes have the characteristic of repetitive motion, iterative
learning control is widely used in batch processes. It realizes improved tracking and
control optimization [5, 6].The LMI technique has become a useful tool for solve
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control problem. With the wide application of LMI, more and more scholars apply the
LMI method to the batch processes. Ghaffari proposed a robust predictive control
approach for additive discrete time uncertain nonlinear systems. A sufficient state
feedback synthesis condition is provided in the form of a LMI optimization and is
solved online at each time step [7]. Wang proposed a closed-loop robust iterative
learning fault-tolerant guaranteed cost control scheme for batch processes with actuator
failures [8]. However, most papers just consider model is linear or not consider the
error between actual model and predict model. How to address these problems is worth
studying.

To solve this problem, inspired by JITL technology, we first translate the nonlinear
model into the locally linear model. Considering the model error, we present a design
method of control system and propose a quadratic performance criterion for locally
linear model. Since model error is uncertain, we introduce LMI techniques to design
ILC algorithms. Control law is solved by LMI method.

The paper is structured as follows. Batch processes are modeled based on JITL
technology in Sect. 2. Section 3 presents the proposed ILC control system, and the
controller is obtained by solving the optimal problem. In Sect. 4, the convergence of
the system is analyzed and Sect. 5 gives a simulation example. In the end, the con-
cluding remarks is given in Sect. 6.

2 Locally Linear Model for Batch Processes

2.1 Batch Processes System Description

The batch length of batch processes is tf, which can be divided into T equal intervals,
and define that Uk ¼ ½ukð1Þ; � � � ; ukðTÞ�T and Yk ¼ ½ykð1Þ; � � � ; ykðTÞ�T respectively are
a vector of control input and product quality variables during k-th batch, where k de-
notes the batch.y 2 Rn and u 2 Rm represent the product quality and control action
variables, respectively. In this paper, the nonlinear model can be represented as follow

ŷkðtþ 1Þ ¼ f ½ykðtÞ; ykðt � 1Þ; � � � ; ykðt � ny þ 1Þ; ukðtÞ; ukðt � 1Þ � � � ; ukðt � nu þ 1Þ� ð1Þ

where ny and nu are related to the order of the model.

2.2 Just-in-Time Learning

As shown in the Fig. 1, system predictive output can be obtained by JITL technology.
Firstly, relevant data are obtained by similarity calculation between current query data
and sample data in database. Secondly, we can get locally linear model based on
relevant data. Lastly, system model output can be obtained based on the current input
data and the locally model.

In this paper, the distance and angle information between samples are considered
simultaneously. The Euclidean distance and the angle are weighted as a measurement
of similarity between samples, so that we can obtain the neighborhood data of the
model.
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Sample sets in database are consist of N process data ½y;Xi� ¼ ½yi;Xi1;Xi2;Xi3. . .�
(i = 1, 2,…, n) and input sample point Xq ¼ ½Xq1;Xq2;Xq3. . .�. The formulas of simi-
larity calculation are as follows

dðXq;XiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN
j¼1

ðXqi � XijÞ2
vuut ð2Þ

cos hi ¼
DXT

qDXi

DXq

�� ��
2 DXik k2

ð3Þ

si ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�dðXq�XiÞ

p
þð1� kÞ cos hi; cos hi � 0 ð4Þ

where DXq ¼ Xq � Xq�1, DXi ¼ Xi � Xi�1, h is angle between DXq and DXi, k is
weight coefficient, which influence the model precision. Si is similarity between DXq

and DXi. The larger the value of si, the greater similarity of samples.
A weight wi is assigned to each data Xi and it is calculated by the kernel function,

wi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kðdðxq; xiÞÞ=h

p
, where h is the bandwidth of the kernel function K that normally

uses a Gaussian function, KðdÞ ¼ e�d2 , the predict value is

ŷq ¼ XT
q ðPTPÞ�1PTv ð5Þ

where P = WU, v = Wy, W2RNXN is a weight matrix with diagonal elements wi,
U = RNXN is the matrix with every row corresponding to XT

i and y ¼ ½y1; y2; . . .; yN �T .
We can obtain the database by collect input and output data and select the

appropriate modeling neighborhood by similarity between samples. The locally model
for JITL can be represented by the ARX model and it can be described as follow

ŷðtÞ ¼ ½yðt � 1Þ; yðt � 2Þ; . . .; yðt � nyÞ; uðt � 1Þ; uðt � 2Þ; . . .; uðt � nuÞ�Z ð6Þ

where Z ¼ ½n1; n2; . . .; nny þ nu �T

Fig. 1. Just-in-time learning model
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So we obtain the model of batch processes by the JITL technology. In order to
simplify the model, we select a two-order model with ny = nu = 2. It can be written as
follow

ŷðtÞ ¼ a1yðt � 1Þþ a2yðt � 2Þþ b1uðt � 1Þþ b2uðt � 2Þ ð7Þ

3 Design of Control Strategy Based on LMI

As show in Fig. 2, due to the influence of external disturbance, uncertainty and lin-
earization error. The locally linear model is impossible to approach the real system
completely. There is a certain deviation between the predicted value and the actual
output value. It can be written as follows

~ekðtÞ ¼ ydðtÞ � ~ykðtÞ ¼ ydðtÞ � ðŷkðtÞþ aðêkðtÞþ hêkðtÞÞÞ ð8Þ

where h is uncertain parameters and satisfy h� �h
�� ��

W � q. ê is model prediction errors
of the previous batch as follow

êkþ 1ðtÞ ¼ ykðtÞ � ŷkðtÞ ð9Þ

Quadratic object function is as follow

min
Dukþ 1

max
h2U

J ¼ ~ekþ 1ðtþ 2Þk k2Q þ Dukþ 1ðtþ 1Þk k2R 0� t� N ð10Þ

where Dukþ 1ðtÞ ¼ ukþ 1ðtÞ � ukðtÞ.
The constraint of control input in industry application is as follow

ulow � ukþ 1ðtÞ� uup ð11Þ

Equation (11) can be written as follow

Fig. 2. Structure of optimal control system
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Y
Dukþ 1 �Pkþ 1 ð12Þ

where

Y
¼ I �I½ �T ð13Þ

Pk ¼ ulow � uk
�ðuup � ukÞ

� �
ð14Þ

Lemma 1 [9]: If there exist ~y 2 Rm, such that r1ð~yÞ[ 0 for r1ðyÞ ¼ yTQ1yþ
2sT1 yþ r1 � 0, the following two conditions are equivalent

S1: if for every y such that r1ðyÞ[ 0,

r1ðyÞ ¼ yTQ1yþ 2sT1 yþ r1 � 0 ð15Þ

S2: there exist s� 0, such that the following linear matrix inequality is feasible

Q0 s0
sT0 r0

� �
þ s

Q1 s1
sT1 r1

� �
� 0 ð16Þ

Theorem 1: For a given system (7), the quadratic object function (10) is equivalent to

min k
subject to
k� sðq� �hTW�hÞ �s�hTW YðDukþ 1Þ ZðDukþ 1Þ

� sW X 0
� � I 0
� � � I

2
664

3
775� 0

Q
Duk �Pk

ð17Þ

where X, Y, Z is as follows

X ¼ Q
1
2a�hêkþ 1ðtþ 2Þ ð18Þ

YðDukþ 1Þ ¼ Q
1
2ðaêðtþ 2Þ � ða1ykþ 1ðtÞþ a2ykþ 1ðtþ 2Þ

þ b1ðukðtÞÞþ b2ðukðtþ 1ÞþDukþ 1ðtþ 1ÞÞÞ ð19Þ

ZðDukþ 1Þ ¼ DuTkþ 1ðtþ 1ÞRDukþ 1ðtþ 1Þ
ð0� t�NÞ ð20Þ
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Proof. The quadratic objective performance function can be written as

~eTkþ 1ðtþ 2ÞQ~ekþ 1ðtþ 2ÞþDuTkþ 1ðtþ 1ÞRDukþ 1ðtþ 1Þ
¼ ðekþ 1ðtþ 2Þ � aêkþ 1ðtþ 2Þ � ahêkþ 1ðtþ 2ÞÞTQðekþ 1ðtþ 2Þ�
a�̂ekþ 1ðtþ 2Þ � ahêkþ 1ðtþ 2ÞÞþDuTkþ 1ðtþ 1ÞRDukþ 1ðtþ 1Þ

¼ aQ
1
2hêkþ 1ðtþ 2ÞþQ

1
2ðaêkþ 1ðtþ 2Þ � ekþ 1ðtþ 2ÞÞ

���
���2
2
þ R

1
2Dukþ 1ðtþ 1Þ

���
���2
2

ð21Þ

define X, Y, Z as show in Eqs. (18)–(20).
The min-max problem is equivalent to

min k

Xhþ YðDukþ 1Þk k22 þ ZðDukþ 1Þk k22 � k ð22Þ

8h hj h� �h
�� ��

W � q
n o

ð23Þ

Equation (23) can be rewritten as

1
h

� �T
q� �hTW�h �hTW

W�h �W

� �
1
h

� �
� 0 ð24Þ

So according to Eq. (21), we get

1
h

� �T
k� YðDukþ 1Þk k22� ZðDukþ 1Þk k22 �YðDukþ 1ÞTX

�XTYðDukþ 1Þ �XTX

� �
1
h

� �
� 0 ð25Þ

Using the Lemma 1, we have if there exist a scalar t > 0 such that

1
h

� �T
k� YðDukþ 1Þk k22� ZðDukþ 1Þk k22�sðq� �hTW�hÞ �YðDukþ 1ÞTX � sð�hTWÞ

�XTYðDukþ 1Þ � sW�h �XTXþ sW

� �
1
h

� �
� 0

ð26Þ

Thus

k� YðDukþ 1Þk k22� ZðDukþ 1Þk k22�sðq� �hTW�hÞ �YðDukþ 1ÞTX � sð�hTWÞ
�XTYðDukþ 1Þ � sW�h �XTXþ sW

� �
� 0

ð27Þ

Using the schur complements theorem, we have
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k� sðq� �hTWhÞ �s�hTW YðDukþ 1Þ ZðDukþ 1Þ
� sW X 0
� � I 0
� � � I

2
664

3
775� 0 ð28Þ

This is a LMI in regard to Dukþ 1, so the input increment Dukþ 1 can be obtained by
solving LMIs, and the input of iterative learning control system can be written as
follow

ukþ 1ðtþ 1Þ ¼ Dukþ 1ðtþ 1Þþ ukðtþ 1Þ ð29Þ

4 Convergence Analysis

Theorem 2: Consider a batch process described by Eq. (7). The optimal iterative
control policy will converge to a constant along batch cycle under the condition (30),
namely Duk ¼ ukþ 1 � uk ! 0 as k ! 1.

Gkuk þ êkðhÞ�Gkþ 1uk þ êkþ 1ðhÞ ð30Þ

where ekþ 1ðhÞ ¼ êk þ hêk and the locally linear model can be written as yk ¼ Gkuk

Proof. The error update model is described as follow

ekþ 1 ¼ yd � ŷkþ 1 ¼ ek þ ŷk � ŷkþ 1 ¼ ek � ðGkþ 1ukþ 1 � GkukÞ ð31Þ

According to Eq. (30), we get

ekþ 1 � êkþ 1ðhÞ� ek � ðGkþ 1ukþ 1 � Gkþ 1ukÞ � êkðhÞ ¼ ek � Gkþ 1Dukþ 1 � êkðhÞ
ð32Þ

Then the objective function in Eq. (10).

J ¼ ðekþ 1 � ekþ 1ðhÞÞTQðekþ 1 � ekþ 1ðhÞÞþDuTkþ 1RDukþ 1

�ðek � Gkþ 1Dukþ 1 � êkðhÞÞTQðek � Gkþ 1Dukþ 1 � êkðhÞÞþDuTkþ 1RDukþ 1

¼ DuTkþ 1ðGT
kþ 1QGkþ 1 þRÞDukþ 1 � 2ðek � êkðhÞÞTQGkþ 1Dukþ 1þðek � êkðhÞÞTQðek � êkðhÞÞ

ð33Þ

define as

FðekÞ ¼ min
Dukþ 1

max
h2U

J ð34Þ
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Assume h� is the optimizer of min-max problem for the previous batch, since
ekþ 1 ¼ ek with Dukþ 1 ¼ 0, we have

FðekÞ� ðek � êkðhÞÞTQðek � êkðhÞÞ� ðek � êkðh�ÞÞTQðek � êkðh�ÞÞ
�Fðek�1Þ � DuTk RDuk

ð35Þ

According to Eq. (35), we get

FðekÞþ
Xk
j¼1

DuTj RDuj �Fðe0Þ ð36Þ

We have the conclusion that Duk ! 0 as k ! 1, and thus ukf g converges.
The dynamic model update based on JITL technology is proposed in the paper. But

the optimal iterative control policy converges under constraint condition (30). In order
to satisfy condition, we proposed novel ILC Algorithm as follows

Step 1: Initialization. Let k = 1 and initialize U1,ê1 and parameters Q and R.
Step 2: We can get model Gk by using JITL technology and update the model based

on previous input and output.
Step 3: Calculate fist time input ukð1Þ by the theorem 1, then we can get input uk0ð1Þ

such that ydð2Þ � yk0ð2Þ\d, where d is small scalar.
Step 4: We can get second time model Gk by using previous k0-th batch input and

output, thus we can get second time input uk0ð2Þ by the method which step 2
and step 3 shows.

Step 5: Increase time by 1 and until end time.

Remark1. The above-mentioned method can ensure the condition (30) by getting the
first time input to end time input. The paper gets system model by JITL technology
based on similarity between input data and sample sets, so we can reduce the number of
input data change, and thus we can get controller by above ILC algorithm.

Although above-mentioned method can ensure the condition (30), but since initial
value of U1 is set to 0, the algorithm convergence speed is slowly. In order to solve this
problem, we can first get nominal trajectory by using Theorem 1 where Dukþ 1 2 Rn

and X ¼ Q
1
2a�hêkþ 1ðtf Þ and set it as initial value. Then we can perform the algorithm

step 2 to step 5 based on nominal trajectory.

5 Example

The algorithm presented in this paper is applied to a typical batch reactor, in which a

first-order irreversible exothermic reaction A�!k1 B�!k2 C takes place. This reaction
process are described by the dynamic equations as follows
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_x1 ¼ �k1 expð�E1=TÞx21
_x2 ¼ �k1 expð�E1=TÞx21 � k2 expð�E2=TÞx2

ð37Þ

where x1 and x2 respectively represent the reactant concentration of A and B, and
T denote the reaction temperature. The values of parameter k1, k2, E1 and E2 are given
in Table 1.

In this simulation, the reactor temperature is normalized by using u ¼ ðT � TminÞ=
ðTmax � TminÞ, where Tmin and Tmax are 298(K) and 398(K), respectively.u is the control
variable confined by 0� u� 1, and x2ðtÞ is the output signal. The control objective is
control concentration of B at the end-time by adjusting input u of system.

The initial batch input U = 0 and system output approximate to ydðtf Þ ¼ 0:61. In
order to verify the convergence, we first set different run number according to different
time and we can get each moment input increment as batch increase. The figures are as
follows (Fig. 3).

From the above diagram, we can see input increment convergence to zero.
According to step 1 to step 5, we can get control output and error of the terminal

point by calculating. The figure of control output trajectories based on zero initial value
at 5th, 10th, 30th and 50th batches and error of the terminal point as batch increase are
as follows (Fig. 4).

Table 1. Parameter values for the batch reactor

Parameter Value

k1 4.0 	 103

k2 6.2 	 105

E1 2.5 	 103

E2 5.0 	 103

Fig. 3. The curves of each time input increment
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The figure of control output trajectories based on nominal trajectory at 1st, 5th, 15th
and 30th batches and error of the terminal point as batch increase are as follows
(Fig. 5).

Seen from the chart of the simulation, the algorithm based on nominal trajectory
has faster convergence speed.

The proposed control strategy based on LMI and JITL was compared with tradition
iterative learning control(ILC) strategy [10],which is the representative method in batch
processes control. The final output error values can be seen from Table 2. It is clear that
the proposed control strategy has faster convergence rate and yields a more accurate
final output than that obtained by traditional ILC.

Fig. 4. The control output trajectories at 5th, 10th, 30th and 50th batches based on zero initial
value and the curve of error based on zero initial value

Fig. 5. The control output trajectories at 1st, 5th, 15th and 30th batches based on nominal
trajectory and the curve of error based on nominal trajectory

Table 2. Final output error value based on two controller systems

Methods 1st batch 20th batch 35th batch 50th batch

The proposed control strategy 1.0 	 10−2 9.0 	 10−4 1.4 	 10−4 5.2 	 10−5

Tradition iterative learning control 1.1 	 10−1 1.6 	 10−3 1.5 	 10−3 1.5 	 10−3
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Remark2. The convergence of control algorithm is strictly proved and tracking per-
formance is analyzed in this paper. The proposed control system verify that perfect
tracking can be attained. The simulation has indicated that this method has greatly
improved the accuracy of system output. The proposed control strategy was applied to
a simulation example and the results demonstrate that the control system has good
tracking performance.

6 Conclusion

This paper first gives locally linear model based on JITL method, thus it realizes that
nonconvex optimization problem of nonlinear system is translated into convex opti-
mization problem of linear system. Then we proposed a novel ILC algorithm which
ensure convergence of control input. In addition, this paper gives design method of the
controller based on LMI method and studies performance of convergence. The simu-
lation studies show the proposed algorithm have better tracking performance.
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Abstract. Nowadays contents of the web multiply everyday. However, for
particular company or individual, some kind of information has higher priority.
For example, among so much information on the internet, web pages containing
academic papers are definitely more attractive to a researcher. And the problem
lies in how to find that kind of data. Therefore we design a spider that targets
only on online academic papers. Besides reserving three major parts of a tra-
ditional spider, we make some modifications on Filter and Parser so that our
spider is competent enough to accomplish the mission. And the essential
mechanism of recognizing and extracting expected pages primarily lies on
keyword-matching and Finite State Machine Theory. After roaming on two web
sites, the spider successfully collects desirable information. We can safely see
from the result that in future by optimization and modification this theme-based
spider may work more efficiently or even expands to other fields of interest.

Keywords: Theme-based � Spider � Paper

1 Introduction

Information on the internet has been growing faster and faster everyday since the build
of the World Wide Web. The information bomb makes it extremely difficult for user to
find useful data, and to solve the problem, spider and search engine were born. Spider
has been defined as “software programs that traverse the World Wide Web information
space by following hypertext links and retrieving Web documents by standard HTTP
protocol” [1].
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Today internet users are familiar with such search engines as Google [A.1] and Baidu
[A.2], which are supported by general-purpose spiders browsing web pages on a
breath-first strategy. If the task is tofind pages of “a particular kind or on a particular topic”
[2], a more advanced spider, theme-based spider or “focused-crawler” [3] is needed.

This paper describes the structure and kernel mechanism of the theme-based spider
which targets only on academic papers. Compared with other themes, paper has
characteristics that are easier to extract and generalize, which will be discussed later.
And this is the reason we choose paper as our initial focus of research. In the following
chapters, “Intelligent Spider” will be used as a nickname of the theme-based spider for
academic papers.

2 Structure of Intelligent Spider

Usually, a general-purpose spider consists of three major parts: Crawler or
“Page-Collector” [4], Filter and Parser or “Page-Indexer” [4]. Crawler aims at fetching
web pages, according to the URL (Uniform Resource Locators) provided by Filter.
Filter takes charge in extracting new URL and texts of the web pages. New URL will
be sent back to Crawler and texts back to Parser, which parses the contents and creates
index for later retrieving.

More advanced than spider, Intelligent Spider is supposed to fetch pages dis-
criminatively. It has to recognize pages containing information about the paper (called
Key-Info below) and extract such information (Fig. 1).

To complete such task, we make some modifications on the second part, the Filter.
As the Fig. 2 shows, a module in charge of Key Information recognition and extraction
is integrated into filter, whose output now becomes Key-Info as a result.

Also, another module, Format is added into parser in order to get a better repre-
sentation of Key-Info.

Server

D
atabase

URL

Webpage

URL Text Index

Text

C
raw

ler

Filter

Parser

Fig. 1. Classic three parts of a spider

Server

D
atabase

URL 

Web 

URL Text Index

Text

C
raw

ler

Filter

Parser

○1  ○2  

Fig. 2. Structure of Intelligent Spider. ①: Key-Info recognition, ②: Key-Info format.
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“As for the implement, there are generally two ways: recursive and non-recursive”
[5]. And our spider adopts the latter one since recursive spider does not agree with
multi-thread running. Also, as experiment [6] shows, non-recursive spider works more
efficiently than recursive one.

3 Kernel Mechanism and its Evolution

Key-Info recognition and extraction, which seems naturally easy for people, is quite
difficult for web spider, since it can not understand human languages. Before going
further, we need to consider how human brain accomplishes this task. Actually, not all
people can recognize Key Information. A baby certainly can not, a junior student may
be unlikely to tell, and even an adult, if he or she knows little about academic paper,
may fail. Therefore, it is the knowledge about academic paper that leads us to recognize
the Key-Info. Keywords such as “title”, “author”, and “abstract” may be an obvious
hint. To put it straight, the appearance of “title” in some page suggests that reader will
read the title later in the same page. And so does that of “author” and “abstract”. This
mechanism is common in daily life. For example, if a person receives a pretty packed
box on his birthday, he will expect it to be his birthday gift, though he does not know
what exactly is in the box until it is opened. Therefore, after matching some keyword,
Intelligent Spider may “expect” to meet the relative content, even if it does not
understand the meaning and neither does it need to.

Besides keywords, there is another obvious hint for Key-Info. Since all contents are
viewed through a web browser, web page designer adds many ornamental elements to
get a tidy appearance for Key-Info. And HTML tags such as <table>, <td> and <tr>
may be of great help in Key-Info recognition (Fig. 3).

So we get the kernel mechanism of Key-Info recognition, a combination of
keywords-match and HTML-tag- assistance. The process of recognition is something
like a FSM (Finite State Machine), as Fig. 4 indicates.

Title           Theme-based Spider for Paper
Author       Peifeng Yin, Chenxi Shao
Institution  Department of CS, USTC
Keywords   theme-based, spider, paper

Nowadays contents of the web
Abstract      multiply everyday. However,

for particular company…
Date          mm/dd/yyyy

Fig. 3. Classic appearance of Key-Info in web page
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However, it is not the whole story. Sometimes the web page only contains a list of
papers, which may be misjudged as Key-Info. And it’s necessary to introduce a new
state, Keywords-Recorder, to eliminate such unpleasant circumstances. Keywords-
Recorder records keywords in one page and recognize the repeatedly appearing key-
words. When Filter meets the same keyword more than once, it can be sure that the
information is just a list of papers and desert the page immediately (Fig. 5).

There is another situation worth considering. Sometimes a web page contains the
Key-Info of some paper. However, this Key-Info is a brief version and a detailed one
can be obtained by visiting the hypertext link provided by the page (called Bait-page).
In this case, Filter is supposed to discard the Bait-page wisely and wait for the detailed
one. Therefore, we add another state to count the frequency of keywords since a
Bait-page usually displays low frequency of keywords (Fig. 6).

Start 1 2 end

1 Keywords-match  2: Content-obtain 

Fig. 4. Original state switching

Start 1 2 end

3

1: Keywords-match  2: Content-obtain 
3: Keywords-recorder 

Fig. 5. Revised state switching

Start 1 2 end

3

4

1: Keywords-match 2: Content-obtain 
3: Keywords-recorder  4: Counter

Fig. 6. Re-modified state switching
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Sometimes, Key-Info is split into several parts, each put in a different page. This
situation is due to the tag “<iframe>”, which allows designer to store the data in
different pages and leave to internet browser the integrating task. That means, a page
bonded with a specific URL may serve as a frame, and contents actually come from
other URLs. To get a complete picture of Key-Info, Filter has to use a stack to reserve
different data streams. So we have the final FSM as Fig. 7.

4 Algorithm

Now we provide an algorithm to describe the mechanism introduced above. It goes as:

a. Match keywords? If yes, go to b; else return to a;
b. Keywords appeared before? If yes, go to f; else record the keyword and go to the

next step;
c. Read the following content until tag </td> is met; counter++ and go on;
d. Has tag </table> occurred? If yes, go to e; else return to a;
e. Is counter greater than x? If yes, submit the information; else, discard it;
f. Quit.

In the algorithm, the x is the value that judges whether the page being parsed is a
Bait-page and its value is manually determined, usually ranging from 3 to 5. By our
experience, a proper value is 4.

5 Results

After programming work is done, we make the spider run on two web sites, Science
Paper Online[A.3] and CNKI[A.4], for experiment. One thing worth mentioning is that
the spider usually works from night to dawn of next day, about 23:00–7:00, when
network suffers less burden. Moreover, Crawler will sleep for a random time, between
5 to 10 s, whenever it fetches a web page, so that the server is free of frequent queries.

Start 1 2 end

3

4

5

1: Keywords-match  2: Content-obtain 
3: Keywords-recorder  4: Counter

5: Push & Pop data stream

Fig. 7. Final state switching
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All of these are to be “a responsible spider designer” [7]. So far, it has successfully
recognized 9753 web pages which contain Key-Info out of 38208 pages in total.
Figures 8, 9 and 10 clearly shows the input and output of the spider, or exactly, the
Filter. And Table 1 displays some of the working records.

With these data at hand, a search engine, PaperSo[A.5] is built, providing service of
online search for academic papers.

Fig. 8. Classic view of a page through web browser

Fig. 9. Web page in the spider’s eye
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6 Conclusion and Future Work

Over the past decade, Web spiders have evolved from “simple breadth-first search
spiders to intelligent, adaptive spiders” [8]. By adding new mechanism and making
modifications, spiders can focus on specific kind of information and therefore work
better on information recognition and classification. However, more work has to be
done on spider to catch up with the web whose content is growing, both in quantity and
scope, day after day. For a theme-based spider, we think there are two aspects in which
it may be improved.

6.1 Optimization in Crawler

URLs of pages coming from the same web site may have something in common, which
allows the Crawler to evaluate URLs extracted by Filter. That is to say, instead of
fetching pages mechanically, Crawler may give higher priority to some kind of URL,
based on its working experience. As a result, web spider can access pages of interest in
shorter time. Specific knowledge of Artificial Intelligence, such as SVM (Support
Vector Machine), Neutral Network and so on may be useful in this part.

Fig. 10. Output of filter

Table 1. Work records of Intelligent Spider.

Date
(mm/dd/yyyy)

Running time
(min)

Number of pages
fetched

Number of pages
recognized

07/15/2008 40 961 114
07/31/2008 40 958 237
08/03/2008 40 982 258
08/11/2008 40 778 248
10/10/2008 40 310 114
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6.2 Human-Spider Interaction

A perfect theme-based spider can always keep its focus accordant with master’s
interest. Through human-spider interaction, user may conveniently control the working
of spider. The problem lies in how to make spider understand its user’s interest. One
possible solution is to use Characteristic Vector, a common term in Text Clustering.
However, more research has to be done before any conclusion comes out.

Appendix: URLs of Search Engines

1. Google: http://www.google.cn
2. Baidu: http://www.baidu.com
3. Science Paper Online: http://www.paper.edu.cn
4. CNKI: http://dlib.cnki.net/kns50
5. PaperSo: http://202.38.79.80:8080/ps/search.jsp
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Abstract. A novel iterative learning algorithm is proposed for the iden-
tification of linear time-varying (LTV) output-error (OE) systems that
perform tasks repetitively over a finite-time interval. Conventional LTV
system identification normally relies on recursion algorithms in time
domain, which are unable to follow fast changing parameters because of
an inevitable estimation lag. To overcome this problem, an extra itera-
tion axis is introduced besides the time axis in the parameter estimation
process, and identification algorithm performed in iteration domain is
proposed. Firstly, a norm-optimal identification approach is presented
to balance the tradeoff between convergence speed and noise robustness.
Then a bias compensation algorithm is further proposed to improve the
estimation accuracy. Finally, numerical examples are provided to validate
the algorithm and confirm its effectiveness. The algorithm is effective to
estimate both slow and abrupt parameter changes with high accuracy
without estimation lags.

Keywords: System identification · Linear time-varying systems ·
Output error systems · Bias compensation

1 Introduction

Time-varying systems exist extensively in manufacturing processes, aerospace
industry and biomedical systems [1]. Most practical industrial processes are
inherently time-varying, and they cannot be effectively characterized by time
invariant models. Time-varying behavior can come from the actuation system or
the process itself. In [2], a pick-and-place robot working in an assembly line is
investigated. A significant dynamic variation occurs when a mass is picked up or
released. Identification of such linear time-varying systems is often a challenging
problem, and thus is of wide interest in the community of control engineers [3,4].

Recursive least squares (RLS) algorithm is one of the most popular methods
for linear time-invariant (LTI) system identification [5]. However, RLS algorithm
fails to track time-varying parameters due to asymptotically vanishing gains.
c© Springer Nature Singapore Pte Ltd. 2017
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To estimate varying parameters, many identification algorithms have been pro-
posed. One of the most commonly used approaches is the recursive least squares
method with a forgetting factor (FFRLS). The tracking performance of FFRLS
has been discussed in [6]. And various scalar forgetting factor RLS algorithms
have been developed to attain the minimal misadjustment as well as to estimate
the optimal forgetting factor [7,8]. Adaptive filter based methods work reason-
ably well to track time-varying parameters if their variations are slow. However,
if the parameters change quickly with time, these adaptive approaches fail to
track the drastic changes due to their slow converging speed.

Since many systems execute the same task repetitively such as robot arms,
hard-disk drivers and the wafer stage in a lithographic tool [9], iterative learn-
ing methods have draw lots of attentions [10–14]. A novel learning identification
based on least squares (ILLS) was proposed by Sun and Bi [15] to identify repet-
itive ARX systems with time-varying parametric uncertainties. This method
performs recursive identification in iteration domain instead of time domain for
every time index. Compared with the time-varying system identification algo-
rithms mentioned above which aimed for a fast tracking speed, it achieves track-
ing parameter variation satisfactorily. However, this method results in biased
estimates when identifying OE systems. That is because OE systems could be
considered as equation-error type (EET) systems with colored noise, while ARX
systems are white noise EET systems.

The purpose of the paper is two-fold. One is to propose a new identifica-
tion algorithm, which is norm-optimal iterative learning identification (NOILI)
algorithm to estimate the time-varying parameters with no time lag. The other
is to propose a bias compensation method in iteration domain to improve the
estimation accuracy in the presence of measurement noise.

The rest of this paper is organized as follows. Section 2 describes the LTV
system considered in this paper. Section 3 derives the norm-optimal iterative
learning identification algorithm for LTV OE systems. Section 4 proposes a bias
compensation scheme to improve the estimation accuracy. Section 5 provides
examples to show effectiveness of the proposed method. Concluding remarks are
given in Sect. 6.

2 Preliminaries and System Description

Since most system identification algorithms are performed based on sampled data
and described in discrete time, here the system identification for the following
time-varying OE system is considered

y(k) =
B(k, z)
A(k, z)

u(k) + v(k), k = 0, 1, 2, . . . , N (1)

where {u(k)} and {v(k)} are the input and output sequences respectively; {v(k)}
is a white-noise sequence with zero mean and unknown variance σ2; N is the
pre-specified time interval. A(k, z) and B(k, z) are time-varying polynomials of
the backward shift operator z−1 with the following forms
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A(k, z) = 1 + a1(k)z−1 + a2(k)z−2 + . . . + +an(k)z−n

B(k, z) = b1(k)z−1 + b2(k)z−2 + . . . + +bm(k)z−m

The system described in (1) can be rewritten in a regressive form as

y(k) = ϕ(k)θ(k) + ψ(k)θ(k) + v(k) (2)

where the information vector ϕ(k) and the noise vector ψ(k) are defined respec-
tively as

ϕ(k) � [−y(k − 1) − y(k − 2) . . . − y(k − n) u(k − 1) u(k − 2) . . . u(k − m)]
ψ(k) � [v(k − 1) v(k − 2) . . . v(k − n) 0 . . . 0]

The unknown but true time-varying parameter set is defined as

θ(k) � [a1(k) a2(k) . . . an(k)b1(k) b2(k) . . . bm(k)]T

Assumption 1. It is assumed that the system described in (1) satisfies the
following conditions

(1) The plant can be operated multiple times over a pre-specified finite-time
interval — t ∈ [0 N ]. Although the system is time-varying, for each oper-
ation, the parameters at the same time are invariant, i.e., θ(k) = θ1(k) =
. . . = θj(k) = . . ., for k = 0, 1, . . . , N . The subscripts 1, 2, . . . , j, . . . represent
iteration times.

(2) For each iteration, v(k) is white noise with zero mean. u(k) and v(k) are
statistically independent.

(3) All the time-varying parameters at each time index are bounded and the
orders n and m are fixed and known.

The system output at the jth iteration can be written as

yj(k) = ϕj(k)θ(k) + ψj(k)θ(k) + vj(k) (3)

For all iteration (j times), the stacked output vector Yj(k), the stacked noise
vector Vj(k), the stacked information matrix Φj(k) and the stacked noise matrix
Ψj(k) at time k, are defined respectively as

Yj(k) � [y1(k) y2(k) . . . yj(k)]T ∈ R
j×1

Vj(k) � [v1(k) v2(k) . . . vj(k)]T ∈ R
j×1

Φj(k) � [ϕ1(k) ϕ2(k) . . . ϕj(k))]T ∈ R
j×(n+m)

Ψj(k) � [ψ1(k) ψ2(k) . . . ψj(k))]T ∈ R
j×(n+m)

Then the following equation can be obtained

Yj(k) = Φj(k)θ(k) + Ψj(k)θ(k) + Vj(k) (4)
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3 Norm-Optimal Iterative Learning Identification

Different from the recursive identification, which is performed in the time axis
in the form of ̂θ(k) = ̂θ(k − 1) + L(k)e(k), iterative identification estimates
parameters along the iteration axis as follows

̂θj(k) = ̂θj−1(k) + Lj(k)Ej(k) (5)

where ̂θj(k) is the estimate at time k at the jth iteration, Lj(k) is the learning
gain and Lj(k) is the estimation error defined as

Ej(k) � Yj(k) − Φj(k)̂θj(k) (6)

Here a norm-optimal approach is proposed to design the learning law in
Eq. (5). The quadratic cost function is chosen for the balance between conver-
gence speed and noise robustness, given as

Jj(k, ̂θj(k)) = ET
j (k)W1Ej(k) +

[

̂θj(k) − ̂θj−1(k)
]T

W2

[

̂θj(k) − ̂θj−1(k)
]

(7)

where W1 = w1I
j×j ,W2 = w2I

(n+m)×(n+m) are the positive definite weighting
matrices.

For the optimization problem in (7), minimizing Jj(k, ̂θj(k)) by taking the
partial derivative with respect to ̂θj(k) and setting it to zero leads to

̂θj(k) = ̂θj−1(k) + W −1
2 ΦT

j (k)W1Ej(k) (8)

When the iteration index j is large enough, at least n + m, W2 +
ΦT

j (k)W1Φj(k) will be full-rank. Substituting Eq. (6) into (8) yields

̂θj(k) =
[

W2 + ΦT
j (k)W1Φj(k)

]−1
W2

̂θj−1(k)
+

[

W2 + ΦT
j (k)W1Φj(k)

]−1
ΦT

j (k)W1Yj(k)
(9)

which provides an implementable parameter update law.
Lets define

Pj(k) �
[

W2 + ΦT
j (k)W1Φj(k)

]−1
(10)

Obviously,
P −1

j (k) = P −1
j−1(k) + w1ϕ

T
j (k)ϕj(k) (11)

Pj(k) = Pj−1(k) − w1Pj−1(k)ϕT
j (k)ϕj(k)Pj−1(k)

1 + w1ϕj(k)Pj−1(k)ϕT
j (k)

(12)

Denote Δ̂θj(k) � ̂θj(k) − ̂θj−1(k) as the increment of estimates. Then sub-
stituting Eq. (10) into (9) gives the iterative update law for Δ̂θj(k) as follows

Δ̂θj(k) = w2Pj(k)Δ̂θj−1(k) + Lj(k)
[

yj(k) − ϕj(k)̂θj−1(k)
]

(13)
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Lj(k) = w1Pj(k)ϕT
j (k) =

w1Pj−1(k)ϕT
j (k)

1 + w1ϕj(k)Pj−1(k)ϕT
j (k)

(14)

4 Bias Compensation Algorithm

Considering the above knowledge, we are now in a position to state the converged
estimates in the following theorem.

Theorem 1. Consider the LTV system (1) satisfying Assumption 1. Provided
that the inputs are persistent-excitation along the iteration axis, and that they
are stationary and ergodic, then the converged estimates can be represented as

lim
j→∞

̂θj(k) = θ(k) − w1σ
2

[

lim
j→∞

jPj(k)
]

Ωθ(k) (15)

where Ω �
[

In 0
0 0m

]

.

Theorem 1 shows that a bias exists between the estimate ̂θj(k) and the true
parameter θ(k). It results primarily from the measurement noise. Next, a bias-
compensation term will be introduced into ̂θj(k) to improve the estimation accu-
racy.

Equation (15) can be rewritten as

θ(k) = lim
j→∞

[

̂θj(k) + jw1σ
2Pj(k)Ωθ(k)

]

Obviously, ˜θj(k) � ̂θj(k)+jw1σ
2Pj(k)Ωθ(k) is unbiased estimate of the true

parameter θ(k). Thus, a compensation term jw1σ
2Pj(k)Ωθ(k) can be intro-

duced into estimate ̂θj(k) to improve the estimation accuracy. Since noise vari-
ance σ2 and the true parameter θ(k) are unknown, here the compensation term
is designed as jw1σ̂

2Pj(k)Ω˜θj−1(k), where σ̂2 is the estimate of σ2. Thus, the
bias compensation algorithm can be represented in an iterative form as

˜θj(k) = ̂θj(k) + jw1σ̂
2Pj(k)Ω˜θj−1(k) (16)

The estimate of noise variance and the iterative equation about the cost
function can be obtained as follows

σ̂2 =
Jj(k)

jw1

[

1 + ˜θT
j−1(k)Ω̂θj(k)

] (17)

Jj(k) = Jj−1(k) − w2

[

Δ̂θj−1(k)
]T [

Δ̂θj(k) + Δ̂θj−1(k)
]

+ w1

[

yj(k) − ϕj(k)̂θj−1(k)
]2

− w2ϕj(k)Pj−1(k)Δ̂θj−1(k)
[

yj(k) − ϕj(k)̂θj−1(k)
]

1 + w1ϕj(k)Pj−1(k)ϕT
j (k)

(18)
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5 Simulation Results

The following second-order LTV OE system is considered

y(k) =
B(k, z)
A(k, z)

u(k) + v(k)

where

A(k, z) = 1 + a1(k)z−1 + a1(k)z−2 B(k, z) = b1(k)z−1 + b2(k)z−2

with k = 0, 1, . . . , 40 and

a1(k) = −1.5 + sin
(

120
k+1

)

a2(k) = 0.7 + 0.01k sin
(

kπ
5

)

b1(k) = 1 + sin(2kπ/61)
k+1 b2(k) =

{

0.8 k ∈ [0 10] ∪ [20 30]
0.2 k ∈ (10 20) ∪ (30 40)

The time-varying system chosen above involves not only soft variations,
but also abrupt changes in the parameters. The input uj(k) is taken as i.i.d.
persistent-excitation sequence distributed uniformly in [−0.5 0.5]. vj(k) is i.i.d
white noise sequence vj(k) ∈ N(0, σ2), where σ2 = 0.042. To describe the estima-
tion accuracy, the parameter estimation error versus iteration index j is defined
as

δ � 1
N

N
∑

k=1

‖ θj(k) − θ(k) ‖
‖ θ(k) ‖

where θj(k) represents the estimate ̂θj(k) before bias compensation (BC) or the
estimate ˜θj(k) after BC.

The time-varying parameters are identified by the NOILI algorithm where
the weight value w1 and w2 are both set to be 1. Figure 1 shows the estimation
error versus the iteration index j. We can see that after bias compensation, the
estimation error is reduced remarkably, which validates the effectiveness of bias
compensation algorithm.

To illustrate visually the NOILI algorithm’s tracking performance for para-
meter variation, after 200 iterations, the plots of estimates are shown in Fig. 2(a)–
(d) respectively. Clearly, although bias exists between estimates and true para-
meters before BC, NOILI algorithm can track perfectly not only soft but also
abrupt parameter variations with high accuracy after BC.

To indicate the role of weights w1 and w2 in the balance between convergence
speed and noise robustness, the parameters are identified by the NOILI algorithm
under different weights. The solid and dotted bule lines in Fig. 3 represent the
estimation error δ before and after BC respectively under w1 = 1 and w2 = 10−6,
while the red lines represent the estimation error under w1 = 1 and w2 = 1.
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Fig. 1. Estimation error before and after bias compensation respectively

Fig. 2. Estimates by the NOILI algorithm under σ2 = 0.042 when j = 200
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Fig. 3. Estimation error under different weights (Color figure online)
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We can see that the blue lines has a faster convergence speed than the red
lines in the initial several iterations before and after BC. However, severe fluc-
tuation exists between some iterations in the blue lines. With a larger wight w2,
which means a heavier penalty on the changing rate of the estimates, the red
lines before and after BC both become more smooth than the blue ones, which
indicates that the weight w2 in Eq. (7) improves the robustness against noise.

6 Concluding Remarks

This paper proposes a novel norm-optimal learning algorithm for the identifica-
tion of time-varying output-error systems under the Assumption 1. This algo-
rithm performs recursion in iteration domain instead of time domain, making it
effective to estimate both slow and abrupt parameter changes without estima-
tion lag. To eliminate the estimation bias resulting from the measurement noise,
a bias compensation method is proposed to improve the estimation accuracy.
The effectiveness of this algorithm is validated by simulations. Future directions
include estimation for time-varying parameters under colored or just bounded
noise and the application of the proposed method to a real-world identification
problem.

Acknowledgments. This work was supported by the State Key Program of National
Natural Science of China under Grant 51537002, and Chinese National Science Foun-
dation under Grant 51405097.
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Abstract. In order to process the massive distributed data, control the agri-
cultural facilities intelligently and improve the production efficiency, a parallel
Dirichlet Process Mixture Model (DPMM) clustering method is proposed in this
paper based on Spark, which is a memory computing framework. Firstly, the
prediction model of skylight opening degree in greenhouse is obtained by
training the agricultural environmental and facilities data. Secondly, the model is
used to predict the greenhouse skylight opening degree. Thirdly, by compared
experiments, both the feasibility and the efficiency of the proposed parallel
clustering are verified, the prediction accuracy is also calculated. The experi-
mental results show that the proposed approach has higher efficiency and
accuracy.

Keywords: Dirichlet Process Mixture Model � Agriculture environmental
data � Skylight opening value prediction � Spark

1 Introduction

In recent years, with the rapid development of automatic control and cloud computing,
many new technologies have increasingly applied to traditional agricultural production,
for example, intelligent greenhouse monitoring system and agricultural expert
knowledge database.

The accurate environmental control strategy of greenhouse agriculture is the key to
crop breeding; therefore, it is significant to predicting and controlling the action of
agricultural environment facilities. The Priva intelligent greenhouse agriculture system
has accumulated a great deal of agricultural production data for a long time, Data
mining methods are introduced into agricultural data mining, which can better guide
agricultural production1.

As an important method of machine learning, cluster analysis has been successfully
applied to the establishment of crop yield prediction model, environmental anomaly
detection and the division of plant species. Ananthara et al. [2] built a prediction model
of crop yield based on the method of bee hive clustering. Shi [3] has utilized clustering
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ensemble algorithm based on Clustering with Obstructed Distance(COD) and STORM
to detect environment data anomalies during wheat growth. Ruß et al. [4] proposed a
management zone delineation strategy based on clustering approach. By using fuzzy
clustering algorithm, Cao et al. [5] produced fertilizer prescription figure which can
provide reasonable suggestions for fertilizer decision. Wu et al. [6] proposed a clus-
tering algorithm to realize the quality evaluation in the whole life cycle of farm
products.

However, traditional clustering methods need to specify the number of initial
clusters, which is sensitive to the model. Meanwhile, with the scale expansion of
agricultural production and the increase of data type and data amount, the performance
defects using traditional single machine for data storage and operation have gradually
shown. Aiming at these problems, a clustering method base on parallel Dirichlet
process mixture model is proposed to predict the greenhouse skylight opening degree.

Dirichlet process mixed model clustering can deal with complex data sets, without
specifying initial values of clusters, and has the characteristics of fuzzy clustering and
hierarchical clustering. This method has been widely used in sample clustering, topic
modeling, tag extraction and other fields. Yu et al. [7] carried out text clustering by
using Dirichlet process mixed model, solving the problem of estimating the clusters
number for text. Crook et al. [8] lclustered dialogue act using Dirichlet process mixed
model, which can be used to analyze the possible dialogue acts people might represent.
Hu et al. [9] proposed an incremental DPMM-based method, and applied to trajectory
analysis.

Apache Spark is an open source distributed computing framework based on
memory computing, it outperforms MapReduce [10] when dealing with the iteration
task in machine learning.

Combining with the characteristics of agricultural data, we propose a parallel
Dirichlet process mixed model clustering method based on Spark API (Application
Program Interface) and train this model with the data in Priva. In order to improve the
generalization ability of the model for agricultural environmental data processing, cross
validation is adopted to choose the parameters of prediction model. The prediction task
of skylight opening degree is carried out then, which support the control decision for
intelligent greenhouse environment. Finally, to evaluate the prediction effect, the test
dataset in Priva is used to predict the execution accuracy of the model.

2 Preprocessing of Agricultural Environmental Data Based
on MapReduce

The principle of data cleaning is to analyze the causes and existing forms of “dirty
data”, transform the data that does not meet the quality requirements or application
requirements. Data cleaning involves consistency checking, invalid and missing pro-
cessing. The data consistency check is based on specification requirements and check if
the data conform to definitions, such as scope checking and logical checks. For invalid
values and missing values, the most commonly used method is to delete data, correct
data or estimate data according to certain rules.
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2.1 Data Source

About 45,000 data are used in this paper, which were collected from tomato green-
house in ChongMing between 2014.11 and 2015.3. The time intervals between samples
are 5 min. Six features of the dataset are time, temperature (°C), relative humidity (%),
concentration of carbon dioxide (ppm), photosynthetically active radiation (umol/s/m2),
skylight opening degree (%), as shown in Table 1.

2.2 Data Preprocessing

Missing data should be detected and treated firstly. In the actual acquisition process, the
dataset is very easy to be affected by noise, missing values, etc. For instance, there are
127 missing data between 3:40 and 14:10 on 2014.11.30 including environment fields
and actuator fields.

The linear interpolation method is used to fill the missing value in the period. In this
paper, it is implemented by using MapReduce framework. In order to fill a missing
value, the first step is to find the interpolated increment Dd = (xn � x1Þ=n, where x1
and xn are the data points at both ends of the missing data. Interpolation of dataset is
achieved by two iterations. During the first iteration, the Dd can be calculated and
written to HashMap until read to xn. When the Mapper function reads the input data,
the default data row offset in the data file is the input “Key” value to Mapper interface
and the “Value” value is data in each row. The output value is still in original format.
The time that is in the first field of missing value and the increments of other field are
saved in the key value pairs in the variable “map”. During the second iteration, the
original dataset containing the missing value will still be read and filled by the field of
the variable “map” in first iteration that matches acquisition time of x1.

3 Preprocessing of Agricultural Environmental Data Based
on MapReduce

3.1 Process of Dirichlet Clustering

The most important application of the Dirichlet process is the prior distribution of the
parameters for the probabilistic model. Suppose there are observation variables:
y1; y2; . . . are variables subject to the following independent and identically
distribution:

Table 1. Structure of Data.

Time TEMP RH CO2 PAR Skylight opening degree

…… …… …… …… …… ……

2014–11–16 08:00:00 20.1 89 403.84 2.00 47.62
2014–11–16 08:05:00 20 89.98 424.58 2.00 47.60
…… …… …… …… …… ……
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G�DPða;HÞ
xi G�Gj
yi xi �FðxiÞj

ð1Þ

The variable yi obeys distribution FðxiÞ parameterized by xi, G is a priori distri-
bution with parameter xi, if G obeys the Dirichlet process with base distribution H and
lumped parameter a, then this model is called Dirichlet Process mixture model. For
calculation convenience, FðxiÞ usually belongs to exponential family distribution and H
is the corresponding conjugate prior distribution.

The Priva dataset to be analyzed is generated from different multi-dimensional
Gaussian distribution, the parameters of the Gaussian distribution hzi ; ðlzi ;

P
ziÞ are

independent of each other, hzi is generated from Gaussian-inverse-Wishart distribution.
The mean vector is lzi ,where the subscript denotes the class of vectors corresponding to
label zi(zi ¼ j indicates that the ith data is assigned to the jth cluster). The correlation
matrix is

P
zi . The hierarchical representation of the DPMM distribution for the data set

description is as follows:

xi ¼ ðci1; . . .; cidÞ li; zij R�1
i �Nðlzi ;RziÞ; i ¼ 1; . . .; n ð2Þ

lzi ¼ ðlzi1; . . .; lzidÞ R�1
zi �Nðe0; ðc0R�1

zi Þ�1Þ�� ; 1� zi �K ð3Þ

R�1
zi � Wðk0; b0Þ; 1� � zi �K ð4Þ

zi �MultiðPÞ; i ¼ 1; . . .; n ð5Þ

P ¼ ðp1; . . .; pKþ 1Þ�DPðG0; a0Þ ð6Þ

The parameters e0; k0; c0; b0; a0 in (2) to (6) are hyper parameters. DP stands for the
Dirichlet process, N and W represent Gaussian distribution and Wishart distribution
respectively. The multi-dimensional Gaussian distribution in (2) is used to produce
each class cluster in the mixed model, the mean and covariance in formula (2) are
generated by formulas (3) and (4), as a prior distribution in Bayesian statistics, the
number of clusters K depends on the sampling data. In order to reduce the computa-
tional complexity of Gibbs sampling, the distributions in (3) and (4) are chosen as
conjugate prior distributions of the parameters of Gauss distribution in (2).

The distribution in (5) is used to describe the allocation process of each sample
point to a class cluster. This is equivalent to sampling an element from the multinomial
distribution with parameter П. These elements p are corresponding to the weights of
the mixed model, and obey the distribution described in (6). The sampling of DP is
implemented according to the Stick-Breaking construct. The probability that a sample
is assigned to an existing cluster is shown in formula (6.1a), where nk represents the
number of all current sample points belonging to cluster k. The probability of assigning
a sample is shown in the formula (6.1b).
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nk
a0 þ n� 1

; 1� k�K ð6:1aÞ

a0
a0 þ n� 1

ð6:1bÞ

The mean lzi and precision\romanR�1
zi of conditional posterior distributions are

generated by formulas (7) and (8).The parameters e�zi ; c
�
ziR

�1
zi in (7) are generated by (8),

(9) and (10), respectively. Where nzi represents the sample number in the cluster zi.The
parameter b�zi in (8) is generated by an Eq. (12).

lzi xi; zij ;R�1
zi � Nðe�zi ; ðc�ziR�1

zi Þ�1Þ; 1� zi �K ð7Þ

e�zi ¼
c0e0 þ nzixzi
c0 þ nzi

ð8Þ

c�zi ¼ c0 þ nzi ð9Þ

R�1
zi xi; zij � Wðk0 þ nzi ; b

�
ziÞ; 1� zi �K ð10Þ

xzi ¼
Pn
i¼1

xzi

nzi
ð11Þ

b�zi ¼ b0 þð
Xn
i¼1

ðxzi � xziÞðxzi � xziÞTÞþ
c0nzi

c0 þ nzi
ðezi � xziÞðezi � xziÞT ð12Þ

3.2 Clustering Process Based on Gibbs Sampling

Using Gibbs sampling, the probability of redistribution for agricultural environmental
data xi to a new class of cluster z0i is iteratively obtained.

The redistribution of posterior distribution ðp1; . . .; pKþ 1Þ in formula (6) will be
recalculated at each iteration, the allocation probability of the sample points after the ith

iteration is calculated as follows:

pk ¼ Pðzi ¼ kjZ�i;XÞ ¼ 1
c

nk
a0 þ n� 1

Pðxijzi ¼ kÞ; 1� k�K ð13Þ

pKþ 1 ¼ Pðzi ¼ Kþ 1 Z�iXÞj ¼ 1
c

a0
a0 þ n� 1

Pðxi zi ¼ K þ 1Þj ð14Þ

where k is the index of a cluster, the sample point xi is assigned to the cluster k, the
zi = K+1 indicates that the sample is assigned a whole new cluster. As a normalization
variable, C guarantees the sum of probability convergent to 1. Z-i indicates that all
hidden variables Z except the tags are Zi. The conditional probability Pðxi zi ¼ kÞj is the

244 Y. Yu et al.



likelihood of the sample point xi, which is used to assign the label K of the cluster to xi.
The conditional probability cannot be obtained by direct calculation, the integral of the
parameters hziðlzi ;

P
ziÞ of the normal distribution is calculated as follows:

Pðxi zi ¼ kÞj ¼
Z
hk

Fðxi hkÞGðhkÞdhkj

Pðxi zi ¼ Kþ 1Þj ¼
Z
hK þ 1

Fðxi hKþ 1ÞG0ðhKþ 1ÞdhK þ 1j

The Fðxi hkÞj in Eq. (15) is the probability mass function of the Gaussian-Wishart
distribution, which considers the parameter xi and parameterized by hziðlzi ;

P
ziÞ. GðhkÞ

represents all observations according to the base distribution H except xi, the posterior
Gaussian-Wishart distribution is given by formulas (7) and (10).

Formula (15) represents the probability that data points are assigned to an existing
cluster in the mixed model, formula (16) represents the probability that a data point is
assigned to a new cluster not included in the mixed model. Fðxi hK þ 1Þj in formula
(16) stands for the posterior distribution in formula (2). G0ðhKþ 1Þ in formula (16) is the
representation of a priori Gaussian-Wishart distribution, whose parameters are given by
formulas (3) and (4), respectively.

DP is used to determine the ratio of the hybrid model. Gibbs sampling for esti-
mating DPMM parameters can be seen as a simulation of data allocation implemented
by DP. The Spark framework is applied to encapsulate the DPMM algorithm, the Gibbs
sampling process of the DPMM algorithm based on Spark is as follows:

1. Initialize parameter e0; k0; c0; b0; a0;
2. Initialize sample point allocation, according to the formulas (6.1a) and (6.1b),

allocate the sample point X = (x1,… xn) to cluster Zð0Þ � ðzð0Þ1 ; . . .; zð0Þn Þ;
3. When no stopping condition is satisfied, perform the ith iteration: when Z does

not satisfy the condition, the probability distributions described in formulas (13) and

(14) are adopted, each sample point is redistributed to a cluster zðIÞi according to zðI�1Þ
i .

Update kðIÞ on the basis of the clusters number in ZðIÞ and recalculate a0 with
kð0Þ; . . .; kðIÞ according to formula (17).

Firstly, initialize hyper parameter e0; k0; c0; b0 with a priori arguments, and the
precision is initialized by a nonparametric prior constant. Secondly, the sample
redistribution process is implemented in the Spark framework, the redistribution pro-
cess for Gibbs sampling can be described as follows: Firstly, in the ith iteration, the

current model is calculated based on the previous parameter hðI�1Þ
zi ðlðI�1Þ

zi ;
PðI�1Þ

zi Þ and
the cluster label zðI�1Þ

i , this process is implemented via the Spark mapToPair interface.
Then, the mapToPair function is used to scan the whole key value pairs for two times to

calculate hðI�1Þ
zi ðlðI�1Þ

zi ;
PðI�1Þ

zi Þ in the current iteration stage. Secondly, scan all data
rows in the mapToPair function, the number of samples and model parameters
eðIÞzi ; c

ðIÞ
zi ; b

ðIÞ
zi ; x

ðIÞ
zi of each cluster are updated and prepared for calculating the parameters

hðIÞzi ðlðIÞzi ;
PðIÞ

zi Þ of kðIÞ Gauss models in next iteration. Finally, model parameters are
derived according to formulas (13) and (14), then, the sample points are assigned to the
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model whose parameters are updated. The redistribution process is implemented by
using two Spark interfaces: updateStateByKey and mapToPair, MapToPair split data

rows, updateStateByKey updates class variables zðIÞi based on the sampling results of
formula (5), the parameters in formula (5) are solved according to formulas (13) and
(14).

3.3 Prediction of Skylight Opening Degree Based on Clustering Model

The Priva dataset are distinguished when the prediction model is trained to effectively
predict the skylight opening degree. In the prediction section, the Priva test data set is
selected. The fields are the same as those used for the training data set.

According to latitude and longitude information [11] in Shanghai, the time of
sunrise and sunset in different periods is calculated, so as to distinguish between day
and night. In this paper, only daytime model is under consideration.

The results of the prediction model is shown in Tables 2, where l stands for mean
and r stands for standard deviation. The daytime data are clustered and finally generate
10 Gauss models. The 10 models consists of the whole Gauss mixture model, which is
used to perform the predicting task. The first column is the ID number of the Gauss
model and the last column of the table represents the proportion of samples in each
model to the total samples.

The main task of the analysis system described in this paper is to predict the
skylight opening degree value. The Gauss mixture model trained on the Priva data is
used as a predictive model. The prediction process is as follows. First, load the
resulting model files into memory. Then, read the Priva test data set, the model is called
for daytime or nighttime according to the timestamp to execute the prediction. The
prediction process is similar to the allocation process of sample points.

Table 2. Model of daytime.

ID TEMP RH CO2 PAR Opening
degree

Proportion
of model

l r l r l r l r l r

0 16.3 1.6 89.0 4.7 425.2 25.2 1138.5 267.4 95.3 4.7 0.365
1 24.3 3.6 64.4 16.1 358.8 20.5 475.8 35.6 73.7 1.1 0.055
2 20.6 1.5 86.7 5.1 331.1 32.4 229.9 23. 64.8 5.1 0.204
3 17.1 0.7 82.8 3.5 442.7 21.5 157.6 12.5 47.6 1.4 0.148
4 17.6 0.7 87.8 3.0 495.7 29.7 46.9 4.8 15.6 1.0 0.026
5 19.0 0.6 93.1 4.0 378.3 35.6 170.4 15.8 50.4 1.9 0.033
7 18.2 2.2 85.9 6.1 380.1 38.8 14.4 1.8 2.2 0.4 0.097
8 18.8 0.6 90.0 5.4 416.1 32.2 70.1 6.4 20.1 0.7 0.022
9 23.2 1.4 89.1 2.9 283.9 18.0 637.7 64.6 89.4 0.01 0.044
10 19.3 0.2 86.2 1.8 410.0 10.6 846.9 81.4 93.3 0.9 0.006
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Firstly, calculate the probability of each model which generate the sample. Then,
refer to Table 3, to find the according model, calculate the probability P0temp, P0HD,
P0CO2. To predict the skylight opening degree, suppose the degree probability is
P0sky, the probability of the input data generated by the No. 0 model is P0temp *
P0HD * P0CO2 * P0sky. After calculating the probability for all sub-models, the
corresponding model with the highest probability is selected.

Secondly, compare to the skylight opening degree of the test dataset and then
calculate the accuracy of predicting task according to the clustering model. The indi-
cator of successful prediction are shown below as formula (23), where Xpred is the
predictive value, and Xreal is the actual value.

1� Xpred

Xreal

����
����� 0:1 ð23Þ

4 Experimental Results and Analysis

4.1 Experimental Environment

The experiments were carried out under the cluster environment built by two com-
puters. One work as both the master node and the work node (Intel Core i3-6100 CPU
@3.70 GHz, RAM: 8 GB), the other one work as the work node only (Intel Core 2
Duo CPU E8200 @2.66 GHz, RAM: 4 GB).

Ubuntu 14.04, jdk1.8, Scala-2.11.8 and SSH (Secure Shell) were installed and
configured on the two machines. Then, Hadoop 1.2.1 and Spark 1.6.1 were installed.

4.2 Comparison of Clustering Methods

Firstly, the influence of different clustering methods on the accuracy of skylight
opening is compared.

Table 3. Kmeans results of the daytime clustering model.

ID TEMP(°C) RH CO2 PAR Skylight opening degree

0 16.402 89.161 425.431 58.672 56.462
1 24.310 63.829 359.207 463.896 37.923
2 20.859 87.404 328.592 219.457 22.952
3 17.182 83.271 443.519 157.492 14.635
4 17.727 88.097 497.579 46.954 3.923
5 19.020 93.057 376.914 7.452 0.694
6 19.155 87.116 368.907 1024.450 91.550
7 18.528 90.981 421.054 0.103 0.004
8 23.487 90.253 288.336 637.748 61.462
9 19.111 87.507 423.534 846.980 82.923
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Using the same training dataset with DPMM, the data is divided into daytime part
and night part. We use Kmeans and FCM method to training and get two sets of
clustering results, as shown in following tables. Tables 3 and 4 are clustering results of
Kmeans and FCM during daytime, respectively.

Then, each model is used to predict the skylight opening degree on the test set, and
the accuracy is calculated respectively. In order to maintain consistency with the
DPMM clustering condition, the initial cluster number of Kmeans and FCM is set to 10
at daytime. The convergence threshold of FCM membership is set to 1, and the fuzzy
coefficient of FCM is set to 3. As shown in Table 5, the prediction results for the three
clustering models are presented.

Among them, Kmeans was the basis of the hard cluster control group. Since the
cluster of Kmeans is described by the center, it is hard to constraint the cluster scope
and boundary in detail by simply dividing the center point, so there is little data in line
with the forecast index (23) and it shows poor predictive ability on the opening degree.
FCM is the Kmean method in combination with fuzzy sets, the data clusters are
classified in the form of membership, so the intersection between data clusters is the
same point between FCM and DPMM.The different dimension data of the mixed model
controls the distribution range through different variance values, for irregularly dis-
tributed data clusters, it is found that DPMM has better adaptability than FCM,
therefore, DPMM has the highest accuracy in predicting the skylight opening degree.

Table 4. FCM results of the daytime clustering model.

ID TEMP RH CO2 PAR Skylight opening degree

0 21.630 87.960 305.615 1058.672 95.342
1 18.447 87.217 490.690 475.896 73.753
2 18.658 87.568 453.343 229.947 64.876
3 19.478 87.955 398.774 157.692 47.647
4 18.776 87.960 433.814 46.954 39.693
5 20.954 84.417 352.875 7.452 10.464
6 21.151 85.451 331.162 14.450 28.244
7 19.098 87.544 417.590 0.103 0.120
8 20.222 85.733 375.306 637.748 89.476
9 22.303 89.096 275.556 846.980 93.385

Table 5. Prediction results of three clustering models.

Model DPMM Kmeans FCM

Correct number 42474 36537 39735
Error number 3198 9135 5937
accuracy 93% 80% 87%
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4.3 Comparison of Clustering Methods

To test the efficiency of the Spark based skylight opening prediction program when
performing clustering, the operation process of different volume data are specifically
recorded. The data set is shown in Table 6.

In this section, we compare the execution time and speedup ratio by comparing
parallel DPMM with DPMM on single machine (Fig. 1 and Table 7).

As can be seen from the chart above, the parallel DPMM algorithm based on Spark
takes less executing time than the single version DPMM algorithm on the 5 data sets.
When a cluster contains only one node, the speed-up radio is usually less than 1, this is
because the Hadoop cluster has a lot of expense on the framework in addition to

Table 6. Test data set.

Data100 Data200 Data400 Data800

Size 4.2G 8.4G 16.8G 33.6G
Sample number 100000000 200000000 400000000 800000000
Number of fields 5 5 5 5

0 

5 

10 

1 2 3 sp
ee

d-
up

 ra
o

node number

Data100 Data200 Data400 Data800

Fig. 1. Speed-up radio.

Table 7. Result of execution and speed-up ratio.

Execution time
(speed-up ratio)

Stand-alone One machine Two machines Three machines

Data100 4m33s320 4m52s134(0.93) 1m0s299(4.55) 41s246(6.66)
Data200 11m8s169 12m31s908(0.89) 2m19s716(4.80) 1m41s163(6.61)
Data400 22m15s906 24m24s628(0.91) 4m29s334(4.96) 3m5s919(7.21)
Data800 44m24s847 48m30s7(0.92) 8m38s897(5.14) 6m3s658(7.33)
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executing the Spark task. With the increasing number of nodes in the Hadoop cluster,
the speed-up radio is also increasing, which is in line with expectations. The more
nodes are, the finer the distribution granularity of data blocks is, and the higher con-
current operation level. The speed-up ratio decreases as the number of nodes increases.
This is because data blocks need to occupy a lot of time to transfer between nodes,
affecting the efficiency of the entire cluster.

5 Conclusions

In view of the characteristics and development trend of agricultural intelligent green-
house, a prediction method for greenhouse skylight opening degree based on parallel
Dirichlet process mixed model clustering is presented in this paper. The accuracy of
different clustering models for predicting the opening of skylights are compared in the
experiment. The experimental results in Spark distributed platform show that the
method can predict the skylight opening degree in crop growth process with high
efficiency and accuracy.
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Abstract. This paper discusses a two machines permutation flow-shop
scheduling problem with uncertain job processing times, where the criterion is
the weighted earliness and tardiness. Uncertain processing times are described
by interval scenarios, and a robust scheduling model is established to minimize
the maximum penalties for earliness and tardiness. The property for the
worst-case scenario of processing times is discussed for this scheduling model.
Based on the obtained conclusion, a two-layer harmony search algorithm is
proposed to address the characteristic of two-layer searching space. The
inner-layer harmony search algorithm is used for searching the scenario space
for a given schedule, while the outer-layer harmony search algorithm is used for
searching the min-max schedule space. Finally, an extensive experiment is
conducted to testify the effectiveness of the proposed algorithm and the char-
acteristics of the min-max robust solution obtained.

Keywords: Flow-shop scheduling � Min-max model � Uncertain processing
time � Harmony search algorithm

1 Introduction

Since there are a lot of uncertainties in the actual manufacturing environment, the
manufacturing system is more complex under the uncertain environment, and therefore,
the study for uncertain production scheduling problem is more challenging compared to
certain production scheduling problem [1]. Processing time uncertainty is one of the
uncertain factors mostly encountered in production scheduling. These have certain
advantages that using the interval number to describe the uncertain operation pro-
cessing time and using the method of scenario planning to model the uncertain oper-
ation processing time [2].

There are two kinds of scenarios to describe the uncertain processing time: interval
scenario and discrete scenario [3]. Liu et al. [4] propose the uncertainty Just-in-time
scheduling system whose processing time is expressed by interval scenario, and
establish absolute robust scheduling model, meanwhile conclude that the worst-case
scenario is obtained in the interval bound point, and design a two-layer co-evolutionary
algorithm to solve problems based on the conclusion. To job shop scheduling problem,
Yang et al. [5] establish absolute robust scheduling model under the uncertain
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processing time described by interval scenarios, and propose a two-layer
co-evolutionary genetic algorithm.

With the development of JIT (Just-In-Time) production, earliness/tardiness
scheduling problems have become a hot research topic. When earliness/tardiness are
viewed as the objective, the certainty two machines flow shop scheduling problem is
NP - hard problem [6]. Baker and Scudder [7] do a good study about the initial work of
earliness/tardiness scheduling problem. Moslehi et al. [8] present an optimal scheduling
in a two-machine flow shop, in which the objective function is to minimize the sum of
maximum earliness and tardiness. Zegordi et al. [9] apply a simulated annealing
algorithm to solve the permutation flow-shop scheduling problem with
earliness/tardiness costs. Schaller and Valente [10] consider the problem of scheduling
jobs in a permutation flow shop with the objective of minimizing total earliness and
tardiness. A genetic algorithm is proposed for the problem, and comparisons are
executed between the proposed algorithm and a variety of algorithms.

This paper discusses a two machines permutation flow-shop scheduling problem
with uncertain job processing times described by intervals, where the objective is to
minimize the worst-case earliness and tardiness penalty cost. Then a two-layer har-
mony search algorithm is proposed. The outer-layer harmony search algorithm is used
for searching the scheduling space while the inner-layer harmony search algorithm is
used for searching the worst-case scenario of each scheduling.

The remainder of this paper is organized as follows. In Sect. 2, we present the
problem statement and property of the permutation flow shop problem. The two-layer
harmony search algorithm is introduced in Sect. 3. In Sect. 4, the computational
experiment was conducted and the computational results and analysis are given. In
Sect. 5, conclusions are given.

2 Problem Statement and Property

Suppose there are n jobs from the set J ¼ fJ1; J2; � � � ; Jng to be processed in a flow
shop with M ¼ fM1;M2g two machines. Each job need to be performed first on
machine M1 and then on M2 for pi1 and pi2 time units, respectively. At any time, each
machine can process at most one job, and each job can be processed on at most one
machine. Let oij denote the operation of job Ji on machine Mj, where the processing
time pij of operation oij follows the uniform distribution on the interval ½pij; pij�, where
pij and pij denote the processing time lower and upper bounds of operation oij,

respectively. Let s denote a feasible scheduling, and S denote all feasible scheduling
set. Let k ¼ fpij i ¼ 1; 2; � � � ; n; j ¼ 1; 2j g represent a scenario that contains the pro-
cessing time of each operation, where the processing time of each operation in the
scenario k satisfies pij � pij � pij i ¼ 1; 2; � � � ; n; j ¼ 1; 2ð Þ. Each scenario represents an

implementation of the processing time of each operation, and K is a set of all possible

scenarios, namely K ¼ pij pij 2 pij; pij
h i

; i ¼ 1; 2; � � � ; n; j ¼ 1; 2
���n o

. di is the due date

of job Ji, which is known in advance. cijðs; kÞ represent the completion time of job Ji on
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machine Mj in the scenario k under the scheduling s. Under the scheduling s and the
scenario k, the earliness and tardiness of each job can be expressed as

Eiðs; kÞ ¼ maxf0; di � ci2ðs; kÞg; i ¼ 1; 2; � � � ; n
Ti s; kð Þ ¼ maxf0; ci2 s; kð Þ � dig; i ¼ 1; 2; � � � ; n

The objective function can be expressed as follows:

min
s2S

max
k2K

Xn
i¼1

aiEi s; kð Þþ biTi s; kð Þ ð1Þ

Where ai and bi are the earliness and tardiness penalties of job, respectively. Since
aiEi s; kð Þþ biTi s; kð Þ ¼ maxfai di � ci2ðs; kÞ

� �
; bi ci2ðs; kÞ � di

� �g, note:
fi ci2ðs; kÞ
� � ¼ max ai di � ci2ðs; kÞ

� �
; bi ci2ðs; kÞ � di

� �� � ð2Þ

Then the formula (1) can be expressed as:

min
s2S

max
k2K

Xn
i¼1

fi ci2 s; kð Þð Þ ð3Þ

The problem is a min-max optimization problem, which is composed of inner Max
optimization and outer Min optimization. The min-max model is also called the
Absolute Robust Model (ARM).

For the uncertain single machine scheduling problem described by scenario, liter-
ature [3] proves that the worst-case scenario of every scheduling belongs to the sce-
nario set composed by each operation processing time taking the upper or lower
bounds. Therefore, authors only need to search the scenario space constituted by each
operation processing time taking the upper or lower bounds, which greatly decreases
the search space of solving the worst-case scenario of each scheduling. For the
flow-shop scheduling min-max model proposed in this paper, we can get a property of
the inner Max optimization problem when the processing time of the operation is
satisfied with certain conditions.

Property 1: For a given scheduling s, job total weighted earliness and tardiness
penalties function fi ci2ðkÞð Þ is a convex function with regard to the operation pro-

cessing time vector k ¼ p11; p21; � � � pn1; p12; p22; � � � ; pn2
� �T when the operation pro-

cessing time satisfies pi1 � pk2ðk ¼ 1; 2; � � � ; nÞ or pi1 � pk2ðk ¼ 1; 2; � � � ; nÞ.
According to the property of convex function: the linear combination of a finite

number of convex functions is still a convex function. We can draw the following
corollary by Property 1.

Corollary 1:
Pn
i¼1

fi ci2 sð Þ� �
is a linear convex function about the processing time vector

k ¼ p11; p21; � � � pn1; p12; p22; � � � ; pn2
� �T .
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Theorem 1: When the operation processing time satisfy pi1 � pk2ðk ¼ 1; 2; � � � ; nÞ or
pi1 � pk2ðk ¼ 1; 2; � � � ; nÞ, for a given job processing sequence s, the worst-case sce-
nario under the sequence belongs to the scenario set constituted by the extremum of
processing time. In this paper, the Theorem 1 is also called the inner-layer max opti-
mization convex function theorem.

According to Theorem 1, given a job-sequence, the worst-case scenario of the
scheduling belongs to the scenario set composed by each operation processing time
taking the upper or lower bounds. Based on this feature, it can only search the scenario
which is composed of the processing time boundary value of each operation instead of
searching the whole space of each interval variables when we solve the worst-case
scenario of a scheduling. Thus, this can greatly reduce the processing time space, which
is beneficial to improve the searching efficiency of the algorithm.

3 Two-Layer Harmony Search Algorithm

In view of the function (3) min-max model, especially, a Two-Layer Harmony Search
Algorithm (TLHS) is designed, which consists of Outer Harmony Search (OHS) and
Inner Harmony Search (IHS). The OHS is used to optimize the job processing
sequence, whose harmony memory is called Outer Harmony Memory (OHM); the IHS
is used to search each operation processing time (the worst-case scenario) with worst
performance for a given scheduling sequence, whose harmony memory is called Inner
Harmony Memory (IHM). OHM contains only the individual on behalf of job pro-
cessing sequence while IHM contains only the individual on behalf of the scenario k.
OHS and IHS cooperate to solve the min-max problem described by function (3). The
overall algorithm block diagram is shown in Fig. 1.

3.1 Inner Harmony Search Algorithm

For a given job-sequence, IHS mainly searches the processing time of each operation
with the worst performance under the sequence. Based on Theorem 1, for a sequence,
the worst-case scenario of the sequence belongs to the scenario set composed by the
processing time of each operation Pij taking the upper Pij ¼ Pij or lower Pij ¼ Pij. So,

we just need to search the scenario space constituted by the processing time of each
operation taking the upper or lower bounds.

(1) Initializing IHM

xðinerÞ ¼ x11; x21; � � � xn1; x12; x22; � � � xn2½ �, where xij 2 0; 1f g. And pij ¼ pij if

xij ¼ 0; pij ¼ pij if xij ¼ 1.
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IHM ¼
X1ðinerÞ
X2ðinerÞ

..

.

XIHMSðinerÞ

26664
37775 ¼

x111 � � � x1n1 x112 � � � x1n2
x211 � � � x2n1 x212 � � � x2n2
..
. � � � ..

. ..
. � � � ..

.

x211 � � � x2n1 x212 � � � x1n2

26664
37775

Where Xk inerð Þ k ¼ 1; 2 � � � ; IHMS means the first k individual of IHM, and IHMS
represents the size of IHM, and each individual in the IHM is a vector made up of
variable values by 0 or 1. The initialization IHM in this paper, variables in X1 inerð Þ are
all 0, variables in X2 inerð Þ are all 1, variables in other individuals Xk inerð Þ ðk ¼
3; � � � ; IHMSÞ are randomly generated. Individual X inerð Þ in IHM and scenario is
one-to-one correspondence.

OHS generate a new scheduling news

Ensuring the worst solution ws
in current OHM

Initialization of all parameters, ( )h s = +∞

Updating OHM

Outputing best solution of IHM

( ) ( )new wh s h s≤ ? N

Y

IHS update IHM to search the worst-case scenario of news

Y

N OHS termination 
criterion satisfied?

Calculating fitness value ( )newh s

Fig. 1. Two-layer harmony search algorithm
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(2) Generating a new solution

Each variable value in the new solution is generated as follow:

xnewij ¼ xr1ij þ �1ð ÞKxr1ij � xbestij � xr2ij

��� ��� if ðrand\IHMCRÞ
randf0; 1g else

(
ð4Þ

Where, IHMCR is the harmony memory considering probability of IHS, Xbest
ij is xij

value of the optimal solution of the current harmony memory in the corresponding
position, best is the location of the best individual in the current harmony memory, r1
and r2 are randomly chosen two different integers from 1; 2; � � � ; IHMSf g and they are
different from best, randf0; 1g randomly generates 0 or 1 with equal probability.

(3) Updating IHM

After a new solution is obtained, the IHM will be updated by the survival of the
fitter competition between the new solution and the worst solution in the current IHM.
That is, the new will replace the worst and become a new member of the IHM if the
new is better than the worst.

(4) Stopping criterion

In this paper, the maximum number of evolution generations Imaxiter is predefined
to determine when to stop the IHS.

3.2 Outer Harmony Search Algorithm

The purpose of OHS algorithm is to search the processing sequence of jobs. This
subsection mainly introduces the outer harmony search algorithm designed for this
problem.

(1) Initializing OHM

A heuristic method based on NEH is designed to generate the initial harmony
memory of OHS. EDD rule is applied to generate initial solution in deterministic flow
shop scheduling, and NEH rule is often very effective. An EDD rule based on NEH is
adopted to generate an initial solution for the uncertain PFSP with total weighted E/T.

(2) Generating a new solution

Xnew ¼ ½xnew1 xnew2 � � � xnewn �

Where,

xnewj ¼ xrand½i�j if rand1\OHMCRð Þ
randð0; 4Þ else
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whileðxnewj ¼ xrand½i�j Þ
xnewj ¼ xnewj � OBW � rand if ðrand2\OPARÞ

xnewj else

	
Where, rand½i� is a random integer selected from 1; 2; � � � ;HMSf g, rand1; rand2

are random real number generated from 0 to 1 with uniform distribution, OHMCR is
outer harmony memory consideration rate, OPAR is outer pitch adjustment rate, OBW
is outer distance bandwidth.

(3) Updating Outer Harmony Memory

The LOV rule [11] is applied in this paper to translate the real vector stored in the
outer harmony memory into scheduling. After obtaining the new scheduling, IHS is
adopted to search the worst-case scenario of the scheduling, and the performance of the
scheduling in the worst-case scenario is evaluated as the objective value of the solution.
The new solution will replace the worst of the HM if the objective value of the new
solution is less than the worst solution in the current HM. Otherwise, the OHM will not
charge.

(4) Stopping criterion

If the maximum number of iteration Omaxiter is reached, the OHS is terminated.
Otherwise, Step 3 and Step 4 are repeated.

4 Computational Results and Comparisons

An extensive experiment is conducted in this section. The parameters are set as

follows: n = 20, 30, 40, 50, 60. pij is in uniform distribution pij 2 pij; pij
h i

, where

pij 2 U 10; 50h1½ �,pij 2 U pi2; pi2ð1þ h2Þ
h i

(taking h1 ¼ f0:2; 0:4g and h2 ¼ 0:2; 0:4;f
0:6; 0:8; 1:0g respectively). For the processing time of the operation is uncertain in this
paper, the expected processing time of each operation fpij ¼ ðpij þ pijÞ=2 is adopted as

the processing time of each operation, and the Johnson rule is adopted to obtain the
completion time M. The due date of each job is integer discrete uniformly distributed in
interval [0, 1.1M], and the weight coefficient ai/bi are discrete uniformly distributed in
interval [1, 3]. (Outer Harmony Memory Size) OHMS = 10, OHMCR = 0.9,
OPAR = 0.3, OBW = 0.05, Omaxiter ¼ n	 102, IHMCR = 0.9, Imaxiter ¼ 500,
IHMS = 20. All the procedures were coded in C++ and all tests are conducted on a
Pentium G630 at 2.7 GHz with 2.0 GB of RAM.

4.1 Comparison of TLHS and OHS-BRS

In this section, the method that OHS searches the outer scheduling and BRS (Border
Random Search) searches the worst-case scenario of each scheduling is defined as the
OHS-BRS algorithm. Table 1 shows comparison results of TLHS with OHS-BRS
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under different examples. For each example, the two algorithms search for a
pre-scheduling respectively, then generating randomly 5000 scenarios (the processing
time of operation taking the upper or lower bounds), then calculating the objective
value of the two pre-scheduling in each scenario. The worst performance of the two
pre-scheduling in the 5000 simulations is done as the objective function value of the
simulation. For each example simulation 10 times, the average value of the TLHS and
OHS-BRS respectively in the 10 simulation results are recorded as fTLHS and fOHS�BRS.
The worst-case scenario Improvement Rate (WIR) of TLHS algorithm relative to the
OHS-BRS algorithm is calculated as follows:

WIR ¼ ðfOHS�BRS � fTLHSÞ=fTLHS 	 100% ð5Þ

As can be seen from the Table 1, WIR is positive in most examples, which shows
that the worst performance of pre-scheduling in random simulation scenarios obtained
by TLHS algorithm is better than that obtained by OHS-BRS algorithm, in other words,
the robust pre-scheduling of TLHS is able to maintain a good performance in the face
of the disturbance of uncertain processing time. This may be because that the ability of
IHS searching for the worst-case scenario is better than that of BRS method in the
process of max optimization for each scheduling. The worst-case scenario searched by
BRS has a certain deceptive for each schedule, which is easy to guide the outer search
in the wrong direction, and then lead to the searched robust pre-scheduling has a larger
deceptive, then the larger total weighted E/T is generated in the simulation. This also
shows that the proposed TLHS algorithm is effective for solving this problem and has
certain advantages compared with OHS-BRS.

4.2 Comparison of Min-Max Model and Mean Scenario Model

Based on the TLHS algorithm, we compare the min-max model, namely the absolute
robust model (ARM), with the expected scenario model (ESM) [12]. Since the
researched deterministic problem is still the NP-hard problem in this section, the OHS

Table 1. Results of TLHS with OHS-BRS under different examples

h1 h2 WIR(%)
n = 20 n = 30 n = 40 n = 50 n = 60

0.2 0.2 3.253 7.331 6.403 8.308 6.453
0.4 9.252 7.376 9.302 4.838 0.749
0.6 7.262 9.323 4.138 3.586 3.851
0.8 13.72 8.466 11.46 1.288 11.79
1.0 20.22 10.43 10.63 5.464 9.391

0.4 0.2 −0.574 2.657 5.613 −1.316 7.453
0.4 2.657 2.681 13.579 8.152 7.213
0.6 6.177 8.478 7.683 1.797 9.180
0.8 13.13 10.39 11.89 1.895 10.18
1.0 9.031 9.941 9.957 6.439 5.627
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algorithm is adopted to search the optimal scheduling under the expected scenario,
whose parameters are generated the same as that in TLHS algorithm.

The ARM is compared with the ESM with various types of processing time for all
the generated examples, where the two-layer harmony search algorithm proposed in
this paper is denoted as TLHS and the harmony search algorithm for solving the
expected scenario problem is denoted as EHS. For ARM and ESM of each example
simulating 10 times respectively, the average value of the 10 objective function values
of the solution ARM (denoted as fARM) is recorded as the performance of the
pre-scheduling of ARM while the average value of the 10 objective function values of
the solution ESM (denoted as fESM) is recorded as the performance of the ESM under
the pre-scheduling. For each example, the worst performance index (WPI) of the
pre-scheduling obtained by ARM relative to EMS is calculated as follow:

WPI ¼ ðfESM � fARMÞ=fARM ð6Þ

Table 2 shows the worst performance index of the pre-scheduling obtained by
ARM relative to ESM under different parameters and scales of the problem. WPI value
is positive, which indicates that the robustness of the pre-scheduling obtained by ARM
is better than that obtained by ESM, and the greater the WPI value is, the greater the
advantage of ARM is. This is because that, in the ESM, the main consideration of the
EHS algorithm in the process of searching is the mean performance rather than the
searching for the worst-case scenario. But in ARM, the IHS algorithm ensures that the
scheduling with high robustness obtained by the OHS algorithm is more likely to be
survived when the TLHS is in the process of searching, so the scheduling has stronger
robustness. This also indicates that ARM is able to optimize the scheduling robustness
in uncertain environments.

Table 2. Improvement rate of TLHS relative to EHS under different examples

h1 h2 WPI(%)
n = 20 n = 40 n = 60 n = 80 n = 100

0.2 0.2 0.717 2.033 0.805 2.313 7.747
0.4 16.02 0.711 1.116 7.913 3.832
0.6 20.07 3.762 5.211 3.206 5.527
0.8 21.09 14.50 4.604 13.82 6.388
1.0 17.27 3.326 2.524 1.255 4.597

0.4 0.2 6.686 0.631 4.517 2.198 15.39
0.4 12.21 6.151 1.326 10.47 8.731
0.6 2.044 6.556 1.032 7.895 9.067
0.8 5.580 1.951 6.974 4.320 0.341
1.0 11.37 3.623 4.707 3.185 3.057
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5 Conclusions

This paper discusses a two machines permutation flow shop scheduling problem with
uncertain job processing times described by interval scenarios, where the target is to
obtain robust scheduling with minimal E/T weighted sum under the worst-case sce-
nario. In view of the problem with the property of two spaces optimization, a two-layer
harmony search algorithm is designed to solve the problem. Through a lot of simulation
experiments, this paper verifies the validity of the proposed Min-max model and the
designed two-layer harmony search algorithm.
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Abstract. The injection stretch blow moulding (ISBM) process is
widely used to manufacture plastic bottles for the beverage and consumer
goods industry. The majority of the production processes are open-loop
systems, often suffering from high raw material and energy waste. In this
paper, a heuristic based norm-optimal terminal iterative learning control
(ILC) method is proposed to control the preform temperature profiles in
the reheating process. The reheating process is a batch process, and ILC
can achieve improved tracking performance in a fixed time interval. The
terminal ILC (TILC) is a useful strategy when only the terminal tem-
perature profile can be measured in a batch process like the preform
reheating in ISBM. To balance the control performance and energy cost,
a norm-optimal method is applied, leading to a proposal of the new
norm-optimal TILC method in this paper. Heuristic methods including
the swarm optimisation (PSO), differential evolution (DE) and teaching-
learning based optimization (TLBO) are used to calculate the sequence
of norm-optimal control inputs for this non-linear batch process. Simu-
lation results confirm the efficacy of the proposed control strategy.

Keywords: Iterative learning control · Reheating process · Tempera-
ture control · Heuristic optimisation method

1 Introduction

Over the last few decades, the use of plastics has experienced continu-
ous growth due to many advantages including lightweight with high ten-
sile/impact/tear strengths, high temperature/chemical resistance, high clar-
ity/modulus/plasticity and low cost [1]. The injection stretch blow moulding
(ISBM) is a typical processing method in the plastic industry. The numerical
simulation, as an efficient tool, has been applied in the polymer industry [2–4],
endorsing improved process design for this conventional energy intensive indus-
try. However, the majority of plastic production process control systems are still
open-loop, leading to significant energy and material waste.

The batch process is widely used in the manufacturing industry. Among var-
ious batch process control methods, iterative learning control (ILC) is a popular

c© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 262–271, 2017.
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one first proposed in 1971 [5]. It has been widely applied in a numbers of areas
such as robot manipulators [6], injection moulding [7], and rapid thermal process-
ing (RTP) [8], etc. To control the RTP, a terminal ILC (TILC) was proposed in
[9]. In TILC, only the terminal states and outputs are measured, and the control
objective involves the terminal output trajectory. TILC has also been applied in
polymer reheating [10] and robot manipulators [11].

This paper proposes a new ILC control method which is then used to control
the infrared lamp settings to achieve the desired preform terminal temperature
profiles in the reheating process in ISBM. Since the reheating process is a batch
process, the traditional control methods are not suitable to achieve the desired
control objective, namely desired temperature profile of the preform. On the
contrary, this repeatability can be utilized to improve the system control per-
formance by using the ILC method. In the reheating process, only the terminal
system states and outputs of each iteration can be measured. Hence, the ter-
minal ILC strategy is used in this paper. Unlike the traditional terminal ILC
methods where only the control performance is considered, a new cost function
which considers both the control performance and the energy consumption that
are directly related to the control input is proposed, leading to the proposal of a
new norm-optimal terminal ILC. In order to obtain a sequence of nom-optimal
TILC control inputs, several popular heuristic methods including PSO, TLBO
and DE are used. Simulation studies are carried out to verify the effectiveness
and performance of the proposed algorithm.

2 Norm-Optimal TILC Controller Design

Consider a discrete MIMO nonlinear dynamic batch process formulated as

xk(t + 1) = f(xk(t), uk) + ωk(t)
yk(t) = h(xk(t)) + νk(t)

(1)

where t = 0, 1, 2, ..., N is the sampling time index, N is the final sample time
point of each batch process; f(·, ·) and h(·) are some consistent non-linear vector-
value functions respectively; k is the system iteration number; xk(t) ∈ �n is
system state; uk ∈ �m is system control input, yk(t) ∈ �l is system output
where only y(N) is measurable at the end of each trial; ωk(t) ∈ �n, νk(t) ∈ �l

are state disturbance and output noise respectively. The control objective is to
obtain the appropriate control input uk to make the associated output yk(N)
approach the desired output yd as the iteration number k increases. In this case,
the system terminal dynamic model can be represented as [12]

yk(N) = g(uk) + Vk(N) + Wk(N) (2)

where g(·) is the consistent non-linear vector-value function depending on f(·, ·)
and h(·); Vk(N) = νk(N) and Wk(N) =

∑N−1
j=0 hN−j(ωk(j)).

In this case, the system error can be written as

ek(N) = yd − yk(N) = (yd − yk−1(N)) − (yk(N) − yk−1(N)) (3)
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where yd is the system desired output signal and assumed to be a constant
vector.

In this work, an improved norm-optimal ILC learning algorithm is employed
given by (4).

uk = Luuk−1 + Leek−1(N) − Ld(Δ) (4)

where Lu, Le and Ld are the solutions of a new quadratic optimization problem
presented below, and Δ is the system noise and disturbance.

Unlike existing ILC learning algorithms [13,14] where the cost function only
considers the control performance, a new norm-optimal TILC is proposed in
this paper by introducing a new cost function for TILC method. Here, the cost
function consists of three terms introduced below,

J(uk) = ek(N)TQek(N) + (uk − uk−1)TR(uk − uk−1) + uT
k Suk (5)

where the weighting Q, R and S are symmetric positive definite matrices with
a general form as (Q,R, S) = (qI, rI, sI), and 0 ≤ (q, r, s) ≤ 1. In this new
cost function, the first item concerns about system output tracking error during
each iteration, the second item guarantees that the control inputs do not vary
too much between two iterations, and the last item estimates the control input
energy in each iteration. This new cost function balances the control performance
(tracking error of the desired temperature profile of performs) and the control
energy.

Due to the limitation of space, controller convergence analysis is not detailed
in this paper.

3 Heuristic Based Norm-Optimal TILC

In many real industrial applications, it is difficult or even impossible to work
out the optimal control input due to the non-linearity of the batch processes
under investigation. Heuristic methods are useful computational tools to solve
the optimal control input for each iteration. In this work, three heuristic meth-
ods including particle swarm optimization (PSO) [15], teaching-learning based
optimization (TLBO) [16] and differential evolution (DE) [17] are applied to
solve the norm-optimal TILC control problem.

Here the heuristic methods are used to find proper control inputs u to min-
imise the cost function J(u) at the terminal point of each iteration. In a given
iteration, the control inputs which minimize the cost function are considered
as the best solutions, thus as the optimal inputs. For the (k + 1)th iteration
(where k ≥ 1), as an example, based on the control inputs uk from the kth

iteration, a number of candidate solutions u∗
k+1 are generated randomly in an

appropriate range. Then the control inputs u∗
k+1 are applied to system model to

obtain corresponding system output y∗
k+1 and error e∗

k+1(N). Substituting the
(k +1)th iteration information u∗

k+1, e∗
k+1(N) along with the previous kth itera-

tion information uk and ek to the cost function, then the value of Jk+1(u∗
k+1) is

found. Heuristic methods test all candidate control inputs u∗
k+1 and comparing
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the value of Jk+1(u∗
k+1). Finally, the best control inputs uk+1 with the minimum

value of cost function Jk+1(uk+1) for the (k + 1)th iteration are obtained and
recorded with corresponding system error ek+1(N). The structure of heuristic
based norm-optimal TILC is illustrated in Fig. 1.
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yk+1
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Memory

J(u*k+1)

uk+1

ek+1

u*k+1

Desired 
output

Plant
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functionuk
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ydy*k+1

e*k+1

Memory

ek

Fig. 1. The structure of heuristic based norm-optimal TILC

4 Application to the Preform Reheating Process

A practical reheating process for the perform is conducted in this section. The
infrared heating oven used here was manufactured by VITALII & SON and was
made available by the Polymer Processing Research Center (PPRC) at Queens
University Belfast. A side view of the infrared heating oven is shown in Fig. 2.

It can be noted that there are eight infrared lamp tubes (No. 1–No. 8 from
bottom to top) vertically arranged on the right-hand side. Behind each lamp

Fig. 2. Side view of the infrared heating oven [18]
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tube, a reflector is fixed to increase the radiation efficiency. The infrared lamp
tube positions can be adjusted with respect to the preform. In addition, each
lamp tube can be turned on individually depending on the preform type. In this
research, the preform used has a height of 90 mm, due to which five lamp tubes
(No. 1–No. 5) were deemed sufficient for the reheating process.

Utilising the heating oven, terminal temperature of five different positions
(from top to bottom) in a preform during the reheating processes illustrated
in Fig. 3 will be controlled by adjusting the infrared lamp settings, where the
system control input matrix uk is given by the matrix below:

uk =

⎡

⎢
⎢
⎢
⎢
⎣

u1 u2 u3 u4 u5 p1
u1 u2 u3 u4 u5 p2
u1 u2 u3 u4 u5 p3
u1 u2 u3 u4 u5 p4
u1 u2 u3 u4 u5 p5

⎤

⎥
⎥
⎥
⎥
⎦

k

The matrix uk represents five infrared lamp settings (u1, u2, u3, u4, u5) and
position information (p1, p2, p3, p4, p5) as shown in Fig. 3. Five thermocouples
are placed in the corresponding positions p1–p5 where the preform is heated by
five infrared lamps. The control objective is to automatically regulate the lamp
settings to achieve a desired temperature profile of the preform. In the following
simulation, uniform temperature profile are taken as the example, of which the
temperature is set at 100 ◦C. However, since the system is highly coupled, it is
extremely difficult to guarantee the control objective. Fortunately, a small error
is acceptable in the practical reheating process. Therefore, the control objective is
adjusted to make the terminal temperature of each position approach the desired
temperature as closely as possible. Moreover, because infrared lamp power is
directly proportional to the electric energy consumed, the level of lamp setting
can be treated as the energy consumption during the reheating process.

The heuristic based norm-optimal TILC proposed above is applied to the
reheating process to control the preform external terminal temperature profiles.

Fig. 3. The physical interpretation of reheating process control input
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Three popular heuristic methods, including PSO, TLBO, and DE are applied
to the cost function (5) to find out the sequence of optimal control input for
this norm-optimal TILC. For each heuristic method, the settings of the algo-
rithm parameters are given in Table 1, and the convergence of the algorithm is
illustrated in Fig. 4. The statistical analysis results are presented in Fig. 5.

Consider the preform terminal temperature model in a RBF neural network
structure as given below:

yk(N) =
n∑

j=1

θjϕj(uk; cj ;Σj) + ε(N) (6)

where yk(N) ∈ �l denotes the system output vector (e.g. the terminal tempera-
ture of corresponding positions) at the terminal sample time t = N ; uk ∈ �p×m

represents the control input matrix; ϕj(uk; cj ;Σj) is the RBF activation func-
tion, θj denotes the output layer weight for each RBF node; εk(N) ∈ (0, 1)

Table 1. Parameter settings of applied heuristic methods

Method Parameter Value Description

PSO S 10 Number of particles

G 20 Number of generations

C1 (1 − 3) ∗ G/Gmax + 3 Acceleration coefficient of the
cognitive part, Gmax is the
maximum number of generation

C2 (3 − 1) ∗ G/Gmax + 1 Acceleration coefficient of the
social part, Gmax is the maximum
number of generation

r1, r2 ∈ (0, 1) Coefficients randomly generated
from the specified range

w0 1 Inertia weight in velocity updating

vmin 0 Minimum value of speed

vmax 3 Maximum value of speed

TLBO S 10 Population size

G 10 Maximum number of generations

TF 1 or 2 Teaching factor

r1, r2, r3 ∈ (0, 1) Coefficients randomly generated
from the specified range

DE S 10 Population size

G 20 Maximum number of generations

F 0.8 Weight of vector difference

Cr 0.6 Crossover constant

r ∈ (0, 1) Coefficient randomly generated
from the specified range



268 Z. Yang et al.

represents the networks error at terminal sample time t = N , and k is the iter-
ation number. Model (6) is obtained from fitting to the model to a number of
experimental data collected according to the experiment set up shown in Fig. 3.
More details in terms of RBF neural network model could be found in [19].

The heuristic based norm-optimal TILC is then applied to the developed
model to find the optimal control input. For heuristic optimization methods,
their parameter settings are detailed in Table 1.

Low and upper boundaries of the search space are set as [25.5, 22.5, 22.3,
22.6, 23.3] and [38.9, 38.4, 39.7, 33.6, 34.5] respectively. The first iteration lamp
settings are randomly generated as [30, 28.6, 37, 31.7, 25.8]. The results are eval-
uated based on the root mean square error (RMSE) of the terminal temperature
at each iteration. Figures 4 and 5 represent the performance of different heuristic
(including PSO, TLBO, DE) based norm-optimal TILC controllers.

Figure 4 shows the RMSE of the terminal temperature behaviour when the
desired temperatures are uniform at 100 ◦C. It is clear that the three heuristic
methods are able to guarantee that the terminal temperature errors are in the
same range. Comparing the three heuristic methods, PSO works better than the
other two in terms of the convergence rate while DE has a better performance
in final state error. Conversely, TLBO has the worst performance for these two
indexes.

However, due to the stochastic nature of heuristic optimal methods, it is
not suitable to compare the performance of different heuristic methods using a
single simulation result. Therefore, Monte Carlo method is applied to evaluate
the performance of the three heuristic methods. Here, 100 repetitive simulations
are carried out for each heuristic method in each of the conditions. In addition,
different values of weighting parameter S are tested to investigate its effect on
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Fig. 4. The terminal tracking RMSE profiles when desired temperature is uniform at
100 ◦C with respect to iteration
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Fig. 5. Statistical results based on 100 simulations for heuristic based norm-optimal
TILC with respect to simulation number (desired temperature is uniform at 100 ◦C
and system disturbance is considered)

the system output error and control inputs. RMSE of temperature and RMS
of control inputs at final iteration are represented to indicate algorithm perfor-
mance and energy consumption respectively. The statistical results are presented
in Table 2.

Table 2. Statistical analysis based on 100 simulations for heuristic based norm-optimal
TILC (desired output temperature is uniform as 100 ◦C)

Method Parameters Average error Average lamp setting

PSO Q = 1 R = 0.1 S= 0 0.2909 32.1450

Q = 1 R = 0.1 S= 0.001 0.3094 32.1050

TLBO Q = 1 R = 0.1 S= 0 0.5125 32.2000

Q = 1 R = 0.1 S= 0.001 0.5245 32.1470

DE Q = 1 R = 0.1 S= 0 0.2583 32.3970

Q = 1 R = 0.1 S= 0.001 0.2632 32.1206

It could be observed in Table 2 that if parameter S is kept the same, DE
produces the best performance with the smallest RMSE and PSO has the least
energy consumption with the smallest control input. For the same method, the
average error increases while the average lamp setting decreases if parameter S
changes form 0 to 0.001.
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5 Conclusion

In this paper, a heuristic based norm-optimal terminal iterative learning con-
trol method is proposed to control the preform terminal temperature profiles
in a ISBM reheating process. It balances both the control performance and the
control energy sonsumption. In the real ISBM process, it is difficult or even
impossible to determine the optimal control input due to the non-linearity of
the process. In this case, heuristic methods were used as computational tools to
solve this problem. In order to verify the effectiveness of the proposed method,
three different heuristic methods including PSO, TLBO and DE were applied to
find the optimal control inputs. Simulation results confirmed that the proposed
heuristic based norm-optimal TILC method can achieve the control objective,
and three popular heuristic methods were used in the control method, and their
performances are compared and analysed. The control results are sufficiently
precise for the real reheating process [18]. Future work will be addressing the
control of practical reheating system in ISBM process subject to significant dis-
turbances.
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Abstract. Pneumatic valve is an important component of the car and also
widely used in the automation industry. The performance of the pneumatic
valves can be measured by a number of testing parameters which mainly depend
on manual testing in China until now. In order to lessen the labor intensity and
improve the test efficiency, we propose a pneumatic valve performance test
method based on LSSVM algorithm. This method has tested the parameters of
the leakage and pressure of the pneumatic valve so that multi-class data can be
divided into multiple regions according to different characteristics. The exper-
imental result shows that the proposed method is more accurate than the manual
testing in improving the efficiency.

Keywords: Pneumatic valve � LSSVM � Performance testing

1 Introduction

Pneumatic valve has been widely used in automobile industry (one example as shown
in Fig. 1). It is a guarantee of the safe driving which can be installed in the fuel pump
flanges of the vehicle’s fuel supply system and keep the pressure of the fuel tank
constant by adjusting the gas in and out [1, 2]. When the vehicle tilts, the rollover valve
can automatically cut off the oil to prevent fuel leakage. Undoubtedly the application of
pneumatic valve is an appropriate way to ensure driving safety. The pressure and the
leakage are the decisive parameters of the valve’s performance. Accurately forecasting
the malfunction of the pneumatic valve should have great significance [3, 4].

With the rapid growth of the automobile production, the demand for pneumatic
valves is also rising. But the pneumatic valves fault detection nowadays still mainly
depend on manual testing in China [5, 6]. In this paper a method to predict the
malfunction of the valve based on least square support vector machines (LSSVM) is
proposed. The LSSVM develop from Support Vector Machine (SVM) [7, 8].
The LSSVM guided by statistical theory, it has theoretical and mathematical founda-
tion which is suitable for small samples and high nonlinearity. It has transformed the
problems of quadratic programming in SVM into linear equations, which can greatly
reduce the computational complexity and at the same time guarantee the accuracy with
quick disposition [9–11]. Test data input into the LSSVM model and classify according
to the pressure and leakage. The simulation results show that the high classification
accuracy of LSSVM can improve the efficiency of data analysis and find out the
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difference of the performance between the different batches, so as to avoid the influence
on the performance during the production and further ensure traffic safety.

2 Least Square Support Vector Machines

For a classification problemwithM classes, we have N known observation samples, xi as
the input sample, and yi as the category which the i-th sample belongs. First, all the
samples are mapped to the decision space, in which the optimal partition hyperplane is
defined:

fjðxÞ ¼ wjuðxÞþ bj j = 1,. . .; M ð1Þ

where wj is the weight and bj is the threshold value.
For the solution of LSSVM, it should consider the following optimization problem:

min
1
2

XM

j¼1

wjwj þ 1
2
c
XN

i¼1

ð
XM

j¼1

pijnijÞ2 ð2Þ

s.t yi �
XM

j¼1

pijðwjuðxiÞþ bjÞ ¼
XM

j¼1

pijnij ð3Þ

where c is the regularization parameter, nij is the error which generate when the data xi
input to the j-th class, and pij is the membership degree of the i-th data for the j-th class.

When LSSVM comes to multi-class classification, there would have an indivisible
region due to the problem of mixed and missing sub-samples. Based on the LSSVM,
we introduce the fussy membership value, so that different samples could separately
contribute to the decision-making function learning and reduce the noise interference to
eliminate the non-sub-regional ultimately.

Fig. 1. Pneumatic valve

276 J. Li and W. Sun



3 Experiment

In order to realize the automatic detection of equipment, we designed a four-station
pneumatic valve detection device based on LSSVM. Due to this article limitations,
Fig. 2 shows only one station of the test schematic. The pneumatic valve which needs
to be detected is placed at the test chamber. The left side are the airway channels. In
order to obtain the test data, we installed pressure sensor and flow sensor in channels to
get feedback measurements of pressure and leakage. At the beginning of the test, the
gas in the external gas source flow into the test chamber through some of the elec-
tromagnetic reversing valves on the left airway channels. Cut off the left gas path when
the chamber’s pressure reaches the test value and begin to test the pneumatic valve in
the chamber, access the relevant data. After the end of the test open the valves on the
airway, so that the pressure inside the test chamber back to atmospheric pressure.

We conducted a performance test on a batch of fuel pneumatic valves using a
four-station inspection system, which simultaneously measures four valves at a time.
The electromagnetic reversing valves control the opening and closing of the airway.
The operating frequency is 4 Hz. Six months later after the test, some valve began to
malfunction and then began to collect and record the operating status of the valve.
A total of 172 effective records were obtained. Each set of data included air pressure,
leakage characteristics. There were 103 sets of normal operating state records and 69
sets of fault status records, as shown in Fig. 3. In Fig. 3, class 1 is the normal operating
state, and class 2 is the fault state. Table 1 shows the range of the air pressure and
leakage value corresponding to each state when the valve is closed.

Fig. 2. Test schematic of station 1
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4 Fault Prediction Method Based on LSSVM

All the data records were randomly divided into training set and prediction set. The
training set which is used to train the fault classification model takes up two-thirds of
the data records; the prediction set which is used to test the model’s performance takes
up one-third of the data records. The training performance and predictive performance
of the model are evaluated by the correct classification rate of the sample (Eq. (4)). The
letter N means the number of the correctly classified samples, the letter T means the
total number of test samples and the letter P means performance of the model.

P ¼ N
T
� 100% ð4Þ

Located in the decision space, the distance between the sample and its nearest
neighbor is used to judge whether the neighbor belongs to the isolated point and
thereby determine the adjacent point’s membership. Let xi as the primary test sample
and there are k samples which need to be distinguished nearest to xi. The average

Fig. 3. The running state of the pneumatic valves

Table 1. Each status of the valve corresponds to the data range

Pressure(KPa) Leakage (Nm3/h)

Class 1 14.4–17 0–0.9
Class 2 10–17 0.9–8.6
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distance of the k samples to xi is di. The sample which deviation is large in the decision
space can be regarded as an isolated point. In order to reduce its influence on the
accuracy classification, a smaller membership degree is given. To this end, the mem-
bership functions are defined as follow:

ui ¼ 1� ð1� dÞð di � dmin
dmax� dmin

Þ f ð5Þ

d is a small positive number given in advance. The letter f is the parameter that
controls the mapping function and the value of f should be chosen according to the
actual situation. The symbol dmax is the maximum value of di and dmin is the min-
imum value of di.

5 Experimental Results and Discussion

The fault prediction method of medical valve based on LSSVM proposed in Sect. 4 is
implemented, and training performance and prediction performance are evaluated by
formula (4) in the MATLAB.

Figure 4 shows the results of the LSSVM on the valve running state data training
and prediction results. Table 2 shows the training performance and prediction perfor-
mance of LSSVM.

According to Table 2, LSSVM has 100% training and prediction performance for
state 1. For state 2, LSSVM has 100% training performance and 98.55% prediction
performance, but it remains at a high accuracy despite of certain errors. The device can
simultaneously measure four pneumatic valves and each measurement takes only
3 min. We will be able to measure 640 rollovers per day which will greatly improve the
measurement efficiency as well as ensure high measurement accuracy.

Table 2. LSSVM training performance and predictive performance

LSSVM
Training performance Predictive performance

Status 1 100% 100%
Status 2 100% 98.55%
Average 100% 99.28%

Application of LSSVM in Performance Test of Pneumatic Valves 279



(b) Forecast results 

(a) Training results 

Fig. 4. LSSVM training and prediction results
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6 Conclusion

Pneumatic valve can protect the car and guarantee safety driving. It has practical
significance to diagnose and forecast the pneumatic valve.

In this paper, we present a fault diagnosis and prediction method based on least
squares support vector machines. Experimental results demonstrate that the training
performance and test performance of the least squares support vector machine are kept
at a good level, which is more accurate and more efficient than the artificial mea-
surement and explicitly shows the superiority of the least squares support vector
machine.

The four-station pneumatic valve detection system based on least squares support
vector machine (LSSVM) designed in this paper can improve the efficiency by three
times compared with manual measurement. This system not only saves labor but also
improves measurement accuracy.
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Abstract. In this paper, a two-stage optimal detection algorithm is presented
for pedestrians in front of the vehicles. It uses the idea of combing the
coarse-grain and fine-grain to effectively classify and filter. First, it uses the
combination of Color Self-Similarity features based on rectangular block sum-
ming and AdaBoost classifier based on greedy strategy to coarse-grained screen
the pedestrian detection window, then it uses the combination of HOG feature
and libsvm classifier to fine-grained confirm the previous screened pedestrian
detection window, Finally, the target windows is integrated by the greedy
strategy. The AdaBoost classifier’s training time is theoretically shorten to the
1/T time of original algorithm. With the training process, The Color
Self-Similarity features shorten to 250 dimensions by the feature selection.
Then, the method makes full use of the image information and ensures the
detection accuracy.

Keywords: Color Self-Similarity features based on rectangular block
summing � AdaBoost classifier based on greedy strategy � Feature
dimensionality reduction � Grain filter screening � Libsvm

1 Introduction

The study of pedestrian detection systems began in the mid-1990s, and it has become
one of the core research fields in assistant driving. People generally obtain the road
images by using cheap and ordinary optical cameras and improve the comprehensive
performance of pedestrian detection system by the optimized algorithm.

In 2010, Wojek et al. added the CSS (Color Self-Similarity) feature and motion
features to extend the Wojek and Schieles’ feature framework and the measures
improve the detection effect [1]. However, the original CCS feature contains a lot of
redundant information and its’ high vector dimension which lead to the feature
extraction and feature classification more time-consuming. In 2005, Dalal and Triggs

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 282–292, 2017.
DOI: 10.1007/978-981-10-6373-2_29



proposed HOG (Histograms of Oriented Gradients) pedestrian feature descriptor [2],
which has become a milestone in the pedestrian detection research. Since then a lot of
HOG variants are proposed by the researchers. From the present point of view, HOG
feature expression is the best in the single feature extraction. But the redundant cal-
culation and the large amount of computational in the HOG feature extraction lead to
slow the detection speed.

Therefore, this paper presents a two-stage pedestrian detection algorithm for road
image provided by the monocular camera. It is my contribution. It uses the idea of
combing the coarse-grain and the fine-grain to effectively classify and filter. In the first
stage, the CSS feature based on the sum of rectangular blocks and the AdaBoost
classifier based on greedy strategy are used to carry out the coarse-grain screening of
pedestrian window; In the second stage, The combination of HOG feature and libsvm
classifier is used to fine-grained the previous screening of the pedestrian detection
window. Compared with the single pedestrian feature and classifier, the method makes
full use of the image information and shortens the pedestrian detection time and ensures
the detection accuracy.

2 CCS Feature Based on Rectangular Block Summing

According to the CSS feature of Walk et al., the local color feature of the pedestrian
image is analyzed such as the following images. Figure 1(a) is the original pedestrian
image; The face and arm skin color in the Fig. 1(b) is similar; The color of pedestrians’
clothing is also self-similar in Fig. 1(c) and (d).

According to the CSS theory feature, the 128 � 64 images are divided into 8 � 8
blocks and the histogram information of every block in HSV color space is calculated.
Then there is a total of 128 (16 � 8) blocks. The histogram intersection distance is
respectively calculated between the first block and the other 127 blocks, and the
histogram intersection distances of the second block and subsequent 126 blocks are
calculated as well. Finally the feature with 8128 dimensions is got. In the concrete
calculation, the tricolor interpolation is used to reduce the regional aliasing effect.
However, according to the image sensor structure, the interaction between the pixel

Fig. 1. Local structural similarity of pedestrians
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colors in the image is not significant [3], and the three-linear interpolation is
time-consuming. At the same time when the color similarity of the blocks is calculated,
the more complicated histogram intersection is applied. In this paper, the rectangular
block summing is used to replace the mentioned method, which greatly reduces the
computational complexity of CSS feature [4, 5]. These measures improve the calcu-
lation speeds:

(1) Converting an RGB image to HSV color space;
(2) Rectangular Block Feature Extraction and Similarity Calculation: R is defined as

the 8 � 8 rectangular block, and the sum of the matrix blocks are calculated in H,
S and V channels respectively:

SumRH ¼
X
x;y2R

sum xH ; yHð Þ ð1Þ

SumRS ¼
X
x;y2R

sum xS; ySð Þ ð2Þ

SumRV ¼
X
x;y2R

sum xV ; yVð Þ ð3Þ

(3) Calculating the similarity of rectangular blocks: The ratio of two rectangular
blocks is calculated in three channels, the ration is decided the similarity of two
rectangular.

F R1;R2ð Þ ¼ SumR1H

SumR2H
þ SumR1S

SumR2S
þ SumR1V

SumR2V
ð4Þ

The modified feature extraction algorithm is still calculated according to the method
proposed by Walk et al., Finally the 8128 dimension features is got. The dimensions of
the CSS feature are still high, so the dimensionality reduction of the features must be
taken for the real-time scenarios, which is an effective measure to reduce the feature
dimension and improve the efficiency of a given task. It can be divided into feature
extraction and feature selection. The feature extraction regenerates a feature space with
a smaller dimension and a more independent dimension by transforming the original
feature [6].

The feature selection is to select proper subset from the original set. The feature
extraction involves semantic analysis. The natural language sematic processing tech-
nology is not yet developed, so the feature extraction method is not significant. In
contrast, the feature selection is the proper subsets of the origin features, so it is easier
to implement. The feature selection method is used to reduce the CSS feature in the
paper as shown in Fig. 2. In the AdaBoost training process, the each weak classifier
corresponds to a feature. So AdaBoost training process is the feature selection process.
The CSS feature is selected by the AdaBoost training which is directly related to the
classification results. The feature selection result is fed back to the character extraction
stage, the specified feature is only extracted which effectively reduce the time in the
character extraction.
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3 The AdaBoost Classifier Based on Greedy Strategy

In 1995, Freund and Schapire jointly proposed the AdaBoost algorithm which is an
iterative algorithm. The core idea is to train different weak classifiers for the same
training set, and then the weak classifier is combined to form a strong classifier.

The most time-consuming part of the original AdaBoost algorithm is to compute
the weight error rate of the weak classifier. At the end of a round training, all the
training sample weight is updated, and all weak classifiers must be retrained again in
the next round training. The original AdaBoost algorithm training process is shown in
Fig. 3(a). In the training process, the number of training samples and weak classifiers is
very large; the AdaBoost algorithm training time is mostly spent on the weak classifier
training. Although the updated weight samples can focus on the error detection sam-
ples, but it is the very time consuming. If the weak classifier training process is
separated from the cycle, the training time will be significantly reduced as shown in
Fig. 3(b) [7].

The method of serialized tables is implemented to shorten the weak classifier
training time. A training set is given as T ¼ ðx1; y1Þ; ðx2; y2Þ � � � ðxN ; yNÞf g, x 2 X,
X � Rn. yi 2 0; 1ð Þ, the yi ¼ 1 represents the positive samples; the yi ¼ 0 represents the
negative samples; l represents the number of positive samples; m represents the number
of negative samples; n represents the total number of training samples. The algorithm
flow is as follows:

(1) Initialize the weight w1;i ¼ D ið Þ; the negative samples: D ið Þ ¼ 1
2m; the positive

samples: D ið Þ ¼ 1
2l

(2) Each feature of the sample trains a weak classifier. The sample classifier of the jth
feature is hj xð Þ.

Feature1

Feature2

Feature 3

Feature 4

Feature 5

Feature n

Feature
8128

The feature 
selec on  of 

dimensionality 
reduc on

The original CSS feature

Feature 2

Feature 4

Feature n

The  CSS feature
Reduced dimension

Fig. 2. Feature selection diagram
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hj xð Þ ¼ 1 if pjftj xð Þ\pjhj
0 otherwise

�
ð5Þ

The classifier is determined by the threshold hj and the offset pj; pj ¼ �1; ftj xð Þ
represents the jth feature value

(3) Build the following serialized tables.

In the Tables, the errori represents the weighted error rate of a trained weak
classifier. The error1 error2 � � � errorN is an incremental sequence. The fij xk; ykð Þ ¼ 0
or fij xk; ykð Þ ¼ 1 indicates the test result of the hij xð Þ weak classifier detection on the
training sample k. (Where 1 represents positive samples; where 0 represents negative
samples) [8] (Table 1).

In the improved algorithm, the updated weight of the original algorithm and the
process of the weak classifier cycle training are omitted. The algorithm doesn’t find the
optimal solution but treatment each sample equally by the greedy strategy. After the
end of a round of training, the sample weight is not updated. Then the next best weak
classifier is selected by the serializing table and the histogram. It can shorten the
training time to the 1/T time of the original AdaBoost algorithm [9].

Fig. 3. Analysis of AdaBoost training algorithm

Table 1. The serialized tables

error1 hi1 xð Þ fi1 x1; y1ð Þ fi1 x2; y2ð Þ � � � fi1 xn; ynð Þ
error2 hi2 xð Þ fi2 x1; y1ð Þ fi2 x2; y2ð Þ � � � fi2 xn; ynð Þ
..
. ..

. ..
. ..

. � � �
errorN hiN xð Þ fiN x1; y1ð Þ fiN x2; y2ð Þ � � � fiN xn; ynð Þ
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4 Simulation of Algorithm and Comparison of Experimental
Results

Based on the road image of the monocular camera, this paper designs the two-stage
detection system of the pedestrian in front of the vehicle. The experiments are carried
out on the INRIA pedestrian database [10], and Computer configuration: Intel Corei5
2.8 GHz, 12 GB RAM, 64-bit Windows7; Simulation environment: Matlab R2013a.
The DET curve is shown as Fig. 4. It can achieve the precision of 92.6% in our own
detection database with false rate of 7.0%.

The algorithm is divided into several modules: image preprocessing module,
coarse-grained screening module, fine-grained confirmation module, target fusion
module. It is shown in Fig. 5.

4.1 Image Preprocessing Module

A First, the input image is cropped and the cropped image is converted to HSV color
space. Second, the cropped image is scaled according to the design desire, the two
scaled levels are selected as grade 1 and grade 1.25 in this paper. Finally, the pixels in
8 � 8 rectangular block units of H channel, S channel and V channel is summed
respectively in each scaled image. The sums prepare for extracting CSS features. The
image preprocessing process is shown in Fig. 6.

Fig. 4. The DET curve of detection pedestrian

Fig. 5. The two-stage detection system of the pedestrian in front of the vehicle
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4.2 Coarse-Grained Screening Module

The image preprocessing module has complete the color space conversion and 8 � 8
rectangular sum, so the rectangular block similarity can be directly calculated when the
CSS feature is extracted in the 64 � 128 pedestrian detection window, According to
the proposed CCS feature dimension reduction processing at the same time, it is not
necessary to extract the full CCS feature of the 8128 dimension as long as some of the
dimensions are sufficient to fulfill the detection requirements. During the AdaBoost
training process, the number of weak classifiers is the same as the number of iterations,
that is to say, the number of selected features is equal to the number of iterations. By
analyzing the number of iterations and false positives in the AdaBoost classifier, it can
be found that the error rate of the classifier is less than 7.5% when the number of
iterations is more than 250 times. Considered the accuracy and feature extraction speed,
the most important 250 features of the CSS feature only are extracted. The whole
process is shown in Fig. 7.

4.3 Coarse-Grained Screening Module

The image preprocessing module has complete the color space conversion and 8 � 8
rectangular sum, so the rectangular block similarity can be directly calculated when the
CSS feature is extracted in the 64 � 128 pedestrian detection window, According to
the proposed CCS feature dimension reduction processing at the same time, it is not
necessary to extract the full CCS feature of the 8128 dimension as long as some of the
dimensions are sufficient to fulfill the detection requirements. During the AdaBoost
training process, the number of weak classifiers is the same as the number of iterations,
that is to say, the number of selected features is equal to the number of iterations.

Fig. 6. Image preprocessing
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By analyzing the number of iterations and false positives in the AdaBoost classifier, it
can be found that the error rate of the classifier is less than 7.5% when the number of
iterations is more than 250 times. Considered the accuracy and feature extraction speed,
the most important 250 features of the CSS feature only are extracted. The whole
process is shown in Fig. 7.

4.4 Fine-Grained Confirmation Module

The suspected pedestrian detection window is passed to the fine-grained confirmation
module of the HOG feature. The sliding window consists of a 3780 dimension HOG
vector. The trained the libsvm of HOG feature is loaded into the memory; then the
y value of the sliding window is calculated according to y ¼ wTxþ b. If the y value is
greater than a certain threshold (the threshold is 0), then the sliding window is con-
sidered as the pedestrian zone; if the y value is less than a certain threshold, the sliding
window is considered as the non-pedestrian zone [11, 12]. The fine-grained confir-
mation process is shown in Fig. 8.

4.5 Target Fusion Module

After the fine-grained confirmation module is processed, the pedestrians are distributed
in the different layers. The overlapping pedestrian zones need to be integrated. In this

Fig. 7. Coarse-grained pedestrian screening process
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Fig. 8. Fine-grained pedestrian confirmation process

Fig. 9. Windows fusion process
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paper, we improve the non-maximal suppression by introducing the fractional ratio and
neighborhood window. The different strategies are taken for individual windows in the
same layer and peripheral windows in different layers. For the individual window, the
window detection score decides whether it is a false window; for the peripheral win-
dows, the neighborhood windows score gap decides whether the peripheral windows is
retained or the neighborhood window is weighted. The actual results are shown in
Fig. 9.

5 Conclusion

In this paper, we have presented a two-stage pedestrian detection algorithm for road
image. Compared with the single pedestrian feature and classifier, the method can make
full use of the image features’ information and shorten the pedestrian detection time;
ensure the detection accuracy. And in the future, we plan to transplant the proposed
method to embedded platforms for the vehicle-borne mobile systems for practical
application.
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Abstract. For spot welding task, reasonable welding path is useful for welding
efficiency improvement. Obstacle avoidance is essential for safe welding, and
energy consumption is another factor needed to be considered in the process of
welding robot path planning. The shortest path length and energy consumption
are considered as optimization objectives, and obstacle avoidance is set as the
constraint condition in this article. After analysis of geometric obstacle avoid-
ance strategy, energy consumption, and robot path length, the multi-objective
welding path optimization model is given first. Then, the clustering guidance
multi-objective particle swarm algorithm (CG-MOPSO) is presented. At last, the
improved algorithm is applied to realize the welding robot path optimization,
and the algorithm effectiveness is verified through the Pareto optimal solution.

Keywords: Welding robot � Obstacle avoidance strategy � Energy
consumption � Path planning � CG-MOPSO

1 Introduction

Manual planning is still widely used for industrial welding robot task planning, which
is time-consuming when there are large-scale weld joints. Hence, it is necessary to
apply intelligent algorithms for path planning and realize efficient path optimization.
Welding robot path optimization was simplified as the travelling salesman problem
(TSP) and the path length was minimized based on double-global optimal particle
swarm optimization algorithm [1]. In Ref [2], task sequencing and path planning in
remote laser welding was studied based on TSP and meta-heuristic algorithm. The
energy consumption and cycle time were optimized based on restarted simulated
annealing algorithm [3]. In Ref [4], the robot performance was optimized and energy
consumption was reduced. Besides optimization of time and energy consumption,
obstacle avoidance strategy is also necessary to be studied. Hence, obstacle avoidance
and cycle time were considered to optimize the robot path.

In this article, the welding robot path optimization is studied as a multi-objective
problem. Where the shortest path length and energy consumption are considered as
optimization objectives, and obstacle avoidance is set as the constraint condition. The
multi-objective welding path optimization model is analyzed in Sect. 2. The clustering
multi-objective particle swarm algorithm (CG-MOPSO) is presented in Sect. 3. Then,
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the improved algorithm is used to realize the welding robot path optimization in
Sect. 4. And the conclusion is given in Sect. 5.

2 Analysis of Welding Robot Path Planning

2.1 Optimization Problem Description

In this article, the weld joints sequence for the automobile front baffle is used for
optimization. Path planning for single robot is considered, the path length and energy
consumption are taken as optimization goal, and obstacle avoidance of welding torch is
also taken into account. The welding robot used here is ABB IRB2400-10. For this
multi-objective optimization problem, the shortest path length and least energy con-
sumption are desired. The optimization problem is described as follows

minJ1 Xð Þ
minJ2 Xð Þ

s:t: path is collision free

(
ð1Þ

where X denotes welding path sequence, J1 Xð Þ denotes path length, J2 Xð Þ denotes
energy consumption.

In this article, an improved multi-objective particle swarm and algorithm is pro-
posed for path length and energy consumption planning. The path between two weld
joints is obtained after trajectory planning of two welding positions. Straight line is
adopted to avoid obstacles. The linear path of the manipulator is realized by linear
interpolation of position and pose of two weld joints in Cartesian space. Then, cor-
responding joint parameters are obtained according to the inverse kinematics of the
robot. Calculation of energy consumption is obtained after inverse kinetic solution for
joint kinematic parameters based on the robot D-H parameter model.

The spot welding robot path can be regarded as the point-to-point motion of the
robot end, and the robot path planning is simplified as TSP. If the optimization goal is
set as the path length, it could be presented as follows:

s ¼
XN�1

I¼1
d cu ið Þ;cu iþ 1ð Þ
� �þ d cu Nð Þ;cu 1ð Þ

� � ð2Þ

where d cu ið Þ;cu iþ 1ð Þ
� �

denotes the distance between point cu ið Þ and point cu iþ 1ð Þ.
Energy saving is also needed to be considered for welding robot path optimization.

Hence, energy consumption analysis is studied based on industrial robot dynamics.
There are various methods for studying robot dynamics, for example, Lagrange,
Newton-Euler, Gauss, and Kane. For Lagrangian dynamics, very complex system
dynamics equation can be obtained in a simple form based on the system energy
concept. Besides, it has an explicit structure, and the physical meaning is explicit.
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2.2 Obstacle Avoidance Analysis

In the actual welding process, the movement between weld joints is not a simple
point-to-point movement, the collision between the robot and work-piece should be
avoided. In this article, the geometrical obstacle avoidance strategy with the transition
point is introduced due to the complex obstacle avoidance of welding process.
According to the weld joints distribution in different regions, the transition points with
the shortest path length are obtained based on the geometrical method. Because the
work-piece is much smaller than the robot, only the gun is considered to avoid obstacle.

For obstacle avoidance, the model of the work-piece should be established first.
The welding work-piece model and weld joints distribution for the car component is
shown in Fig. 1. The work-piece model is established according to three points
determining a plane. As transition points are used to realize welding obstacle avoid-
ance, some details of the work-piece is ignored when the work-piece model is estab-
lished, and the tangency surface is used for approximation of the work-piece surface.

Obstacle avoidance for welding robot is different from obstacle avoidance for
mobile robot, it does not need to be close to or move around obstacle. Hence, geometric
obstacle avoidance strategy is used in this article, and the obstacle avoidance inter-
mediate point is obtained using geometric reasoning. The geometric obstacle avoidance
strategy is described as follows:

(1) Two weld joints are in adjacent planes as shown in Fig. 2. The starting point is in
the plane 1, and terminal point is in the plane 2. The shortest path length is
demanded for the path from the starting point, after the middle point belong to
intersection line of two planes, and to the terminal point. Solving method for the
transition point is that Connection starting point and terminal point, which is
called line 1, the intersection of two planes is called line 2, Line 1 and line 2 locate
in different surface. A transition point on line 2 is obtained to make the path
shortest, which moves through the starting point, the transition point, and reach
the terminal point. This transition point is the intersection of the line 2 and the
middle vertical line of the two lines.

(2) Two weld joints are not in adjacent planes as shown in Fig. 3. In this case, the
middle point outside the work-piece is found, the torch moves from the starting
point of the work-piece through the middle point and then reaches the terminal

Fig. 1. 3D figure of welding work-piece
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point. For transition point selection, the safety distance should be set according to
the width of the torch. Then, a transition line can be obtained, the distance
between the line and work-piece is bigger than the width of the torch. Further-
more, the transition point with the shortest path is found through iteration after the
transient line discretization. Obtained transient points are shown by the blue dots
in Fig. 3. Besides, the in-point and out-point can be got using the same method
mentioned in above paragraph. The final path can be seen in the Fig. 3. The path
starts from the start point to the out-point, through the transition point to the
in-point, and finally to the terminal point.

3 Multi-objective Particle Swarm Optimization Algorithm

In 1995, Kennedy and Eberhart [5] presented the particle swarm optimization
(PSO) algorithm based on the regularity of hunting birds. The best position of a particle
is called pki , the best position of the whole swarm is called pkg. The state of the particle is
described by the D-dimensional velocity vi ¼ vi1; vi2; . . .; viDð Þ and the position
Xi ¼ xi1; xi2; ; . . .; xiDð Þ. Then, every particle updates its state according to the Eqs. (3)
and (4), and the next generation are generated.

vkþ 1
i ¼ xvki þ c1r1 pki � xki

� �þ c2r2 pkg � xki
� �

ð3Þ

xkþ 1
i ¼ xki þ vkþ 1

i ð4Þ

where w denotes inertia weight, k is the current iterations. c1; c2, which are learning
factor, are usually positive and adjust the traction force of personal optimal position and
global optimal position. r1; r2 are random numbers between 0 and 1.

For multi-objective problem, following two aspects is necessary to be considered
[6]. (1) Reasonable fitness function and selection strategy are applied to make the
searching results approach to the Pareto front step by step. (2) Keep the diversity of
evolutionary population, and make sure the solution set has better distribution in the
target space.
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The global and local search capabilities of algorithm have to be coordinated to
solving these two problems. When multi-objective particle swarm optimization is used
to solve the multi-objective optimization problem, different guidance particle selection
strategies will greatly affect the local and global search ability of the algorithm. In this
article, the guide particle selection strategy is improved, and it is selected according to
the state of particles. The new particle selection strategy can increase the local
searching efficiency and coordinate global searching ability through considering par-
ticles information communication. In addition, the external archives update mechanism
of non-dominated solution generated by the multi-objective algorithm is also important
to the algorithm. The uniform distribution of the non-dominated solution at the Pareto
front is enhanced through iterative elimination of superfluous solutions in this article.

3.1 Optimization Problem Description

In order to balance the local and global search ability, the clustering partitioning
strategy [7] is adopted to guide the particles, increase the population diversity and
optimize the searching effect. In this article, clustering analysis is conducted for two
optimization objectives (path length and energy). Hence, the simple Q-type hierarchical
clustering method is used to realize cluster analysis for the sample indexes (path length
and energy), and it makes the algorithm structure simple.

The process is presented as follows:

Step 1: One particle is clustered as a group, and the clustering process will be ter-
minated when the number of groups is in the range (a, b). Then, current
clustering result of particles is accepted. Experiments show that suitable
particle clustering results can be obtained when a = 5, b = 15.

Step 2: Assuming that the number of samples is m, and the number of sample index is
n, the particle data can be expressed as m * n order matrices:

Data ¼
x11 � � � x1n
..
. . .

. ..
.

xm1 � � � xmn

2
64

3
75 ð5Þ

where xmn denotes the n-th index value of the m-th particle.
Step 3: Determine the similarity measuring method. The similarity measurement

commonly used in Q-type clustering is “distance”. Common distance calcu-
lation methods include Euclidean distance, Manhattan distance, Chebyshev
distance, Power distance, and Mahalanobis distance. Un-weighted Euclidean
distance method is used in this article:

dij ¼
Xn

z¼1
xiz � xjz
� �2� �0:5

ð6Þ

where dij is the “distance” between particle i and particle j, which is the sum of
unweighted Euclidean distance of n sample indices, the distance matrix of
samples can be got:
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Distance ¼
d11 � � � d1m
..
. . .

. ..
.

dm1 � � � dmm

2
64

3
75 ð7Þ

The distance matrix is a symmetric matrix, where d11; d22; . . .; dmm ¼ 0.
Step 4: The two samples with shortest distance are further clustered into one group,

and the group number is updated to m−1. Then, Return to step 2, continue the
above steps until the number of group is in the range (a, b).

3.2 Guidance Particle Selection Strategy

In this article, all particles are divided into three states: unconstrained state, constrained
excited state, constrained non-excited states. Before particle classification, the decision
space is divided using unweighted average distance method and is numbered
Regioni i ¼ 1; 2; . . .; nð Þ. The center of each region is obtained based on the average
coordinate value of all non-inferior solutions in the region

centeri;j ¼ 1
nni

Xnni

s¼1
xs;j ð8Þ

where, centeri;j is the jth j ¼ 1; 2ð Þ dimension coordinate of the Regioni, xs;j is the jth
dimensional coordinate of the s�th non-inferior solution in the Regioni. In this article,
there are two dimensions for every solution, and they are path length and energy
consumption.

Then, the Euclidean distance between the centers of the regions is obtained:

dm;n ¼
X2

j¼1
centerm;j � centern;j
� �2� �0:5

ð9Þ

where dm;n is the distance between the Regionm and the Regionn.
At the same time, the Euclidean distance between each particle and region center is

calculated:

dk;i ¼
X2

j¼1
xk;j � centeri;j
� �2� �0:5

ð10Þ

where k denotes number of particle in Regioni. Find the region closest to the particle, if
the distance between a particle and the region is less than the average distance between
all particles and the region, the particle is constrained particle, otherwise
non-constrained particles.

Then, the excitation strategy for constrained particles is conducted. When there are
too many constrained particles in a certain region, some particles in the region are
excited. For constrained particles, it is set as non-excited particle when rand\ratioi.
Otherwise, it is excited particle. Here, rand is a random number in (0, 1), and ratioi is
obtained based on Eq. 11. Where nn_i represents the number of non-inferior solution in
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the Regioni; npi is the number of constrained particles in Regioni, N is the population
size, and R is the upper limit of external files.

ratioi ¼
4� nni

npi
� N

R ; nni\3;
nni
npi

� N
R ; otherwise;

(
ð11Þ

From Eq. 11, it can be known that the particles have more chance to become
excited particles when more constrained particles exist in the region. The guidance
particle selection strategy of the excited particles adopts global selection strategy in this
article. This excitation mechanism can make the particle jump out the region, and
balance the search probability of each region.

In Fig. 4, the clustering result is described in nine regions. From down to up, these
nine regions are denoted by green star, blue circle, blue block, green block, green circle,
blue hexagon, blue star, green hexagon, and red block. In every region, the solid shape
represents constrained particles, the hollow shape represents non-constrained particles
and the diamond represents the centre of region, and the red asterisk represents Pareto
solution.

The selection strategy is presented in Fig. 5. Circles denote particles in a region,
solid circles represent constrained particles, and the rest represent non-constrained
particles. Then, the non-inferior solution nearest to the region centre in the region is
selected as region guidance particle, which is shown as red circle. Besides, the global
guidance particle is selected in global non-inferior solution randomly, which is shown
in the Fig. 5. In Fig. 4, for the region denoted by red block at the upper right corner, the
region is too far from the non-constrained particles, and nni ¼ 0. Hence, region
selection strategy is not applied, and only global selection strategy is used here to
obtain guidance particle.

In conclusion, all particles are divided into constrained particles and unconstrained
particles. The particles that are far from all regions are unconstrained particles, and the

Fig. 4. Clustering results (Color figure online)
Fig. 5. Guidance particle selection (Color
figure online)
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particles near to a certain region are constrained particles. Then, the particles are
divided into excited and non-excited states using the particle excitation mechanism.
Global selection strategy is used for guidance particle selection of excited state and the
unconstrained particle, and region selection strategy is used for guidance particle
selection of the non-excited particle.

3.3 External Archive Save Mechanism

For traditional external archiving mechanism, the distance between non-inferior solu-
tions is calculated first. Then, all non-inferior solutions with too large density are
removed according to the distance of non-inferior solution when the scale of the external
files exceeds the maximum size. However, this kind elimination method for non-inferior
solution will lead to bad distribution uniformity of the non-inferior solutions.

According to the shortcomings of the traditional external archiving mechanism, the
distance between adjacent non-inferior solutions is calculated first based on the target
space [8]. The average distance between the non-inferior solution and its adjacent two
solutions is taken as its density value. The smaller the average distance is, the greater the
density is. When the size of the external file exceeds the maximum size, the non-inferior
solutions with biggest density are eliminated based on the density value. And the density
of the non-inferior solution is calculated after each removal. When the non-inferior
density is calculated, only the density of the non-inferior solution which are adjacent to
the eliminated non-inferior solution need to be recalculated because the non-inferior
solution density adjacent to the non-inferior solution is changed. As a result, computation
complexity can be reduced to a great extent, and make sure the reserved non-inferior
solution can be uniformly distributed in the target space as much as possible.

3.4 Discretization of Improved Multi-objective Particle Swarm
Algorithm

PSO is mostly used to solve continuous optimization problems, but the welding robot
path planning in this article is a discrete optimization problems. Hence, appropriate
discrete transformation of PSO need to be conducted to realize welding robot path
planning. Improved exchange strategy for discrete sequences, individual optimal and
global optimal in the iterative process is presented as follows

vtþ 1
i ¼ x � vti þ c1 � pi � xti

� �þ c2 � pgbest � xti
� � ð12Þ

xtþ 1
i ¼ xti � vtþ 1

i ð13Þ

The operators þ ;�;� have new definitions, which contains the rules of crossover and
union among particle, individual optimal solution and global optimal solution.

(I) Subtraction operator (e.g. pi � xti): It represents the difference between the
optimal position of the individual and the current particle position. The purpose
of the difference is to calculate the conversion formula between current particle
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position (sequence) and individual historical optimal position (sequence). A TSP
problem for 5 cities is taken as example:

For position A (1 2 3 4 5) and position B (3 4 1 2 5), an exchange operation
SW i; jð Þ is defined to exchange the elements of the sequence i and j position.
Here, A(1) = B(3), A(2) = B(4). Hence, difference set of position A, B is:
A − B = SW(1, 3) + SW(2, 4).

(II) Multiplication operator (e.g. xti � vtþ 1
i ): Here, vtþ 1

i means the particle exchange
order, � operator means executing exchange operation of order vtþ 1

i for xti.
(III) Additive operators (e.g. speed + speed): It means union of several exchange

operation.

3.5 Realization Steps of CG-MOPSO

Based on above algorithm description, the detailed steps of the discrete clustering
guiding multi-objective particle swarm optimization (CG-MOPSO) are given as
follows:

Step 1: Initializing position and velocity for individual particles.
Step 2: The non-inferior solution is obtained and stored in the external file based on

the Pareto dominance method, and the distance of non-inferior solution is
calculated based on the target space.

Step 3: Guidance particle selection: If the number of non-inferior solutions was no
more than 20, a non-inferior solution is selected randomly in the
non-inferior solution set as the guidance particle. If the number of
non-inferior solutions was more than 20, the clustering strategy is used to
obtain guidance particle.

Step 4: Update the position and velocity of each particle, evaluate the fitness of
particles, and update the individual history of the particle according to the
fitness.

Step 5: Put the non-inferior solution of the external file and the particles based on
current iteration into a temporary file. Find the non-inferior solution set in
the temporary file based on the Pareto dominance method, and store it in the
external file. Then, calculate the density of non-inferior solution. If the
external file size exceeds the upper limit, preserve thirty non-inferior solu-
tions using the external file preservation mechanism proposed in this article.

Step 6: Conduct mutation in the current iteration particle using mutation factors
based on probability.

Fig. 6. Subtraction calculation
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Step 7: Increase the number of iterations t, if t is less than Tmax, skip to step 4.
Otherwise, terminate the iteration, output the solutions in external file as the
final solution.

4 Multi-objective Particle Swarm Optimization Path
Planning

The overall optimization process is given as follows: (1) D-H parameters model
establishment for robot; (2) Import the work-piece model; (3) Teaching the position
and pose of welding joint; (4) Obtain transition points based on geometrical obstacle
avoidance; (5) Calculate the straight path length between two points; (6) Conduct
trajectory planning for straight path between two points; (7) Calculate the energy
consumption between two points; (8) Realize multi-objective path planning for path
length and energy consumption; (9) Output optimization result.

Where, the robot inverse kinematics and inverse dynamics are used to obtain
energy consumption. After the energy consumption computation between any two weld
joints, the total energy consumption is solved according to the order of weld joints.
Then, above calculated path length and energy consumption are applied to realize
multi-objective optimization. The number of segments between two weld joints in this
article is proportional to the distance, and the length for a segment is set as 10 mm.

When target weights for path length and energy consumption are set as (1, 0), the
optimal welding path is shown in Fig. 7(a), Starting point ! 1 ! 2 ! 3 ! 4 ! 7 !
10 ! 6 ! 9 ! 8 ! 5 ! 12 ! 13 ! 14 ! 15 ! 16 ! 17 ! 18 ! 19 ! 20 ! 11
! terminal point. Where the path length and energy consumption are 1874.42 mm and
3352.17 J respectively. When the two target weights are (0.5, 05), the optimal welding
path is shown in Fig. 7(b), Starting point !1 ! 2 ! 3 ! 4 ! 7 ! 10 ! 6 ! 9 ! 8
! 5 ! 14 ! 15 ! 16 ! 17 ! 18 ! 19 ! 20 ! 13 ! 12 ! 11 ! Terminal point.
Where the path length and energy consumption are 2106.51 mm and 1695.76 J
respectively.

(a) The weight is (1, 0)                (b) The weight is (0.5, 0.5) 
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5 Conclusion

Reasonable robot welding path is useful for welding efficiency improvement, and
intelligent welding robot path optimization was studies in this article. Clustering
guidance multi-objective particle swarm optimization (CG-MOPSO) algorithm was
presented first. Then, the guidance particle selection strategies and external archives
update mechanism were used to improve the optimization performance for
CG-MOPSO. Simulation results show the advantage of CG-MOPSO algorithm to
MOPSO and NSGA-II in both optimization results and stability. And it can be applied
to the multi-objective path planning problem of spot welding robot. The improved
optimization algorithm can provide an optimized welding sequence reference for spot
welding operation, which will save the teaching time for engineers and improve pro-
duction efficiency.
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Abstract. This paper proposed a method of detecting taxi driving anomalous
route using the GPS sampling data. After analyzing the characteristics of
sampling data, such as discrete and uneven, and taking into account that the
traditional anomaly detection methods are hard to be applied directly in this field
as well as high computation complexity, the mapping trajectory is defined and
the new anomaly detection method is proposed based on the grid concept, which
doesn’t require measure the distance or density during anomaly detection pro-
cedure and thus alleviates the computing resource requirements. To validate the
proposed method, the real-life GPS sampling dataset is used and the experi-
mental results confirm that our proposed method is effective.

Keywords: Anomaly detection � Taxi driving route � Mapping trajectory �
Grid � GPS sampling

1 Introduction

With the fast development of urbanization, the harmonious urban public transport play
an important role to reflect the degree of civilization, city taxi, as an important way of
short distance travel, gives greatly convenience and enjoyment for the people. How-
ever, there are some taxi drivers who maliciously select a longer route than the normal
route for earning much more money. To prevent the occurrence of such uncivilized
event and improve the city civilization, some measures should be taken. Consequently,
monitoring the taxi driving event and detecting timely the current driving route normal
or not is critical.

Nowadays, GPS devices are installed on most of the modern city taxies, which
makes the monitoring and detecting possible based on the IT development. These
devices usually record some important information when the taxi is driving, such as the
vehicle position, instantaneous speed, the time, average speed and so on. Collecting
and analyzing these data can find some value information, for example, from start point
to end point, a normal or popular route usually is known and is selected by most of the
taxi driver. If the specified taxi driving route significantly deviated from the expected
normal ones based on some historical dataset, it maybe mean some anomalous driving
process and some further measure should be taken, such as monitoring closely, warning
and so on [6, 12, 13].
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To detect the current taxi driving route anomalous or not, a straightforward strategy
is to employ some used widely anomaly detection methods in the data mining and
machine learning community, such as distance-based methods [1, 10], density-based
methods [2, 7], model-based method [8] and so on [4, 11, 14]. Although there are many
anomaly detection methods available up to now, most of them do not take some
concrete constraint into account, such as the discrete and non-uniform characteristics of
GPS sampling data and are not designed specifically for taxi driving anomaly detection
application. For example, the driving route in the modern urban is numerous and
complicated, every position in the normal route would be a start point or a destination;
besides, there are different traffic flow in different route; further, some density-based or
distance-based method would be judge a shortcut as an anomalous driving because it is
not met some predefined threshold.

The main contributions of this paper are as follows:

(1) Analyzing the characteristics of sampling data, such as discrete and uneven, the
mapping trajectory is defined.

(2) To alleviate the computing resource requirements, a new anomaly detection
method is proposed based on the grid concept, which doesn’t require measure the
distance or density during anomaly detection procedure.

(3) To validate the proposed method, the real-life GPS sampling dataset is used and
the acceptable result has been obtained, which can be assisted to build the civi-
lized urban taxi driving system.

The rest of this paper is organized as follows. The problem description about the
anomaly detection of taxi driving route and proposed grid-based anomaly detection
method are present in Sect. 2. Section 3 shows our dataset, experiment and result
analysis. At last, a conclusion and future work are given in Sect. 4.

2 Anomaly Route Detection of Taxi Trajectory

2.1 The Problem Description

Detecting the taxi anomalous driving trajectory has important value of research and
application for the construction of modern civilized metropolis [3, 9]. For example,
when a person arrives in a strange city and wants to go somewhere by taxi, he/she
would suffer from the deception by the bad taxi driver. Most of such uncivilized events
are hard to find and solve effectively. Usually, such deception event is solved by the
experienced staff based on the passenger’s complaints. The common method is that the
GPS monitoring data of the complained taxi is extracted and analyzed, whether it is
anomalous or fraudulent is decided by the staff’s experience, which is low efficiency. In
fact, the passenger usually is hard to know whether he/she has suffered from the taxi
deception because the concrete route is unknown. Consequently, most of such bad
events were not be detected timely, which damages the image of the city significantly.
As an important part of the modern civilized urban building, monitoring the taxi
driving and finding the anomalous driving trajectory timely are critical to construct
harmonious taxi marketing.
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Usually, some historic taxi driving trajectory data should be trained to build a
detection model for finding the anomaly route automatically, which can be collected by
the mobile localization technology. The positioning and communication component are
installed on the vehicle and the routing trajectory data can be recorded when the vehicle
is driving. There are many available techniques, such as mobile wireless positioning,
satellite positioning combined with the geographic information system(GIS), global
position system (GPS) and so on.

In this paper, the routes between the start points (S) and the destination (D) can be
depicted by Fig. 1. There are three normal routes between S and D, where the black
line denotes the normal route, and the width of the line means the quantity of normal
routes, the more the historical routes are, the wider the line is. There are other three
routes depicted in Fig. 1, i.e., t1 (the red line), t2 (the green line) and t3 (the blue line),
obviously, the three line is slim and different to the three bold black line. Conclusion
maybe obtained preliminary that all three routes are anomalous. That is to say, t1, t2
and t3 are all anomalous, but an obvious fact is that from the Fig. 1, t1 and t3 are
anomalous surely and t2 is a shortcut. Hence, the problem of anomalous taxi driving
route can be described as follows.

Problem Description: Given a taxi driving route between the start points(S) and the
destination (D), detection of this specified route is anomalous or normal based on the
historic cumulated driving trajectory dataset of this route.

Usually, data sampled by the GPS device has two characteristics described as
follows:

(1) Discrete, because the low sampling frequency of GPS devices, the time interval of
most current used widely GPS devices is about 50 s or 1 min. Consequently, the
GPS sampling points are discrete in most of time.

(2) Uneven, because the speed of the vehicle usually is not same in the whole driving
process. When the traffic is smooth and the speed of the vehicle is high, the
distance between any two adjacent sampling points would be big; On the contrary,

S

D

t1

t2t3

Fig. 1. An illustration of taxi driving trajectory between start point and destination (Color figure
online)
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when the traffic jam is met or the vehicle speed is low, the sampling points is
dense and the distance between any two adjacent sampling points would be small.

In the real taxi driving process, the dataset obtained by GPS devices is a time series
data and each sampling points consists of many data item, such as timestamp of data
sampled, the current vehicle position (denoted by geographical latitude and longitude),
the vehicle instant velocity, the status of vehicle and so on. Usually, the dataset has the
format described as Table 1.

Consequently, the route of taxi driving can be depicted simply by some discrete
GPS sample points in a specific time interval on a two dimensional plane. To clearly
describe this problem, we name the real route of taxi driving as taxi driving route and
the discrete GPS sampling points linked orderly as the taxi driving trajectory, which
defined as follows.

Definition 1: Taxi Driving Trajectory ðTÞ
T is a simulative route and is built by n discrete GPS sampling points linked orderly.
Represented as T : p1 ! p2 !; � � � ;! pn, pi 2 R2 is a sampled geographical position
and denotes a two-tuples consisted of latitude and longitude, which can be depicted by
the yellow circle points in Fig. 2. ðp1; p2; . . .; pnÞ denotes the taxi driving trajectory
from start point to destination. ðpi; piþ 1; . . .pjÞ 1� i� j� nð Þ denotes the driving tra-
jectory between the interval ½ti; tj�. p1 and pn denotes the start point and destination
point, respectively. The tax driving route (depicted by the blue line in Fig. 2) can be
represented by the taxi driving trajectory (depicted by the red arrow line in Fig. 2).

In fact, detecting the taxi anomalous driving trajectory just is a similarity measure
between the current driving route and the expected driving route. Apparently, only the
distance between the target driving route and the expected driving route is calculated to
accomplish this task, i.e., if the distance exceeds the predefined threshold, it is an
anomalous driving route, otherwise it is normal. But there are some problems existed,
such as the real route is continuous and the sampling is discrete, it is difficult to
calculate the distance between of them, further, because the GPS sampling points are
not regular, finding the exact matching points for the different sampling points is hard
to accomplished.

Table 1. GPS dataset

Attribute Description

1 TimeStamp The time of data sampled
2 Latitude Geographical position
3 Longitude Geographical position
4 Speed Vehicle instantaneous velocity
5 Status The status of taxi, i.e., loaded or unloaded
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2.2 The Grid-Based Anomaly Detection of Driving Trajectory

The driving trajectories are some discrete GPS sampling points linked orderly, while
the real driving route is continuous. When two taxies are driving on the same road and
from the same start point to the same destination, the GPS sampling points maybe
different greatly and hard to match each other because of the different driving
instantaneous speed, sampling time stamp and so on. Generally to speak, the GPS
sampling rate are usually low then the driving trajectory is discrete, such as the yellow
dots in Fig. 2, to obtain the continuous driving trajectory, some pre-processing are
needed. Here, only one driving route, i.e., from the fixed start point to the fixed
destination, is selected to description proposed method.

Firstly, the target region is divided evenly into same square gi based on the latitude
and longitude data (Fig. 2). Let G ¼ fgi ij ¼ 1. . .ng, further, mapping function f :
R2 ! G; pi 2 R2 is defined. Thus, if the GPS sampling points (yellow dots) are located
in the same region, such as small grey square depicted in Fig. 2, they are regarded as
same and do not need any distance computation, which only need simple position
calculation and save the computation resource to some extent.

Secondly, because the GPS sampling rate usually is low, the driving trajectory is
discrete, some artificial position are generated and inserted into the initial GPS sam-
pling series. Here, to clearly present proposed method, the driving mapping trajectory
is defined.

Definition 2: Driving Mapping Trajectory bT� �

T̂ : p̂1 ! p̂2 !; � � � ; pi ! p̂iþ 1; � � � ;! p̂n

where p̂i 2 G, ðp̂1; p̂2; . . .; p̂nÞ is mapping trajectory of ðp1; p2; . . .; pnÞ, which is
inserted some artificial generated points based on the driving direction and is

Fig. 2. Taxi driving trajectory from start point to destination (Color figure online)
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continuous. That is to say, the adjacent two square are linked each other and forms the
continuous driving mapping trajectory.

(1) Building the grid based detector
The size of grid, i.e., the side length of square, is a key parameter, which usually is
specified by the domain experts based on some prior knowledge, such as the city
road information, the average taxi driving speed and so on, or learned based on
the data mining or machine learning method using the historical driving dataset.
The detail content about the grid can be find in [5]. The steps of building the
detector are described as follows:

Step 1: Extracting the available taxi driving trajectory from the raw GPS
sampling dataset.
Step 2: Dividing the target area into the same square/grid and mapping the
historical taxi driving trajectories onto it.
Step 3: Forming some hot spot region based on the clustering method, which
would be some start points or destination.
Step 4: Building the mapped driving trajectory.
Step 5: Counting the number of GPS mapping points along the driving
mapping trajectory.

Based on the building detector, the route, across the sparse square or the mapped
GPS sampling points is less than a predefined threshold k, is detected as the
anomalous route; on the contrary, it is a normal route. This strategy does not need
the distance computation between the current driving route and the expected
driving route, thus it is a light-weight algorithm. Besides, with the time pass by,
more and more taxi GPS sampling data of the normal driving trajectory are
cumulated and the detector can become more accurate.

(2) Detection of Anomalous Driving Route
When the target taxi is monitored, its current driving data is sampled based on the
GPS device. Whether it shows some unusual characteristics, the aforementioned
method is triggered. That is to say, if the square where the GPS sampling points
located is sparse, then the current driving route regard as anomalous, otherwise as
normal.

3 Experiment and Result Analysis

3.1 Dataset

In order to evaluate the effectiveness of proposed method, a real dataset of taxi driving
trajectories derived from the GPS logs of smart car networking was employed. For the
sake of descripting our method simply and concisely, only the sub-dataset between a
relative fixed start point and destination was extracted from the original raw dataset,
besides, some data pre-processing was firstly done, such as discarding the unload
driving route and the information of car speed. Finally, a dataset composed of 2672
route trajectories was used to validate proposed method. Further, the rectangle area was
selected which covered the whole driving route from start point to destination and it
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was split into 50 * 70 grids with the same area. For the obtained dataset, the inter-
polation method was used to generate the relative regular driving trajectory to solve the
few GPS sampling points for some driving routes.

Besides, because the obtained 2672 driving routes are all normal, the anomalous 80
driving routes were generated by modifying the existed 80 normal driving routes to
validate proposed algorithm. The anomaly rate is about 3% (80/2672 * 100% � 3%)
and the final summary of dataset can be seen in Table 2.

3.2 Experimental Results and Analysis

To evaluate our proposed algorithm, three performance metrics are selected. The first is
the ACC, which can be calculated by formula (1).

ACC ¼ ðTPþ TNÞ=ðTPþFPþFNþ TNÞ ð1Þ

where TP, FP, TN and FN denotes the number of true positive samples, the number of
false positive samples, the number of true negative samples and the number of false
negative samples, respectively. ACC is commonly used to evaluate the performance of
classification problem in data mining and machine learning community, which denotes
the classification accuracy. But some researchers regard that ACC would not appro-
priately evaluate the algorithm performance of unbalanced learning problem. Further,
another two performance metrics, TPR and FAR, are employed, which are the acro-
nyms of true positive rate and false alarm rate, respectively. The former represents the
percentage of anomalies that are correctly detected, i.e., the ratio between the number
of correctly detected anomalies and the total number of anomalies. Usually, the higher
this value is, the better the algorithm performance can be obtained; the latter is renamed
as false positive rate (FPR), which represents the percentage of normal data that are
incorrectly considered as anomalies, i.e., the ratio between the number of normal data
which was detected as anomalies and the total number of normal data. Usually, the
lower this value is, the better the algorithm performance can be obtained. TPR and FAR
can be calculated by formula (2)

TPR ¼ TP=ðTPþFNÞ
FAR ¼ FP=ðFPþ TNÞ ð2Þ

1800 normal driving route trajectories, about 69.4% of the whole dataset, were used
to build the grid based detector. The remainder 792 data item, including of 80 artificial
generated anomalous driving routes, were used as the test dataset. Our experiment was
conducted 10 times independently and the average result is represented in Table 3.

Table 2. Dataset information of taxi driving route

Training dataset Testing dataset
Normal Anomaly Normal Anomaly

1800 0 792 80
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From the experimental results presented in Table 3, an obvious fact is that a relative
high detection performance, i.e., ACC is 97.36%, has obtained, but the relative low
TPR and relative high FAR demonstrates that proposed method is not effective very
much. After analyzing the experimental results and finding that the main reason is that
there were some circle detour driving routes which were not detected successfully,
which results in the poor detection performance. How to detect the circle detour driving
routes successfully is our next work to do.

4 Conclusion and Future Work

In this paper, a grid-based anomaly detection method for taxi driving route is proposed
based on the grid concept, which does not calculate the distance or density between the
target driving route and expected driving route. The experimental results conducted on
the real taxi GPS dataset shows that proposed method has relative good detection
performance.

Based on the proposed method in this paper, some anomalous driving route can be
detected timely when it driving route deviates the expected driving route. But the taxi
driving trajectory is a dynamic and changed time series in the real situation, the
proposed method does not take the circle detour into account and it does not deal with
this complex situation. In the next work, we will further optimize our proposed method
for taking the circle detour into account and apply it to a real software platform for
building the smart car networking monitoring system.
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Abstract. In order to achieve the automatic monitoring of the combustion
stability of the boiler, and to quantitatively determine the stability of the com-
bustion, the combustion stability evaluation model of the particle swarm opti-
mization feature weighted support vector machine is proposed. The eigenvalues
of the combustion state in the flame image is extracted, and the feature weight of
each eigenvalue is obtained. Then, the kernel function of the support vector
machine is modified by feature weighting vector. Particle swarm is used to
optimize penalty factors and kernel parameters, and the same set of samples are
used to test the classification ability of support vector machine and feature
weighted support vector machine. The results show that the support vector
machine model with feature weighting has higher recognition rate and can judge
the combustion state accurately and effectively, which can meet the real-time
requirement of stability judgment.

Keywords: Feature weighting � Support vector machine � Particle swarm
optimization � Combustion stability judgment � Flame image processing

1 Introduction

At present, the thermal power is still china’s most important form of electric produc-
tion, and thermal power consumes a lot of coal. The consumption of the boiler burned
coal accounts for more than half of the total produced coal. So improving the efficiency
of coal combustion in the boiler to reduce pollution caused by coal combustion is an
important part of achieving sustainable energy development. The basic requirement for
the combustion of a power plant boiler is to establish and maintain a stable, uniform
combustion flame. Burning instability will reduce boiler thermal efficiency, generate
noise, increase pollutant emissions, and in extreme cases may cause furnace fire, and
even lead to furnace explosion. Therefore, in order to make the boiler run safely and
economically, it is necessary to real-time effectively detect the combustion condition
inside the furnace cavity [1].

The key problem of flame detection with digital image is feature extraction and
state recognition based on flame image segmentation. At present, the flame image’s
feature extraction and state recognition methods are divided into four categories: ①
Neural Network Classification. In order to solve the problem of judging the stability of
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the boiler combustion, a rough - fuzzy neural network method is proposed in reference
[2]. The combustion stability decision database is established by extracting the flame
burning parameters, and use the roughness theory to extract the rules, and then sent it
into the neural network to identify the combustion state. And the combustion state is
judged as four states: very stable, generally stable, slightly unstable and very unstable.
② The Rough Set Theory Classification Method. In the reference [3], a method of
detecting the combustion state based on rough set is proposed. Through the region
detection and feature extraction of the flame image, the combustion state of the flame is
recognized by the knowledge of the rough set. ③ Support Vector Machine(SVM)
classification. In the reference [4], seven feature quantities such as flame brightness,
flame high temperature brightness, flame area, flame high temperature area, flame high
temperature area ratio, center of mass shift distance and circularity were extracted. And
then, use support vector machine algorithm for classification. ④ Other methods.

Compared with the neural network which is easy to fall into local minimum
characteristics and can’t get the global optimum, support vector machine’s final
decision function is only determined by a few support vectors, so the method can grasp
the key samples when “removing” the redundant samples, and the complexity of the
calculation depends on the number of support vectors, rather than the dimension of the
sample space, therefore the algorithm is not only simple but also has good robustness.
On the one hand, the SVM classification overcomes the inherent problems of neural
network method which are the over learning and the less learning problems, on the
other hand, it has a strong ability of nonlinear classification.

2 Pretreatment of Flame Image and Selection of Combustion
Parameters

Pretreatment of Flame Image
The analysis of flame combustion characteristics is essential to determine the flame
detection algorithm. Figure 1a is the image of flame in the chamber, which may be
affected by various noise sources [5]. In order to obtain more accurate and realistic
flame characteristics, and to obtain the flame combustion parameters more clearly, the
flame image need to be pretreated. The method described in literature [6] is applied in
this paper for pretreatment, including grayscale and median filtering. The process is
shown in Fig. 1b and c.

Grayscale is the process of converting a color image into a grayscale image.
According to the corresponding transformation relation between RGB color space and

a. Original flame image b. Gray flame image c. image edge processing

Fig. 1. Flame image and its treatment
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YUV color space, The luminance value Y of each pixel is calculated by the formula:
Y = 0.3R + 0.59G + 0.11B, and the luminance value information is used as the gra-
dation value of the gradation image. The random noise in the flame image can be
filtered out by median filter, and because of its non-linear characteristic, it does not
affect the step signal so will not cause image blur. The numerical expression of the
median filter is shown in formula (1).

g x; yð Þ ¼ med f x� i; y� jð Þf g; i; j 2 S ð1Þ

where g(x, y), f(x, y) is the pixel gray level of the image data matrix, and S is the
sliding window.

Selection of Combustion Sample Parameters
Some combustion parameters are mentioned in the reference [3, 4, 6, 7], which
including the average gray level of the flame, the average gray level of the effective
area, the area of the high temperature area, roundness, the deviation of the flame center
and the abundance of the flame et al. The sample used in this study is from the
tangentially round coal-fired boiler, so that the roundness is not ideal. When too much
combustion parameters are chosen, the complexity of the model will be increased. So
five combustion parameters are selected in this paper, including the average gray level
of the flame, the average gray scale of the effective area, the abundance of the flame,
the area ratio of the high temperature area and the deviation of the flame center. All of
the five parameters are extracted from the pretreatment of flame image.

Because the pulsation frequency of pulverized coal is 10–30 Hz and the flame center
frequency is 5–10 Hz [7], the flame parameters of the flame image are averaged for
each 5 frames of the flame video in order to eliminate the influence of flame pulsation
on the determination of combustion stability, so that each sample data contains at least
one flame pulse. The normalization of the sample data, which can reduce the impact of
the difference in the sample data on the test results, allows the model to be better trained
and identified. The normalized formula is represented by (2):

ui ¼ xi � xmin

xmax � xmin
ð2Þ

where xi is the original value of the sample, ui is the normalized value, and xmax, xmin
are respectively the maximum and minimum values of the sample data, then the
combustion parameter database can be get.

3 Particle Swarm Optimization Algorithm and Feature
Weighted Support Vector Machine

Relief-F Feature Weighting
Relief-F algorithm is improved on the basis of Relief algorithm. It can deal with
multi-class classification problem. The Relief-F method can effectively implement
feature weighting, which is described as follows:
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There are several different classes of samples for each class called Xn.

① From all samples, a sample R was randomly taken out.
② In the sample group of which classification is the same as the sample R, k nearest

neighbor samples are taken out.
③ In all other sample groups of which classification are different from the sample R,

k nearest neighbor samples are also taken out separately.
④ Calculate the weight of each feature.

For each feature weight:

w Að Þ ¼ w Að Þ �
Xk
i¼1

diff A;R;Hið Þ
mk

þ
X

c 62class Rð Þ

p Cð Þ
1�p class Rð Þð Þ

Pk
i¼1

diff A;R;Mi Cð Þð Þ
mk

ð3Þ

In the above formula diff A;R1;R2ð Þ represents the difference between the sample R1

and the sample R2 on the eigenvalue A.

diff A;R1;R2ð Þ ¼ 0 R1 A½ � ¼ R2 A½ �
1 R1 A½ � 6¼ R2 A½ �

�
ð4Þ

where p(C) represents the distribution probability of the class, class(R) represents the
category to which R belongs. Hi represents the i-th nearest neighbor of R in class(R),
Mi Cð Þ represents the i-th nearest neighbor in class C. R1 A½ � and R2 A½ � refer to the
values of the A-th feature of the samples R1 and R2, respectively, diff A;R1;R2ð Þ
represents the difference between the samples R1 and R2, on the F-th feature [8].

Particle Swarm Optimization Algorithm
The essence of Particle Swarm Optimization (PSO) [9, 10] is simulating the principle
that birds can maintain a complete flight formation in the process of flight, PSO is an
optimization algorithm based on group intelligence theory, corresponding to the
problem of finding optimal solution, and the parameters to be optimized are taken as a
particle of the entire space. Initialize a group of random particles, and each particle
represents a candidate solution of the solution space, and the superiority of solution is
determined by the fitness function. Suppose that in a certain space, a total of n particles
fly at a certain speed, the position vector of the i-th particle in the N-dimensional space
is expressed as Xi ¼ xi1; xi2; � � � ; xiNð Þ and the flight speed is expressed as
vi ¼ vi1; vi2; . . .; viNð Þ, each particle memory and following the current optimal particle,
search in the solution space. Particles track the best individual extremes pbest ¼
ðpi1; pi2; � � � ; piNÞ which found by the particle itself and record all the best global
extreme points gbest ¼ pg1; pg2; � � � ; pgN

� �
experienced by all particles in the whole

group. Where i = 1, 2, ���, n, represents its position. In each algorithm iteration, the
particles update their position and speed according to formulas (5) and (6).
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viN tþ 1ð Þ ¼ wviN tð Þþ c1r1 piN � xiN tð Þð Þþ c2r2 pgN � xiN tð Þ� � ð5Þ
xiN tþ 1ð Þ ¼ xiN tð Þþ viN tþ 1ð Þ ð6Þ

where ‘t’ is the evolutionary algebra; ‘w’ is the inertia weight, which maintains the
balance of global and local search capabilities; c1 and c2 are the learning factors, also
known as the acceleration constants, which respectively regulate the maximum step
size in the direction of global best particle and individual best particle. According to
experience, usually c1 ¼ c2 ¼ 2; r1 and r2 are the uniform random number within
[0, 1], viN 2 �vmax; vmax½ �, vmax is constant, which is set by the user to limit the speed of
particles.

Support Vector Machine and Feature Weighted Support Vector Machine
The support vector machine (SVM) is based on the principle of VC dimension theory
and structural risk minimization principle, and search for the best compromise between
model complexity and learning ability based on the limited sample information, largely
overcome dimension disaster and local minimum problems of traditional machine
learning, so as to obtain good generalization ability [10, 11, 13, 14].

For a set of training sample sets with category markers xi; yið Þ, xi 2 Rn,
yi 2 þ 1;�1ð Þ, i ¼ 1; 2; � � � ; l. if the hyperplane w�

xþ b ¼ 0 can correctly classify the
samples into two categories, the optimal hyperplane should maximize the sum of the
minimum distance between the two classes of samples and hyperplane. For linear
indivisible cases, a non-linear mapping ; : Rn ! H is used to map the data to a
high-dimensional feature space H, which is for achieving linearly classification. After
defining the function k xi; xj

� � ¼ ; xið Þ � ; xj
� �

, by using the Lagrange multiplier, the
problem of the optimal hyperplane can be transformed into a dual problem.

max
Pl
i¼1

ai � 1
2

Pl
i;j¼1

aiajyiyjk xi; xj
� �

s:t:
Pl
i¼1

aiyi ¼ 0

0� ai �C; i ¼ 1; 2; . . .; l

9>>>>=
>>>>;

ð7Þ

where ai is the Lagrange multiplier of the sample point xi, and there exists a unique
solution. It can be proved that only a part of solution ai is not zero, and the corre-
sponding sample is the support vector. The decision function is thus obtained.

f xð Þ ¼ sign
Xl
i¼1

aiyik xi � xð Þþ b

 !
ð8Þ

where k xi; xj
� � ¼ ; xið Þ � ; xj

� �
is called a kernel function. The kernel function should be

chosen as an inner product of the feature space. Here choose to use a wide range of
good performance of the Gauss kernel function.
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k xi; xj
� � ¼ exp �c k xi � xj k2

� � ð9Þ

According to a certain criterion, assigning a certain weight to each feature in a data set
which is called a feature weighting. The study on the application of feature weighting to
improve the performance of machine learning algorithms can be found in the reference
[12, 13], which is the extension of the standard Euclidean distance with the feature
weight vector. Reference [13] proposed a method of support vector machine based on
feature weighting, which is called Feature Weighted Support Vector Machine
(FWSVM). The definition of feature weighted kernel function is as follows:

Let ‘k’ be a kernel function defined on X� X;X �Rn, P is n-order linear transfor-
mation matrix for a given input space, where ‘n’ is the dimension of the input space.
The feature weighting kernel function is defined as formula (10):

kp xi; xj
� � ¼ k xTi p; x

T
j p

� �
ð10Þ

The matrix P is called the feature weighting matrix. Here select P for n-order diagonal
matrix, the literature [14] gives detailed proof process.

By the formula (10), the feature weighted Gaussian radial basis kernel function can
be obtained:

kp xi; xj
� � ¼ exp �c k xTi p� xTj p k2

� �
¼ exp �c xi � xTj

� �
ppT xi � xj
� �� �� �

ð11Þ

The FWSVM first evaluates the importance of the various features corresponding to the
classification task, and sets the corresponding weights for each feature according to the
importance. The weights obtained are then applied to the calculation of the kernel
function, thereby avoiding the problem that the calculation of the kernel function is
dominated by some weakly related or irrelevant features. The examples in the reference
[13] prove that FWSVM has better generalization ability and robustness than the
traditional SVM. The construction steps of the FWSVM based on Relief-F are as
follows:

(I) Collect data set S, the sample in S is described by feature set fs; dð Þh i, in which d
is class label (classification feature), fs ¼ f1; f2; . . .; fnð Þ is a non-class label
feature set;

(II) Calculate the weight of each eigenvalues according to the Relief-F algorithm,
and structure feature weight vector ‘w’ and linear transformation matrix ‘P’
(diagonal matrix);

w ¼
ffiffiffiffi
G

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gain f1ð Þ

p
; � � � ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gain fnð Þ

p� �
;P ¼ diag wð Þ; Pð Þkk0 ¼ wkdkk0 ð12Þ

(III) Replace the kernel function in the libsvm toolbox with the feature weighting
kernel function, and the appropriate model and training algorithm are used to
construct the classification decision function (classifier) for the data set S.
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4 Simulation of Combustion Stability Model Based
on Particle Swarm Optimization FWSVM

Select 200 training samples in the processed sample library, and choose a set of
samples with a sample number of 150 as the test samples, the training samples and test
samples contain combustion label value (1,2,3,4) in this characteristic state, and each
contains four states of flame combustion.

Firstly, the feature weights of the eigenvalues of the training samples under the
Relief-F algorithm are obtained, and the feature weights w1 ¼ ½0:34135; 0:20871;
0:432031; 0:00841; 0:009497� are obtained by the experimental calculation. 1, 2, 3, 4, 5,
respectively, the average gray level of the flame, the average gray scale of the effective
area, the abundance of the flame, the area ratio of the high temperature area, the deviation
of the flame center. The characteristic weight distribution of the selected sample set is
shown in Fig. 2. It can be seen that the weights occupied by features 1, 2 and 3 play a
dominant role in the classification of new samples, and features 4 and 5 account for less
impact on the classification of new samples.

The penalty coefficient ‘c’ is the tolerance of the error, the higher the ‘c’ can’t
tolerate the error, the more easily over fitting. The smaller ‘c’ the easier it is to
underfitting, too large or too small will reduce its generalization ability. The parameter
of the RBF function implicitly determine the distribution of the data after mapping to
the new feature space. The larger the c, the smaller the support vector, the smaller the c,
the more the support vector, the number of support vectors affects the speed of training
and prediction. In this paper, the particle swarm optimization algorithm is used to
obtain the optimal solution of ‘c’ and c. The penalty parameter ‘c’ and the kernel
parameter c are optimized as follows:

Step 1: Read the existing sample data, randomly initialize a set of penalty parameters c
and the kernel parameter c as the initial position of the particle.

Step 2: The whole sample data is divided into a uniform set of m subsets that are not
mutually exclusive.

Step 3: According to the current penalty parameter c and the kernel parameter c
training model, the cross validation error can be calculated: Assuming i = 1, the
subset is used as the test set, and the rest of the subsets are used as training sets for
the training model; Calculate the generalization error of the subset according to;

0

0.5

1 2 3 4 5

Fig. 2. Sample feature weight coefficient
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Then i = i + 1, repeat Step2 until i = k + 1; Finally, the K generalization error is
taken as the cross validation error.

Step 4: The cross validation error in Step 3 is taken as the fitness value, and the best
adaptive position of the individual and the best adaptive position of the group are
recorded. When these two optimal values are found, the particle swarm is updated
according to the formulas (5) and (6) to find the better penalty parameter c and the
kernel parameter c.

Step 5: If the maximum number of iterations is reached, go to Step 6, otherwise go to
Step 2.

Step 6: Stop the operation.

The initialization termination algebra is 200 and the population number is 20. The
fitness curve of the parameter selection is shown in Fig. 3: The optimization result of
the parameter is: c = 3.952, c = 1.528. If the sample data is changed, the SVM model
parameters need to be re-optimized, and different training samples will be different
optimization results.

In order to conveniently test of the performance of the model, “1–4” is respectively
used to represent four combustion states [8], such as: “1: very stable”, “2: generally
stable”, “3: slightly unstable”, “4: Unstable”. Due to the impact of flame pulsation and
flame image noise, there will be an imprecise situation, so when the output state of the
model is adjacent to the sample state, there is little effect on the determination of the
combustion stability. For example, “1” and “2” are both represent steady state, only the
degree is different. However, when the stability is differ by two degrees, such as “1”
and “3”, the difference between these two combustion state will be larger. Therefore, if
the recognition result does not appear the case of two degrees difference, it will be
considered acceptable.

SVM was originally used for two classification problems. but it need to deal with
multi-classes problem in practical applications, so it is necessary to break the
multi-classes problem into multiple two-classes problems, and train each of the
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Fig. 3. PSO algorithm adaptability curve
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two-classes classifiers to solve the classification problems. For multi-classification
problems, SVM has three classification methods: one to one, one to many and
decision-oriented acyclic graphs. In this paper, one to one method is used, each clas-
sifier can only separate a class from another class, regardless of other classes. Because
the flame combustion state is divided into 4 categories, there are 6 classifiers for SVM
to solve classification problems. In classification, the test samples are input into the
SVM model and the FWSVM model respectively. Finally, the voting strategy is used to
vote on the results. When all the decision-making functions have judged, the class with
the highest number of votes is considered to be the class to which the result belongs.

Firstly, the training samples are used to train the SVM model and the FWSVM
model respectively, and then the test samples are input into the trained two models
respectively. The results are shown in Figs. 4, 5, 6 and 7. The blue circle represents the
combustion state of the output of the model. The red plus sign indicates the real
combustion state of the given flame combustion parameter. If the blue circle coincides
with the red plus, it means that the output of the model is correct, otherwise the output
of the model is error.

As can be seen from the results, the output value of 14 samples in the SVM model
is not matched successfully, where the 71th sample’s output value is 4, but the real
value of the original sample is 2, and there is a difference of two degrees between them,
the rest of the differences are all one degree. In practical applications, the model should
try to avoid the situation of two degrees difference, so as to get a more accurate
classification. In the model of FWSVM, only 7 samples did not match successfully, and
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Fig. 4. The SVM recognition results of the first 70 data of the test samples

Fig. 5. The SVM recognition results of the last 80 data of the test samples
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did not appear a difference of two degrees. Particle Swarm Optimization Support
Vector Machine (PSO-SVM) model and Particle Swarm Optimization Feature
Weighted Support Vector Machine (PSO-FWSVM) model for the correct judgment
rate of the flame state stability were 90.67% and 95.33% respectively. The FWSVM
model has only one degree difference for the unknown flame state, and when the
judgment of the single picture in the video sequence appear error, it does not affect the
judgment of the flame stability state at that time. Only when the judgment of the
successive multiple pictures appear error, it can result in a failure in judging stability. In
practical applications, it is not concerned about whether the single frame image is
unstable, but whether there is a continuous picture value of 3 and 4, especially in the
state of 4, and ultimately determine the combustion state. Therefore, the FWSVM
model based on PSO is feasible for judging the stability of flame combustion.

5 Conclusion

In this paper, a judgment model of flame-combustion stability based on PSO-FWSVM
is proposed. The model has a great advantage in solving small sample, nonlinear and
high-dimensional problems in pattern recognition. The global optimal solution can be
obtained. According that the importance of different eigenvalues is different for final
judgment, the weight of different eigenvalues will be obtained, so as to avoid the
situation that the calculation of the kernel function is dominated by some weak or
irrelevant features. PSO algorithm is used to solve the influence of key parameters on
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the performance of the algorithm, so it improves the accuracy of the algorithm. At the
same time, it is compared with the PSO-SVM model, and the experimental results show
that, the influence of the weak correlation feature on the classification result is reduced
by feature weighting, by which the robustness and recognition rate of the learning
algorithm is effectively improved. Therefore, the particle swarm optimization
feature-weighted support vector machine model can accurately and effectively deter-
mine the combustion state, and it is an effective method to judge the combustion
stability.

References

1. Kamarthi, S.V., Pittner, S.: Accelerating neural network training using weight extrapola-
tions. Neural Netw.rks 12(9), 1285–1299 (1999)

2. Rongbao, C., Fanghui, M., Benxian, X., et al.: Research on combustion stability based on
interval number and multiple attribute decision making. Chin. J. Sci. Instrum. 36(3), 552–
559 (2015)

3. Rongbao, C., Wuyong, M., Benxian, X., et al.: Research on the rough set attribute reduction
algorithm based on significance of attributes. In: International Conference on Control, pp. 1–
9 (2016)

4. Weidong, B., Jianhua, Y., Zengyi, M., et al.: Method of flame identification based on support
vector machine. Power Eng. 4, 548–551 (2004)

5. Junfei, Q., Honggui, H.: Optimal structure design for RBFNN structure. Acta Automatica
Sinica 36(6), 865–872 (2010)

6. Rongbao, C., Wuting, F., et al.: Research on stability criterion of furnace flame combustion
based on image processing. In: International Conference on Control Engineering and
Communication Technology (ICCECT 2012), vol. 2012, pp. 568–572 (2012)

7. Rongbao, C., Jingci, B.: Research on closed-loop control system based on image-signal
processing of furnace flame. In: International Conference on Energy, Environment and
Sustainable Development (ICEESD 2013), vol. 2013, pp. 1095–1100 (2013)

8. Feihu, Y.: Research on Feature selection approach and its application in network traffic
identification. In: Nanjing University of Posts and Telecommunications (2012)

9. Fengning, Z., Minglong, F.: Chaos particle swarm optimization algorithm for optimizing the
parameter of SVM. Comput. Simul. 27(11), 183–186 (2010)

10. Yiquan, W., Song, Y., Huaichun, Z.: State identification of boiler combustion flame images
based on gray entropy multiple thresholding and support vector machine. Proc. CSEE 33
(20), 66–73 (2013)

11. Yan, Z., Hao, C., Guochun, H.: An optimization algorithm of K-NN classifier. In:
Proceedings of 5th International Conference on Machine Learning and Cybernetics, Dalian,
China, pp. 2246–2251 (2006)

12. Xizhao, W., Yadong, W., Lijuan, W.: Improving fuzzy c-means clustering based on feature
weight learning. Pattern Recogn. Lett. 25(10), 1123–1132 (2004)

13. Tinghua, W., Shengfeng, T., Houkuan, H.: Feature weighted support vector machine.
J. Electron. Technol. 31(3), 514–518 (2009)

14. Yanhao, L.: Research on measurement of temperature field of furnace flame based on SVM.
Hefei University of Technology (2012)

Study on Flame Combustion Stability 323



Study on Lamb Wave Dispersion Curves
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Abstract. For using Lamb wave to test metal plates extensively, Lamb wave
dispersion curves [1–5] for the testing of metal plates are studied. A suit of
software for drawing Lamb wave dispersion curves specially has been designed
though the arithmetic analyzing of symmetrical and asymmetrical modes of
Lamb wave frequency characteristic equation, and achieves it by the software of
VC++. And the problem of drawing and application for Lamb wave dispersion
curves has been resolved. It is fit for metal plates of different materials and types.

Keywords: Metal plates � Lamb wave � Non-destructive testing � Dispersion
curves

1 Introduction

It’s essential to know Lamb wave principle and characteristic, and confirm detection
scheme according to Lamb wave dispersion characteristic [6] for applying effectively in
non-destructive field. The problem of drawing Lamb wave dispersion curves [1] must
be resolved before popularization and application. It’s difficult to meet the demand of
practical detection objects although some Lamb wave dispersion curves of special
parameters can be searched in document literatures. Therefore the study on Lamb wave
dispersion curves has very important significance, and it’s the effective way of
resolving the application of Lamb wave.

Lamb wave dispersion curves include phase velocity curve (Cp—f d), group
velocity curve (Cg—f d), stimulant angle curve (a—f d), and displacement amplitude
distribution curve (U, V—x). Phase velocity curve is solved from Lamb wave fre-
quency characteristic equation. Other three curves are solved from the different
equations which constitute by the relationship of group velocity, stimulant angle and
particles displacement amplitude with phase velocity [7]. Group velocity curve shows
energy propagation speed of Lamb wave in different modes and homologous frequency
and plate thickness. Stimulant angle curve shows incident angles in different modes and
homologous frequency and plate thickness. Particles displacement amplitude curve
shows particle vibration displacement in the direction of parallel and perpendicular to
the plate surface. It has some Corresponding relations between particle displacement
amplitude curve and the energy distribution of Lamb wave in plate. Longitudinal wave
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velocity, shear wave velocity, plate thickness and detection frequency are four sepa-
rated variables of Lamb wave frequency characteristic equation. Plate thickness and
detection frequency are determined by actual detection conditions, so longitudinal and
shear wave velocity are the key factors of solving Lamb wave frequency characteristic
equation and drawing Lamb wave dispersion curves.

In this paper, Lamb wave dispersion curves for the testing of metal plates are
studied. A suit of software for drawing Lamb wave dispersion curves specially has
been designed though the arithmetic analyzing of symmetrical and asymmetrical modes
of Lamb wave frequency characteristic equation [8, 9], and achieves it. And the
problem of drawing and application for Lamb wave dispersion curves has been
resolved. It is fit for metal plates of different materials and types. So the application of
Lamb wave is further promoted effectively in engineering. So the application of Lamb
wave is further promoted effectively in engineering.

2 Numerical Solution of Lamb Wave Frequency
Characteristic Equation

Lamb wave divides into symmetric mode and asymmetric mode according to vibration
characteristics of particles. Every mode has different order. It usually shows by
S0; S1; S2. . .; A0; A1; A2. . .. On the condition of free boundary, Lamb wave fre-
quency characteristic equations are shown as follows.

Symmetric mode:

4pqtan
pfd
Cp

qþ p2 � 1
� �2

tan
pfd
Cp

p ¼ 0 ð1Þ

Asymmetric mode:

p2 � 1
� �2

tan
pfd
Cp

qþ 4pqtan
pfd
Cp

p ¼ 0 ð2Þ

The meanings of parameters’s in formulas are as shown below.

p ¼ Cp

Cs

� �2

�1

" #1
2

; q ¼ Cp

Cl

� �2

�1

" #1
2

;

Cp: Phase Velocity,
Cs: Shear Wave Velocity,
Cl: Longitudinal Wave Velocity,
f: Frequency,
d: Plate Thickness.

The phase velocity Cp
� �

is not a constant. It changes along with the change of
frequency and thickness. The frequency dispersion curve gives expression to the
characteristic.
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2.1 Analysis and Solution of Symmetric Mode Equation

2.1.1 Equation Analysis
x is defined as f�d. From formula (1), it is very complex to solve Cp if x is independent
variable. But it will be relatively simple to solve x with Cp as independent variable. So
Cp is chosen as independent variable. In view of engineering application, Cp and x are
real numbers which are greater than zero.

Formula (1) could be modified as formula (3) when Cp is a given value except
special values.

Atan Bxð ÞþCtan Dxð Þ ¼ 0 ð3Þ

The values of the coefficient of A, B, C and D are changes over Cp. For genera
materials, Cs is less than Cl. And the coefficient values are shown as Table 1.

Note:

a ¼ 4 p qj j[ 0; b ¼ p�q
Cp

���
���[ 0; c ¼ p2 � 1ð Þ2 [ 0;

d ¼ p�p
Cp

���
���[ 0; i : imaginary unit:

2.1.2 Numerical Solution [8, 9]
q is equal to zero when Cp is equal to Cl. At this time, formula (1) will turn into simple
trigonometric equation, just as formula (4).

p2 � 1
� �2

tan
p � p
Cp

x ¼ 0 ð4Þ

The solution of the above equation is x ¼ kCp

p k ¼ 1; 2; 3; . . .ð Þ.
In the same way, p is equal to one when Cp is equal to

ffiffiffi
2

p
Cs. And the solution of

equation is x ¼ ð2k�1ÞCp

2q ðk ¼ 1; 2; 3. . .Þ.
The above two cases in k = 1, 2, 3…, correspond to 1, 2, 3, … order modes

solution.
p is equal to zero when Cp is equal to Cs. At this time, formula (1) is identical

equation. It makes no sense.

(1) 0\Cp\Cs

Formula (3) could be written as Formula (5).

Table 1. Coefficient values

Coefficient 0\Cp\Cs Cs\Cp\Cl Cl\Cp

A −a ai a
B bi bi b
C c c c
D di d d
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F xð Þ ¼ ath bxð Þ � cth dxð Þ ¼ 0 ð5Þ

Analysis shows that if there is real solution for formula (5), it must satisfy the
conditions for c > a, and a b > c d. When the above condition meets, formula (5) only

has one solution in the interval 0; 1
2d ln

cþa
c�a

h i
. And at the two endpoints of the interval,

function F (x) has opposite sign. Now it’s easy to solve the equation by the dichotomy,
and it corresponds to zero order modes solution.

(2) Cs\Cp\Cl

Formula (3) could be written as Formula (6).

F xð Þ ¼ ath bxð Þ � ctan dxð Þ ¼ 0 ð6Þ

Analysis shows that formula (6) only has one solution in the interval
kp
d ; ð2kþ 1Þp

2d

h i
k ¼ 1; 2; 3; . . .ð Þ by two adjacent discontinuous points. And at the two

endpoints of the interval, function F(x) has opposite sign. And it corresponds to 1, 2, 3,
… order modes solution when k = 1, 2, 3, ….

Specially, the Formula (6) also only has one solution in the interval 0; 1
d arctan

a
c

h i

when it satisfies the condition for a b > c d. At the two endpoints of the interval,
function F(x) has opposite sign. And it corresponds to zero order modes solution.

Similarly, it could be also to get the solutions of the equation in every interval by
the dichotomy [5].

(3) Cl\Cp

Formula (3) could be written as Formula (7).

F xð Þ ¼ atan bxð Þþ ctan dxð Þ ¼ 0 ð7Þ

bx and dx are defined as ð2k�1Þp
2 k ¼ 1; 2; 3; . . .ð Þ: Lots of discontinuous points are solved

by function F(x), and these points are in the order since the childhood stand in line, as
J1; J2; J3; . . .f g. Formula (8) could be found as below when the derivative of function F

(x) is calculated in the interval Jk; Jkþ 1ð Þ by two adjacent discontinuous points.

F0 xð Þ ¼ absec2 bxð Þþ cdsec2 dxð Þ[ 0 ð8Þ

And F Jþk
� �

\ 0; F Jkþ 1ð Þ[ 0, so formula (7) only has one solution in the interval
Jk; Jkþ 1ð Þ. The solutions of the equation in every interval could be to get by the
dichotomy. And it corresponds to 1, 2, 3,… order modes solution when k = 1, 2, 3,….

2.2 Analysis and Solution of Asymmetric Mode Equation

The analysis and numerical solution of asymmetric mode equation are similar to
symmetric mode equation. So it’s no longer go into details here.
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3 Program Flow Chart of Algorithm

The analysis of algorithm for Lamb wave frequency characteristic with Symmetric and
asymmetric mode has been done, and makes it come true with VC++ software. The
program flow chart is shown as Fig. 1.

Calculating module 1 is the solving program of simple trigonometric equation, and
Calculating module 2, 3 and 4 are the process of solving program by the dichotomy.

Fig. 1. The program flow chart of algorithm
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4 Application of the Drawing Software for Lamb Wave
Dispersion Curves

The Lamb wave dispersion curves are drawn by VC++ software, and the interface is
beautiful and easy to understand. The drawing software for applying includes six
interfaces. Such as parameters settings, data output, phase velocity curve (Cp—f d),
group velocity curve (Cg—f d), stimulant angle curve (a—f d), and particles dis-
placement amplitude curve (U, V—x). The stainless steel plate (1Cr18Ni9Ti) with
three millimeters will be detailed introduction as an example in following content.

4.1 Phase Velocity Curve

Phase velocity curve is drawn on the basis of the Lamb wave frequency characteristic
equation. When parameters’ have been set, phase velocity curve will be shown after
running program. Known from the analysis of algorithm, it makes no sense while Cp is
equal to Cs. There is some reflex for this characteristic in Fig. 2. As f d increases, Cp

tends to be Cs in addition to zero order modes. That’s an example in Fig. 2.

4.2 Group Velocity Curve

Lamb wave are made up of wave with different frequency and different velocity [2].
Group velocity is the most greatly velocity of synthesis vibration. Actually, Lamb wave
in the plate are transmitted in the form of group velocity. The drawing of group velocity
curve is similar to phase velocity. Firstly, the value of Cp is calculated though calcu-
lation subroutine, then estimate it symmetric or asymmetric mode, and calculate group

Fig. 2. Phase velocity curve
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velocity Cg
� �

by Cp and corresponding expression. Finally, group velocity curve will
be drew though program designed. It’s an example in Fig. 3.

4.3 Displacement Distribution Curve

Particles will vibrate when Lamb wave spreads in the plate. The displacement
amplitude distribution of vibration reflects energy flow distribution at different depth. It
is related directly to the detection sensitivity at different depth of the plate. U, V and x
are defined respectively as vertical displacement amplitude, horizontal displacement
amplitude and the distance between particle and waveguide axis (z axis in Fig. 4).

Symmetric and asymmetric Lamb wave U and V expression in different range
could be reduced by the relationship between hyperbolic function and trigonometric
function. The value of U and V can be calculated according to the U, V expression after
Cp is calculated, and displacement amplitude curve (U, V—x) can also be drew. That’s
a case in Fig. 4.

4.4 Stimulant Angle Curve

The stimulant angle curve is the basis of choosing probe angle. The stimulant angle is
chose by formula (17) when Lamb wave are stimulated. It’s an example in Fig. 5.

sin a ¼ Cl

Cp
ð9Þ

Fig. 3. Group velocity curve
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5 Conclusion

Defined phase velocity as independent variable, Lamb wave frequency characteristic
equation is analyzed and solved with the method that dividing interval by function
discontinuities. Dichotomy is chosen in the numerical solution method, because it will
make programming relatively simple to use this method. The running result of program

Fig. 4. displacement amplitude distribution curve

Fig. 5. Stimulant angle curve
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shows that this solution method achieved good effect, and is quite feasible. Under the
condition that Lamb wave dispersion curves are scanty in the current, the problem of
drawing Lamb wave dispersion curves for different material and different thickness
metal plates testing is solved, and the practical application of Lamb wave is further
promoted in engineering.
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Abstract. An automatic character detection system for IC test handler is
designed to recognize the characters on the surface of IC chip based on active
learning SVM. Firstly, industrial camera is employed to collect a large number
of chips’ surface image. Secondly, image preprocessing is carried out, including
image grayscale, binarization and filter processing. Thirdly, the features of the
preprocessed image are extracted. To reduce the annotation cost for training data
and improve recognition rate, active learning algorithm is used to label the
training data, while support vector machine algorithm is used to classify those
data. Comparison with SVM algorithm, template matching and BP neural net-
work shows the effectiveness of the proposed algorithm.

Keywords: Active learning � SVM � IC chips � Character recognition

1 Introduction

Semiconductor manufacturing, testing and packaging have a high requirement for
automation [1, 2]. For example, the character on the surface of IC chips is used to
indicate the manufacturer, the chip type, serial number information. Before the test of
Chip, the workers need to identify the chip whether it is correct or not [3]. This is a
time-consuming job which leads to production efficiency reduction. Therefore, it is
necessary to develop a set of system which can automatically recognize the characters
on the chip’s surface [4, 5].

Optical character recognition technology is widely used in the field of production,
such as automatic recognition of mail and automatic license plate recognition [6].
Support vector machine (SVM) is one of the most commonly used algorithm in pattern
recognition and it has excellent classification function [7]. However, SVM algorithm
takes a lot of time to label the sample, to solve this problem, active learning algorithm
is used to alleviate the training data annotation burden [8].
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This paper mainly introduces the following contents. Section 2 introduces the
process of image preprocessing and feature extraction. Section 3 analyzes the principle
of active learning and support vector machine algorithm. Section 4 is the design of IC
character detection system. Section 5 is the experiment result of active learning SVM
used in IC character detection, comparison with SVM, template matching and BP
neural network algorithm.

2 Image Preprocessing and Feature Extraction

Optical character recognition is mainly composed of two parts: sample training and
recognition. Both need to preprocess the images and extract the image feature value.
These two steps can directly influence the recognition rate of the image [9].

2.1 Image Preprocessing

Image preprocessing is illustrated in Fig. 1, including binarization, filtering and denois-
ing, skew correction and character segmentation [10, 11].

Image Graying and Morphological Transformations. Image gray processing can
reduce a number of unimportant information and good for subsequent processing.

Two basic morphological operations are erosion and dilation. The basic idea of
erosion is just like soil erosion. It erodes away the boundaries of foreground object.
Dilation is just opposite of erosion. It escalates the white region in the image or the size
of foreground object. Normally, in cases like noise elimination, erosion is followed by
dilation. Opening is erosion followed by dilation. It is useful in removing noise. Top
hat is the difference between input image and opening of the image. Here we use the
function of top hat before image binarization.

Image Binarization. The image binarization can highlight the outline of the target.
And threshold selection is very important for image binarization. Threshold selection
method is mainly divided into the following three categories: the global threshold
method, local threshold method and dynamic threshold method. Global threshold
method is chosen to set the threshold. Using Otsu algorithm can successfully divide the
image into target and background.

Image Filtering. The image acquired by a camera have some noise caused by illu-
mination or electromagnetic interference. Including salt and pepper noise, Gaussian
noise, and impulse noise. And there are three kinds of popular filtering methods: Linear
smoothing filtering, median filtering, Wiener filtering and Gaussian filtering. Figure 2

Image Graying Morphological
Transformation

Image 
Binarization

Image
Filtering

Skew
Correction

Fig. 1. Image preprocessing process
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show the images filtered by median filtering, linear smoothing filtering and wiener
filtering respectively. A comprehensive comparison of the three filtering methods, the
median filtering has the best effect of filtering noise.

Skew Correction. The original chip image usually exists a certain of tilt degree, which
will affect the next step’s character segmentation and decrease the character recognition
accuracy. The tilt angle of the chip image can be detected by Hough transform algo-
rithm. The classical Hough transform can detect the straight lines in the chip image
[12]. Figure 3 shows the skew correction result. First, to dilate the binary image and get
the dilate image, then, use the Canny algorithm to detect the edge of the characters.
Thirdly, use Hough transform to detect straight lines in the Canny image. Finally, rotate
the image according to the slope of straight lines.

Image Segmentation. Image segmentation including two steps. Firstly, separate a
single chip image from the whole picture, and then separate out each character from the
single chip image. There are numbers of chips displayed neatly on one plate, and the
chip’s color is close to the plate’s background color. Here, opening function is used to
remove some noise in the binary image and makes each chip separate out clearly. Then,
dilate the image, so that the whole outline of the characters can be linked together.
Using projection method to add each column and each row’s pixel value. And the chip
image is separated out according the crest and trough of the total pixel value.

(a) Median filtering                 (b)Linear smoothing filtering (c) Wiener filtering

Fig. 2. Comparison of different filtering methods

(a) Hough transform (b) Skew correction effect

Fig. 3. Skew correction process

Automatic Character Detection System for IC Test Handler 335



After separating out each single chip image, select one of the chip image and also
use the projection method explained above to spilt each character (Fig. 4).

Image Feature Extraction
The purpose of feature extraction is to extract the information from the image which
reflect the characteristics of the character itself. Feature extraction based on structure
and feature extraction based on statistic features are used in this paper [13].

Firstly, Grid the character image into 8 areas equally, shown in Fig. 5(a). Add up
each area’s pixel value as one feature. Secondly, select two rows and two columns in
the middle of character image and calculate their pixel values respectively as the
feature. Thirdly, the total pixel value will be the thirteenth feature. The other method to
extract features is based on the character contour information. Scanning each row of the
image from left and right side until meet the first black pixel. This pair of black pixel
marks the edge information of the Character and use their position as a feature. For a
32*32 pixel image, we can get 32 features, similarly, we can get another 32 features by
scanning each column from top to the bottom.

(a) Original image (b)  Dilate

Fig. 4. Image segmentation

(a) Statistic feature  (b) Structure feature

Fig. 5. Image feature extraction
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3 Active Learning Support Vector Machine

Active Learning
Active learning, also called query learning, is an effective machine learning method that
generated to solve the problem of unlabeled binary classification. It was first presented by
Simon in 1974 [14]. Themain idea is to select themost valuable samples in a large pool of
unlabeled data and ask the expert to label them, and then add these labeled samples to the
training set. Initially, there is only a small part of labeled data and a large pool of unlabeled
data, we called it initial training data set, and then select the lowest confidence of unla-
beled data and request their labels. End of the loop after a series of iteration.

Active learning can be characterized into three categories based on different ways to
select the unlabeled samples [15]:

(1) Active learning based on membership queries ask active learners to construct the
examples for which annotations will be requested.

(2) Stream-based active learning is used in situations where samples are incoming in a
stream one by one, classifier decides whether to ask the learner to label it or not.

(3) Pool-based active learning value all the unlabeled samples and sort them
according to their value, this is the most widely used method among these three
categories.

In this paper, the pool-based active learning method is used to select the unlabeled
character images which have the lowest confidence to classify. The following is the
definition of confidence [16]:

x� ¼ arg max 1� ph
ŷ
x

� �� �� �
ð1Þ

x is the character sample and y is its label.x� is this character sample’s confidence. ŷ
is the value of y when this character sample has the biggest Posterior Probability.

ŷ ¼ arg max ph
y
x

� 	h in o
ð2Þ

Support Vector Machines
In the field of machine learning, support vector machine (SVM) is a supervised
learning model. A support vector machine constructs a hyperplane or set of hyper-
planes in a high or infinite dimensional space, which can be used for classification and
regression. A good separation is achieved by the hyperplane that has the largest dis-
tance to the nearest training-data point of any class. SVM can solve the problem of data
can’t linearly separate by using a kernel function.

Given training samples in two classes [17]:

x1; y1ð Þ. . . xl; ylð Þ; x 2 Rn; y 2 �1; þ 1f g ð3Þ
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Here, l is the number of character samples and n is the input dimension. The
optimal hyper-plane divide those samples into two classes:

w � xþ b ¼ 0 ð4Þ

The classification formula is:

w � xi þ b� 0; yi ¼ þ 1

w � xi þ b� 0; yi ¼ �1
ð5Þ

The distance from sample to optimal hyper-plane is as follows:

d ¼ w � xþ b
wk k ð6Þ

x is a positive sample when d� 1, similarly,x is a negative sample when d� � 1.
Only those characters between �1\d\1 need to ask expert for their labels.

In our experiments, the initial sample set is 615 character images that contains all
the character types in the chip, some characters look like similar, such as “0” and “o”,
“1” and “I”, those character images have low confidence which makes SVM algorithm
difficult to classify them. Active learning algorithm selects these low confidence
character images to ask expert for their labels.

4 Design of IC Character Recognition System

The recognition system mainly includes two parts: hardware and software design.

Hardware Design
Hardware design is mainly composed of industrial camera, auxiliary light and commu-
nication controller. The image collected by the ordinary camera is not clear enough. It is
important to select an industrial camera which can capture high-definition images. In this
system, the industrial camera’smodel isGS3-U3-51S5 M,which produced byPoint Gray
company. Its maximum resolution is 2448 � 2048 and data transfer rate up to 5 Gbit/s.

The auxiliary light source is installed to improve the recognition rate of the system.
Auxiliary light can overcome some of the ambient light interference, to ensure that the
image on the chip has good brightness. At present, the common types of light source in
industry are surface array light source, ring light source and strip light source. In this
system, the size of IC tray is 335 mm � 145 mm and the entire chip tray needs
uniform illumination, only strip light source is the most suitable for the needs above.
Figure 6(a) shows the IC tray and Fig. 6(b) shows the camera mounting position and
light effect under the strip light source.

Communication controller is an important bridge between hardware and software.
Its main function includes: (1) Check whether the IC tray reaches the image acquisition
area; (2) Send commands to the camera to capture the image; (3) Receive and parse the
message send by software; (4) Send different control instructions according to the
recognition results. For example, send alarm signals when recognition result is wrong.
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Software Design
The main function of the software are as follows: sample training and character
recognition. Sample training is to collect a number of IC images as the sample data,
using active learning SVM algorithm to train the classifier. The main process of sample
training: first, the initialization of the system, such as open the camera and serial port,
and then the communication controller module for serial port monitoring, monitoring
image acquisition commands. When the communication control module received the
image acquisition instruction, the image acquisition is notified to collect a plurality of
IC images, and do preprocess and feature extraction for those images. Then, to initialize
label those character images, and the initial classifier is trained and judge whether the
classifier meets the criteria. If the classifier does not meet the standard, the active
learning method is used to select some of the samples to be labeled, and then the
classifier is trained again after the completion of the label. Finally, save the classifi-
cation information when the classification performance of the classifier meets the
standard. Figure 7 shows the sample training process.

(a) IC tray    (b) Image acquisition system

Fig. 6. (a) IC tray, (b) image acquisition system

Start

System 
Initializatiion

Serial Monitor

Image Acquisition?

Capture many pictures

Preprocess and 
Feature extration

Label the samples

Training classifier

Accurate classification?

Save the classifier 
information

End

N

Y

Select sample

Y

N

Fig. 7. Sample training process
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The process of character recognition is as follows: first, the system initialization,
including the opening of the camera, serial port, load the chip information and classifier
information. Then the communication control module monitoring serial port. Capture
one IC image when communication control module received the acquisition instruc-
tion, to preprocess and feature extraction for this image. Then, the classifier is used to
recognize the character image and judge whether the IC character is matched with the
standard IC character. Alarm and notify the relevant personnel to deal with the problem
when the character recognition is wrong. Figure 8 shows the software interface and
recognition result.

5 Experiment and Analysis

In this experiment, we took 15 pieces of Spreadtrum company’s SC7727SE chip as the
experiment sample, preprocess and segment those images, each chip has 41 characters
and can get 615 characters in total. 12 statistical features and 6 structural features in
each character image are selected for training.

Firstly, 50 samples were randomly selected to form the initial sample set and label
those them. Then use the active learning SVM and SVM algorithm for training
respectively. Both methods need to use the initial sample set to train an initial classifier.
The active learning SVM algorithm select 10 unlabeled samples whose distance are
shortest to the optimal classification surface, to label those 10 samples and add them to
the training set, retrain the classifier and repeat the process above. However, SVM
algorithm select 10 unlabeled samples randomly form the unlabeled samples set, other
steps are the same as active learning SVM.

Figure 10 is the active learning SVM and SVM sample training comparison chart,
showing the relationship between training times and recognition rate. The abscissa of
the curve is the number of training times and the ordinate is the recognition rate. It can
be seen that with the increase of training samples, the recognition rate is higher. The

Fig. 8. Software interface
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recognition rate of the classifier can reach 100% after training by active learning SVM
35 times, and the number of samples need to be labeled is 390, and the number of
support vectors is 285. While the SVM requires training 40 times to make the training
classifier recognition rate reached 100%. The numbers of sample to be labeled is 440
and the number of support vector is 327. Comparing two kinds of methods, active
learning SVM can reduce the number of labeled samples and support vectors in
training, Active learning SVM can greatly reduce the time when the classifier is used
for classification and recognition.

We also compare the active learning algorithm with template matching and BP
neural network algorithm. 25 chip images were selected in this experiment and get
1025 character images after image preprocess and segment. Template matching method
needs to prepare the template library in advance, there are 150 character images in the
template library and each kind of character contains at least three template images. BP
neural network and Active Learning SVM used the same sample library when training
character samples, a total of 680 images in this experiment were used for training. The
experiment results are shown in the Table 1.

As shown in Table 1, active learning SVM has the highest character recognition
rate in these three algorithms, and its recognition rate is up to 97.67%.

Fig. 9. Comparison of active learning SVM and SVM in sample training

Table 1. Recognition rate comparison of different character recognition algorithms

Recognition algorithm Total number of characters Correct Wrong Recognition rate

AL-SVM 1025 1001 24 97.67%
Template matching 1025 985 40 96.10%
BP neural network 1025 963 62 93.95%
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6 Conclusion

An automatic IC character recognition system is designed and implemented based on
active learning SVM algorithm in this paper. The experimental results show that the
active learning SVM algorithm has faster training speed and higher recognition rate
than SVM algorithm.
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Abstract. An active RFID tag with 2.4 GHz radio communication function and
LF wake-up module is designed in this paper. On the basis of this, a smart shelf
system is proposed to reduce the time of searching for specified goods and
improve operation efficiency of warehousing management. The location of the
tags attached to the items on the shelf is estimated by the weighted centroid
localization algorithm. With the deployments of the assistant LF label nodes, the
shelf doesn’t have to be divided into several fixed electromagnetic shielding
space. These advantages help the shelf to achieve greater flexibility of cargo
storage management.

Keywords: RSSI � Active RFID tag � Smart shelf � LF wake-up

1 Introduction

The rapid development of electronic and information industry calls for higher efficiency
and automation level in logistics and warehousing department. Semiconductor industry
is a representative example of technology and knowledge intensive industries among
all the electronic and information industry. It requires the production line to be able to
track the market changes and make adjustments in a short time; this also requests the
supporting warehousing department to have the ability to transport and update the
contents in cargo shelf with a highly efficient management system. In addition, the
definite functions and divisions of work between the upstream and downstream
enterprises results in a variety of package of the products, and this is often true even for
the IC comes from one same order, which usually costs troubles in the management of
the items on the shelf.

Radio Frequency Identification (RFID) is an advanced form of contactless identi-
fication and communication [1, 2]. The system of RFID is simple and low cost, and
could run in reliability and flexibility; it can work without manual intervention and read
information from multiple tags simultaneously. It’s has obviously advantages over bar
code and 2-dimensional bar code in the transmitting cryptograph and storage size, and
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the application of RFID has been considered to be the future tendency into the
automation of warehousing.

In recent years the research on the applications of RFID into the logistics and
warehousing has attracted great attention from the experts all over the world. Dr.
Yunhao Liu present an RFID-based system, Tagoram, for real time object localization
and tracking using COTS RFID tags and readers. The system had been tested and
deployed for automatic baggage sortation in two airports. It was announced in his paper
that the location accuracy has been improved to millimeter level, which is a remarkable
progress [3]. ZHANG Tian-cheng developed a wireless positioning system based on
low-frequency (LF) wake-up and ELM classification algorithm, the real-time posi-
tioning computation is realized on MCU systems. His test result shows that the posi-
tioning precision in effective range can reach 15 cm, correctness rate of positioning is
positioning is over 95% [4]. Other researchers tried to apply the RFID system to the
smart shelf, WANG Jian-wei worked to solve the problems existing in data information
acquisition and automation level of traditional warehouse management and tried to
combine RFID with ID barcode technology to realizing the automated warehousing
management and real-time inventory control [5] .

So far, the RF communication technology and received signal strength (RSS) de-
tection has become the main technical means of indoor positioning technology [6–8].
In this paper, a method of setting fixed low-frequency assistant card on the shelf to help
locating the active RFID tags is introduced. By acquired the RSSI value of the
neighboring LF assistant cards and their pre-coded number, the correlation level to the
neighboring LF assistant tags could be calculated, and therefore estimation coordinates
of the active RFID tags would be acquired to show their locations on the shelf. This
method doesn’t need to separate the shelf to certain space and the electromagnetic
shielding is not needed between each tag on the shelf.

2 RFID Smart Shelf System

The main objective of this paper is to overcome the issues and challenges of the
warehousing management system in semiconductor industry. In many situations the
raw materials with different sizes and shapes need to be stored together during the
producing procedure and separated after production, making it extremely difficult to
keep track of the position of specified IC product on the shelf.

2.1 Basic RFID System

RFID system works with radio-frequency signal for wireless transmit and receive of the
data. The information of the goods is stored in the tag it attached with. As shown in
Fig. 1, the typical RFID system is usually consist of tags, reader, and background
processing software system, which mostly running on the PC. The reader is responsible
to transmit the radio signals at certain frequency through the antenna it matched to.
When the RFID tags enter the working zone of the reader, the antenna of the tags will
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have the inductive current from the signal from the reader. Thus the tags will be active
and then try to transmit their own information back to the reader; the information is
usually modulated in the carrier of the same frequency to the reader. Then the reader
could receiver and demodulate RF signal, finished the decoding and verification work,
after that the information is sent to the background processing software system to
process. The software system will judge the legitimacy of the tag by processing the
verification code and UUID, and then interact differently to the different items and
situations. If the legitimacy is valid, the reader will sent back corresponding command
signal, and the RF front end of the tag will demodulate and recover the information
from the radio frequency. Then those information data are transported to the control
logic unit, which will take operation according to the command signal it receives.

2.2 Proposed System

In this paper, a RFID smart shelf system is proposed based on the LF trigger signal.
The low frequency band is chosen because it has relatively even field strength, which is
ideal for the situation of the items detection on the shelf. The hardware is mainly based
on the 125 kHz LF wake-up communication technique, and location algorithm is based
on weighted centroid localization algorithm.

As shown in Fig. 2, the proposed system structure of smart shelf using active RFID
tags is consist of LF assistant label nodes, active tags, reader and software system
running on PC.

The LF assistant label nodes are preset on the shelf according to an established
Cartesian coordinate grid. Knowing the actual location of each label node, we give the
label nodes a three dimensional vector to demonstrate their positions. The LF assistant
label nodes will then actively transmit wake-up signal through 125 kHz at a certain
interval. When the active RFID tag carrying with the cargo enters the working field of
the LF assistant label nodes, the LF detection circuit will activate the tag. The RSSI and
the position vectors of neighboring label nodes will be acquired simultaneously from
the wake-up signal.

Fig. 1. Typical radio frequency identification system block diagram
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The tag will compared the receiving vectors with the previous transaction vectors.
If there are some new faces appeared, the tag will then activate its 2.4 GHz band to
transmit each RSSI value with the corresponding vector to the reader along with the
information of the tag itself. The work of reader is comparatively simple, it handles to
pick up the data frames on the 2.4 GHz band and try not be fuzzed by the noisy air
interface jammed by Tag collision and other ISM band users. As to the task of cal-
culating the location of the tags on the shelf, we decided to let the MCU in the reader to
do the work instead of the logic control unit on the tags, to reduce the energy con-
suming of the tags. The location algorithm is detailed in the Sect. 4. After figuring out
the real-time location of the tag, the reader will send the information of the tag and the
location to the background processing software system via RS485 serial bus.

The tags on the shelf will enter the low power mode ever since a successful
communication to the reader and a sleep-timer will be started. If the tag reaches sleep
time limit, the circuit will be activated again to receive LF signal. But the tag won’t
start a new communication to the reader via 2.4 GHz band until it detect a new location
vector of the LF label node, to help the tag reduce the power consumption, and to
increase the battery life.

3 Circuit Design

3.1 Circuit of LF Assistant Label Node

The function of the circuit of LF assistant label node is to transmit 125 kHz wake-up
signal. While the format of the signal and the radio frequency is correct and accurate,
the tags in the range could be effectively triggered and the data correctly demodulated.
The signal amplitude should be as stable as possible, to ensure a trustworthy precision
for the detected RSSI value. Based on these considerations, we adopt the integrated

Fig. 2. Structure of smart shelf system
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advanced base station IC PCF7991AT. This device is operating at 125 kHz and
employing Amplitude Shift Keying (ASK) for write and AM/PM for the read opera-
tion. The PCF7991AT IC has a high degree of integration and very low external
component dependency. The device integrates a powerful antenna driver and modu-
lator, a low-noise adaptive sampling time demodulator, and provides three wire SPI
microcontroller interface for programming. The power supply of the LF assistant label
node is supported from the 9 V battery and the voltage stabilizing circuit.

The schematic diagram of the antenna of the LF assistant label node is designed
based on the model of RLC series resonant circuit, as shown in Fig. 3.

Rdriver is the internal resistance of the driving component (i.e. the equivalent
resistance of the antenna driving IC PCF7991). Rcopper is the resistance of the wire of
the antenna coil, which includes the contact resistance between the coil and the circuit
and the equivalent resistance of electric current concentrating effect at 125 kHz. Ra is
used to adjust the current of the lope. Rrf stands for the equivalent resistance caused by
eddy current loss from the metal near the coil. La is the inductance of the coil. Ca is the
tuning capacitance. UCp is the peak voltage on the Ca. ULp is the peak voltage on the
La. Qop is the energy factor at resonant state. Uosc is the driving signal of the antenna. Ip
is the peak current when the circuit works at resonant state of 125 kHz and the Qop is
10. The tap point A is the test point of the circuit.

As shown in the data sheet of PCF7991AT, if the digital square wave signal is
converted into an equivalent sine wave signal, the equivalent voltage Uosc = 6.37 V.
As we known, when the energy factor Qop = 10, the energy factor Qa at tap point A
should be much larger than 10. So that we can figure out the inductance of the coil is:

La ¼ 6:37� 10
IP � 0:785

ð1Þ

Generally we can choose the needed value of Ip from 150 mA to 250 mA to
determine the inductance of the 125 kHz emission coil.

The application circuit of the LF assistant label node is shown in Fig. 4, TX1 pin
and TX2 pin of the IC PCF7991 are connected to the frequency selective network.

TX2

TX1

Rdriver Ra Rcopper Rrf

La

Ca

IP
ULp

UCp

Tap point A 

Vdr =Uosc

Fig. 3. Antenna resonance loop equivalent circuit diagram
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3.2 Circuit of Active Tags

Active tags are used for receiving the incoming LF wake up signals and communi-
cating with the readers at 2.4 GHz ISM band. When the tag detecting the LF signal in
the field, it will verify the legitimacy of the wake up frames, measure the received
signal strength indication (RSSI) and finish an effective dialogue with the reader.

The circuit of active tag can be divided into three main function parts: the LF signal
module, the digital process module and the 2.4 GHz communication module. To
ensure that at least one set of coils can obtain sufficient signal strength to demodulate
the data, the 3-D orthogonal antenna ZSUCORE 3D15-722 is applied to the LF signal
module to acquire better signal uniformity and sensitivity. In generally, the 3-D
receiving antenna is a combination of 3 single coils oriented in the 3 space axis, so that
the LF signal can be detected and measured on three dimensions at the same time. The
antenna is connected to the AS3933 which is a 3-channel low power ASK receiver IC.
This IC is able to generate a wake-up signal to MCU upon detection of a LF carrier
frequency data signal. Each dimension of the antenna is attached to one of the channels
of AS3933. The digital process module is handled by IC MSP430F149, it communi-
cates with AS3933 on board via 3 wires SPI interface to receive the LF data and RSSI
value. The 2.4 GHz communication module is handled by nRF24L01; it can transfer
and receive RF data on worldwide 2.4 GHz ISM band with 2Mbps air data. Consid-
ering the carrying convenience of active tags, the button battery is used since both
nRF24L01 and MSP430F149 have very low power consumption. The application
circuit of AS3933 is shown in Fig. 5.

The LF frequency selection network employs parallel resonance. The inductance of
three dimensions coil is 7.2 mH, the parallel capacitance can be calculated by the
parallel resonant formula shown in formula 2.

f ¼ 1

2p
ffiffiffiffiffiffi

LC
p ð2Þ

So when resonance point frequency is designed to be 125 kHz, the resonant
capacitance is 225 pF. Considering the practice of the circuit board, a pair of two

Fig. 4. PFC7991 and LF selective network circuit diagram
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capacitors is applied in the circuit. The internal tuning resonant capacitor can also be
programmed to a maximum of 31 pF at the step size of 1 pF.

4 Algorithm Analysis

Weighted centroid localization algorithm featuring low communication overhead and
low complexity, is our basis of localization on the energy constrained RFID tags. In
this smart shelf system, we introduce the concept of calibrated reference tags. The basic
idea is to use the stationary LF assistant label nodes to measure RSSI of the calibrated
reference tags, and thus we can compare those RSSI with the testing tag, find the
several most related calibrated reference tags of the testing tag. Because we have set the
stationary LF assistant label nodes by given precise 3-D coordinates, we can calculate
the relational grades of target tag and all the calibrated reference tags to indicate the
real-time location of the target tag.

5 Software and Hardware Implementation

5.1 Embedded Software

The LF communication process can be break down in two parts: one of the LF trigger
transmission with the circuit of PCF7991AT and the other is the LF detection with the
circuit of AS3933. Both of them communicate via the 125 kHz air channel with the
ASK modulation.

The wake-up protocol of AS3933 is shown in Fig. 6. When the radio frequency is
125 kHz, the minimum time duration of Carrier Burst is 16Tclk +16Tcarr. Tclk is the
period of the clock generator of AS3933. Here the clock is 32.765 kHz. Tcarr is the
period of the carrier. So the minimum time duration is 616 ls, and the maximum time
is 155Tclk , i.e. 4727.5 ls.

The embedded software of the active tags consists of four parts: initialization
module, sleep mode module, low-frequency wake-up receive module and the
high-frequency transceiver module. The initialization module includes MCU and
external device initialization. The sleep mode is mainly to reduce power consumption,
including turn off some peripherals and MCU into the suspended state, and turn off the

Fig. 5. AS3933 application circuit diagram
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nRF24L01. The low-frequency wake-up receive section used to verify the pairing data
is mainly consisted of the wake-up pin configuration of the MCU and the reception of
low frequency data. High-frequency transceiver module is responsible to send
high-frequency information to the reader and complete the high-frequency response
after a successful transmission.

5.2 Communication Protocol

The communication between the reader and the active RFID tags is based on the 2.4G
ISM band. nRF24L01 is a single chip 2.4 GHz transceiver with an embedded baseband
protocol engine, suitable for ultra-low power wireless applications. Using high data rate
gives lower average current consumption and reduces probability of collisions. The
communication rate is set to 2Mbps in this system.

We define the communication protocol of nRF24L01 with the chart shown in
Fig. 7. In every frame nRF24L01 actually send 32 bytes data. The first byte is the
length of this sending frame, so that the reader can count the right bytes of the data in
one frame during a continuous transmission stream.

5.3 System Implementation

The development platform of PCB and schematic design is finished on Altium
Designer 16. The circuit is manufactured on the FR-4 with thickness of 1.6 mm. The
circuit boards of LF assistant node and the active tag is shown as below in Fig. 8.

According to the structure of smart shelf system, there is background software
running on the computer to help release the real-time visualized inventory management
and automatic cargo localization in warehouse. We designed a software system running
on the computer, it communicates with the readers via RS485 serial bus to acquire the

Fig. 6. Wake-up protocol overview with the pattern detection

Fig. 7. RF communication protocol of the active tag
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information of the tags and the shelves and land a basic implementation of automation
warehousing system. The software interface is shown in Fig. 9. There are three
function windows which show the items on the shelf, leaving the shelf and entering the
shelf. All the items are attached with an active tag with a unique UUID, and the
software will display the UUID of the tags and their real time position estimations.

6 Conclusion

Based on the LF detection, communication method and RFID technology, we put
forwards an approach to solve the problem of how to improve the inventory man-
agement and operations in warehousing. In order to achieve that, the LF assistant
location device was proposed in this paper, which achieves the real-time visualized
locating of the active tags on the shelf. With the help of RFID technology, the digital
pallet and smart shelf are implemented. They ensure that the products and their stored
places can be bound together and identified uniquely.

Fig. 8. Circuit board of LF assistant label node (left) and active tag (right)

Fig. 9. An example of automatic storage detection
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Abstract. Forward Selection Component Analysis (FSCA) provides a
pragmatic solution to the NP-hard unsupervised variable selection prob-
lem, but is not guaranteed to be optimal due to the multi-modal nature
of the mean squared error (MSE) selection metric used. Frame poten-
tial (FP) is a metric that has recently been shown to yield near-optimal
greedy sensor selection performance for linear inverse problems. This
paper explores if FP offers similar benefits in the unsupervised variable
selection context. In addition, the backward elimination counterpart of
FSCA is introduced for the first time (BECA) and compared with for-
ward and backward FP based variable selection on a number of simu-
lated and real world datasets. It is concluded that FP does not improve
on FSCA and that while BECA yields comparable results to FSCA it
is not a competitive alternative due to its much higher computational
complexity.

Keywords: Unsupervised dimensionality reduction · Variable selec-
tion · Frame potential · Greedy algorithm

1 Introduction

Principal Component Analysis (PCA) is a powerful technique for unsupervised
dimensionality reduction, but as the resulting reduced representation is a linear
combination of all variables, it is not, in general, straightforward to use it to iden-
tify a subset of key variables [2]. This is especially true if there is a high level of
correlation among candidate variables. Various enhancements to PCA have been
developed, such as SCoTLASS [4], DSPCA [5], sparse PCA [6]. These attempt
to constrain PCA to produce sparse solutions, but are generally computationally
intensive and do not necessarily yield good variable selection.

Directly solving the unsupervised variable selection problem is an NP-hard
combinatorial optimization problem, and quickly becomes intractable as the
number of candidate variables increases. Therefore, sub-optimal approaches
which approximately solve the problem are generally employed. These fall into
three categories: convex optimization relaxations of the cardinality constraint
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such as [7], heuristic approaches such as the aforementioned PCA enhance-
ments, and greedy search methods such as Forward Selection Component Analy-
sis (FSCA) [3].

Mathematically the unsupervised variable selection problem can be stated as
follows. Given a dataset X ∈ IRm×v with m measurements of v variables, and
an index set N = {1, 2, ..., v} of the columns of X we wish to find the subset S
of length k of the columns of X that best approximates X according to some
metric, G(S), that is:

S∗ = arg min
S⊂N ,|S|=k

G(S) (1)

In algorithms such as FSCA and sparse PCA G(S) is the reconstruction error
of the optimum linear reconstruction of X(= X([N ]) by X([S]), that is

G(S) =
1

mv
||X − X̂([S])||2F (2)

where X̂([S]) = X([S])X([S])†X. Here, for a generic matrix M , the notation
M † signifies the Moore-Penrose pseudoinverse of M , M([R]) is a matrix con-
taining only the columns of M specified by index set R, and ||M ||F is the
Frobenius norm of M . Essentially (2) is the mean squared error (MSE) of the
approximation, or equivalently a proxy for the variance explained metric VX(S)
if the columns of X are mean-centred, that is:

VX(S) = 100 ·
(

1 − mv
G(S)
||X||2F

)
(3)

Hence, minimizing G(S) is equivalent to maximizing the variance explained.
Recently a metric referred to as the frame potential (FP) has been shown

to guarantee near-optimal sensor selection solutions in terms of MSE for linear
inverse problems when using a greedy selection algorithm [8]. The frame potential
of a matrix X is defined as

FP (X) =
v∑

i,j=1

|〈xi,xj〉|2 =
m∑

i,j=1

|〈−→xi,
−→xj〉|2 (4)

where xi and −→xi are the i-th column and i-th row of X, respectively [12], and
minimizing it encourages orthogonality among the selected variables. Its attrac-
tiveness with regard to greedy selection algorithms arises from the submodularity
property [8–10], which is defined as follows.

Definition 1. (Submodular function [8]) Given three sets X , Y and N such
that X ⊂ Y ⊂ N and given an element i ∈ N \Y, a function G is submodular if
it satisfies G(X ∪ i) − G(X ) ≥ G(Y ∪ i) − G(Y).

The significance of this property is that in the field of combinatorial optimization
it has been proven that greedy maximization of normalised, monotone, submod-
ular functions is near-optimal in the sense of being bounded to be within a factor
(1 − e−1) of the global maximum [11], that is:
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G(Sgreedy) ≥ (1 − e−1)G(Sopt) (5)

where Sopt = arg max
S⊂N ,|S|=k

G(S). Ranieri et al. [8] showed that the FP based cost

function
F (Q) = FP (X) − FP (X([N\Q])) (6)

is a normalized, monotone and submodular function with respect to Q, and hence
satisfies the optimality bound requirements. Maximizing F (Q) is equivalent to
minimizing FP (S), where S = N\Q.

The sensor selection problem considered by Ranieri et al. [8] can be expressed
as f = Xα, where f ∈ IRm×1 is the measured physical field, α ∈ IRv×1 are the
parameters to be estimated and X ∈ IRm×v is a known linear model. Then,
given a limited number of sensor locations r < m corresponding to the rows
specified in the index set

−→S , and denoting X([(
−→S )]) as the matrix containing

the rows of X indexed by
−→S , solving the sensor placement problem equates to

minimizing
G(

−→S ) = MSE(α̂(
−→S )) = ||α̂(

−→S ) − α||22 (7)

with respect to
−→S , subject to |−→S | = r, where α̂(

−→S ) = X([(
−→S )])†f([

−→S ]).
Ranieri et al. [8] showed that by employing a backward elimination greedy

search algorithm to maximize (6) near optimal MSE performance can be
obtained. It should be noted that a near-optimal solution in terms of FP does
not guarantee near-optimality with regards to the MSE. In the case of the sen-
sor selection inverse problem considered in [8], the authors show that a strong
link exists between the MSE of the model parameters being estimates (α) and
FP, with the result that a near-optimal solution is guaranteed for that specific
problem formulation. However, for the general unsupervised variable selection
problem, where the focus is on the MSE of the reconstruction of X, and not the
MSE of the model parameters, such links are not readily established and hence
MSE performance is not guaranteed. Nevertheless, it is interesting to explore
if optimizing with respect to FP with its orthogonality encouraging property
provides performance benefits over FSCA, which is a greedy forward selection
algorithm that directly optimizes with respect to the reconstruction MSE. As
such, this paper presents an empirical investigation of the performance of FP ver-
sus reconstruction MSE as a variable selection metric for unsupervised variable
selection problems. The standard FSCA algorithm performs variable selection
using forward selection, while the FP algorithm in [8] uses backward elimination.
Therefore, to enable a fair comparison, forward and backward versions of each
algorithm are considered. These are denoted FSCA, BECA, FSFP and BEFP.

The remainder of the paper is organized as follows: Sect. 2 introduces the
greedy selection algorithms under investigation. Section 3 presents the results of
two simulated experiments, while Sect. 4 presents the results for two real world
cases. Finally, conclusions are provided in Sect. 5 The nomenclature used is as
follows: matrices are denoted by bold capital letters, vectors are denoted by bold
lowercase letters, X0 and Xu are the data matrix variants of X with zero mean
columns and one norm columns, respectively.
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2 Algorithms

The four greedy unsupervised variable selection algorithms investigated are:

1. Forward Selection Component Analysis (FSCA): The implementation used
here is equivalent to, but less computationally efficient than the algorithms
presented in [3], and is used to allow direct comparison with the FP selection
criteria.

2. Backward Elimination Component Analysis (BECA): This implements the
classic backward elimination algorithm, where all variables are initially
selected and then the least important variables are successively eliminated
using the change in reconstruction MSE as the selection metric.

3. Forward Selection Frame Potential (FSFP): This implements the forward
selection approach using F (Q) in (6) as the selection metric.

4. Backward Elimination Frame Potential (BEFP): This uses the backward
elimination approach of BECA but with MSE replaced by F (Q) as the selec-
tion metric.

The pseudo-code for the forward selection and backward elimination algorithms
is presented in General Algorithm 1 and General Algorithm 2, respectively, where
the Selector flag allows selection of the specific algorithm of interest. Note that
the FP algorithms use Xu instead of X, as recommended in [8], as this has been
found to improve selection performance.

General algorithm 1. Forward greedy variable selection
Input: X , k, Selector
Output: s

Initialisation: s = [ ], a = [1, 2, 3, ..., v]
for j = 1 to k do

switch Selector do
case FSCA

(a) Θ̂(ai) = X0([s, ai])
†X0

(b) X̂0(ai) = X0([s, ai])Θ̂(ai)
(c) ai∗ = arg min

ai

||X0 − X̂0(ai)||2F
case FSFP

(a) ai∗ = arg max
ai

{FP (Xu) − FP (Xu([s, ai]))}
end switch
s = [s, ai∗ ], a = a\ai∗

end for

In all experiments conducted, algorithm performance is evaluated using the
percentage of dataset variance explained by reconstruction using the selected
variables, as defined in (3) (with X = X0).
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General algorithm 2. Backward greedy variable elimination
Input: X , k, Selector
Output: s

Initialisation: s = [ ], a = [1, 2, 3, ..., v]
for j = 1 to (v − k) do

switch Selector do
case BECA

(a) Θ̂(ai) = X0([a\ai])
†X0

(b) X̂0(ai) = X0([a\ai])Θ̂(ai)
(c) ai∗ = arg min

ai

||X0 − X̂0(ai)||2F
case BEFP

(a) ai∗ = arg max
ai

{FP (Xu) − FP (Xu([a\ai]))}
end switch
a = a\ai∗

end for
s = a

3 Simulated Case Studies

This section presents results comparing FSCA, BECA, FSFP and BEFP on
two simulated case studies introduced in [3]. Since PCA provides an upper
bound on the achievable variance explained by variable selection algorithms for
a fixed number of components [3], the algorithms are also benchmarked against
PCA. Following [1], the performance comparison focuses on variable selection to
achieve 99% variance explained. The number of variables/components needed to
achieve 99% variance explained is denoted as k99%.

3.1 Simulated Dataset 1: Four Distinct Variables

The generation of this dataset begins by defining four base variables w0, x0,
y0, z0 ∼ N(0, 1), 20 noise variables ε1, . . . , ε20 ∼ N(0, 0.1) and two larger
noise variables ε21, ε22 ∼ N(0, 0.4). These are then used to define the dataset
X = [w0, . . . ,w5,x0, . . . ,x5,y0, . . . ,y5,z0, . . . ,z5,h1,h2] ∈ IRn×26, where the
columns of X are n realizations of the variables {wi = w0 + εi}i=1,...,5,
{xi = x0 + εi+5}i=1,...,5, {yi = y0 + εi+10}i=1,...,5, {zi = z0 + εi+15}i=1,...,5,
h1 = w0 + x0 + ε21 and h2 = y0 + z0 + ε22. Hence, the dataset is highly redun-
dant with just 4 independent variables. The algorithms have been evaluated
over 200 realizations of X with n = 1000. The results reported are the average
performance over the 200 realizations.

Figure 1(a) shows the percentage variance explained (VX) with respect to
the variance explained by PCA (VPCA) as a function of k. Among the four
algorithms, only FSCA shows a significantly different trend, rapidly achieving
95%, but then showing no improvement until k = 5. With reference to the k99%
results in Table 1, FSCA performs best, followed by BECA and FSFP. BEFP is
inferior to the other algorithms requiring 21 variables to achieve the 99% target.
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3.2 Simulated Dataset 2: Block Redundancy

This dataset is defined as follows: X = [X0,X1] ∈ IRm×v, where X0 ∈ IRm×u

with X0
i,j ∼ N(0, 1), X1 = X0 · Φ + E, Φ ∈ IRu×(v−u) with Φi,j ∼ N(0, 1)

and E ∈ IRm×(v−u) with Ei,j ∼ N(0, 0.1). Hence, this dataset contains u ≤ v
independent variables. Three different (u, v) combinations are considered: (10,
30), (15, 50) and (20, 75). Results are presented in each case for the average of
200 realizations of X with m = 1000.

Figure 1(b) shows the performance of each algorithm relative to PCA for dif-
ferent values of k when u = 10. As can be seen, FSCA yields the best results
followed closely by BECA. Both FP algorithms perform poorly for this problem
when k < 10, with the forward implementation superior to the backward imple-
mentation. As k increases the differences between the algorithms decrease, and
they all converge at k = 10. Table 2 shows the k99% results and the correspond-
ing VX in parentheses for the different (u, v) combinations. All algorithms need
u variables to achieve the 99% threshold. The difference between the worst and
the best is less than 0.2%. To demonstrate the robustness of the results, box
plots showing the distribution of the variance explained by each algorithm over
the 200 realizations are presented in Fig. 2 for the case u = 10, for k = 5 and
k = 10.

1 2 3 4 5 6
Number of components out of 26

80

85

90

95

100

10
0 

 (
V

X
 / 

V
P

C
A
)

FSCA
BECA
FSFP
BEFP

(a) Simulated dataset 1

1 2 3 4 5 6 7 8 9 10
Number of components out of 30

20

40

60

80

100

10
0 

 (
V

X
 / 

V
P

C
A
)

FSCA
BECA
FSFP
BEFP

(b) Simulated dataset 2

Fig. 1. Percentage explained variance with respect to VPCA for different values of k
for: (a) Simulated dataset 1 and; (b) Simulated dataset 2 for u = 10.

Table 1. (Simulated dataset 1) values of k99% achieved and the corresponding VX . In
bold the winner algorithm after PCA.

PCA FSCA BECA FSFP BEFP

k99% 5 6 8 8 21

VX 99.01 99.30 99.07 99.06 99.14
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Table 2. (Simulated dataset 2) values of k99% achieved and, between brackets, the
corresponding VX .

u v PCA FSCA BECA FSFP BEFP

10 30 10(99.95) 10(99.72) 10(99.86) 10(99.75) 10(99.89)

15 50 15(99.96) 15(99.76) 15(99.89) 15(99.69) 15(99.93)

20 75 20(99.97) 20(99.77) 20(99.90) 20(99.68) 20(99.95)
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Fig. 2. (Simulated dataset 2) Boxplot of VX by each algorithm for the case u = 10
with k = 5 (left) and k = 10 (right).

4 Real World Case Studies

In this section the algorithms are compared on two different real world datasets:
wafer metrology data from a semiconductor manufacturing process and gas sen-
sor array data collected from a gas delivery system.

4.1 Real Dataset 1: Wafer Site Optimization

This dataset, which is described in detail in [1], consists of wafer metrology data
from a semiconductor manufacturing process for a set of 316 wafers. The goal
is to improve the efficiency of wafer profile monitoring by reducing the number
of measured sites from a candidate set of 50 sites, without discarding valuable
information. This can be cast as a variable selection problem, with the columns
of the data matrix representing the candidate sites and the rows representing
the measurements from individual wafers, hence X ∈ IR316×50. The goal is to
select the number of sites needed to achieve 99% variance explained. The results
of the analysis of this dataset are presented in Fig. 3(a) and in Tables 3 and 4.

Figure 3(a) and Table 3 show that the MSE-based algorithms (FSCA and
BECA) substantially outperform the FP-based algorithms for this problem
achieving consistently higher explained variance for a given number of selected
variables. FSCA yields the best performance for low values of k while BECA is
marginally superior at higher values. Both algorithms identify 7 sites as neces-
sary to achieve 99% variance explained. In contrast, the best FP-based result is
10 sites.
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Table 3. (Real dataset 1) Values of k99% achieved and the corresponding VX .

PCA FSCA BECA FSFP BEFP

k99% 5 7 7 10 11

VX 99.07 99.02 99.17 99.24 99.17

Table 4. (Real dataset 1) Mean, minimum and standard deviation of VX for the
unmeasured sites using the sites selected by FSCA and BECA as regressors.

Best 7 sites Mean VX Min VX σ

FSCA 45, 27, 1, 24, 9, 49, 14 98.74 93.74 1.34

BECA 4, 15, 16, 31, 42, 44, 48 99.06 96.70 0.86
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(b) Real dataset 2

Fig. 3. Percentage explained variance with respect to VPCA for different values of k
for: (a) Real dataset 1 (left) and; (b) Real dataset 2 (right).

As described in [1], the unmeasured sites can be estimated from the measured
sites using a linear model with the selected sites as regressors. Table 4 provides a
comparison of the performance of the seven sites selected by FSCA and BECA
with regard to their ability to predict the 43 unmeasured sites on each wafer.
Performance is expressed in terms of the mean, standard deviation and minimum
variance explained over the 43 unmeasured sites. As can be seen, BECA selects
completely different sites to FSCA, and in this instance produces significantly
better results.

4.2 Real Dataset 2: Gas Sensor Array Analysis

This dataset was selected from the UCI Machine Learning Repository [13,14]
and consists of measurements from 16 chemical sensors exposed to 6 gases at
different concentration levels gathered in a gas delivery platform facility at the
BioCircuits Institute, University of California, San Diego. From each sensor, 8
features have been extracted giving a total of 128 variables plus the concentration
of the analyte gas. Here, only the data from batch 3 is considered giving a dataset
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X ∈ IR1586×129 for analysis. Due to the large variation in the magnitude of the
variables in the dataset, all variables were standardized prior to analysis. Results
are presented in Fig. 3(b) and Table 5 for the standardized dataset.

Table 5. (Real dataset 2) Values of k99% achieved and the corresponding VX .

PCA FSCA BECA FSFP BEFP

k99% 8 12 12 17 17

VX 99.00 99.05 99.07 99.02 99.01

Here again, the MSE-based algorithms outperform FP, particularly for lower
numbers of selected variables. In addition, to achieve 99% variance explained
FSFP and BEFP need 17 variables while FSCA and BECA achieve the same
performance with only 12 variables.

5 Conclusions

Motivated by its effectiveness in a recently reported optimum sensor placement
application, this paper has explored the value of FP as an alternative to MSE
as a selection metric in unsupervised variable selection problems. Both forward
selection and backward elimination greedy selection algorithms have been con-
sidered. The results of two simulated and two real case studies show that, in
general, for a fixed number of selected variables, selection based on MSE sig-
nificantly outperforms FP, and therefore FP is not a good choice for this type
of problem. An explanation for this is that while greedy FP-based algorithms
enjoy guarantees on near-optimal solutions in terms of FP this does not automat-
ically extend to guarantees on MSE performance. In general FSCA outperforms
BECA when the number of variables selected is low, but BECA has comparable
and sometimes marginally better performance when approaching 99% variance
explained. However, FSCA has the advantage of being computationally much
more efficient, and therefore is the preferred algorithm.
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Research (IMR) for its financial support of his PhD.
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Abstract. In this paper, we propose a Coupled Discriminative Dictionary
Learning framework to tackle the zero-shot image classification problem.
Instead of the original attribute vectors and sample feature vectors, we use their
corresponding sparse coefficients attained from sparse coding to do the classi-
fication. The purpose of our framework is that, when an unseen-class sample
shows during test time, we first attain its corresponding sparse coefficient
through learned feature dictionary. Then we use a mapping method to map it to
the attribute sparse coefficients category histogram domain where we can
accomplish the classification. We evaluate our method performance on two
benchmark datasets for zero-shot image classification. The results are com-
pelling to other state-of-the-art, especially on fine-grained dataset.

Keywords: Coupled Discriminative Dictionary Learning � Zero-shot image
classification � Sparse representation � Category histogram

1 Introduction

Traditional supervised model is faced with an overwhelming problem. According to
Bishop and Bishop [1], recognition of target class samples always requires sufficient
manually labeled data. However, it seems impossible to collect well-labeled data for
every classes. Thus, zero-shot image classification [2–6] has been proposed to cope
with this problem.

Zero-shot image classification often gives the following situation: during training
time, we are given side information of all the classes. However, we are given training
samples only for some of the classes called seen classes. The biggest difference
between traditional supervised learning and zero-shot image classification is that we
lack the training sample images of the rest of the classes called unseen classes.

Most of the exist methods mainly focus on using side information such as attributes
[7–12], Words or phrases [13–15], Learned classifiers [5, 16]. When the sample of the
novel class shows up during test, it will generate the corresponding side information
vectors. Since the side information is shared among all classes, the result will be
reached. Some further works learn an embedding space and the mapping function
between side information space and embedding space as well as the one between
sample space and embedding space [14, 15, 17–19].
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Inspired by the SSE [20], our method does not include the prediction of side
information. However, the method used in the SSE works less accurately in the
fine-grained databases such as CUB-200-2011. One of the reason is that the embedded
histogram space used in the SSE has a limited number of bars. The number of bars is
restricted by the class number in the database. As a result, we introduce a coupled
dictionary [21] framework into zero-shot image classification, which can also learn the
relationships between class but an unlimited number of bars in the histogram.

Shown in Fig. 1, inspired by semi-coupled dictionary learning, we manage to learn
coupled dictionaries over the attribute domain (D1) and feature domain (D2) and the
mapping method W simultaneously.

Our method mainly contributes in two aspects. First, we introduce the coupled
dictionary framework into zero-shot image classification, which is suitable for cross-
domain problem. Second, we improve the accuracy of the zero-shot image classifica-
tion compared to the traditional methods, especially we improve the accuracy on the
fine-grained databases.

The rest of the paper is organized as follows. Section 2 provides a review of the
related work; Sect. 3 illustrates the details of our coupled dictionary learning method;
Sect. 4 presents our experimental evaluation; Sect. 5 presents the discussion and our
conclusions.

2 Related Work

2.1 Zero-Shot Image Classification

Since side information shared among seen classes and unseen classes, most of the
existed methods rely on side information learning to solve zero-shot image classifi-
cation. Side information can be categorized into different sources. Attributes are
widely used side information in zero-shot image classification. Besides attribute,
methods using word vector from textual databases [13–15] are also trending.
Moreover, [16] proposed that we can use learned classifiers to reconstruct the clas-
sifier for zero-shot image classification. Most of the above-mentioned literature rely

Fig. 1. Our method uses sparse coding method to embed attributes and features into coefficient
domain respectively. Blue shapes in attribute space represent the attribute vectors of unseen
classes. In zero-shot image classification problem, we lack the corresponding unseen class
instances in the feature space. (Color figure online)
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on predicting the side information vector for the novel unseen class sample, which is
suboptimal according to [19].

Then further studies introduce the label embedding methods [14, 15, 17–19]. These
methods manage to find an embedding space and corresponding mapping functions
where we can classify the samples in a direct way. However, these methods may suffer
from missing or incorrectly annotated side information according to [20].

2.2 Coupled Dictionary Learning

Coupled dictionary learning has shown great performance in different areas [21, 22,
23]. [21] proposed a semi-coupled dictionary learning framework that can be applied to
super-resolution. And [21, 24] shows that the frame work can also be used to the field
of photo-synthesis.

According to Coupled Dictionary and Feature Space Learning with Applications to
Cross-Domain Image Synthesis and Recognition [24], they learn the dictionaries to
describe the relationship between cross-domain images. Because of the outstanding
performance coupled dictionary shows on transfer knowledge from different domains.
We think it’s reasonable to introduce the framework to zero-shot image classification.

3 Coupled Discriminative Dictionary Learning

3.1 Model

Terminology and Notation. In this section, we summarize all the terminology and
notations we used in our framework. In the zero-shot image classification setting, we
are given the attribute matrix C ¼ fðci; yiÞ ci 2 R

ds
�� ; y 2 S[U; i ¼ 1; . . .;Ng, where S

denotes the label set for the seen classes, yi denotes the corresponding label for ci; U
denotes the label set for the unseen classes; N denotes the number of N 0 seen classes
and N 00 unseen classes put together. Therefore, N ¼ N 0 þN 00; ds denotes the dimension
of attributes. Besides, we are given the training set which only contains the samples for
seen classes T ¼ fðxi; yiÞ xi 2 R

dt�M
�� ; yi 2 S; i ¼ 1; . . .;Mg, where M denotes the

number of training samples, yi denotes the corresponding label for xi, dt denotes the
dimension of features.

In this paper, we use sparse coding method to get the learned attribute dictionary
and the corresponding sparse coefficients in the attribute domain. Meanwhile, we in the
feature domain. We use the sparse coefficients instead of the original vectors because
we want to explore the similarity among the attributes and features of different classes.
Then we learn a mapping function between the two coefficients domain since they have
different dimensions.
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To model this rule function, we can minimize the following object function:

min
D1;Z1;D2;Z2;W

EcðD1;CÞþExðD2;XÞþ JmapðZ1; Z2;WÞþEregðD1; Z1;D2; Z2;WÞ ð1Þ

Our objective function in Eq. (1) includes 4 parts, where Ecð�; �Þ;Exð�; �Þ represent
data description error [21] via sparse coding in attribute domain and feature domain
respectively; Jmapð�; �; �Þ represents the target object term of regulating coefficients to
separate the sample from each other in the attribute coefficient embedded space; Ereg is
the regulation term to regulate the dictionaries, their corresponding coefficients and the
mapping function.

For the first and second part, our main model is to use coupled dictionary learning
to get the coefficients which can replace the original attribute vectors and sample
feature vectors. Based on the SCDL [21], EcðD1;CÞ and ExðD2;XÞ can be depicted as
C � D1Z1k k2F þ k1 Z1k k1 and X � D2Z2k k2F þ k2 Z2k k1, where Z1k k1 and Z2k k1 repre-

sents the sparsity constraint term of the coefficients.
For the third part, we use fisher discrimination criterion [25] to demonstrate our

learning theory, which can be achieved by maximizing the between-class scatter,
denoted by SBðZ1Þ, and minimizing the gap between mapped term WZ j

2 and its
belonging class attribute coefficient Z j

1, denoted by SmapðZ1; Z2Þ.

SBðZ1Þ ¼ trð1
N

XN
i¼1

ðZi
1 � P1ÞðZi

1 � P1ÞTÞ ð2Þ

SmapðZ1; Z2Þ ¼ trð 1
N 0

X
j2S

1
M

X
lðiÞ¼lðjÞ

ðWZi
2 � Z j

1ÞðWZi
2 � Z j

1ÞTÞ ð3Þ

where P1 stands for the mean vector of Z1, thus P1 ¼ 1
N

PN
i¼1

Zi
1; lðiÞ ¼ lðjÞ represents that

the seen class feature and attribute coefficients Zi
2 and Zi

1 should belong to the same
label. Mj denotes the different numbers of class j provided in the database.

However, since we lack the samples for unseen class, in the mapping gap
SmapðZ1; Z2Þ only seen class feature coefficients are mapped to the Z1 space.

To sum up, our framework can be turned into the following coupled dictionary
learning problem:

min
D1;Z1;D2;Z2;W

C � D1Z1k kj2F þ k1 Z1k k1 þ g1ð X � D2Z2k k2F þ k2 Z2k k1Þ

þ g2ðtr½
1
N 0

X
j2S

1
M

X
lðiÞ¼lðjÞ

ðWZi
2 � Z j

1ÞðWZi
2 � Z j

1ÞT �Þ

þ g3ðtr½
1
N
ðZi

1 � P1ÞðZi
1 � P1ÞT �Þ

þ kw Wk k2F

ð4Þ
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where k1; k2; kw; g1; g2; g3 are the regulation parameters to balance the corresponding
terms in the framework function.

3.2 Optimization Algorithm

To tackle the minimization of the objective function, basically we divide it into three
main parts. Overall, we use an iteration method to solve the optimization problem.

We use FDDL [28] to cope with the initialization for its good representation power.
We then have the initialized mapping function W .

With D1;D2; Z2;W are fixed, the objective function can be reduced to a convex
problem. And we compute Z1 ¼ Z1

1 ; Z
2
1 ; . . .; Z

c
1

� �
class by class. When we compute Zi

1,

the rest Z j
1; j 6¼ i are fixed. Thus the objective function can be turned into:

min
Zi
1

QðZi
1Þþ k1 Zi

1

�� ��
1 ð5Þ

where:

QðZi
1Þ ¼ C � D1Z

i
1

�� ��2
F

þ g2tr½
1

N 0 �Mi

X
lðiÞ¼lðjÞ

ðWZ j
2 � Zi

1ÞðWZ j
2 � Zi

1ÞT �

þ g3tr½
1
N
ðZi

1 � P1ÞðZi
1 � P1ÞT �

ð6Þ

Mi represents the number of samples in the ith class. We employ the Iterative
Projection Method(IPM) [27] to solve the above-mentioned equation. All the terms in
the equation are differentiable except Zi

1

�� ��.
Algorithm.1. Coding Algorithm for coefficient
1. Input: σ, τ >0.
2. Initialization: 1 0, 1iZ h
3. While convergence and the maximum iteration number are not reached do:

where is the derivative of the and S is a soft thresh-

olding function defined in [29].
end

4. Output:

h  h 1

Z1
i(h)  S / (Z1

i(h1) 
1

2
Q(Z1

i(h1) ))

Q(Z1
i(h1) ) Q(Z1

i(h1) )

Z1
i  Z1

i(h)
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With Z1;D2; Z2;W are fixed, D1 can be refined as follows:

min
D1

C � D1Z1k kj2F s:t 8i; d1;i
�� ��

l2
� 1 ð7Þ

The above equation is a quadratically constrained quadratic program problem (QCQP)
and can be solved by applying the atom-by-atom updating algorithm in [26].

With D1;D2; Z1; Z2 are fixed, we can update the mapping function W by using the
following equation:

W ¼ BðkwIþAÞ�1 ð8Þ

where: I is an identity matrix, A ¼ P
j2S

Z j
2Z

jT
2

Mj
, B ¼ P

j2S
fZ j
1Z

jT
2 . fZ j

1 is the matrix that take Mj

Z j
1 s as its column vector.
The refinement algorithm of Z2 and D2 is similar to the way we do to refine Z1 and

D1 by using IPM [27] and atom-by-atom updating algorithm in [26].
To sum up our algorithm, we list our whole optimization process in Algorithm 2.

Algorithm.2. Zero-Shot Image Classification via CDDL
1. Input: The attribute matrix C , The feature matrix X ,

      Parameters 1 2 1 2 3, , , , ,w

2. Update:
2.1 Initialize 1 1 2 2, , , ,D Z D Z W
2.2 While convergence and the maximum iteration number are not reached do:

fix 1 2 2, , ,D D Z W , refine 1Z ;

fix 1 2 2, , ,Z D Z W , refine 1D ;

fix 1 2 1, , ,D D Z W , refine 2Z ;

fix 1 1 2, , ,Z D Z W , refine 2D ;

fix 1 1 2 2, , ,Z D Z D , refine W ;

end
3. Output:  Learned dictionary of attributes 1D ; Learned dictionary of features 

2D ;Learned coefficient of attributes 1Z ; Learned coefficient of features 2Z ; The map-

ping method W between 1Z and 2Z

3.3 Test

When the test sample x� of an unseen class shows during test time, we first can derive
the corresponding feature coefficient z�2 by using the learned dictionary D2.

Then we use our learned mapping functionW to map z�2 to the Z1 space. Finally, we
compare Wz�2 with Zi

1; i 2 U to determine the label for the test sample.
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Thus, our zero-shot image classification test rule is defined as followed:

i� ¼ argmaxf ðx; cÞ
i2U

¼ argmax\WZ�
2 ; Z

i
1 [

i2U
ð9Þ

4 Experiment

4.1 Datasets

To evaluate our method’s performance on zero-shot image classification problem, we
test our method on three benchmark datasets, i.e. aPascal & aYahoo (aP&Y) [7] and
Animals With Attributes (AWA) [8]. Both aP&Y and AWA are benchmark databases
often used to evaluate the performance of zero-shot image classification methods.
Table 1 gives the settings of our evaluation.

We follow other state-of-art settings to maintain the same input for the purpose of
comparison. For all the datasets, we use a 4096-dim CNN feature vector [20] for image
samples. For side information, we use the continuous attribute vectors provided in the
datasets as input. We conclude the recognition accuracy averaged over 3 trials.

Implementation Details. Our framework use FDDL [28] to initialize the dictionaries
D1;D2 and their corresponding coefficients Z1 and Z2. Then we gain the initialization of
mapping function W . We then follow the algorithm listed in Sect. 3 to solve the
objective function optimization. As for the parameters, we set k1; k2; kw; g1; g2; g3 2
f0; 10�3; 10�2; 10�1; 1; 10; 102g in Eq. (4) for parameters selection.

4.2 Comparison with State-of-the-Art

We use the same split of datasets as other methods. The statics of the database are
summarized in Table 1. In AwA there are 50 different classes. we choose 40 classes
randomly as training set and use the left 10 classes as test set. In aP&Y, we utilize the
32 classes as seen classes for training and 10 classes as unseen classes for testing.

We report absolute classification accuracy on AwA and aP&Y for direct compar-
ison to published results. The zero-shot image classification accuracy comparison is
listed in % on aP&Y and AwA. Except our results, the rest numbers are cited from their
original papers. The results of the performance on the aforementioned benchmark
datasets of our framework are summarized in Table 2.

Table 1. The statics of the two benchmark datasets we used in our experiment.

Total Train set Test set
Images Classes Images Classes Images Classes

aP&Y 15339 32 12695 20 2644 12
AwA 30475 50 24295 40 6180 10
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First of all, we reduce our feature vectors to 100 dimensions using PCA to improve
the speed of our experiments.

We can observe that our framework achieves better performance on than the
baseline methods, such as DAP [7] and IAP [8]. The performance of our CDDL
framework achieve the classification accuracies are 35.83% and 61.5% respectively,
improves 10.25% on aP&Y dataset compared with DAP [7]. Besides, our framework
improves 24.75% on the AwA dataset compared with IAP [8]. One may argue that the
result improvement is related to the strong visual feature we used in the experiments,
such as 4096-dim CNN feature vector. We admit that CNN-feature indeed enhance the
recognition framework. Yet the gap between our work and the state-of-the-art shows
that our framework do have an impact on improving the classification accuracy.

Firstly, we can observe from Fig. 2 that the value of objective function defined in
Eq. (4) can decrease via more iterations and can finally converge within 10 iterations,
which validates the algorithm we proposed in Sect. 3.2.

Table 2. The classification accuracy (%) of the two benchmark datasets

Fig. 2. (a) Objective function value decreases w.r.t. the number of iterations when Z1 is fixed;
(b) Objective function value decreases w.r.t. the number of iterations when D1 is fixed;
(c) Objective function value decreases w.r.t. the number of iterations when Z2 is fixed;
(d) Objective function value decreases w.r.t. the number of iterations when D2 is fixed.

370 L. Liu et al.



Since we use sparse coding to represent each sample with sparse coefficients, we
suppose that our framework will work well on fine-grained datasets rather than those
methods using simple feature vectors and attribute vectors.

5 Conclusion

We introduce a Coupled Discriminative Dictionary Learning (CDDL) framework to
solve the zero-shot image classification. We jointly learn two dictionaries and corre-
sponding sparse coefficients space in the attribute domain and the feature domain and
learn the mapping function between the coefficient space for classification at the same
time. In our experiment, we conduct our method on several benchmark databases. The
result is competitive to the existed method. We will discuss about how the proposed
method will perform the fine-grained databases and introduce kernel dictionary
learning method to address the classification problem in our future work.
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Abstract. Fault isolation is essential to fault monitoring, which can be used to
detect the cause of the fault. Commonly used methods include contribution
plots, LASSO, Nonnegative garrote, construction-based methods, branch and
bound algorithm (B & B), etc. However, these existing methods have short-
comings limiting their implementation when there exist vertical outliers and
leverage points, Therefore, to further improve the fault prediction accuracy, this
paper present a strategy based on robust nonnegative garrote (R-NNG) variable
selection algorithm, which is proved to be robust to outliers in the TE process.

Keywords: Fault isolation � Variable selection � Outliers � Robust nonnegative
garrote � TE process

1 Introduction

With the industrial processes expanding in scale and increasing in complexity, effective
process monitoring and fault diagnosis is the key to ensure plane safety, enhance
product quality and economic benefit. For complex industrial processes, accurate and
mathematical models are often difficult to obtain. Even if it can be obtained, these
predigested equations can only describe partial relationship of the system energy and
material balance. As discussed in [1], it is proposed that the multivariate statistical
process monitoring process (MSPM) mainly includes fault detection fault isolation,
fault diagnosis and fault recovery. Fault detection aims to identify process abnormality
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after it occurs, while the target of fault isolation is to recognize the most responsible
variable of the detected fault [2].

Variable selection has become a key issue in applied data analysis, since often
many variables are measured. However, models including all the covariates are difficult
to interpret and irrelevant variables increase the variance [3]. One method of variable
selection is the least angle regression (LARS) [3], which sorts the multivariate
according to its importance. The other approach is to impose a penalty term
nk

Pp
j¼1 gðbjÞ to the objective function of the least squares regression to enforce the

sparsity of the model. An example is LASSO [4] and Bridg [5], which add Lq-type of
penalty function to the regression coefficients, i.e., gðhÞ ¼ hk kq; with q ¼ 1 and h[ 0
respectively. Another penalty function gkðj � j) = kg(j � j) called the Smoothly Clipped
Absolute Deviation (SCAD) [6] is proposed. which satisfies gkð0Þ ¼ 0 and has a
first-order derivative

g0kðhÞ¼k Iðh� kÞþ ðak� hÞþ
ða� 1Þ Iðh[ kÞ

� �
; ð1Þ

when a[ 2 and h[ 0. NNG [7] use a penalty function on shrinkage factors of the
regression coefficients. The method is derived from the ordinary least squares estimator
(OLS), and then it shrinks some coefficients of OLS to zero by the NNG shrinkage
factors. Let b̂OLSj denote the OLS estimator of the coefficient bj, then the NNG

shrinkage factors ĉ ¼ ðĉ1; � � � ; ĉpÞT are found by solving

ĉ ¼ argmin
c

f 1
2n

Pn
i¼1

ðYi �
Pp
j¼1

cjb̂
OLS
j Þ2 þ k

Pp
j¼1

cjg
s:t: 0� cj ðj ¼ 1; � � � ; pÞ;

8<
: ð2Þ

For given k[ 0, Breiman [7] recommends to choose regularization parameter k
with five folds cross-validation. The NNG estimator of the coefficient bj; j ¼ 1; � � � p, is
then given by b̂NNGj ¼ ĉj � b̂OLSj .

Although many variable selection methods are available, few of them are designed
to avoid sensitivity to outliers which commonly exist in the industry process. There-
fore, R-NNG [8–10] is adopted for multivariate fault isolation. To investigate the
performance of LASSO, NNG and R-NNG, three methods are respectively applied to
the simulation of the Tennessee Eastman (TE) [11] process and the simulation results
are compared. The results indicate that a carefully designed robust NNG method
performs quite well and outperforms other two methods.

The rest of this paper is organized as follows. In Sect. 2, Multivariate fault isolation
is transformed into variable problem. Then the target of fault isolation can be regarded
as a variable selection problem in discriminant analysis. In Sect. 3, R-NNG method is
interpreted and applied to the variable selection problem. In Sect. 4, we give two
simulation cases to compare the performance of R-NNG, NNG and LASSO. Section 5
provides some further discussions and conclusions.
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2 Problem Transformation

In this section, we transform the multivariate fault isolation problem into a variable
selection problem in discriminant analysis. Therefore, to recognize the most respon-
sible variable form all the fault variables is the task of fault isolation in the process
monitoring. In other words, this task is equivalent to identifying the discriminating
variables in a two-class problem, where the whole data set can be divided to 2 classes
which are the historical normal operating data and the detected faulty process data.

One of the most popular techniques in discriminant analysis is FDA [12]. Suppose
that a set of d-dimensional samples N¼N1 [N2 ¼ X1; . . .;Xnf g consists of 2 classes of

samples N1 ¼ X1
1 ; . . .;X

1
n1

n o
and N2 ¼ X1

1 ; . . .;X
1
n2

n o
, where N¼N1 [N2, n, n1 and n2

are the numbers of observations in N N1, and N2, respectively, n ¼ n1 þ n2. The
purpose of FDA is to acquire a projection direction with maximal class means and
minimal the within-class variance, which is identical to an optimization problem. In
order to link least squares regression to FDA, a predictor matrix is defined as (3)

x ¼ 11 X1

�12 �X2

� �
; ð3Þ

where 1i is a column vector containing ni ones, and Xi is a ni � by� d matrix whose
rows are the samples belonging to Ni. A response vector y is defined as (4)

y ¼
n
n1
11

n
n2
12

� �
; ð4Þ

where the constant n=ni compensate the effect of the unbalanced sample sizes. Xb ¼ y
is a least squares regression problem, where b can be obtained by minimizing the
residual sum of squares. Formulate the objective function as (5)

min
b
ðy� XbÞTðy� XbÞ: ð5Þ

Denote b ¼ W0

x

� �
, where W0 is the coefficient corresponding to the first column in

X and the vector x contains the remaining coefficients. It is proved in [13] that x is the
direction vector for FDA.

Accordingly, the multivariate fault isolation problem can be further transformed to
a variable selection problem in regression analysis. Motivated by above findings, this
paper proposes to apply the NNG method in variable selection problem, which is useful
with its high efficiency in variable selection for regression models for its robustness to
outliers.
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3 R-NNG-Based Multivariate Fault Isolation

In this paper, a linear regression model with unspecified error distribution is considered
to solve the issue of simultaneous estimation and variable selection in regression
models. The standard NNG is widely used [14–16], however, it is not directly appli-
cable in high-dimension case. Fortunately, this problem is also resolved in [17]. The
theoretical properties of the NNG algorithm are well studied in [10] and are extended
for variable selection in additive regression models and varying coefficient models in
[18, 19]. Since NNG algorithm has not been studied in presentence of the outliers
which are commonly existed in the industry process, to eliminate its influence for fault
isolation, a strategy based on robust nonnegative garrote (R-NNG) variable selection
algorithm is presented in [20].

Thus, the algorithms of the S- and M-NNG can be utilized to compute the
shrinkage factors. Possible loss function for q0 and q1 are loss function of the Tukey’s
bi-square family with d equal to 1.547(b = 0.5) and 5.182 respectively. How to
compute the shrinkage factors and selection of regularization parameter k is interpreted
in [21].

4 Industry Case Study

A schematic view of the TE process is shown in [11]. There are five main units in this
plant, which are reactor, condenser, separator, stripper, and compressor, respectively.
The TE process [11] is used to compare the effectiveness of the presented methods in
this section. As a challenging problem for a wide variety of process control technology
studies, TE process, in short, consisting of five main units, which, are reactor, con-
denser, separator, stripper, and compressor, respectively, is widely used to test MSPM
methods [21]. In this process, 2 products (G, H) are produced from 4 reactants (A, C,
D, E), 1 byproduct (F) being produced at the same time. Besides, trace amounts of an
inert component (B) is contained in the feed streams of A, C and D. The reactions are:

AþCþD ! G Product 1
AþCþE ! H Product 2
AþE ! F Byproduct 1
3D ! 2F Byproduct 2:

There are 41 measured variables and 11 manipulated variables contained in the data
collection, which are measured from historical normal operation and different types of
faulty operations. The list of variables [21] is shown in Table 1. In each fault dataset,
the fault appears after the 160th sampling interval. Simulation results of two types of
fault by different method are compared.
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4.1 Case 1: Without Outliers

When outliers are not contained in the data set, simulation results about Fault 4 and
Fault 5 are as follows.

• Scenario 1: Fault 4

Fault 4, firstly investigated in [11], is caused by a step change in the reactor cooling
water inlet temperature. Figure 1 shows, the reactor temperature X9 rose suddenly as
the Fault 4 occurs. At the same time, to bring X9 back to its normal state in a short time,
the reactor cooling water flow rate X51 is adjusted by the feedback controller. Although
the adjustment of X51 is very efficient, X51 itself cannot return to its original state any
longer and reached a new steady state later. No other variables were influenced in this
case. Figure 1 shows the trajectories X9 and X51. Other process variables were not
affected by the fault.

Since the steady-state fault signature is informative for root-cause diagnosis, the
fault isolation was conducted based on 25 observations collected between the 936th
and the 960th sampling intervals. To get the root-cause of steady-state fault informa-
tion, NNG, LASSO and R-NNG are utilized to trace the fault propagation path. After
the fault occurred, by using the historical normal data and the fault data collected at the
corresponding sampling interval, an NNG model was built for each fault observation.
The isolation results for each time point based on NNG, LASSO and R-NNG are
shown in Table 1. Both of them consistently show that, at the 161th sampling interval,

Table 1. Isolation results of Fault 4

Sampling interval NNG LASSO R-NNG

161 51, 9 51, 9 51,9
162 51 51 51
163 51 51 51
… … … …

201 51 51 51
… … … …

960 51 51 51
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Fig. 1. Variable trajectories for Fault 4: (a) X9, (b) X51
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i.e. the first sampling interval after Fault 4 occurred, X51 and X9 were most responsible.
After the 161th sampling interval, since the efficient closed-loop control restored X9 to
its normal state quickly, X51 was the only variable to blame, which is consist with what
we discuss at the beginning. These results of Fig. 2 are in accord with the process
analysis above.

• Scenario 2: Fault 5

The values of the selected measurements are adjusted in a random manner and within a
certain range. Another fault to be isolated in this paper is Fault 5 [11], which is caused
by a step change in the condenser cooling water. The downstream process character-
istics were influenced directly. Since the condenser was connected to the separator, this
fault affected the process variables related to the separator (e.g. X22 and X11) firstly.
After that, the abnormality gradually propagated to other separator variables (e.g. X13,
X11 and X22) and other operation units, such as the reactor (e.g. X7), the stripper (e.g.
X16, X19 and X50) and the compressor (e.g. X20 and X46). Thus, the concentrations of
the inert component, products and byproducts changed (e.g. X31, X33, X35, X30, X38,
X44, X25 and X34). Because of the feedback concentration control, the flow rates and
the amounts of the feed stocks (e.g. X1, X3, X43 and X44) were adjusted as well. In
general, a large amount of variables were affected in this case. To compensate the effect
of such fault, the feedback controller had to adjust the condenser cooling water flow
rate X52. After the process reached a new steady-state, X52 did not return to its original
state, while all other variables became normal again. Figure 3 displays the trajectory of
X52, X18 for reference.

(a)                                                                   (b) 

(c) 

X51

X51

X5

Fig. 2. Isolation results of Fault 4 based on different method: (a) NNG-Based, (b) LASSO-Based,
(c) R-NNG-Based
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The isolation results for each time point based on NNG, LASSO and R-NNG are
shown in Table 2. Again, such results were obtained by investigating 25 observations
collected between the 936th and the 960th sampling intervals. After the process
reached a new steady state, X52 is considered as the most indicative faulty variable.
According to Fig. 4, the isolation results of Fault 5 based on NNG, LASSO, R-NNG
respectively are almost the same. The second potential faulty variable is X18. However,
no abnormality is found in the behavior of this variable in the corresponding time
intervals, indicating that X18 is actually normal while the process reached the new
steady state. Therefore, the conclusion is that X52 is the only abnormal variable
identified, which is consistent with the above discussions. The root cause of such fault
can then be diagnosed easily based on the isolation result.

4.2 Case 2: With Outliers

For further comparison, outliers are added into the training data before process mod-
eling for further comparison. Five process variables out of the total 52 are randomly
chosen to be faulty with the probability of 0.05. The values are adjusted in a random
manner and within a certain range.

The following simulation result show that only the R-NNG based method is robust
to the outliers while the simulation results based on NNG and LASSO is inconsistent
with the former. From which we can see that R-NNG outperforms the existing other
two methods.
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Fig. 3. Variable trajectories for Fault 4: (a) X18, (b) X52

Table 2. Isolation results of Fault 5

Sampling interval NNG LASSO R-NNG

161 52, 18 52, 18 52,18
162 52 52 52
163 52 52 52
… … … …

201 52 52 52
… … … …

960 52 52 52
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• Scenario 1: Fault 4

The steady-state fault isolation results based on different methods are shown in Fig. 5,
which is achieved based on 25 observations collected between the 936th and the 960th
sampling points. It shows the changes in the active set along with the tuning factor k
and c. Based on NNG, X16 is the most responsible variable and the counterpart is X1
while using LASSO, in spite of their normal behaviors. Obviously, as shown in Fig. 5
(c), the first variable entering the active set is X51, the result is the same as it is in

(a)                                                         (b) 

(c) 

X18

X52
X18

X52

X18 X52

Fig. 4. Isolation results of Fault 5 based on different method: (a) NNG-Based,
(b) LASSO-Based, (c) R-NNG-Based

(a)                                                                    (b) 

(c) 

X51

X1
X16

Fig. 5. Isolation results of Fault 4 based on different method: (a) NNG-Based, (b) LASSO-Based,
(c) R-NNG-Based
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scenario 1 when outliers do not exist in the data set of fault 4. Such result demonstrates
the superiority of R-NNG in fault isolation in presence of outliers.

• Scenario 2: Fault 5

For further comparison, outliers are added in the data set of fault 5. Isolation result
based on different methods are shown in Fig. 6. Comparing the results of NNG,
LASSO and R-NNG, it is noted that X52 is only identified by R-NNG and not revealed
by LASSO and NNG. In contrast R-NNG is better suited to such situation where
outliers exist.

5 Conclusion

Fault isolation is critical to fault monitoring, which can help engineers to diagnose the
root cause of the fault. In this paper fault isolation problem is transformed into a
variable selection problem in discriminant analysis, therefore, it can be solved by
penalized regression techniques. The commonly used methods in such problem are
NNG, LASSO, unfortunately, both of which are not robust to outliers. This paper
proposes R-NNG-based method for fault isolation. The isolation results based on NNG,
LASSO and R-NNG are almost the same when the data set does not contain outliers. In
comparison, in presentence of outliers, wrong variables are selected when adopting
NNG and LASSO methods, while the proposed R-NNG algorithm selects the correct
variables and outperforms other two methods for its strong robustness.

(a)                                                               (b) 

(c) 

X2
X1

X18 X52

Fig. 6. Isolation results of Fault 4 based on different method: (a) NNG-Based,
(b) LASSO-Based, (c) R-NNG-Based
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Abstract. Generalized predictive controller of nonlinear systems are analyzed,
to improve the efficiency, a secant method is employed to estimate the param-
eters of U-model that considered as an easy and effective modelling method for
nonlinear dynamic plants. In this way, the final controller output of the nonlinear
systems is transformed into solving a polynomial equation based on the avail-
able controller output, which greatly decreases the difficulties in the design of
nonlinear control systems. The controller output can be derived from the secant
method, which does not need to calculate the derivative, reduces the compu-
tational complexity and have faster convergence rate. In order to illustrate the
design process and its effectiveness of the algorithm, a simulation is conducted
to verify the method.

Keywords: U-model � Generalized predictive control � Secant method �
Nonlinear systems

1 Introduction

In practical world, nonlinearity is ubiquitous, such as the petrochemical sector, heating
furnace and reactor process. The linearization method is a commonly used method to
deal with nonlinear problems in the most common cases, for example, Taylor lin-
earization, piecewise linearization. Generalized predictive control (GPC) is very
effective model predictive control methods theoretically and practically [1, 2]. Most
research on generalized predictive control concentrate on the linear discrete systems,
the main difficulty is to construct the predictive model of the nonlinear control systems,
which leads to the difficulty of solving the GPC law. Therefore, it is very important to
construct a suitable or general mathematical model, U-model is such an effective model
first proposed by Professor Zhu et al. [3]. They constructed a U-model for control
purpose, and the designed controller was used to realize a pole placement. From then
on, a lot of work have been done in the analysis of nonlinear systems based on the
U-model [4–11]. In most of them, the output of the controller is derived by using
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Newton-Raphson iteratively. But there may occur some problems, e.g., the derivative
in the algorithm may be approximately equal to zero. This is due to plant changes,
calculation errors, and/or an inappropriate initial value, thus the results may be
incorrect. In addition, the polynomial equation may not have a real root condition
leading to a wrong algorithm. Du et al. [12] proposed the least-squares support vector
machine to solve the controller output, but the method is relatively poor in real time.

In control of U-model, by using secant method recursively for the controller output,
the problems above can be improved in some degree. The main advantage of the secant
method is that the derivative can be avoided, the computational complexity and
computing time can be reduced, at the same time, it has faster convergence rate.

The rest of the paper is organized as follows: Sect. 2 specifically introduces the
basic idea of GPC. Section 3 describes a control-oriented U-model. In Sect. 4, the
parameters of the U-model is estimated based on a secant method and the controller
output is obtained. In Sect. 5, a simulation example is demonstrated for the proposed
design process, and the feasibility and effectiveness of the method are verified.

2 GPC of Linear Systems

The linear GPC design [13, 14] starts from a discrete-time dynamic model as follows:

Aðz�1ÞyðkÞ ¼ Bðz�1Þuðk � 1Þþ Cðz�1ÞnðkÞ
D

ð1Þ

where yðkÞ, uðkÞ and nðkÞ are the output, the input (or controller output) and the white
noise disturbance with zero mean and finite variance, respectively, D ¼ 1� z�1 as the
differencing operator.

The conventional performance function is as follows:

J ¼ Ef
XP
j¼N1

qj y kþ jð Þ � yr kþ jð Þ½ �2 þ
XM
j¼1

kj Du kþ j� 1ð Þ½ �2g ð2Þ

where N1 and P are the minimum and maximum prediction horizon, respectively, M
denotes the maximum control horizon, qj and kj are the weighting coefficients of
prediction error and control increment, respectively, yðkþ jÞ and yrðkþ jÞ is the actual
output and the expected output at time kþ j.

The reference trajectory is

yrðkþ jÞ ¼ b j
ryrðkÞþ ð1� b j

rÞxðkÞ
yrðkÞ ¼ yðkÞ

�
ð3Þ

where 0\br\1 is the softening coefficient; xðkÞ is the predefined reference,
j ¼ 1; 2; . . .;P.
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Then rewriting the performance function in vectors as:

J ¼ E½Yðkþ 1Þ � Yrðkþ 1Þ�TQ½Yðkþ 1Þ � Yrðkþ 1Þ�þDUT
PkDUP ð4Þ

with
Yðkþ 1Þ ¼ ½yðkþ 1Þ; . . .; yðkþ jÞ; . . .; yðkþPÞ�T,

Yrðkþ 1Þ ¼ ½yrðkþ 1Þ; . . .; yrðkþ jÞ; . . .; yrðkþPÞ�T,
DUPðkÞ ¼ ½DuðkÞ; . . .;Duðkþ j� 1Þ; . . .;DuðkþM � 1Þ�T, Duðkþ j� 1Þ are the futu-
re control increment, Q ¼ diagðq1; q2; . . .; qj; . . .; qPÞ, k ¼ diagðk1; k2; . . .; kj; . . .; kMÞ.

The minimized solution of performance index J is to determine the controller
output by setting its derivative to zero,

@J
@DUPðkÞ ¼ 0 ð5Þ

The linear generalized predictive control theory has been more mature, however,
for nonlinear systems, it is not easy to obtain the predictive model needed for gener-
alized predictive control, the U-model is a very important part in getting the model as
introduced in following.

3 U-Model

Consider a class of nonlinear systems in terms of

yðkÞ ¼ f ðyðk � 1Þ; yðk � 2Þ; � � � ; yðk � nÞ; uðk � 1Þ; uðk � 2Þ; � � � ; uðk � nÞÞ ð6Þ

where f ð�Þ is a nonlinear function, yðkÞ and uðkÞ are the output and input of the system,
respectively, at discrete time instant k, n is the plant order.

The control-oriented model can be obtained by rescheduling f ð�Þ into a polynomial
of uðk � 1Þ as follows

yðkÞ ¼
XN
i¼0

aiðkÞuiðk � 1Þ ð7Þ

where N is the new degree of model (7) with respect to uðk � 1Þ, aiðkÞ is a function
only containing the inputs uðk � 2Þ; . . .; uðk � nÞ and outputs yðk � 1Þ; . . .; yðk � nÞ.
Noticing that the coefficient function aiðkÞ is time varying, the control model in (7) can
be considered as a power series of uðk � 1Þ associated with aiðkÞ.

By defining

yðkÞ ¼ Uðk � 1Þ ¼ Uðuðk � 1ÞÞ ¼
XN
i¼0

aiðkÞuiðk � 1Þ ð8Þ
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Equation (8) is a U-model of (6). Namely, the nonlinear models in (6) are trans-
formed by the U-model into nonlinear polynomials of control input with time-varying
parameters, as shown in Fig. 1.

Note that, the U-model can convert the nonlinear autoregressive moving average
model into a simple one which is convenient for control analysis. Uðk � 1Þ can be
considered as a polynomial of the actual input uðk � 1Þ with some unknown param-
eters. By designing Uðk � 1Þ in some way, the control input uðk � 1Þ can be obtained
by some iterative methods, e.g., Newton-Raphson method or least-squares support
vector machine method. But Newton-Raphson method requires gradient derivative,
giving rise to a large amount of calculation, the secant method [15, 16] can avoid
derivative and reduce the calculation time greatly, the details are in the next section.

4 Derivation of GPC Algorithm Based on U-Model

4.1 Secant Method

First, we give the Newton-Raphson iteration formula

xsþ 1 ¼ xs � f ðxsÞ
f 0ðxsÞ

Then, substituting the f ðxsÞ�f ðxs�1Þ
xs�xs�1

with derivative f 0ðxsÞ, yields the iteration formula
of secant method

xsþ 1 ¼ xs � f ðxsÞ
f ðxsÞ � f ðxs�1Þ ðxs � xs�1Þ s ¼ 1; 2; � � �

Through this iterative equation, the next iteration is determined by the value of the
previous iteration, two initial values x0 and x1 are given.

The following gives a stop criterion

xs � xsþ 1j j\e

Fig. 1. Structure of U-model GPC
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Secant method is based on root solving process which utilizes succession of roots
of secant lines to approach the true root of functions with the assumption that the local
region of the function is approximately linear, and takes the cross point of secant line
connecting the previous two points on a curve and the X-axis as the new reference
point. The following iteration starts at the new reference point and then gets another
secant line. It is characteristic of super linear convergence.

The main advantage is that the derivative can be avoided, the computational
complexity and computing time can be reduced, at the same time, it has faster con-
vergence rate.

4.2 Stochastic U-Model

Fitting the U-model into GPC, the entries of DUPðkÞ is reformed by DUðkþ j� 1Þ;
j ¼ 1; 2 � � �. Taking the effects of external noise or disturbance into the deterministic
model of Eqs. (9)–(10), then the stochastic U-model is written as

yðkÞ ¼ Uðk � 1Þþ nðkÞ=D ð9Þ

Multiplying D on both sides of Eq. (9) gives

ð1� z�1ÞyðkÞ ¼ DUðk � 1Þþ nðkÞ ð10Þ

In the following, a new Diophantine equation is presented

1 ¼ ð1� z�1ÞEjðz�1Þþ z�jFjðz�1Þ ð11Þ

where

Ejðz�1Þ ¼ 1þ
Xj�1

i¼1

ej;iz
�i; deg Ejðz�1Þ ¼ j� 1

Fjðz�1Þ ¼ fj;0; degFjðz�1Þ ¼ 0; j ¼ 1; 2; . . .;P

Multiplying (10) by Ejðz�1Þ gives

ð1� z�1ÞEjðz�1ÞyðkÞ ¼ Ejðz�1ÞDUðk � 1ÞþEjðz�1Þn(kÞ ð12Þ

Substituting (11) into (12), and multiplying the z j on both sides of (12) give

yðkþ jÞ ¼ Ejðz�1ÞDUðkþ j� 1ÞþFjðz�1ÞyðkÞþEjðz�1Þnðkþ jÞ ð13Þ

Given the following definition

yPðkþ j kÞj ¼ Ejðz�1ÞDUðkþ j� 1ÞþFjðz�1ÞyðkÞ ð14Þ
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Thus

yðkþ jÞ ¼ yPðkþ j kj Þ þEjðz�1Þnðkþ jÞ ð15Þ

where yPðkþ j kj Þ is the optimal prediction output and Ejðz�1Þnðkþ jÞ is the prediction
error.

4.3 U-Model Based Diophantine Equation

Since the direct solution of the Diophantine equation is computationally large, recur-
sive algorithm is used to solve Ejðz�1Þ, Fjðz�1Þ

1 ¼ ð1� z�1ÞEjþ 1ðz�1Þþ z�ðjþ 1ÞFjþ 1ðz�1Þ ð16Þ

Subtracting (11) from (16) yields

ð1� z�1Þ½Ejþ 1ðz�1Þ � Ejðz�1Þ� þ z�j½z�1Fjþ 1ðz�1Þ � Fjðz�1Þ� ¼ 0 ð17Þ

Then

Ejþ 1ðz�1Þ � Ejðz�1Þ ¼ � z�j½z�1Fjþ 1ðz�1Þ � Fjðz�1Þ�
1� z�1

Since all ðj� 1Þ time of the low power terms of the right side in the above equation
are zero. So the coefficients of the first ðj� 1Þ terms of Ejþ 1 and Ej are equal and
therefore

Ejþ 1ðz�1Þ ¼ Ejðz�1Þþ ejþ 1;jz
ejþ 1;i ¼ ej;i

�
ði ¼ 0; 1; . . .; j� 1Þ ð18Þ

Subtracting (18) into (11)

Fjþ 1ðz�1Þ ¼ z½Fjðz�1Þ � ejþ 1;jð1� z�1Þ� ð19Þ

By expanding (19), we can obtain

fjþ 1;0 ¼ ejþ 1;j

ejþ 1;j ¼ fj;0

�

Then we can get the following recursive formula

fjþ 1;0 ¼ fj;0
Ejþ 1ðz�1Þ ¼ Ejðz�1Þþ fj;0z�j

�
ð20Þ

where j ¼ 1, set E1ðz�1Þ ¼ 1, from Eq. (13), F1ðz�1Þ ¼ 1.
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4.4 Multi-step Output Prediction

As j varies from 1 to P, the corresponding multi-step optimal predictive output
yPðkþ j kÞj can be obtained by using Eqs. (14) and (20)

yPðkþ 1 kÞj ¼ E1ðz�1ÞDUðkÞþF1ðz�1ÞyðkÞ ¼ DUðkÞþF1ðz�1ÞyðkÞ
yPðkþ 2 kj Þ ¼ E2ðz�1ÞDUðkÞþF2ðz�1ÞyðkÞ ¼ DUðkþ 1Þþ e2;1DUðkÞþF2ðz�1ÞyðkÞ

..

.

yPðkþM kj Þ ¼ EMðz�1ÞDUðkÞþFMðz�1ÞyðkÞ
¼ DUðkþM � 1Þþ eM;1DUðkþM � 2Þþ . . .þ eM;M�1DUðkÞþFMðz�1ÞyðkÞ

..

.

yPðkþP kj Þ ¼ EPðz�1ÞDUðkÞþFPðz�1ÞyðkÞ
¼ DUðkþP� 1Þþ eP;1DUðkþP� 2Þ
þ . . .þ eP;P�MDUðkþM � 1Þþ . . .þ eP;P�1DUðkÞþFPðz�1ÞyðkÞ

According to the recurrence formula of Diophantine equation, we can get the
multi-step prediction output value

YPðkþ 1Þ ¼ GDUP þFðz�1ÞyðkÞ ð21Þ

Where

YPðkþ 1Þ ¼ ½yPðkþ 1 kÞj ; yPðkþ 2 kÞj ; � � � ; yPðkþP kÞj �T

DUP ¼ ½DUðkÞ;DUðkþ 1Þ; � � � ;DUðkþM � 1Þ�T

G ¼

1 0 � � � 0
e2;1 1 � � � 0

..

. ..
. ..

. ..
.

eM;M�1 eM;M�2 � � � 1

..

. ..
. ..

. ..
.

eP;P�1 eP;P�2 � � � eP;P�M

2
666666664

3
777777775
P�M

ð22Þ

Fðz�1Þ ¼ ½F1ðz�1Þ;F2ðz�1Þ; � � � ;FPðz�1Þ�
Eðz�1Þ ¼ ½E1ðz�1Þ;E2ðz�1Þ; � � � ;EPðz�1Þ�T

4.5 Calculate the Optimal Control Law

Referring to Eqs. (13), (14) and (21), the future output vector Y kþ 1ð Þ can be
expressed as
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Yðkþ 1Þ ¼ Ypðkþ 1ÞþEðz�1Þnðkþ 1Þ ¼ GDUp þFðz�1ÞyðkÞþEðz�1Þnðkþ 1Þ
ð23Þ

Substitute (23) into (4) to obtain

JP ¼E½GDUP þFðz�1ÞyðkÞþEðz�1Þnðkþ 1Þ � Yrðkþ 1Þ�T
Q½GDUP þFðz�1ÞyðkÞþEðz�1Þnðkþ 1Þ � Yrðkþ 1Þ� þDUT

P ðkÞkDUPðkÞ

Resolving the following equation

@JP
@DUP

¼ GTQ½GDUP þFðz�1ÞyðkÞþEðz�1Þnðkþ 1Þ � Yrðkþ 1Þ� þ kDUPðkÞ ¼ 0

Gives the optimal law

DUPðkÞ ¼ ðGTQGþ kÞ�1GTQ½Yrðkþ 1Þ � Fðz�1ÞyðkÞ�

DUðkÞ ¼ dT1 ½Yrðkþ 1Þ � Fðz�1ÞyðkÞ� ð24Þ

dT1 represents the first row of matrix ðGTQGþ kÞ�1GTQ, The controller output
UðkÞ can be derived by some algebraic operations

UðkÞ ¼ DUðkÞþUðk � 1Þ

Thus, the generalized predictive controller design based on the Eq. (9) is com-
pleted. But, UðkÞ is only pseudo-input of the system, we need to calculate the control
input uðkÞ by the secant method. The recursive computation is listed below

usþ 1ðkÞ ¼ usðkÞ �
PN
i¼0

aiðkÞuisðkÞ � UðkÞ
PN
i¼0

aiðkÞuisðkÞ �
PN
i¼0

aiðkÞuis�1ðkÞ
ðusðkÞ � us�1ðkÞÞ ð25Þ

where s� 0 is the iteration index.

5 Case Study

Consider a nominator polynomial [17, 18],

yðkÞ ¼ yðk � 1Þ
1þ y2ðk � 1Þ þ u3ðk � 1Þ ð26Þ
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The corresponding U-model can be described as follows

Uðk � 1Þ ¼ a0ðkÞþ a1ðkÞuðk � 1Þþ a2ðkÞu2ðk � 1Þþ a3ðkÞu3ðk � 1Þ

where

a0ðkÞ ¼ yðkÞ
1þ y2ðkÞ ; a1ðkÞ ¼ 0; a2ðkÞ ¼ 0; a3ðkÞ ¼ 1

The parameters are initialized as follows: N1 ¼ 1, P ¼ 8,M ¼ 3, kj ¼ 0:02, qj ¼ 1,
br ¼ 0:05. Reference input xðkÞ is normally a periodic function, thus the square wave
is taken into account. The result indicates that the predictive output can track the
reference input as shown in Fig. 2.

6 Conclusions

This paper designs a generalized predictive controller by using the U-model
frame-work, employs the secant method to derive the controller output, since the
secant method does not need to solve the derivative, so some problems with the use of
Newton-Raphson algorithm are avoided, greatly reducing the computational com-
plexity and computational time, simultaneously, have faster convergence rate. In order
to verify the effectiveness of the proposed method, a nonlinear system is taken as the
simulation model.

Acknowledgments. Great thank Professor Quanming Zhu for explanation of U-model esti-
mation with Newton-Raphson iteration.
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Fig. 2. System output under U-model GPC based on secant method
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Structural Damage Monitoring
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Abstract. Due to limitation of traditional Lamb wave based structural damage
monitoring methods, early micro damages which are smaller than the wave-
length of the waves usually can hardly be detected and evaluated. In this paper,
major efforts were focused on nonlinear Lamb wave, including its propagation
characteristic and sensitivity to micro damages. The relationship between the
nonlinear characteristic parameters of Lamb wave and the degree of damage is
revealed by experimental study. The cumulative (S1, S2) symmetric mode Lamb
wave were adopted in the research so that nonlinear second harmonic signals
could be obtained to measure metallic structural material’s nonlinear changes
quantitatively. In view of dispersion and multiple models characteristic that
affect signal analysis, the time-frequency analysis method, STFT, was adopted
to extract the fundamental Lamb wave mode and second harmonic mode
respectively. Experimental results on T6061 aluminum plates shown that the
nonlinear characteristic parameters were sensitive to the artificial fatigue dam-
ages. It can be also found that the nonlinear characteristic parameters were
grown with the degree of the damages.

Keywords: Nonlinear lamb wave � Nonlinear characteristic parameters � STFT

1 Introduction

Metal materials are widely used in industrial fields, such as large tanks, aircraft fuse-
lage, wing, door and car making. Due to the metal material itself apparent weakness,
metal material in the internal factors (such as moving parts transfer alternating load)
and environmental factors (such as corrosion, temperature, external loads, etc.), will
gradually aging, different degrees of damage in service process. In a wide range of
damage, more than 80% of the failure of mechanical components is caused by fatigue
damage. The study found that fatigue damage is a defect of the instability, under the
operation conditions of the structure, even a small crack, under the effect of alternating
load, corrosion, temperature and other factors may also accelerate the expansion,
suddenly fracture, lead to the occurrence of catastrophic accidents. If these local
structural damage can be detected in a timely manner, the location and degree of
damage can be determined, and the necessary remedial measures can be taken to reduce
the risk and the risk to the lowest.

Traditional based on linear Lamb wave monitoring technology use Lamb wave
defects in the process of wave propagation encountered reflection, scattering and the

© Springer Nature Singapore Pte Ltd. 2017
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propagation of energy absorption of linear feature were defect detection and evaluation.
However, use linear Lamb wave method to detect the signal wavelength is much
smaller than that of the early micro damage and micro cracks, is not very sensitivity.
Nonlinear Lamb wave monitoring technique is based on the nonlinear effects of fatigue
induced changes in the structural damage. The study shows that the micro damage in
the plate is very sensitive.

The existing theory on the basis of the results in today. Experimental study on the
cumulative effect of the nonlinear Lamb wave second harmonic of fatigue damage
sensitivity and injury changes caused by the nonlinear characteristic parameters change
trends, provide basic for micro damage monitoring and assessment.

2 Fundamental Theory

In a solid medium, stress perturbations caused by the propagation of ultrasonic waves
cause longitudinal strain:

e ¼ ee þ ep1 ð1Þ

ee is an elastic strain component, ep1 is a plastic strain component related to the
dislocation motion of dislocations in the dipole configuration. The stress perturbation �r
and the elastic strain component ee are related to the nonlinear Hooke’s law using the
quadratic nonlinear approach:

�r ¼ Ae
2ee þ

1
2
Ae
3e

2
e þ � � � ð2Þ

According to relevant literature introduction:

u ¼ 1
8
bk2u20 Xþ u0 cosðkX � xtÞ � 1

8
bk2u20X cos 2ðkX � xtÞ½ � þ h:o:t: ð3Þ

Neglect of the higher order terms can produce the fundamental and the second
harmonic frequency in the output wave signal. Assigning the amplitudes A1 ¼ u0 and
A2 ¼ 1

8 bk
2u20X for fundamental and two harmonics, nonlinear parameters can be rep-

resented by these amplitudes:

b ¼ 8
k2X

A2

A2
1

� �
: ð4Þ

By using the definition of wavenumber, another equation can be derived (4):

b ¼ 8
c2

x2X
A2

A2
1

� �
: ð5Þ

396 Q. Wang et al.



As mentioned earlier, these expressions for calculating absolute nonlinear param-
eter b are valid only for longitudinal and fundamental and two harmonic amplitudes
measured by longitudinal waves. Introducing relative nonlinear parameters:

b0 ¼ A2

A2
1
1b ð6Þ

It provides a method for quantifying the degree of nonlinearity in lamb waves. The
b0 is the relative parameter, considering only the amplitudes A1 and A2, so it is
impossible to use absolute b statements as benchmarks. Also note that in this study,
amplitudes A1 and A2 are surface normal velocities.

3 Experimental Research

3.1 Nonlinear Lamb Wave Signal Analysis and Separation Method

Due to the dispersion and multimode nature of Lamb wave, the amplitude of the
fundamental frequency and the two harmonic wave is difficult to be extracted directly
from the signal, and each wave packet is mixed together, so it is difficult to directly
separate the signal in time domain. The two harmonic excitation point is defined as the
point at which the first phase is divided into two symmetrical modes, and the same
phase velocity is controlled by the fundamental frequency and the second harmonic
frequency, respectively. Excitation frequency signal in different propagation position
two order nonlinear Lamb wave mode signal is often not superimposed and bad lost,
difficult to capture. In this paper, the short time Fourier transform is used to analyze the
time and frequency domain, and then to extract the corresponding frequency signal to
realize the mode separation:

Fðx; tÞ ¼ 1
2p

Z 1

�1
e�ixtf ðsÞhðs� tÞds ð7Þ

F(T) is the sensing signal, H(T) is the window function, and the length of the window
function is selected according to the time domain pulse width of the excitation signal.
According to the time frequency analysis results, the frequency and the two harmonic
Lamb wave response signals are extracted respectively, and the amplitude of the
fundamental frequency amplitude A1 and the two harmonic amplitude A2 are obtained.
The relative nonlinear parameters are obtained by the formula (6).

3.2 Experimental Process

Based on the cumulative effect of the nonlinear Lamb wave theory analysis and
the second order harmonic, the key steps of the nonlinear Lamb wave method to realize
the structure fatigue and micro crack damage monitoring are nonlinear Lamb wave
signal capture and separation, nonlinear characteristic parameters and damage
characterization.
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Nonlinear Lamb Wave Two Harmonic Excitation with Additive Effect. Due to the
presence of the properties of dispersion and multi-mode Lamb wave structure response
signal in the part of the fundamental and second harmonic generation part will with
different speed, different models, and different frequency propagation, so the com-
munication signal is very complex, the analysis is more difficult. Therefore, when the
fundamental frequency and the two harmonic phase velocity, group velocity equal or
approximate equal, the formation of cumulative effect, in order to better extraction and
analysis of the two frequency. According to Figs. 1 and 2 of the phase velocity and
group velocity frequency dispersion curve, it can be seen that the frequency thickness
product is 3.6 mw can be seen when the baseband signal signal S1 is Stimulated to
have (S0, S1, S2, S3) the several modes of signal can be as the second harmonic signal
of candidate signals. Combined with frequency dispersion curve to select the better
separation signal S1 mode baseband signal and second harmonic signal S2 mode to
meet with additive effects on the nonlinear Lamb wave conditions, and S1 mode speed
is fast and easy to with the other modes separately, so the final choice of the S1 mode
signal as the excitation signal.

Experimental Scheme and Experimental System. Experiment is divided into two
parts: the first is the nonlinear Lamb wave characteristic parameters to simulate fatigue
damage sensitivity test, in experiment through the same path on the nonlinear char-
acteristic parameters changes before and after comparing the damage to validate the
parameter sensitivity; the second is nonlinear characteristic parameters change with
different degree of injury of experimental analysis. In the experiment, the local heating
method is used to simulate the occurrence of fatigue, the damage is defined as the
health state, the structural state of the heating 60 s, 120 s and 180 s is defined as the
damage state 1, the damage state 2 and the damage state 3. The experimental research
object is (400 mm * 600 mm * 4 mm3) T6061 aluminum plate, the layout of the

Fig. 1. Phase velocity dispersion curve of aluminum plate
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piezoelectric chip is shown in Fig. 3. According to the previous incentive signal
selection conditions, the choice of frequency signal frequency is 900 Hz. The experi-
mental system and the schematic as shown in Fig. 4 of the sample, in which a
piezoelectric excitation signal. By Ni PXI-1071 chassis with NI5781 acquisition card
issued 15 cycles of narrowband sine wave modulation signal excitation signal and the
signal after peak to the amplification of the power amplifier Krohn-Hite company peak
100 V loaded into the actuator, signal in structure propagation from the other end of the
piezoelectric ceramic piece received signal, after the charge amplifier also by NI5781
acquisition card to 50 MHz sampling rate (Fig. 5).

Typical sensor signals such as shown in Fig. 6, the short-time Fourier transform
of sensor signal acquisition to the frequency domain analysis, processing spectrum
results as shown in Fig. 7, from sheet we can see S1 and S2 mode is arriving at the
same time. This energy spectrum were extracted from the fundamental frequency and
the second frequency doubling of energy values as shown in Sheet 8, can clearly see

Fig. 2. Group velocity dispersion curves of aluminum plate

Fig. 3. T6061 aluminum plate
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Fig. 4. Schematic of experimental system

Fig. 5. Excitation signal

Fig. 6. Typical sensing signal
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the fundamental and second harmonic generation arrival time is consistent, meanwhile
it can quantitatively express the amplitude of A1 and A2, using formula (6) can calculate
the material nonlinear value (Fig. 8).

Experimental Result Analysis. Simulation of 1 point damage before and after the
fundamental frequency and the two harmonic energy values compared to Fig. 9 and
Fig. 10 shows that Fig. 9 for the healthy state of the basic frequency and the two
frequency response signal, Fig. 10 for the damage state of the basic frequency and the
two frequency response signal. According to Eq. (6) clearly see the damage simulation
appear, value increases, in Fig. 3 the No. 2 and No. 3 points to do the same experiment,

Fig. 7. Spectrum of STFT

Fig. 8. Extracted fundamental and second harmonic signal
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experimental results such as Table 1 shows, from Table 1, it can be seen, when damage
occurs, values are significantly increased, indicating that the nonlinear lamb Potter
syndrome reference number on fatigue damage has better sensitivity.

Fig. 9. Typical fundamental frequency and second harmonic response signal of health state

Fig. 10. Typical fundamental frequency and second harmonic response signal of damage state

Fig. 11. Fundamental frequency response signal
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Figure 11 is fundamental frequency response signal. Figure 12 is second harmonic
response signal, according to formula (6) can be calculated the value of nonlinear
characteristic parameters, are compared.

Figure 13 shows the growth rate of the characteristic parameters of the 1 point
damage state, it can be found that with the deepening of the degree of damage, the
higher the value of the growth rate. In order to prevent the data from accidental, in
Fig. 3 (T6061 aluminum plate) on the 2 points and 3 points to do the same experiment,
the results of the experiment as shown in Sheet 14, with the degree of damage to
deepen, the value of the growth rate is also getting higher and higher (Fig. 14).

Fig. 12. Second harmonic response signal

Fig. 13. Growth rate of characteristic parameter after damage
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4 Conclusion

In this paper, we mainly study the sensitivity of nonlinear Lamb wave to the early
micro damage of structures. Experimental results show that the change of material
nonlinearity of structure of the nonlinear Lamb wave is more sensitive when the
damage occurs, the nonlinear characteristic parameters will increase, and with the
deepening of the degree of injury, the value of the growth rate is also more and more
high. The study results for structural fatigue, crack, and other early micro damage of
on-line monitoring provides the basic research.
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Abstract. In this paper, we focus on the average consensus problem with
varying time-delays for second-order dynamic agents within a network of fixed
topologies. Some typical network effects are elaborated, such as network con-
ditions that induced delays, packet dropouts, error-sequence, etc. Based on
Gersgorin Disks theorem, we discuss in-depth the necessary condition and the
time delays’ upper bound for system stability. Then the stability theory is used
in consensus strategy design, avoiding the communication error caused by
network time-delays. A group agents consensus algorithm with transmission-
receive buffer and buffer length a selection method are proposed. Using this
buffer design method, agent can transmit and receive data with original order.
The proposed algorithm is test in MATLAB simulation environment with 2
typical examples. The simulation results show the effectiveness of the algorithm.
With the proposed consensus algorithm, all agents are matched with the average
speed, and network time-delay effects are reduced.

Keywords: Buffer design � Multi-agent system � Average consensus �
Time-varying delay

1 Introduction

Due to its wide application in sensor networks, UAV formation and robot team, the
consensus problem in recent years has attracted great interest [1–4]. A variety of
distributed control and estimation strategies are designed based on the consensus
algorithm. The research of distributed consensus is closely related to the nature of
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complexity science, that is, how the local communication and collaboration between
individuals lead to some ideal global behavior. More research aims at understanding
cooperation group’s collective behavior become distributed local mutually beneficial
results in mobile personal, only share information with their neighbors, trying to reach
some common concern global standards at the same time [5, 6].

The average-consensus is a basic consensus strategy, originated from distributed
computation and decision-making. It generally means to design a network protocol, with
which the states of all agents asymptotically reach the average of the original states with
time [7–9]. The mathematical problems are considered as the simplest coordinated task
examples. In reality, it can be used to model the control of multiple autonomous, and
these home-made quantities have to be driven to the initial position of the centroid or
from the distributed sensors with multiple measures of the decentralized estimator. It can
be used for modeling processors to balance the load too. Because of the work in [5], now
we can solve the mean consensus problem with mild conditions on graphs and evolu-
tionary matrices. Here we study network topology, 2-way communication protocols,
additional performance requirements and control assumptions. In these works, many
considered the average-consensus when communication is affected by communication
time-delays [10–19]. More specifically, assume the proxy behavior is similar to an
integrator, and the communication latency is constant and consistent over time.

As well known, the induced time delays in a network is unavoidable. In the net-
worked multi-agent system, the time delay is definitely inevitable, called network
induced delay, in particular. It tends to change a lot of uncertainty, and cause the
system instability. The existence of induced information lag plays an important role in
the stability, and seriously affects the consensus and convergence of the system.
Considering the time delay cannot be eliminated, it is important to design an efficient
algorithm for communication average consensus in time delay environment. Before we
start discussing the follow-up content, another point to note is that the actual latency in
the multi-agent system is usually divided into 2 types. One is the statement information
detection delay in the system itself, and the contract is the induced network induced
delay among agents network. According 2 type time-delays has different properties; the
consensus algorithms in the network with time-delays are mainly defined as symmetric
ones and asymmetric ones. The main difference between them is that the former takes
both the statement delay and the network induced delay into account, the other of
which only considers the network delay among the agents.

In this paper, we propose a distributed average consistency problem based on buffer
design. Assuming that each agent interacts with its partners in a desired bounded
workspace, our goal is to make each agent finally match the average state. This paper’s
main contribution is to avoid the sequence of mis-sequences effectively using the
proposed algorithm to exchange data among agents. Finally, we give some simulation
examples, which show that the algorithm is effective.

2 Preliminaries

Consider a n-agent system under the fixed topology. The agents reach consensus if and
only if xi ¼ xj (i 6¼ j) for all i; j 2 N. Suppose the agents operate in the same Euclidean
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space W � R3. Let qi ¼ ½zxi; zyi; zzi�T 2 R3 denote the agent’s ðx; y; zÞ-position on a
3-dimension coordinates, and let pi ¼ ½vxi; vyi; vzi�T 2 R3 denote an agent’s velocities on

axes x, y and z. Then denote qTi ; p
T
i

� �T as the position and velocity of agent
i ¼ 1; 2; 3; . . .; n, respectively.

Furthermore, let ui ¼ ½uxi; uyi; uzi�T 2 R3 denote the agent i’s control input, in other
words, ui can also be considered as the agent i’s input command. Furthermore, the each
second order agent’s kinematic model is defined using the following formula.

_qi ¼ pi
_pi ¼ ui

�
i ¼ 1; 2; 3; . . .; n ð1Þ

where, the location and speed of all agents are defined as

q ¼ qT1 qT2 qT3 . . . qTn
� �T

p ¼ pT1 pT2 pT3 . . . pTn
� �T

Assume the representation of all agents in internal behavior. We can use vector
graphics to describe the relations conveniently, so as to establish an interactive topo-
logical model, which is consisted of a vertex set v Gð Þ ¼ vi : i 2 lnf g, ln ¼ 1; 2; . . .; nf g
and an edge set

e Gð Þ � vi; vj
� �

: vi; vj 2 v Gð Þ� �

The adjacency matrix A ¼ aij qð Þ� � 2 Rn�n of the directed graph is a matrix with
elements according to the properties that if vi; vj

� � � e Gð Þ, aij qð Þ[ 0; otherwise
aij ¼ 0. The matrix G degree is a diagonal matrix D Að Þ with diagonal elements
Pn

i¼1 aij
Pn
i¼1

ay. The graph Laplacian matrix L ¼ lij
� � 2 Rn�n is defined as

L ¼ D Að Þ � A.
We believe that the movement of followers depends on the movement of other

neighbours. So, we define the neighbor let of agent i as follows

NiðtÞ ¼ j 2 v : qj � qi
		 		\rd

� �
; ð2Þ

where rd is the maximum range of activity between the two agents, and �k k is Eucli-
dean distance. So we make the following assumptions for this dynamic system.

(a) Although the relative distance between them may change during the agent
movement, the topology of the system is fixed.

(b) Each agent i can get other agents’ locations and speeds information only located
in the circular neighborhood of the agent location and speed. This means that
every agent has the longest communication distance.

(c) Speed of the reagent must not exceed the maximum value given.
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One classical second-order consensus proposed algorithm without constraint con-
dition such as time delay is proposed in [5], as

uai ðtÞ ¼ �
X
j2NiðtÞ

aij c qiðtÞ � qjðtÞ
� �þ piðtÞ � pjðtÞ

� �� � ð3Þ

where Ni represents the neighbor set of agent i. Here the communication is not nec-
essarily symmetric, i.e. aij 6¼ aji.

Vector closed loop multi-agent systems with integral agents are

_x ¼ �Lx ð4Þ

where x ¼ ½qðtÞT pðtÞT�T.
The research [5] shows that abide by the distributed consensus protocol (3), all

initial state values tend to the average state as t ! þ1.

3 Preliminaries

As what has mentioned, the time delays in multi-agent systems are sorted into two
categories [12, 20]. One type is caused by the specific conditions of the network
induced delay. Here we give a delay restriction of 0\sij � sd ðsd [ 0Þ, where sd is a
constant. It is easy to know the specific value sij mainly relies on the distance between
agent i and agent j. That means, the further the distance is, the larger the sij will be.
Another thing to mention is the network induced delay is varied following the time
changing. The unstable network is the major reason causes this phenomenon. Another
type is caused by the system controller, which equals to the elapsed time from getting
the sensor values to process them. Define it as ss, considering the process procedure is
rapid, it can be reasonably estimated that ss is obviously smaller than sij. Therefore, we
can assume ss � sij in the system, and the time delays in self-processing are ignored.

The networked induced delay can cause the unstable information transmissions,
such as accident consequence, packet-loss, etc. In Fig. 1, it is shown how these
transmission errors occur. Indicates that during the sampling period Ts, then we get
sij ¼ i� Ts , i ¼ 1; 2; 3; . . .; n. Furthermore, denote as xji the statement agent j to i,
and tjik;s is kth the agent j to i through time delay s. There is the statements of agent j at

Fig. 1. Error sequence and packet loss in network communications
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tjik1 , t
ji
k2
, tjik3 , t

ji
k4
, tjik5 will arrive to agent i at t

ji
k1;s1

, tjik2;s2 , t
ji
k3;s3

, tjik4;s4 , t
ji
k5;s5

. In consideration of

the delays’ variation, only statement x1ji and x2ji are transferred to the receiver as

expected. Statement x3ji and x4ji are mis-sequence packets, noticing that x4ji reaches agent

j earlier, even though it is sent later. Otherwise, x5ji is lost because of s5 [ sd , where sd
is upper bound of delays [23].

Assume that there is a communication delay sji between i-th agent and j-th, and
sji


 

� sd . In a distributed protocol, all agent states eventually converge to the average
state

udi ðtÞ ¼ �
X
i2Ni

aij c qiðtÞ � qjðt � sjiÞ
� �þ piðtÞ � pjðt � sjiÞ

� �� � ð5Þ

where, c[ 0 is control gain, and sji is data transfer time lag from j-th agent to the i-th.
Furthermore, we discuss the range of network induced delays which ensure the
multi-agent system salable.

Lemma 1 [21]: For system (1), if and only if 0 is a simple eigenvalue L, the graph has
a global reachable node..

Take (5) into (1), and take the Laplace transform of both sides of (5) and get

sqiðsÞ ¼ �
X
j2Ni

aij c qiðsÞ � e�ssji qjðsÞ
� �þ sqiðsÞ � e�ssji sqjðsÞ

� �� �

¼ �
X
j2Ni

aijðcþ sÞ qiðsÞ � e�ssji qjðsÞ
� �

where qjðsÞ is the Laplace transform of qiðtÞ ði 2 NÞ.
Denote LðsÞ ¼ lijðsÞ

� �
as a n� n matrix, which lijðsÞ can be defined as

lijðsÞ ¼
�e�ssij aij; j 2 NiP
j2Ni

aij; j ¼ i

0; others

8><
>:

When s ¼ 0, Lð0Þ ¼ L is the Laplacian matrix. Thus we get the characteristic
polynomial of multi-agent system in the vector form. Then we consider the following

detðsI þðcþ sÞLðsÞÞ ¼ 0 ð6Þ

If the system (1) is to be stable, the root of (6) should on the closed left half
complex plane. Here we check the characteristic of the Nyquist curve to discuss the
system stability. Now we consider in two cases, namely s ¼ 0 and s 6¼ 0.

Let NðsÞ ¼ detðsI þðcþ sÞLðsÞÞ, if s ¼ 0, then we get

Nð0Þ ¼ detð0Iþðcþ 0ÞLð0ÞÞ ¼ c detðLð0ÞÞ; c 6¼ 0
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from Lemma 1, since the topology G has a globally reachable node, we can get
rankðLÞ ¼ n� 1, and 0 is the single eigenvalue of L. Thus Nð0Þ ¼ 0 and Nð0Þ has a
single root with s ¼ 0.

Now we discuss the situation when s 6¼ 0. Denote the Nyquist curve as

GðjxÞ ¼ ðcþ jxÞLðjxÞ=jx ð7Þ

Based on the Nyquist stability criterion, the roots of GðjxÞ lie on the open left half
complex plane if and only if the Nyquist curve GðjxÞ does not enclose the point
ð�1; j0Þ for any x 2 R.

Lemma 2 (Gersgorin disks theorem) [22]: For A ¼ ½aij�n�n, let di ¼
P
i6¼j

aij


 

, then the

set Di ¼ z 2 C : z� aiij j � dif g is called the ith Gershgorin disc of the matrix A. The
circle has a radius di and is centered at aii.

Lemma 2 means each eigenvalue of matrix A satisfies k� aiij j � P
i 6¼j

aij


 

, i 2 1; 2;f

3. . .; ng. Note that when x changes from ð�1; þ1Þ, the disks of the eigenvalue
change. Let Mmax ¼ max

i2N
P
i6¼j

aij, then we can get

k� GðjxÞj j ¼ k� ðcþ jxÞLðjxÞ=jxj j � k�Mmaxðcþ jxÞ=jxj j � Mmaxðcþ jxÞ=jxj j

Furthermore, for x 2 R, given any constant c	 1, consider

�cþ 0j�Mmaxðcþ jxÞ=jxj j[ Mmaxðcþ jxÞ=jxj j

It can be proved the point ð�c; j0Þ satisfies �cþ j0� GðjxÞj j[ GðjxÞj j, where
c	 1 is not in a disk, and the system can maintain stable. Consider the system satisfies
the given assumptions, the upper bounder sd should have

2ðsd þ cÞMmax\1

Therefore, all roots of (6) are located on the closed left-hand complex plane. The
conclusions above give the time-delays’ boundary.

4 Consensus Algorithm Design

In the Sect. 2, we discussed the upper bound of the networked induced delays, which
can maintain the system stable. However, these conclusions doesn’t give an applied
method to avoid the undesirable situations such as mis-sequence, packet dropout, etc.
Next, we propose an effective way to compensate the network induced delays for
deterministic predictor. We preset an auto-order data buffer in controller. The infor-
mation in the buffer is re-ordered by the time stamp. Using this buffer, the received
state data from its neighbors is resorted, and all the transferred information are guar-
anteed to be used in the right sequence. Thus, the adverse impact of the varied delays is

Second-Order Average Consensus with Buffer Design in Multi-agent System 411



reduced. The buffer enhances the error-tolerance of the system. In this section, we
discuss the method of buffer design and how it works based on the conclusions in the
last section.

Take the buffers in agent i and its neighbor j into account, the statements from j to i
are stored in buffer Bi, and the statements from i to j are stored in buffer Bj. For a
necessary condition of the system stability, the maximum delay time from one to
another should be less than sd . Define the buffer level as lðBÞ, to determine its value,
that means

TslðBÞþ smin � sd

where Ts presents the sampling period, smin presents the minimum delay under the
networked environment. So we can get

lðBÞ� sd � smin

Ts
ð8Þ

When the agent receives the report, all the data is based on a time stamp. When
sending information to a neighbor, the time of the statement is marked. These time
stamps can not be changed for any reason. Therefore, we can determine which
information is sent first according to the time mark, and then sort them in the correct
order. Fault tolerance of the system is improved.

The buffers resort all the information are not sent, and the resorted statements in a
buffer of agent i are descripted as

Bk ¼ sðtÞxsji þ 1� sðtÞð ÞBk�1

k ¼ sji
T

�

where

sðtÞ ¼ 0 sij [ sd
1 sij � sd

�

Fig. 2. Communication buffer in a multi agent system
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xsji and sji are the statement under time delay s and the time delay from j to i

respectively, Bk is the kth statement in the buffer, and the output of buffer is always the
first data of the buffer. Then denote it as Oð�Þ, thus, OðBÞ ¼ Bkjk¼1 ¼ B1. Then,
consensus algorithm with buffer is described as

uBi ðtÞ ¼ �
X
i2Ni

aij c qiðtÞ � OðBq
i Þð Þþ piðtÞ � OðBp

i Þð Þ½ � ð10Þ

where, Bq and Bp represent the buffer of positions and velocities respectively.

Note 1: Different buffer level is designed for each agent. Under the ideal network,
buffers’ level can use the following restriction

lðBÞmax �
sd
T

ð11Þ

The multi-agent system is the unified negotiation under protocol (10). In that case, smax

is the network maximum delay, and smax\sd . Because the fault tolerance of the system
is limited, although the buffer layer design can be different, but the long buffer design
with a limit inevitable increases the delay of the system, it is recommend to design a
short buffer can reduce the difficulty and cost of system, and for the system limited fault
tolerance. The implementation should be carried out according to the actual needs of
the system.

5 Simulation

In this part, we use the algorithm in Sect. 3 to simulate the consistency of two
multi-agent systems.

Example 1. Consider a 7 agents multi-agent system, whose communication network
topology is shown in Fig. 3.

1
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5

3

4

7

Fig. 3. Communication topology of agents
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Fig. 4. The x-axis velocity consensus curves
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Suppose every agent is a second-order agent with the kinetic Eq. (1). Set parameter
c an reasonable value to let sd ¼ 0:16. Assuming that smin ¼ 0:06 is the ideal network
induce time delay. And set the simulation step to DT ¼ 0:01, the simulation time is
T ¼ 20. Then according to Sect. 3, the agent communication buffer length is designed
as lengthðBÞ ¼ 10.

The instantaneous communication delays in the system are defined as s12 ¼ 0:10,
s14 ¼ 0:07, s23 ¼ 0:08, s43 ¼ 0:11, s45 ¼ 0:09, s46 ¼ 0:09, s65 ¼ 0:06, s76 ¼ 0:16,
s17 ¼ 0:10. Furthermore, let (Pi

xðt0Þ,Pi
yðt0Þ,Pi

zðt0Þ) and Qiðt0Þ defines the initial position
and velocity of agent i, and

Pi
xðt0Þ ¼ 1þ 7 � randð1; 1Þ; Pi

yðt0Þ ¼ 1þ 7 � randð1; 1Þ; Pi
zðt0Þ ¼ 1þ 7 � randð1; 1Þ

Qi
xðt0Þ ¼ 2:5 � randð1; 1Þ; Qi

yðt0Þ ¼ 2:5 � randð1; 1Þ; Qi
zðt0Þ ¼ 2:5 � randð1; 1Þ

In these figures, showing the cooperative operation of the agent under the algo-
rithm. It is shown that the agents get velocity consensus on each axis finally.

Example 2. Now we verify the time delay value to validate the results of multi-agent
consensus. We consider using a multi-agent system with eight agents, with the com-
munication topology shown as Fig. 7.

Let every agent is a second-order agent with the kinetic Eq. (1). Also set parameter
c a reasonable value to let sd ¼ 0:20 this time. We also assume that smin ¼ 0:02 is the
ideal network induce time delay. In this example we also set the simulation step
DT ¼ 0:01, simulation time T ¼ 15. The agent communication buffer length is
designed as lengthðBÞ ¼ 18.

We change the instantaneous communication in the system delays are defined as
s12 ¼ 0:20, s23 ¼ 0:17, s24 ¼ 0:06, s53 ¼ 0:07, s45 ¼ 0:19, s76 ¼ 0:09, s46 ¼ 0:09,
s87 ¼ 0:05, s17 ¼ 0:16, s18 ¼ 0:12. Furthermore, we set the initial position and
velocity as
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Pi
xðt0Þ ¼ 2randð1; 1Þ; Pi

yðt0Þ ¼ 2randð1; 1Þ; Pi
zðt0Þ ¼ 2randð1; 1Þ

Qi
xðt0Þ ¼ 2:5 � randð1; 1Þ; Qi

yðt0Þ ¼ 2:5 � randð1; 1Þ; Qi
zðt0Þ ¼ 2:5 � randð1; 1Þ

In Figs. 8, 9 and 10 shows that agents get cooperative operation on the basis of
algorithm. It is shown that the agents get velocity consensus on each axis finally.

6 Conclusion

The consistency problem of multi-agent systems with time-varying delay is studied in
this paper. The distributed consistency control of the second order multi-agent with
time-varying delay is considered. An improved consensus state derivative control is
proposed. We define a specific buffer design function to avoid the networked time
delays impacts. The theoretical results are verified by two simulation examples. Under
this function, we propose a practical control protocol, which leads the agent in the
system to the system and allows the agent to obtain the consensus state. In this paper,
some sufficient and necessary conditions of special case are obtained, and the theory is
applied to some simulation problems and the results are given. The proposed algorithm
is test in MATLAB simulation environment with 2 typical examples. The simulation
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Fig. 7. Communication topology of agents
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Fig. 8. The x-axis velocity consensus curves
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results show the effectiveness of the algorithm. With the proposed consensus algorithm,
all agents are matched with the average speed, and network time-delay effects are
reduced.
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Abstract. This paper is concerned with the distributed Kalman state
estimation with an adaptive consensus factor for a discrete-time target
linear system over a sensor network. Both optimal filter gain and average
disagreement of the estimates are considered in the filter design. In order
to estimate the state of the target more accurately, an optimal Kalman
gain is obtained by minimizing the mean-squared estimation error. The
considered disagreement is employed to adjust the optimal gain as well
as to acquire a better filtering performance. An illustrative example has
been presented to prove the correctness of the conclusion and show the
tracking performance of the filters.

1 Introduction

During the past decades, wireless sensor network (WSN) has been widely used
in supervisory systems, rescue operation, intelligent transportation [1–4], etc.
Especially the consensus-based distributed estimation has caused widespread
interest due to its less use of communication resource and higher robustness in
data fusion compared with centralized state estimation.

Although traditional centralized filtering is relatively easy to design, it
requires powerful communication, and once there exist sensor failures, the whole
system won’t work [5,6]. Besides, in dynamic target tracking, only local infor-
mation from neighboring sensors are available at each sensor, so the centralized
estimation is not applicable [7–9]. As a result, some decentralized works have
developed. In [10], authors propose a fully decentralized Kalman filter to reduce
the coupling between sensor nodes. However, since each sensor needs to know
all other sensor’s information to compute its local estimates, this method is not
extensible with the network size. Then the more general distributed algorithms
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are proposed. It does not need a central processing facility nor a global infor-
mation about the topology. Every sensor in the network, observe the state of
the target, and form their own estimates only with the information from their
neighbor’s [11,12].

In the aforementioned distributed filtering, the disagreement of estimates
between sensors are overlooked. But, in many real networks, the coordinated
estimation in the whole network is very important. In [13], authors developed a
consensus-based distributed mixture Kalman filter, combining the particle filter
with the traditional Kalman filter, which can estimate the state of conditional
dynamic linear systems with a satisfactory disagreement of estimates. Besides,
optimization approach and adaptive method are also used to solve distributed
estimation problems. Authors in [14] studied an optimal adaptive filter. It intro-
duces an adaptive factor for the filter gain to control its outlying disturbance
influences. However, so far, almost no one in the design of filter, consider to
automatically adjust the consensus parameter with an adaptive factor according
to the disagreement. This motivate us to design such a filter.

The main contribution of this paper is to deal with the relationship between
adjustable disagreement and filtering performance. We have designed a novel
consensus-based distributed filter with an adaptive factor. With this factor, it
is feasible to adjust the filter gain according to the disagreement of estimates.
Different from existing literature, the adaptive factor under consideration is to
adapt the consensus gain. From the illustrative example, it is shown that with
this consensus adaptive factor, the estimation performance is improved and the
disagreement between sensors also arrives to a satisfactory level.

2 Problem Statement

Consider a sensor network described as a directed graph G = {V, E ,A} consisting
of a set of sensors V = {1, 2, 3, . . . , n} and a set of edges E ⊆ V×V. The existence
of edge (i, j) means that the ith sensor can communicate with the jth sensor.
The set of neighbors of sensor i is denoted by Ni = {j; (i, j) ∈ V}. Let di = |Ni|
be the number of neighboring sensors of the ith sensor. The adjacent matrix
A(k) = [aij(k)] with nonnegative adjacency elements is defined by aij(k) = 1
if (i, j) ∈ E , otherwise aij(k) = 0. The degree matrix is described by D(k) =
diag{D1(k),D2(k), . . . , Dn(k)}, where the diagonal element is represented as
D(k) =

∑
j∈Ni

aij(k). The Laplacian matrix of the directed graph G is defined
as L(k) = D(k) − A(k) and L(k) = [lij(k)]. The discrete-time target plant is
described as follows:

x(k + 1) = Ax(k) + ω(k), (1)

where x ∈ R
m is the state vector, the initial state x(0) is zero-mean Gaussian

with covariance Π0 ≥ 0. ω(k) ∈ R
m is the process noise, which is also assumed to

be zero-mean white Gaussian with covariance matrix Q ≥ 0. x(0) is independent
of ω(k) for all k ≥ 0. Suppose that the state of Eq. (1) is observed by n sensors
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distributed in a directed graph G = {V, E ,A}, then the measurement equation
of the ith sensor is given by

yi(k) = Hix(k) + vi(k), (2)

where vi(k) ∈ R
m is the zero-mean Gaussian measurement noise with covariance

Ri > 0. vi(k) is independent of x(0) and ω(k),∀k, i, and is independent of vj(s)
when i �= j or k �= s. Besides, A and Hi have the suitable dimensions.

The state estimator of the ith node is

x̂i(k + 1) = Ax̂i(k) + Ki(k)[yi(k) − Hix̂i(k)] − αi(k)εA
∑

j∈Ni

aij(k)[x̂i(k) − x̂j(k)],

(3)
where Ki(k) is the gain matrix, ε is the consensus gain with the range of (0, 1/Δ),
Δ = max(di), x̂i is the estimated target state. Define the estimated error of the
ith sensor as ei(k) = x̂i(k) − x(k), and the cross error covariance Pij(k) =
E{ei(k)ej(k)T }. Let Fi(k) = A − Ki(k)Hi, the iterative equation of Pi can be
obtained as

Pi(k + 1) = A{Pi(k) − 2αi(k)ε
∑

r∈Ni

air(k)Pi(k) + (αi(k)ε)2
∑

r∈Ni

a2
ir(k)Pi(k)

+ (αi(k)ε)2
∑

r,s∈Ni,r �=s

air(k)ais(k)Pi(k)}AT

+ A{
∑

r∈Ni

air(k)(αi(k)ε − (αi(k)ε)2air(k)

− (αi(k)ε)2
∑

s∈Ni,r �=s

ais(k))[Pri(k) + Pir(k)]}AT + (αi(k)ε)2A

×
∑

r,s∈Ni,r �=s

air(k)ais(k)Prs(k)AT + (αi(k)ε)2A
∑

r∈Ni

a2
ir(k)Pr(k)AT

− A{Pi(k) + αi(k)ε
∑

r∈Ni

air(k)[Pri(k) − Pi(k)]}HiMi(k)−1HT
i

× {Pi(k) + αi(k)ε
∑

r∈Ni

air(k)[Pir(k) − Pi(k)]}AT

+ [Ki(k) − K∗
i (k)]Mi(k)[Ki(k) − K∗

i (k)]T,
(4)

where Mi(k) = HiPi(k)HT
i + Ri, following from Eq. (4), the optimal gain is

K∗
i (k) = A{Pi(k) + αi(k)ε

∑

r∈Ni

air(k)[Pri(k) − Pi(k)]}HiMi(k)−1. (5)

Remark 1. It is noted that the optimal gain contains the adaptive term, if the
disagreement meets the requirement, then αi(k) won’t be changed. Moreover, if
the initial value of αi(k) is given as 1, and it always meets the demand, then
αi(k) ≡ 1, [15] becomes a special case of this adaptive estimator.
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3 Convergence Analysis

In this section, the stability of the proposed estimator (3) with the optimal
estimator gain (5) is analysed. Due to the coupling of the estimation errors among
neighboring sensors, it is difficult to prove that the estimation error covariance
converges to a unique positive definite matrix such as in the centralized Kalman
filter, so only an upper and a lower bound of the estimation error covariance is
derived.

Before moving on, the following assumptions are introduced.

Assumption 1. There exist nonzero real constants f , f̄ , hi, h̄i, q, q̄, ri and r̄i,
for all k ≥ 0, i ∈ N , such that the following bounds on the matrices are satisfied

f2Im ≤ AAT ≤ f̄2Im, (6)

h2
i Im ≤ HiH

T
i ≤ h̄2

i Im, (7)

q2Im ≤ Q ≤ q̄2Im, (8)

r2i Im ≤ Ri ≤ r̄2i Im. (9)

Assumption 2. The initial error covariance Pi(0) is positive semidefinite.

Now, we are ready to present the main results of this paper.

Theorem 1. When k approaches to infinite, under assumptions 1 and 2, there
exist a constant ϕ and �, making the error covariance of each sensor bounded,
Pi(k + 1) ≤ ϕIm, Pi(k + 1) ≥ �Im, where � = q + κ, ϕ = P̄k(f̄2 + h̄2

i K̄
2)(1 + ξ).

Proof. According to Eq. (4), Pi(k + 1) can be written as

Pi(k + 1) = Fi(k)Pi(k)Fi(k) + Q + Ki(k)RiKi(k)T + ΔPi(k), (10)

where ΔPi(k) = (αi(k)ε)2A×∑
r,s∈Ni,r �=s ais(k)air(k)[Pi(k)−Pir(k)−Psi(k)+

Prs(k)]AT + (αi(k)ε)2A
∑

r∈Ni
aij(k)[Pi(k) + Pr(k) − Pir(k) − Pri(k)]AT −

αi(k)εFi(k)
∑

r∈Ni
aij(k)[Pi(k) − Pir(k)]AT − αi(k)εA

∑
r∈Ni

aij(k)[Pi(k) −
Pri(k)]Fi(k)T.

Similar to [15], there exist a small enough ε making ‖ΔPi(k)‖ < κ,
Ki(k)Ki(k)T ≤ K̄2Im. As a result, Pi(k + 1) can be written approximatively as

Pi(k + 1) = Fi(k)Pi(k)Fi(k)T + Ki(k)RiKi(k)T + Q + κIm. (11)

Denote Ki(k)RiKi(k)T + Q + κIm as Φ(k), by continuously using the matrix
inverse lemma, it can be obtained that

Pi(k + 1) ≥ (q + κ)Im. (12)
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Besides, Pi(k + 1) can be written in another form

(Pi(k + 1))−1 = (Fi(k)Pi(k)Fi(k)T + Fi(k)Fi(k)−1Φ(k)Fi(k)−T Fi(k)T )−1

= Fi(k)−T (Pi(k) + Fi(k)−1Φ(k)Fi(k)−T )−1Fi(k)−1.
(13)

So,

Pi(k + 1) ≤ Fi(k)Pi(k)Fi(k)T (1 +
r̄iK̄

2 + q̄ + κ

f̄2(q + κ)
). (14)

Next, by using mathematical induction and assumption(2), the upper bound
of Pi(k + 1) can be acquired.

For l=0, since Pi(0) is positive semidefinite, Pi(0) ≤ λmax(Pi(0))Im, a P̄0 =
max{λmax(Pi(0))} can be got to make Pi(0) ≤ P̄0Im.

For l=1, based on Eq. (12), it is obtained that

Pi(1) ≤ {(f̄2 + h̄2
i K̄

2)P̄0 + r̄iK̄
2 + q̄}Im, (15)

where (f̄2 + h̄2
i K̄

2)P̄0 + r̄iK̄
2 + q̄ is denoted as P̄1. Then use inductive step, the

upper bound of Pi(k + 1) is given

Pi(k + 1) ≤ P̄k(f̄2 + h̄2
i K̄

2)(1 + ξ)Im, (16)

where P̄k = (f̄2 + h̄2
i K̄

2)P̄k−1 + r̄iK̄
2 + q̄, ξ = r̄iK̄

2+q̄+κ
f̄2(q+κ)

.

Now, the form of adaptive factor will be considered. As [8] defined, the
average disagreement of the estimates (DoE) among all sensors is DoE =
1
N

∑N
i=1 ‖x̂i − 1

N

∑N
i=1 x̂i‖2. Given the form of αi(k) as follows

αi(k) =

⎧
⎨

⎩

αi(k), if DoE ≤ β,

αi(k) − aαi(k)(l − 1
l − DoE

)b, if DoE > β,
(17)

where a is used to decide the rangeability, b coordinate the decrease proportion,
l represents the past l steps. They all need to be chosen appropriately. β is the
needed threshold value, it’s decided by your demand. In the past l steps, com-
puting the consensus degree, if it’s beyond the requirement, then it’s necessary
to decrease DoE to achieve the demand. Moreover, from Eq. (5), we know when
αi(k) decreases, K̄ decreases. According to Eq. (14), the upper bound of Pi(k+1)
is also decreased, then the estimation performance is improved.

4 Simulation Results

In this section, simulations of a maneuvering target tracking system [16] are pre-
sented to demonstrate the effectiveness of the proposed estimator design method,
where the parameters of state space model in 1 and 2 are

A =
[

1 0.5
0 1

]

, Q =
[

0.1 0
0 0.1

]

.
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Here, 25 sensors are considered in the networks. Hi = [2δi 0; 0 2δi]. vi(k)
has covariance matrix Ri = 0.01I2. Besides, the topology of sensor network is
depicted in Fig. 1. The initial position of the target is chosen as x = 1.553 m,
y = 1.877 m. According to Eq. (1), we can plot the target’s location at every
moment k. Through the given initial condition and the sensors’ estimate Eq. (3),
the estimated trajectory of each sensor can be plotted. Figure 2 displays the
true value of target position (the black curve) and the estimated trajectory (the
blue curve) of sensor i (i = 1, 2, . . . , 25), from which, we can observe that the
25 sensors all can well track the target location and maintain a satisfactory
disagreement between them. It is shown that as time goes on, the tracking per-
formance is getting better and better. By omitting the adaptive factor in the
estimation Eq. (3), a specified estimation equation is got. And its error covari-
ance is depicted in Fig. 3 (the black one). Besides, the adaptive estimation error
covariance is also presented in Fig. 3 (the red one). For clarity, only sensor 1’s
error covariance is plotted. According to Fig. 2, it is noted that the estimator
with an adaptive factor has lower error covariance, this implies that an adaptive
factor can improve the estimation results. Besides, it is demonstrated that Pi(k)
indeed converges.

Fig. 1. The topology of sensor networks.
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Fig. 2. The tracking performance of the distributed system. (Color figure online)
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Fig. 3. The adaptive factor’s influence to estimation performance. (Color figure online)

To show the performance of the method in this paper is over existing methods,
we make a comparison among this method (ACDF) and the consensus-based
distributed Kalman filtering method (CDF) as well as the average distributed
Kalman filtering method (DF). Similarly to [2], we define an improvement factor
(IF) of the ACDF algorithm, as compared with DCF and DF, which is

IF =
RMSE of the compared one - RMSE of ACDF

RMSE of the compared one
,

where RMSE represents for the average of the root-mean-square error.

RMSE =
1
N

N∑

i=1

√
√
√
√ 1

K − [k/2] + 1

K∑

k=[K/2]

‖ei(k)‖2,

where K is the total number of time steps of simulations, and [K/2] is the nearest
integer around K/2. Table 1 summarizes the RMSE of the three distributed
algorithms. Compared with the DCF algorithm, the ACDF algorithm improve
the filtering performance by 17.7% and 13.3%, compared with the DF, improved
by 37.7% and 35.7%.

Table 1. RMSE and IF of the proposed ACDF algorithm compared with some other
algorithms

RMSE IF

ACDF x:0.6603

y:0.6302

CDF x:0.7770 17.7 %

y:0.7268 13.3 %

DF x:1.0600 37.7 %

y:0.9802 35.7 %
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5 Conclusion

In this paper, a distributed estimator with an adaptive factor is designed.
Through the adaptive factor, the disagreement is associated with the estima-
tion performance. By calculating the average disagreement of the estimates, the
form of adaptive factor is proposed and it can improve the tracking performance.
Compared with existing works, the filtering method proposed in this paper, has
higher precision, but there is still some problem for improvement. In future
works, some analysis on the selection of adaptive parameters should be started
to get the best results. In addition, it is important to consider how to get the
best filtering performance under the packet loss, attack and other situations.
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Abstract. In this paper, we consider the leader-following tracking con-
trol problem for a class of nonlinear multi-agent systems (MASs) with
Lipschitz-type dynamics via event-triggered approaches. For a directed
communication topology, a distributed consensus control scheme is devel-
oped on the basis of event-triggered mechanism. In addition, to avoid
continuous monitor of measurement information, a technical approach is
presented for generation of the combinational information from their own
neighboring agents only at event instants. The stability of the closed-loop
system is given, and it is proven that the Zeno behavior is ruled out.

Keywords: Multi-agent systems · Event-triggered control · Consensus ·
Nonlinear systems

1 Introduction

Fruitful results about cooperative control methods for MASs have recently been
reported and provided a mature theoretical background as well as numerous
practical examples, e.g. [1–6] and the references therein. The aperiodic con-
trol has emerged for the networked systems with limited communication as
an alternative to periodic triggered one [7,8]. In [9], event-scheduling consen-
sus control mechanisms for a class of single-integrator MASs were introduced.
Average consensus event-triggered control approaches were developed in [10]
for single-integrators and double-integrators. Zhang et al. discussed consensus
control schemes for linear dynamics connected through an undirected topology
in [11]. In [12,13], Hu and Zhu et al. discussed the event-based broadcasting
algorithms to achieve consensus for linear from MASs and the linear ones with
time-delay inputs, respectively. Self-triggered control strategies [9,14,15] were
employed to avoid continuous measurement using current measurement infor-
mation. The leader-following issues are also taken into account in the past years.
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Hu et al. discussed a dynamic tracking problem for a first-order directed linear
MASs by an event-triggered strategy in [16]. The event-based leader-following
consensus control protocols strategy for second-order MASs were investigated
in [17,18]. Authors in [17–20] paid less attention to the nonlinear ones. In this
paper, we devote to consider the leader-following tracking issue for a class of
nonlinear MASs regulated by an event-triggered mechanism. In details, a distrib-
uted leader-following control strategy is developed on the basis of event-triggered
mechanism. Furthermore, to avoid continuous measurement information moni-
tor, we present a technical approach for generation of the combinational infor-
mation from their own neighboring agents only at event-triggered instants. The
main contributions of this paper consist of the following aspects. (1) First, com-
pared with the associated research work [19], it is nontrivial to be concentrated
on the extension of the recent leading-following control results to a class of non-
linear systems with a directed diagraph in an event-triggered manner. Moreover,
the dynamics of the leader agent can be marginally stable or even unstable.
(2) Second, unlike [21], a computing algorithm for combinational state informa-
tion is presented and it avoids additional sampling and removes requirement of
continuous monitor measurement information to check whether triggered condi-
tions are satisfied.

2 Problem Formulation

We consider a class of nonlinear MASs including one leader and N follower agents
connected through a directed digraph, and the dynamics of the ith follower are

ẋi = Axi + Bui + Cf(xi(t), t), (1)

where i = 1, · · · , N , xi ∈ R
n is the state variable vector of the ith agent,

ui ∈ R
p represents the control input signal, and A ∈ R

n×n, B ∈ R
n×p, C ∈

R
n×n. f(xi(t), t) = (f1(xi(t), t), . . . , fn(xi(t), t))T is a continuous vector function

standing for the nonlinear dynamics of the ith agent. It is assumed that the
inner states are of availableness for measurement. The dynamics of the leader
are expressed as

ẋl = Axl + Cf(xl(t), t), (2)

where xl ∈ R
n is the measurable and trajectory vector of the leader.

Assumption 1. There exists a positive constant ρ such that

||f(y, t) − f(z, t)|| ≤ ρ||y − z||, (3)

where ∀y, z ∈ R
n, t ≥ 0.

Remark 1. This assumption is the so-called Lipschitz condition, and it is mild
and normal, which can be referred in [3].
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The preliminaries about communication topology is omitted, and the more
details can be found in [19]. A diagonal matrix S = diag(s1, · · · , sN ) is the
accessibility of the leader for the ith follower node with si = 1 if possible and
si = 0 otherwise. It is also assumed that the graph G contains a spanning tree
and −(L + S) is a nonsingular M-matrix, where L is the Laplacian matrix.
This implies that there exists a positive diagonal matrix Θ = diag(θ1, · · · , θN )
satisfying that Y = Θ−1(L+S)+ (L+S)TΘ−1 > 0. Define that β = 1

2λmin(Y ),
θmax = max

i=1,...,N
{θi}, θmin = min

i=1,...,N
{θi}, θ = min

i=1,...,N
{θ−1

i }, and F = (L +

S)T(L + S).
For the ith follower agent, a state denoted as ηi(t) is introduced

ηi(t) =
∑

j∈Ni

(
xj(t) − xi(t)

)
+ si

(
xl(t) − xi(t)

)
. (4)

Denote tik as the event time sequence of the ith follower agent, k = 0, 1, 2, · · · ,
and ηi(tik) represents its latest broadcast value of Agent i. The measurement
signal is η̆i(t) = ηi(tik), where t ∈ [tik, tik+1). The controller is based on sampling
data and we consider the following controller

ui(t) = −Kη̆i(t), (5)

where t ∈ [tik, tik+1), K ∈ R
p×n is a gain matrix.

In the above data transmission framework, the event-triggered consensus
tracking is said to be achieved, as t → ∞,

N∑

i=1

||xl(t) − xi(t)||2 ≤ �, (6)

and Zeno behavior is also excluded, where � is a positive constant. The over-
all goal of this paper is to develop such a control strategy for the system (1)
satisfying (6).

3 Distributed Event-Triggered Control Approach

In this part, we are going to derive a leader-following tracking control scheme
for the system (1) in an event-triggered manner. Define the measurement error

ei(t) = η̆i(t) − ηi(t), (7)

and tracking error

ζi(t) = xl(t) − xi(t), (8)

for the ith agent.
As for t ∈ [tik, tik+1), the triggered function is designed as

hi =
||ei||2
βς1

− ϑiθ
−1
i ηT

i Pηi − μie−σit − δ, (9)
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where ϑi > 0, μi > 0, σi ∈ (0, εmin), εi = β1−ϑi − ς1
β β2−ς2β3 > 0, β1 = λmin(Q)

λmax(P ) ,

β2 = λmax(Y )λ2
max(PBR−1BTP )
θλmin(P ) , β3 = λmax(Y )λmax(P

TP )
θλmin(P ) , εmin = min

i=1,...,N
{εi}, σi ∈

(0, εmin), and ς1 > 0, ς2 > 0, δ > 0. And there exists a positive and symmetrical
matrix P satisfying the following inequality

PA + ATP − 2θminPBR−1BTP +
ρ2

ς2
λmax(CTC)λmax(D)θmaxIn + Q ≤ 0,

(10)

where ς2 > 0, D will be given later, and In is a nth identify matrix.
The definition of event triggered time instant is given by

tik+1 = inf{t > tik : hi ≥ 0}. (11)

Now, we are going to present the main result of this paper.

Theorem 1. Given the MASs (1) in a directed graph satisfying Assumption 1,
then the control scheme (5) with K = − 1

β R−1BTP is able to steer the inner
states of the system (1) to achieve leader-following tracking target (6) if the
triggered time sequence for each follower agent is defined by (11). Also, the Zeno
behavior is excluded.

Proof. From (1), (7) and (8), we have

ζ̇i = Aζi + C
(
f(xl, t) − f(xi, t)

)
+ BKei + BKηi. (12)

Then, by denoting ζ =
[
ζT1 , · · · , ζTN

]T, e =
[
eT1 , · · · , eTN

]T, η =
[
ηT
1 , · · · , ηT

N

]T,
the aforementioned equation can be written in vector

ζ̇ = (IN ⊗ A)ζ + f̃ + (IN ⊗ BK)e + (IN ⊗ BK)η, (13)

where f̃ =
[
C

(
f(xl, t) − f(x1, t)

)
; · · · ;C

(
f(xl, t) − f(xN , t)

)]
, and IN is the

Nth identify matrix.
Consider the Lyapunov function candidate

V = ηT(Θ−1 ⊗ P )η, (14)

where η = ((L + S) ⊗ In)ζ.
Noting (18), the time derivative of V yields

V̇ = η̇T(Θ−1 ⊗ P )η + ηT(Θ−1 ⊗ P )η̇
= ζT((L + S)TΘ−1 ⊗ ATP )η + ηT(Θ−1(L + S) ⊗ PA)ζ

+ ηT(Θ−1(L + S) ⊗ P (BK))η + eT((L + S)TΘ−1 ⊗ (BK)TP )η
+ ηT((L + S)TΘ−1 ⊗ (BK)TP )η + ηT(Θ−1(L + S) ⊗ P (BK))e

+ f̃T((L + S)TΘ−1 ⊗ P )η + ηT(Θ−1(L + S) ⊗ P )f̃ . (15)
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Taking the relationship between ζ and η, the definition of ζ, K =
− 1

β R−1BTP , (3) and completely square inequalities into account, one has

eT((L + S)TΘ−1 ⊗ (BK)TP )η + ηT(Θ−1(L + S) ⊗ P (BK))e

≤ eTe

βς1
+

ς1
β

ηT(Y ⊗ (2θminPBR−1BTP )2)η, (16)

f̃T((L + S)TΘ−1 ⊗ P )η + ηT(Θ−1(L + S) ⊗ P )f̃

≤ 1
ς2

ηT(Θ−1 ⊗ (λmax(CTC)ρ2ηTλmax(D)θmax)Im)η + ς2η
T(Y ⊗ (PTP ))η,

(17)

ηT((L + S)TΘ−1 ⊗ (BK)TP )η + ηT(Θ−1(L + S) ⊗ P (BK))η
≤ −ηT(Θ−1 ⊗ (2θminPBR−1BTP )Im)η, (18)

where D = (L + S)−T(L + S)−1. Then, it follows that

V̇ ≤ −ηT(Θ−1 ⊗ Q)η +
eTe

βς1
+ ς2η

T(Y ⊗ (PTP ))η

+
ς1
β

ηT(Y ⊗ (2θminPBR−1BTP )2)η. (19)

Since the triggered condition (11) enforces the property

||ei||2
βς1

≤ ϑiθ
−1
i ηT

i Pηi + μie−σit + δ, (20)

during the time interval [tik, tik+1), it leads to

V̇ ≤ −
N∑

i=1

εiθ
−1
i ηT

i Pηi +
N∑

i=1

μie−σit + Nδ

≤ −χV +
N∑

i=1

μie−σit + Nδ, (21)

where χ = εmin.
Then, we can obtain that

V ≤ e−χt
[
V (0) −

N∑

i=1

μi

χ − σi
− Nδ

χ

]
+

N∑

i=1

e−σit
μi

χ − σi
+

Nδ

χ
≤ ξ, (22)

where ξ � V (0) +
N∑

i=1

μi

χ − σi
+

Nδ

χ
is a constant.
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By virtual of the Lyapunov function candidate (14), it follows that

θλmin(P )
N∑

i=1

||ηi||2 ≤ ηT(Θ−1 ⊗ P )η ≤ ξ, (23)

which means that ||ηi|| is bounded satisfying that

||ηi|| ≤
√

ξ

θλmin(P )
� ξ̄, (24)

where ξ̄ is a positive constant.
In the following part, the Zeno-free behaviour of the designed system are

analyzed. During the internal t ∈ [tik, tik+1), ||ei|| > 0 and one can derive

d||ei||
dt

=
d
dt

(eTi ei)
1
2 =

eTi ėi

||ei|| ≤ ||ėi||. (25)

By the definition of ei, the following result comes

ėi = −η̇i, (26)

then invoking (4), we can see that

||ėi|| =
∣∣∣
∣∣∣

∑

j∈Ni

(
ẋj(t) − ẋi(t)

)
+ si

(
ẋl(t) − ẋi(t)

)∣∣∣
∣∣∣

=
∣∣∣
∣∣∣Aηi(t) + BK

[ ∑

j∈Ni

(
ηi(tik) − η̆j(t)

)
+ siηi(tik)

]

+C
[ ∑

j∈Ni

(
f(xj , t) − f(xi, t)

)
+ si

(
f(xl, t) − f(xi, t)

)]∣∣∣
∣∣∣. (27)

It follows, from (7) and Assumption 1, that

||ėi|| ≤ ||A||||ei(t)|| + γi
k + ||C||ρ

√
Nξ̄

(
2|Ni| + si

)
, (28)

where γi
k = max

t∈[tik,tik+1)

(∣∣∣
∣∣∣Aηi(tik) + BK

( ∑

j∈Ni

(
ηi(tik) − η̆j(t)

)
+ siηi(tik)

)∣∣∣
∣∣∣

)
.

Combining (11) with (28), it yields

√
βς1δ ≤ ||e(ti−k+1)|| ≤ γi

k + ||C||ρ
√

Nξ̄
(
2|Ni| + si

)

||A||
(
e||A||(tik+1−tik) − 1

)
, (29)

and for any k, the property holds γi
k ≤ (||A||+ (2|N |i + si)||BK||)ξ̄ = γ̄. Hence,

we have

tik+1 − tik ≥ 1
||A|| ln

(
1 +

||A||√βς1δ

γ̄ + ||C||ρ
√

Nξ̄
(
2|Ni| + si

)
)

> 0. (30)
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Therefore, the Zeno behavior is excluded.
For all agent, this can be shown as follows

lim
t→∞

N∑

i=1

||ηi||2 ≤ Nδ

χθλmin(P )
, (31)

and from the relationship between η and ζ, we further obtain that

lim
t→∞

N∑

i=1

||ζi||2 ≤ Nδ

χθλmin(P )λmin(F )
. (32)

This completes the proof of Theorem1.

From the event-triggered conditions (11), it is apparent that the control
scheme should monitor the state information continuously to check whether
triggered conditions are satisfied. Such information transformation mechanisms
might result in the phenomenon of heavy burdens in communication networks.
We are going to generate combinational state ηi(t) from its neighbors at event-
triggered instants. The dynamics of xi(t) and xj(t), during the time interval
t ∈ [tik, tik+1), are

xi(t) = eA(t−tik)xi(tik) −
∫ t

tik

eA(t−τ)BKηi(tik)dτ + C

∫ t

tik

eA(t−τ)f(xi(τ), τ)dτ

(33)

and

xj(t) = eA(t−tik)xj(tik) −
∫ t̆j

tik

eA(t̆j−τ)BKηj(tjg)dτ

−
∑

h:tik<tjh<t

∫ min(tjh+1,t)

tjh

eA(min(tjh+1,t)−τ)BKηj(t
j
h)dτ

+C

∫ t̆j

tik

eA(t̆j−τ)f(xj(τ), τ)dτ

+
∑

h:tik<tjh<t

∫ min(tjh+1,t)

tjh

eA(min(tjh+1,t)− τ)f(xj(τ), τ)dτ, (34)

where

j ∈ Ni, t̆j =

{
tjg+1, if the jth agent occurs at least one event during [t ik , t),
t, otherwise,

and tjg+1 = min(tjh : tjh ∈ [tik, t)). Triggered-events of the jth agent may hap-
pen several times according to the instant sequence tjh, h = g + 1, · · · , during
t ∈ [tik, tik+1).
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We denote that Ψ(t, t∗) =
∫ t∗

t
e(A−KobC)(t∗−τ)BKdτ , and Φm(t, t∗) =

∫ t∗

t
eA(t∗−τ)f(xm(τ), τ)dτ . Then, from (33) and (34), the following result comes

ηi(t) = eA(t−tik)ηi(tik) + siΨ(tik, t)ηi(tik) + siC
(
Φl(tik, t)−Φi(tik, t)

)

+
∑

j∈Ni

∑

h:tik<tjh<t

(
Ψ(tjh,min(tjh+1, t))

(
ηi(tik)−ηj(t

j
h)

))

+
∑

j∈Ni

∑

h:tik<tjh<t

C

(
Φj(t

j
h,min(tjh+1, t)) − Φi(t

j
h,min(tjh+1, t))

)

+
∑

j∈Ni

(
Φj(tik, t̆j) − Φi(tik, t̆j)

)
+

∑

j∈Ni

Ψ(tik, t̆j)
(
ηi(tik) − ηj(tjg)

)
. (35)

From (35), the ith agent must obtain the following knowledge ηi(tik) and
ηj(t

j
h) to predict the combinational state ηi(t), where tjh ∈ (tik, t). As one can

see, the former three ones are available from themselves whereas the other infor-
mation are taken from the jth nodes when their triggered-events come about
during the time interval [tik, tik+1), j ∈ Ni.

4 Conclusion

In this paper, an event-driven leader-following tracking control has been designed
for a class of nonlinear MASs under a directed communication topology. Within
the event-triggered framework, the consensus control mechanism is presented for
such MASs, and then the stability of the closed-loop system has been analyzed.
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Abstract. Distributed formation control of Second-order Multi-agent Systems
has been discussed in this paper. A consensus-based cooperative formation
control strategy with both input delay and communication delay has been pro-
posed. The control strategy not only consider the deviation between the actual
speed and the standard speed, but also, on the basis of this, consider the devi-
ation between the actual displacement and the standard displacement. In order to
achieve a faster consensus seeking, the tow-hop relay protocol has been intro-
duced into the strategy. The control strategy makes agents can build up stable
and desired formation and move at expected speed. Based on the
frequency-domain analysis and matrix theory, the distributed conditions are
proved for the formation control of system. A six-vehicle formation control
example is shown in simulation as an illustrative example.

Keywords: Multi-agent system � Formation control � Two-hop relay protocol �
Heterogeneous delays

1 Introduction

Formation control problem of multi-agent system has attracted growing attention in
recent years [1–3], due to its widely practical applications in the spacecraft exploration,
disaster investigation, sensor networks and so on. Compared with the single agent,
multi-agent system can be more efficiently.

In the formation structure of the multi-agent system, each agent’s delayed or current
states are used to compare with neighboring agents. Formation of the multi-agent
system with time delays have been studied by many methods including frequency
domain analysis [4, 5], Lyapunov functions [6, 7], the concept of delayed and hier-
archical graphs [8, 9], etc.

For consensus-based formation control, the consensus convergence speed is very
important. Note that some literature focuses on how to find a suitable connection
topology to increase the convergence speed of the known algorithm [10, 11], However,
physically changing the topology may be difficult in some applications. It is very
necessary to consider how to improve the convergence speed in the case of a given
communication topology. In the Social network, you can find an interesting
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phenomenon, the friend of your friends are usually very easy to become your friends,
and you two can maintain contact and cooperation [12–14], which means the
second-order neighbors are also important in the network. Jin and Murray proposed a
first-order consensus protocol based on multi-hop relay protocols which can make the
convergence speed faster compared with the normal first-order consensus protocol [15].
Yuan et al. proposed a distributed average consensus in the discrete-time case by using
the information of second-order neighbors [16]. Kim and Mesbahi concentrate on how
to maximize the second smallest eigenvalue of a graph Laplacian in a first-order
integrator system [17].

In this paper, formation problem is studied for the second-order multiple dynamic
agents with communication delay and input delay under the new consensus algorithm
which introduces absolute position and relative velocity deviation into the control
strategy and combines with the two-hop relay protocol. A six-vehicle formation control
example is shown in simulation as an illustrative example.

2 Problem Formulation

Consider m agents indexed with 1; 2 � � � ;m which are moving on a plane. For sim-
plicity, we assume that each member of the group has the same mechanical structure
and each agent can be described by the following equation in global coordinates:

_ri ¼ vi
_vi ¼ ui

�
ð1Þ

where i ¼ 1; 2 � � � ;m.
The Laplacian matrix of the weighted graph is defined as L ¼ ½‘ij�, where ‘ii ¼P

j6¼i aij and ‘ij ¼ �aij; 8i 6¼ j. For an undirected graph, the Laplacian matrix is sym-
metric positive semi-definite. Let 1 and 0 denote the n� 1 column vector of all ones
and all zeros respectively. Let In denote the n� n identity matrix and 0m�n denote the
m� n matrix with all zero entries. Let MnðIRÞ represent the set of all n� n real
matrices. Given a matrix A ¼ ½aij� 2 MnðIRÞ, the digraph of A, denoted by CðAÞ, is the
digraph on nodes ti, i 2 f1; 2; � � � ; ng, such that there is a directed edge in CðAÞ from tj
to ti if and only if aij 6¼ 0.

Formation Control Problem:
Design formation protocol for each vehicle based on its states and its neighbors’ states
such that the group of vehicles moves expected velocity and form a fixed formation,
design consensus protocols for systems (1) such that

ri � rj ! di � dj;

vi ! vj ! vdðtÞ:

In order to solve the formation control problem, some lemmas are recalled that will
be used in next Section.
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Lemma 1 [18]: Given a matrix A ¼ ½aij� 2 MnðRÞ, where aij � 0; 8i 6¼ j, andPn
j¼1 aij ¼ 0 for each j, then A has at least one zero eigenvalue and all of the nonzero

eigenvalues are in the open left half plane. Furthermore, A has exactly one zero
eigenvalue if and only if the directed graph associated with A has a spanning tree.

Lemma 2 [19]: Let O be the origin of coordinate axes, the prolongation of the line
OGio that links the origin and the center of the disc, crosses the circle of the disc Gi at
point Wi that is furthest from the origin. The point Wi plots a trajectory-tracking WiðjxÞ
when the disc Gi changes with x varying from �1 to þ1. [ i2IGi is contained in the
convex hull Co 0[fWiðjxÞ; i 2 Igð Þ.
Lemma 3 [20]: For any given natural number m� 2, let

EiðjxÞ ¼ ki
e�jxTi

jx
ð2Þ

i ¼ 1; � � � ;m; ki ¼ p=2Ti. Where 0\Ti 2 R is divers nonnegative delay constant. Then
kCo 0[fEiðjxÞ; i ¼ 1; � � � ;mgð Þ does not contain the point ð�1; j0Þ for any given real
number 0� k\1 and for all x 2 �1; þ1ð Þ, where Cof�g denotes the convex hull
of setf�g.

3 Main Results

3.1 Second-Order Formation Without Time-Delays

In view of the importance of formation speed for formation protocol, this paper pro-
poses an improved formation protocol:

ui ¼ _vd � aðvi � vdÞ � bðri � rd � eidÞ �
Xn

j¼1
gijkij½ðri � rj � dijÞ

þ
Xn

j¼1
gjkðri � rk � dikÞþ cðvi � vjÞþ c

Xn

j¼1
gjkðvi � vkÞ�

ð3Þ

where vd 2 R represents the velocity tracking value, rd 2 R represents position tracking
value. eid 2 R represents expected displacement deviation between rd and ri. In this
formation protocol, what each vertex sends to its child vertices is not only its own state,
but also a collection of its instantaneous neighbors’ states. It is equal to adding virtual
“two-hop” paths as additional edges to original graph. For a directed graph G, a
two-hop directed graph ~G ¼ ðN ; ~EÞ is a graph that has the same vertex set and all the
edges are “two-hop” paths of G. This means vehicle ti can not only get the state of
itself and neighbor nodes, but also can obtain a collection of its instantaneous neigh-
bors’ states. Moreover, between any pair of vertices in G, multiple two-hop paths may
exist. They are considered as one edge in ~G and the weight associated with it is equal to
the sum of two-hop paths’ weights. Thus, the adjacency matrix ~A ¼ f~gikg of ~G are:
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~gik ¼
P

j2V gijgjk; ðti; tkÞ 2 ~E
0; otherwise

�

The corresponding out-degree diagonal and Laplacian matrices are denoted by ~D
and ~L respectively. For a directed graph G with two-hop relay protocol (3), the whole
system can also be described as:

ui ¼ _vd � aðvi � vdÞ � bðri � rd � eidÞ �
Xn

j¼1
gijkij½ðri � rj � dijÞ

þ cðvi � vjÞ� �
Xn

j¼1
gijgjkkik½ðri � rk � dikÞþ cðvi � vkÞ�

ð4Þ

3.2 Second-Order Formation with Time-Delays

Now, the formula (3) is split into four parts:

ui ¼ ui1 þ ui2 þ ui3 þ ui4;

ui1 ¼ _vd;

ui2 ¼ �aðvi � vdÞ;
ui3 ¼ �bðri � rd � eidÞ;
ui4 ¼ �

Xn

j¼1
gijkij½ðri � rj � dijÞþ

Xn

j¼1
gjkðri � rk � dikÞ

þ cðvi � vjÞþ c
Xn

j¼1
gjkðvi � vkÞ�

ð5Þ

The formula (5) can be divided into two control parts: ui2 and ui3 are tracking control,
ui4 is the coordination control between agents. Input delay exists for each agent pro-
cessing information, and communication delay exists between agents. Here, consid-
ering the input delay and communication delay in ui3 and ui4:

ui3ðtÞ ¼ �bðriðt � TiÞ � rd � eidÞ;
ui4ðtÞ ¼ �

Xn

j¼1
gijkij½ðriðt � TiÞ � rjðt � Tj � TijÞ � dijÞ

þ
Xn

j¼1
gjkðriðt � TiÞ � rkðt � Tk � TikÞ � dikÞ

þ cðviðt � TiÞ � vjðt � Tj � TijÞÞ
þ c

Xn

j¼1
gjkðviðt � TiÞ � vkðt � Tk � TikÞÞ�

where Ti is the input delay of agent i and Tij is the communication delay between agent
i and agent j.

Here, the formation control protocol with both input delay and communication
delay is shown as follows:
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ui ¼ _vd � aðvi � vdÞ � bðriðt � TiÞ � rd � eidÞ
�
Xn

j¼1
gijkij½ðriðt � TiÞ � rjðt � Tj � TijÞ � dijÞ

þ
Xn

j¼1
gjkðriðt � TiÞ � rkðt � Tk � TikÞ � dikÞ

þ cðviðt � TiÞ � vjðt � Tj � TijÞÞ
þ c

Xn

j¼1
gjkðviðt � TiÞ � vkðt � Tk � TikÞÞ�

ð6Þ

3.3 Main Theorem

Theorem 1: Formation algorithm (6) guarantees that ri � rj ! di � dj; ri � rk !
di � dk; vi ! vj ! vk ! vdðtÞ asymptotically if the information exchange topology has
a (directed) spanning tree and

ðaþ 2cqi þ hiÞTi\p; 8i 2 V ð7Þ

where qi ¼
P
j2V

gijkij and hi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4c2q2i þ 4ðac� 2Þqi þ a2 � 4b

p
.

Proof: Let ~riðtÞ ¼ riðtÞ � 1
R t
0 v

dðsÞds� eid and ~viðtÞ ¼ viðtÞ � 1vd , Eq. (6) can be
written as:

_~riðtÞ ¼ ~viðtÞ
_~viðtÞ ¼ �a~viðtÞ � b~riðt � TiÞ �

Pn
j¼1 gijkij½ð~riðt � TiÞ � ~rjðt � Tj � TijÞÞ

þ Pn
j¼1 gjkð~riðt � TiÞ � ~rkðt � Tk � TikÞÞ

þ cð~viðt � TiÞ � ~vjðt � Tj � TijÞÞ
þ c

Pn
j¼1 gjkð~viðt � TiÞ � ~vkðt � Tk � TikÞÞ�

8>>>><
>>>>:

ð8Þ

Applying the Laplace transform to (8), we get

s~riðsÞ ¼ ~viðsÞ
s~viðsÞ ¼ �a~viðsÞ � b~riðsÞe�sTi �Pn

j¼1 gijkij½ð~riðsÞe�sTi � ~rjðsÞe�sðTj þ TijÞÞ
þ Pn

j¼1 gjkð~riðsÞe�sTi � ~rkðsÞe�sðTk þTikÞÞ
þ cð~viðsÞe�sTi � ~vjðsÞe�sðTj þ TijÞÞ
þ c

Pn
j¼1 gjkð~viðsÞe�sTi � ~vkðsÞe�sðTk þTikÞÞ�

8>>>>><
>>>>>:

ð9Þ

where ~riðsÞ and ~viðsÞ are the Laplace transform of ~riðtÞ and ~viðtÞ respectively.
Let �LðsÞ ¼ LðsÞþ ~LðsÞ, and �LðsÞ ¼ ½lijðsÞ�, we get
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ð10Þ

Then, we let A ¼ diagfag, BðsÞ ¼ fbe�sTi ; i 2 Vg, R ¼ diagfcg, and we also let
~rðsÞ ¼ ½~r1ðsÞ;~r2ðsÞ; � � � ;~rnðsÞ�T , ~vðsÞ ¼ ½~v1ðsÞ;~v2ðsÞ; � � � ;~vnðsÞ�, Eq. (9) can be written
in matrix form as:

s
~rðsÞ
~vðsÞ

� �
¼ 0 1

�BðsÞ 	 I2 � �LðsÞ 	 I2 �A	 I2 � ðR�LðsÞÞ 	 I2

� �
~rðsÞ
~vðsÞ

� �
ð11Þ

Therefore, the eigenvalues of (11) are given by

s1;2In ¼ � 1
2
ðAþR�LðsÞ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2�L2ðsÞþ 2ðAR� 2InÞ�LðsÞþA2 � 4BðsÞ

q
Þ

Let HðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2�L2ðsÞþ 2ðAR� 2InÞ�LðsÞþA2 � 4BðsÞ

p
, then we get

s1In ¼ � 1
2
ðAþR�LðsÞþHðsÞÞ;

s1In ¼ � 1
2
ðAþR�LðsÞ � HðsÞÞ

Thus, the above equivalent to the next:

det sIn þ 1
2
ðAþR�LðsÞþHðsÞÞ

� �
¼ 0; det sIn þ 1

2
ðAþR�LðsÞ � HðsÞÞ

� �
¼ 0:

Let NðsÞ ¼ det sIn þ 1
2 ðAþR�LðsÞþHðsÞÞ� 	

, and when s ¼ 0, we can get
Nð0Þ ¼ det sIn þ 1

2 ðAþR�Lð0ÞþHð0ÞÞ� 	
, from Lemma 1, we can have the result

rankð�LÞ ¼ n� 1, so we can get that Nð0Þ ¼ det 1
2 ðAþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 � 4Bð0Þp Þ

 �

, thus

Nð0Þ 6¼ 0. Here, Let MðsÞ ¼ det In þ 1
2s ðAþR�LðsÞþHðsÞÞ� 	

, Based on the general
Nyquist stability, the zeros of MðsÞ lie on the open left half complex plane, if the
trajectory-tracking of kðDðjxÞÞ does not enclose the point ð�1; j0Þ, where we let
DðsÞ ¼ 1

2s ðAþR�LðsÞþHðsÞÞ, and DðjxÞ ¼ 1
2s ðAþR�LðjxÞþHðjxÞÞ.

We use the Gershgorin disc theorem to estimate the matrix eigenvalue, i.e.

kðDðjxÞÞ 2 [ i2vDi ð14Þ

where Di ¼ g : g 2 C g� 1
2 ðaþ cqi þ hiÞe�jxTi

jx

���� 1
2 ðaþ cqi þ hiÞ e�jxTi

jx

��� ������n o
, and

hi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2q2i þ 2ðac� 2Þqi þ a2 � 4b

p
.
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The disc Di changes with x from �1 to þ1, Let O be the origin of coordinate
axes, the prolongation of the line ODio that links the origin and the center of the disc,
crosses the circle of the disc Di at point Wi that is furthest from the origin. The point Wi

plots a trajectory-tracking WiðjxÞ:

WiðjxÞ ¼ 1
2
ðaþ 2cqi þ hi0Þ e

�jxTi

jx
ð15Þ

where hi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2q2i þ 2ðac� 2Þqi þ a2 � 4b

p
. Then, Let ZiðjxÞ ¼ ki e

�jxTi

jx , and we

transform Eq. (15) to WiðjxÞ ¼ nZiðjxÞ with ni¼ Ti
p ðaþ 2cqi þ hi0Þ. we can konw that

ni\1, Let n ¼ maxfni; i 2 Vg, and it is obviously that n\1. Then, we get
Co 0[ WiðjxÞ; i 2 Vf gð Þ�n 0[ ZiðjxÞ; i 2 Vf gð Þ, it can be verified that
[ i2VDi�Co 0[ WiðjxÞ; i 2 Vf gð Þ from Lemma 2, so we can get that:

[ i2VDi�nCo 0[ ZiðjxÞ; i 2 Vf gð Þ

Then, From Lemma 3, we also can get ð�1; j0Þ 62 nCo 0[ ZiðjxÞ; i 2 Vf gð Þ, so that
ð�1; j0Þ 62 [ i2VDi.

Now, we obtain that the track of kðDðjxÞÞ does not contain the point ð�1; j0Þ by
Greshgorin disc theorem. Based on the general Nyquist stability criterion, the zeros of
MðsÞ lie on the open left half complex plane. Thus, the formation of multi-agent
delayed systems is obtained. Theorem 1 is proved.

4 Simulation

Let us illustrate the performance of the proposed formation scheme by conducting a
simulation using a network of six two-DOF (degree-of-freedom) vehicles.

By employing two-hop paths in the network, more information is passed around
and each vehicle enlarges its “available” neighborhood. The interaction graph among
the vehicles can also be shown as below (Fig. 1):

Fig. 1. Interaction with second-order information
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For simplicity, all the weights of the edges are assumed to be 1. For the system (6)
with both communication delay and input delay, we take the input delay Ti ¼ 0:2s, and
the communication delay Tij ¼ 0:25s. We also design the given control parameters
a; b; c as 2, 1, 0.5.

In order to highlight the advantages of the formation control strategies in this paper,
a formation control strategy with one-hop relay protocol will be introduced firstly and
the control strategy with one-hop relay protocol is given as below:

ui ¼ _vd � aðvi � vdÞ
�
Xn

j¼1
gijkij½ðriðt � sÞ � rjðt � sÞ � dijÞþ cðviðt � sÞ � vjðt � sÞÞ� ð16Þ

Compared with the strategy (16), the formation control strategy (6) not only con-
sider the relative velocity deviation and the absolute position deviation, but also
introduce the tow-hop relay protocol into it. Then, this strategy (16) and the formation
control strategy with the tow-hop relay protocol (6) in this paper are applied respec-
tively to coordinate the movement of six vehicles.

Firstly, it is needed to verify whether the speed of the multiple vehicles system can
be consistent. At the same time, the simulation results of the formation control strategy
with the tow-hop relay protocol (6) and the control strategy (16) are compared to show
the high efficiency of the formation control strategy (6) in this paper. The simulation
results of the formation control strategy (16) are shown as below (Figs. 2 and 3):

The simulation results of the formation control strategy with the tow-hop relay
protocol (6) are shown as below (Figs. 4 and 5):

Fig. 3. Velocity variation in Y direction.Fig. 2. Velocity variation in X direction.

Fig. 4. Velocity variation in X direction. Fig. 5. Velocity variation in Y direction.
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It is very obviously that when using the control strategy (16) and (6), it takes about
14 s and 6 s respectively for the agents to approach the desired speed vd ¼ ð3; 2ÞT .
Secondly, it is needed to verify whether the system can form a desired formation. The
simulation result is shown as below (Figs. 6 and 7):

From the simulation result above, it is easily to draw the conclusion: the formation
control strategy with both input delay and communication delay in this paper is very
efficient compared with other control strategy.

5 Conclusion

In this paper, the distributed formation problem for multiple agent system in
two-dimensional space is studied. A new formation protocol with both input delay and
communication delay was proposed, which consisted of the absolute deviation and
relative deviation of velocity and position and also employs two-hop paths in the
network. The simulation results has showed that the proposed algorithm is validated
and effective for the formation control of agent system.
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Abstract. This paper introduces a relaxation design of fault estimation
observer for some nonlinear dynamical plants by means of the Takagi–
Sugeno method. A featured fuzzy fault estimation observer is produced
by utilizing the named maximum-priority-based switching law, which
is different from these existing ones. For each enabled switching signal,
the appropriate piece of enabled matrices can be produced to explore
certain serviceable properties of the considered plants by introducing a
piece of matrix-valued variables. Owing to the more useful information of
the considered nonlinear plant could be properly updated and effectively
employed at each time instant, the conservatism of the given result can
be significantly released, at the same time, the result is less restraint
than that previous ones. At last, there are some simulation results of the
considered nonlinear truck-trailer plant are given to prove the profit of
our theoretic approach.

Keywords: Fuzzy systems · Relaxation method · Fault estimation ·
Slack matrix

1 Introduction

In the past twenty years, it has taken much interest in nonlinear control fields
based on fuzzy logic, because the reason that fuzzy models can be used to as gen-
eral approximators in reported references [2,3]. In these results, Takagi-Sugeno
(T-S) fuzzy models that given by [1] are composed of a pile of IF-THEN-based
fuzzy rules, so most nonlinear dynamical models can be described. Hence, many
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of the results of fuzzy state/output feedback control designs with the aid of T-S
fuzzy models have been reported in previous literature [4,5]. Similarly, T-S fuzzy
models is also used to handle the problem with fuzzy filters [6,7], fuzzy tracking
controls [8], adaptive sliding mode controls [9], etc. Nevertheless, a large number
of previous references depend on the common Lyapunov function but too con-
servative results are produced [10]. Much effort has been given to produce other
effective ways to reduce the conservatism of results obtained [11,12]. Recently, by
applying appropriate homogenous polynomially parameter-dependent(HPPD)
Lyapunov functions, we have been benefited from the powerful analysis tool of
homogenous polynomial solutions [13], that less conservative results have been
developed for stabilization of discrete-time T-S fuzzy control systems [14,15].
However, although the distribution of real-time normalized fuzzy weighting func-
tions usually varies between any two adjacent time instants, no information is
used, and all the previous results must reach any possible distribution. As a
trade-off, that will add a lot of conservatism. All in all, if the distribution of
real-time normalized fuzzy weighting functions could be considered in some way,
there may be a lot of room for improvement that is quite significant.

On another angle of this field, fault detection/isolation/tolerant control were
taken into account because component malfunctions may lead to serious practi-
cal problems that may result in performance degradation or even instability of
the original system [16]. Through a major branch, the issue of nonlinear fault
detection/estimation was mightily investigated and some featured methods were
given in [17], respectively. Particularly, with regard to the special case that exter-
nal noises/disturbances belong to finite-frequency range [18], authors study some
finite-frequency range of fault estimation in [19]. Taking into account an impor-
tant fact that correlation results of the entire-frequency domain are still valid
once the finite-frequency range of external noises or disturbances is not deter-
minate, it becomes an interesting term of the so-called entire-frequency domain
for the study of the issue of less conservative fuzzy fault estimation conditions.
For example, with a valid piecewise Lyapunov functions [20], a relaxed result
is investigated in [21]. However, there are few studies on fuzzy fault estimation
based on the HPPD method, not to mention the improved HPPD methods that
are given. In other words, some embedded research is worth proceeding, which
promoted the authors to carry out this presented result.

The main contribution of the study is through some improved HPPD methods
to develop a relaxed fuzzy fault estimation(FE) observer. With the help of the
alleged maximum-priority-based switching law, we have discussed an improved
fuzzy fault estimation observer. For each enabled switching state, it is possible
to produce its appropriate group of enabled matrices to explore some of key
attributes of the considered plants by introducing a piece of matrix-valued vari-
ables. Because the useful information of the considered plants can be properly
updated and effectively used at each time instant, the conservatism of the given
result could be significantly released, and at the same time, it is less restraint
than previous ones. At last, there are some simulation results on one nonlinear
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truck-trailer plant are given to prove the profit of theoretic methods are discussed
in our paper.

2 Preliminaries

As presented in [21], the alleged holistic T–S fuzzy system which represents
a piece of discrete-time nonlinear plants with process/actuator faults can be
written as follows:

x(t + 1) =
∑r

i=1
hi(z(t)) (Aix(t) + Biu(t) + Eif(t) + D1iw(t))

y(t) =
∑r

i=1
hi(z(t)) (Cix(t) + D2iw(t)) , (1)

where x(t) ∈ Cn1 represents system state vector, u(t) ∈ Rn2 is control input
vector, y(t) ∈ Rn3 represents measurable output vector, f(t) ∈ Rn4 represents
process/actuator fault vector, w(t) ∈ Rn3 represents disturbance and model
uncertainties which could be supposed to be part of l2[0,∞). z(t) represents
the fuzzy premise variable, hi(z(t)) stands for the i-th current-time normal-
ized fuzzy weighting function. Ai ∈ Rn1×n1 , Bi ∈ Rn1×n2 , Ei ∈ Rn1×n4 ,D1i ∈
Rn1×n5 , Ci ∈ Rn3×n1 ,D2i ∈ Rn3×n5 are constant real matrices. It is supposed
that as follows: both Ei and Ci are of full rank, rank(Ei)=n4, rank(Ci)=n3, the
pair of (Ai, Ci) must be observable.

3 Main Result

3.1 An Improved Fuzzy FE Observer by Means
of a Maximum-Priority-Based Switching Law

In the interest of our presented switching law, we can achieve an improved fuzzy
FE observer as follows:

x̂(t + 1) = Az(t)x̂(t) + Bz(t)u(t) + Ez(t)f̂(t)
+L(i, z(t))(y(t) − ŷ(t)),
ŷ(t) = Cz(t)x̂(t),

f̂(t + 1) = f̂(t) + F (i, z(t))(y(t) − ŷ(t)), (2)

where i ∈ {1, 2, · · · , r};
[

L(i, z(t))
F (i, z(t))

]
= {Si

z(t)}−1

[
Li

z(t)

F i
z(t)

]
. Li

z(t), and we have

some special structures for F i
z(t), Si

z(t):

Li
z(t) =

∑

j∈{1,··· ,r}

{
hjL

i
j

}
, F i

z(t) =
∑

j∈{1,··· ,r}

{
hjF

i
j

}
,

Si
z(t) =

∑

j∈{1,··· ,r}

{
hjS

i
j

}
. (3)
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Li
j ∈ Rn1×n3 , F i

j ∈ Rn4×n3 , Si
j ∈ R(n1+n4)×(n1+n4) are a piece of matrix variables

which will be solved by LMIs.
According to ef (t) = f̂(k) − f(k) with ex(t) = x̂(t) − x(t), then the plant’s

error dynamics can be produced in terms of two formulas:

ex(t + 1) = Az(t)ex(t) + Ez(t)ef (t) − D1z(t)w(t)
−L(i, z(t))Cz(t)ex(t)
+L(i, z(t))D2z(t)w(t)

=
(
Az(t) − L(i, z(t))Cz(t)

)
ex(t) + Ez(t)ef (t)

+
(
L(i, z(t))D2z(t) − D1z(t)

)
w(t), (4)

ef (t + 1) = f̂(t) − F (i, z(t))(ŷ(t) − y(t)) − f(t + 1)

= f̂(t) − F (i, z(t))
(
Cz(t)ex(t) − D2z(t)w(t)

) − f(t + 1)

= ef (t) − F (i, z(t))
(
Cz(t)ex(t) − D2z(t)w(t)

) − Δf(t),
(5)

the notation Δf(t) = f(t + 1) − f(t) expresses fault increment for instant t.

3.2 Relaxed Conditions of Designing the Fuzzy FE Observer

Theorem 1. Preset a circular area D(α, τ) (one of which has center α + j0
and radius τ) and one prescribed H∞ performance level γ. If there are a piece
of symmetric matrices P1k′′ ∈ R(n1+n4)×(n1+n4) and P2k′′ ∈ R(n1+n4)×(n1+n4),
a piece of matrices Si

j ∈ R(n1+n4)×(n1+n4), Li
j ∈ Rn1×n3 , F i

j ∈ Rn4×n3 , for
k′′ ∈ K(g), i, j ∈ {1, · · · , r}; a piece of symmetric positive-definite matrices
W 1i

m ∈ R2(n1+n4)×2(n1+n4), and W 2i
m ∈ R(2n1+4n4+n5)×(2n1+4n4+n5), for i,m ∈

{1, · · · , r}, i �= m, to meet that a piece of LMIs (6)–(7) should be determined as
follows:

[
Λi11

kk′ Λi12
kk′

∗ Λi22
kk′

]
+

∑

(l∈{1,··· ,r}
k−χl≥0 )

φkk′lΥil ≤ 0, (6)

⎡

⎢⎢⎣

Θi11
kk′ Θi12

kk′ Θi13
kk′ 0

∗ Θi22
kk′ 0 Θi24

kk′

∗ ∗ Θi33
kk′ 0

∗ ∗ ∗ Θi44
kk′

⎤

⎥⎥⎦ +
∑

(l∈{1,··· ,r}
k−χl≥0 )

ϕkk′lΣil ≤ 0, (7)

where ∀ k′ ∈ K(g + d2), k ∈ K(g + d1), g, d1, d2 ∈ Z+, i ∈
{1, · · · , r};, φkk′l = ϕkk′l = (g+d1−1)!

π(k−χl)
(g+d2)!
π(k′) , Υil =

{∑
m∈{1,··· ,r},m �=i W 1i

m ,

for l = i,−W 1i
l , for l �= i,

Σil =
{∑

m∈{1,··· ,r},m �=i W 2i
m , for l = i,−W 2i

l , for l �= i, L̂i
j =

[
Li

j

F i
j

]
,
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Λi11
kk′ =

∑

j∈{1,··· ,r},k≥χj

{
(g + d1 − 1)!
π(k − χj)

(g + d2)!
π(k′)

(−Si
j − {Si

j}T
)}

+
∑

k′′∈K(g),k≥k′′

{
(d1)!

π(k − k′′)
(g + d2)!

π(k′)
(P1k′′)

}
,

Λi12
kk′ =

∑

(j,l∈{1,··· ,r},
k−χj−χl≥0 )

{
(g + d1 − 2)!

π(k − χj − χl)
(g + d2)!

π(k′)

(
Si

jĀl − L̂i
jC̄l − αSi

j

)}
,

Λi22
kk′ =

∑

k′′∈K(g),k′−k′′≥0

{
(g + d1)!

π(k)
(d2)!

π(k′ − k′′)
(−τ2P1k′′

)}
,

Θi11
kk′ =

∑

j∈{1,··· ,r},k≥χj

{
(g + d1 − 1)!
π(k − χj)

(g + d2)!
π(k′)

(−Si
j − {Si

j}T
)}

+
∑

k′′∈K(g),k≥k′′

{
(d1)!

π(k − k′′)
(g + d2)!

π(k′)
(P2k′′)

}
,

Θi12
kk′ =

∑

(j,l∈{1,2,...,r},
k−χj−χl≥0 )

{
(g + d1 − 2)!

π(k − χj − χl)
(g + d2)!

π(k′)

(
Si

jĀl − L̂i
jC̄l

)}
,

Θi13
kk′ =

∑

(j,l∈{1,2,...,r},
k−χj−χl≥0 )

{
(g + d1 − 2)!

π(k − χj − χl)
(g + d2)!

π(k′)

(
L̂i

jD̄2l − Gi
jD̄1l

)}
,

Θi22
kk′ =

∑

k′′∈K(g),k′−k′′≥0

{
(g + d1)!

π(k)
(d2)!

π(k′ − k′′)
(−P2k′′)

}
,

Θi24
kk′ =

{
(g + d1)!

π(k)
(g + d2)!

π(k′)
Īn4

}
, Īn4 =

[
0n1×n4

In4×n4

]
,

Θi33
kk′ =

{
(g + d1)!

π(k)
(g + d2)!

π(k′)
(−γI(n4+n5)×(n4+n5)

)}
,

Θi44
kk′ =

{
(g + d1)!

π(k)
(g + d2)!

π(k′)
(−γIn4×n4)

}
,

Consequently, it could be thought that all eigenvalues of Āz(t) − L̄i
z(t)Cz(t)

(i ∈ {1, · · · , r}) are part of D(α, τ), and its H∞ performance index ‖ef (t)‖2 ≤
γ‖ν(t)‖2 must be guaranteed.

Proof. By utilizing the considered fuzzy FE observer (2) and the conventional
Lyapunov stability theory, the proof process can be proved to be straight-
forward, and for saving space, it is abbreviated here.

Remark 1: Unlike to existing references, by means of the alleged maximum-
priority-based switching law which is given in this section, we have considered
an improved version of fuzzy FE observer in terms of (2). Actual process of this
proposed result could be described with three steps:
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Step (1) representing fault nonlinear plant by using the T-S fuzzy method;
Step (2) determining one appropriate pair of (g, d1, d2), and then solving feasible
solutions via off-line LMIs (7)–(8);
Step (3) actualizing our FE observer (2) online in order to accomplish the fault
estimation.

4 An Illustrative Example

Example 1. Use that nonlinear truck-trailer plant employed at one time or
another by the authors in [21]. As that described in [21], we can also set:

T = 2 s, v = −1.0 m/s, l = 2.8 m, L = 5.5 m, A1 =

⎡

⎣
1 − vT

L 0 0
vT
L 1 0

(vT )2

2L vT 1

⎤

⎦,

A2 =

⎡

⎣
1 − vT

L 0 0
vT
L 1 0

0.01(vT )2

2Lπ
0.01vT

π 1

⎤

⎦, and the other matrices are all the same as before.

Those applied normalized weighting functions will be specified to the same form
as those described in [21]. So as to express our benefit over other ones, we try to
use Theorem 1 and firstly select g = 1, d1 = d2 = 0, then we can calculate a pair
of feasible solutions according to the LMIs (6)–(7) and the results ate listed as
below:

P110 =

⎡

⎢⎢⎣

6.5499 21.4431 0.0503 4.8008
21.4431 76.7624 0.1283 13.5566
0.0503 0.1283 0.0027 0.0586
4.8008 13.5566 0.0586 4.4066

⎤

⎥⎥⎦ ,

P101 =

⎡

⎢⎢⎣

6.5499 21.4431 0.0504 4.8008
21.4431 76.7616 0.1278 13.5566
0.0504 0.1278 0.0028 0.0586
4.8008 13.5566 0.0586 4.4066

⎤

⎥⎥⎦ ,

P210 =

⎡

⎢⎢⎣

3.9042 13.5984 0.0015 2.4614
13.5984 52.8033 0.0445 6.7942
0.0015 0.0445 0.0034 −0.0053
2.4614 6.7942 −0.0053 2.5124

⎤

⎥⎥⎦ ,

P201 =

⎡

⎢⎢⎣

3.8425 13.3208 −0.0015 2.4360
13.3208 51.5527 0.0296 6.6799
−0.0015 0.0296 0.0030 −0.0065
2.4360 6.6799 −0.0065 2.5020

⎤

⎥⎥⎦ ,
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Setting 1 (when i = 1):

[
L1
1

F 1
1

]
=

⎡

⎢⎢⎣

14.0890 0.0291
60.1778 0.1031
0.2292 0.0042
6.0151 0.0180

⎤

⎥⎥⎦ ,

S1
1 =

⎡

⎢⎢⎣

5.0575 17.2647 −0.0000 3.5221
17.7052 66.3603 0.0047 10.2520
0.1057 0.3244 0.0067 0.1040
3.1128 8.7861 −0.0002 3.1409

⎤

⎥⎥⎦ ,

[
L1
2

F 1
2

]
=

⎡

⎢⎢⎣

14.0716 0.0292
60.0709 0.1032
0.2340 0.0046
6.0142 0.0182

⎤

⎥⎥⎦ ,

S1
2 =

⎡

⎢⎢⎣

5.0553 17.2511 −0.0000 3.5228
17.6867 66.2558 0.0048 10.2545
0.1053 0.3138 0.0067 0.1052
3.1137 8.7881 −0.0002 3.1414

⎤

⎥⎥⎦ ,

Setting 2 (when i = 2):

[
L2
1

F 2
1

]
=

⎡

⎢⎢⎣

14.0813 0.0290
60.1293 0.1012
0.2223 0.0042
6.0134 0.0181

⎤

⎥⎥⎦ ,

S2
1 =

⎡

⎢⎢⎣

5.0554 17.2548 −0.0003 3.5226
17.6943 66.3019 0.0010 10.2551
0.1064 0.3226 0.0064 0.1045
3.1121 8.7838 −0.0001 3.1410

⎤

⎥⎥⎦ ,

[
L2
2

F 2
2

]
=

⎡

⎢⎢⎣

14.0574 0.0291
59.9954 0.1009
0.2448 0.0043
6.0111 0.0183

⎤

⎥⎥⎦ ,

S2
2 =

⎡

⎢⎢⎣

5.0509 17.2344 −0.0003 3.5211
17.6658 66.1731 0.0010 10.2466
0.1060 0.3198 0.0063 0.1055
3.1123 8.7835 −0.0001 3.1409

⎤

⎥⎥⎦ .

Secondly, we use Theorem 1 with g = 1 and d1 = 1, d2 = 0, then we can
calculate a pair of feasible solutions according to the LMIs (6)–(7) and the results
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ate listed as below:

P110 =

⎡

⎢⎢⎣

6.5503 21.4454 0.0524 4.8011
21.4454 76.7722 0.1336 13.5587
0.0524 0.1336 0.0030 0.0610
4.8011 13.5587 0.0610 4.4068

⎤

⎥⎥⎦ ,

P101 =

⎡

⎢⎢⎣

6.5503 21.4454 0.0525 4.8010
21.4454 76.7714 0.1332 13.5587
0.0525 0.1332 0.0030 0.0610
4.8010 13.5587 0.0610 4.4068

⎤

⎥⎥⎦ ,

P210 =

⎡

⎢⎢⎣

3.9065 13.6083 0.0009 2.4623
13.6083 52.8466 0.0430 6.7981
0.0009 0.0430 0.0036 −0.0058
2.4623 6.7981 −0.0058 2.5128

⎤

⎥⎥⎦ ,

P201 =

⎡

⎢⎢⎣

3.8451 13.3325 −0.0023 2.4370
13.3325 51.6067 0.0278 6.6844
−0.0023 0.0278 0.0033 −0.0070
2.4370 6.6844 −0.0070 2.5024

⎤

⎥⎥⎦ ,

Setting 1 (when i = 1):

[
L1
1

F 1
1

]
=

⎡

⎢⎢⎣

14.0910 0.0303
60.1875 0.1075
0.2346 0.0046
6.0161 0.0187

⎤

⎥⎥⎦ ,

S1
1 =

⎡

⎢⎢⎣

5.0579 17.2663 −0.0001 3.5223
17.7087 66.3716 0.0051 10.2548
0.1096 0.3355 0.0073 0.1082
3.1130 8.7868 −0.0002 3.1410

⎤

⎥⎥⎦ ,

[
L1
2

F 1
2

]
=

⎡

⎢⎢⎣

14.0726 0.0304
60.0781 0.1076
0.2419 0.0051
6.0149 0.0190

⎤

⎥⎥⎦ ,

S1
2 =

⎡

⎢⎢⎣

5.0556 17.2518 −0.0001 3.5232
17.6898 66.2640 0.0051 10.2582
0.1095 0.3255 0.0074 0.1095
3.1139 8.7888 −0.0002 3.1417

⎤

⎥⎥⎦ ,
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Setting 2 (when i = 2):

[
L2
1

F 2
1

]
=

⎡

⎢⎢⎣

14.0848 0.0302
60.1470 0.1056
0.2280 0.0046
6.0148 0.0188

⎤

⎥⎥⎦ ,

S2
1 =

⎡

⎢⎢⎣

5.0562 17.2579 −0.0003 3.5231
17.6997 66.3207 0.0012 10.2591
0.1105 0.3343 0.0070 0.1087
3.1125 8.7849 −0.0001 3.1412

⎤

⎥⎥⎦ ,

[
L2
2

F 2
2

]
=

⎡

⎢⎢⎣

14.0583 0.0303
60.0029 0.1051
0.2526 0.0048
6.0118 0.0191

⎤

⎥⎥⎦ ,

S2
2 =

⎡

⎢⎢⎣

5.0511 17.2350 −0.0003 3.5213
17.6684 66.1806 0.0012 10.2493
0.1101 0.3313 0.0069 0.1098
3.1125 8.7840 −0.0001 3.1411

⎤

⎥⎥⎦ .

5 Conclusion

Our study has successfully given relaxed conditions of proposing effective FE
conditions with the aid of producing a different fuzzy FE observer. Actually, by
means of the alleged maximum-priority-based switching law, we have developed
a more effective FE observer. For each enabled switching state, it is possible to
produce its proper piece of designed matrices to explore some of key attributes
of the underlying systems by constructing a piece of matrix-valued variables.
Considering that the useful information of the considered nonlinear plants can be
properly updated and effectively used at each time instant, previous conservatism
can be obviously reduced to another level. At last, simulation results of the used
nonlinear truck-trailer plant are given to prove the profit of theoretic approach.
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Abstract. In this paper, the stability analysis of event-triggered networked
control systems is investigated. First, a more advanced event-triggered algorithm
is introduced. Second, the nonperiodic sampled-data system is modeled as a
state delay system. Third, a stability result is derived based on Lyapunov-
Krasovskii functional approach. Finally, some simulation results are given to
verify the effectiveness of the proposed method.

Keywords: Sampled-data systems � Event-triggering scheme � Linear matrix
inequalities

1 Introduction

In recent years, sampled-data systems have attracted the attention of many researchers
[1, 2] due to the high-speed development of the digital control systems and networked
control systems. Most results about sampled-data systems use a periodic triggered
control method [3], periodic sampling method is easy for system modeling and analysis
[4], but considering the resource utilization, this way has its limitations. When the
system is running smoothly, periodical transmission will result in a waste of resources
and bandwidth. At the same time, we should have noticed another fact, with the
growing of the systems scale [5, 6], the amount of data transmitted by the network is
great, thus, it is necessary to save resources and bandwidth. From the two aspects, the
event-triggering mechanism shows its unique advantages [7]. Recently, the research of
networked control system based on event-driven mechanism gets an increasing
attention, and so far, many research results have been achieved [8–10]. Therefore, it is
necessary to analyze and design the networked control system based on the
event-driven mechanism.

In the event-triggered mechanism, the transmission of data mainly depends on the
predefined trigger algorithm [11]. Therefore, the advantage of an event-triggered
mechanism depends on the choice of trigger algorithm and the corresponding param-
eters settings. At the same time, the stability analysis based on the event-triggered
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mechanism is dependent on the selection of the Lyapunov-Krasovskii equation, an
appropriate Lyapunov-Krasovskii equation and the treatment of the corresponding
integral term will reduce the conservativeness of the system to a certain extent.
A smaller degree of conservatism will make the proposed solution more valuable.

Inspired by literature [12, 13], compared to other aperiodic sampling methods, we
take nonperiodic sampled-data system into account and model it as a state delay
system, then we proposed a more advanced event-triggered algorithm based on non-
periodic sampling, this algorithm has its own unique advantage. Simultaneously, after
changing the corresponding parameters, the different set of the element in H can reduce
the amount of transmitted sampled data. In the selection of the Lyapunov-Krasovskii
equation, we choose a discrete Lyapunov-Krasovskii equation to reduce the conser-
vative. At the same time, in the processing of some integral items, we choose the
improved Jason inequality [14] and some results in literature [15] to further reduce the
conservative.

2 Problem Formulation

Consider a class of linear systems:

_xðtÞ ¼ AxðtÞþBuðtÞ ð1Þ

where xðtÞ 2 Rn is the state vector, uðtÞ 2 Rm is the control input, A 2 Rn�n, B 2 Rn�m

are known constant matrices with appropriate dimensions.
Similar to [13], this paper considers an event-triggered mechanism, the last released

instant rk; k ¼ 1; 2; . . . the next released instant rkþ 1 ¼ rk þ
Plk
s¼0

Dts

1� lk\1; lk 2 N, then we divide the time interval ½rk; rkþ 1Þ into the following
subintervals:

½rk; rkþ 1Þ ¼ Ulk�1
d¼�1I

k
d ð2Þ

where Ikd ¼ ½rk þ
Pd
s¼0

Dts; rk þ
Pdþ 1

s¼0
DtsÞ; d 2 ½0; lk � 1�, and the trigger instants rk sat-

isfying 0 ¼ r0\r1\. . .\rk\. . . and 0� r� rkþ 1 � rk ��r; for 8k 2 N.
The triggered algorithm proposed in this paper is:

e2eTðrk þ
Xd
s¼0

DtsÞX1eðrk þ
Xd
s¼0

DtsÞ� xTðrkÞHX2HxðrkÞ

where

eðrk þ
Pd
s¼0

DtsÞ ¼ xðrk þ
Pd
s¼0

DtsÞ � xðrkÞ;H ¼ diagf ffiffiffiffiffi
r1

p
;

ffiffiffiffiffi
r2

p
; . . .;

ffiffiffiffiffi
rn

p g with ri

[ 0ði ¼ 1; 2; . . .; nÞ;X1 [ 0, and X2 [ 0 are two weighting matrices.
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Remark 1. Notice that, compared with traditional event-triggered algorithm, this
algorithm introduces a diagonal matrix H, this matrix contains different weighting
factor ri which corresponds to each component xi of the latest transmitted sampled
state x, the different set of the element in H can reduce the amount of transmitted
sampled data, in this way, the communication and computation resources will be saved
deeply. Another point, we can see: if taking H ¼ diagf ffiffiffi

r
p

;
ffiffiffi
r

p
; . . .;

ffiffiffi
r

p g, e ¼ 1, this
event-triggered algorithm turns into a traditional algorithm. Therefor, this
event-triggered algorithm is more general than some existing ones.

Similar to [13], define a time-varying delay sðtÞ as:

sðtÞ ¼
t � rk; t 2 ½rk; rk þDt0Þ
t � rk �

Pd
s¼0

Dts; t 2 ½rk þ
Pd
s¼0

Dts; rk þ
Pdþ 1

s¼0
DtsÞ

8<
:

where d 2 ½0; lk � 1�.
Then we have

eðrk þ
Pd
s¼0

DtsÞ ¼ eðt � sðtÞÞ ¼ esðtÞ;

xðrkÞ ¼ x t � s tð Þð Þ � eðrk þ
Pd
s¼0

DtsÞ ¼ xsðtÞ � esðtÞ

The event-triggered algorithm can be written as:

e2eTs ðtÞX1esðtÞ� ½xsðtÞ � esðtÞ�THX2H½xsðtÞ � esðtÞ�

Considering the event-triggered mechanism, we can design the controller as follow:

uðtÞ ¼ KxðrkÞ; t 2 ½rk; rkþ 1Þ ð3Þ

where uðtÞ 2 Rm is the control input satisfying uðtÞ ¼ uðrkÞ:

xðrkÞ ¼ xsðtÞ � esðtÞ ð4Þ

Substituting (3) into (1) yields.

_xðtÞ ¼ AxðtÞþBKxðrkÞ ð5Þ

Then substituting (4) into (5) yields, the original model can be converted into:

_xðtÞ ¼ AxðtÞþA1ðxsðtÞ � esðtÞÞ; t 2 ½rk; rkþ 1Þ ð6Þ

where A1 ¼ BK.

Lemma 1 [14]. For a given matrix R 2 Snþ , any differentiable function x in
½a; b� ! Rn, the inequality holds:
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Z b

a
_xTðuÞR _xðuÞdu� 1

b� a
XTdiagðR; 3RÞX

where

X ¼ xðbÞ � xðaÞ
xðbÞþ xðaÞ � 2

b�a

R b
a xðuÞdu

� �

3 Stability Analysis

Theorem 1. For given positive r and �r, 1� n matrix K, if there exist symmetric matrix
P[ 0; Q[ 0; X[ 0;Q1 [ 0;Q2 2 Rn�nM1;M2 2 Rn�n and N1j;N2j; N3j 2 Rn�nðj ¼
1; 2; 3; 4Þ, the following inequalities hold.

P11 � � � � �
P21 P22 � � � �
P31 P32 P33 � � �
P41 P42 P43 P44 � �
rNT

11 rNT
12 rNT

13 rNT
14 �rQ �

3rNT
21 3rNT

22 3rNT
23 3rNT

24 0 �3rQ

2
6666664

3
7777775
\0

X11 � � � �
X21 X22 � � �
X31 X32 X33 � �
X41 X42 X43 X44 �
rAQ rA1Q �rA1Q 0 �rQ

2
66664

3
77775\0

where

P11 ¼ ATPþPA� N11 � NT
11 � N31 � NT

31 � 3N21 � 3NT
21 � 2M1

P21 ¼ AT
1P� N12 þNT

11 � N32 þNT
31 � 3N22 � 3NT

21 �M2 þM1 þ rAT
1N

T
31

P22 ¼ N12 þNT
12 þN32 þNT

32 � 3N22 � 3NT
22 þ 2M2 þ rN32A1 þ rAT

1N
T
32

� rQ2 þHXH

P31 ¼ AT
1P� N13 � NT

11 � N33 � NT
31 � 3N23 þ 3NT

21 þM2 �M1 � rAT
1N

T
31

P32 ¼ N13 � NT
12 þN33 � NT

32 � 3N23 þ 3NT
22 � 2M2 þ rN33A1 � rAT

1N
T
32

þ rQ2 �HXH

P33 ¼ �N13 � NT
13 � N33 � NT

33 þ 3N23 þ 3NT
23 þ 2M2 � rN33A1 � rAT

1N
T
33

� rQ2 � e2XþHXH
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P41 ¼ �N14 � N34 � 3N24 þ 6NT
21 þ rATNT

31

P42 ¼ N14 þN34 � 3N24 þ 6NT
22 þ rN34A1 þ rATNT

32

P43 ¼ �N14 � N34 þ 3N24 þ 6NT
23 � rN34A1 þ rATNT

33

P44 ¼ 6N24 þ 6NT
24 þ rN34Aþ rATNT

34 � rQ1

X11 ¼ ATPþPA� N11 � NT
11 � N31 � NT

31 � 3N21 � 3NT
21 � 2M1 þ rATM1

þ 2rM1Aþ rATM1 þ rQ1

X21 ¼ AT
1P� N12 þNT

11 � N32 þNT
31 � 3N22 � 3NT

21 �M2 þM1 þ rAT
1M1

þ rM2Aþ rAT
1M1 � rM1A

X22 ¼ N12 þNT
12 þN32 þNT

32 � 3N22 � 3NT
22 þ 2M2 � rAT

1M1 þ rM2A1

� rM1A1 þ rAT
1M2 þ rQ2

X31 ¼ AT
1P� N13 � NT

11 � N33 � NT
31 � 3N23 þ 3NT

21 þM2 �M1 � rAT
1M1

� rM2A� rAT
1M1 þ rM1A

X32 ¼ N13 � NT
12 þN33 � NT

32 � 3N23 þ 3NT
22 � 2M2 þ rAT

1M1 � rM2A1

þ rM1A1 � rAT
1M2 � rQ2

X33 ¼ �N13 � NT
13 � N33 � NT

33 þ 3N23 þ 3NT
23 þ 2M2 � rAT

1M1 þ rM2A1

� rM1A1 þ rAT
1M2 þ rQ2

X41 ¼ �N14 � N34 � 3N24 þ 6NT
21

X42 ¼ N14 þN34 � 3N24 þ 6NT
22

X43 ¼ �N14 � N34 þ 3N24 þ 6NT
23

Then the system (6) is asymptotically stable.

Proof. Similar to [12], select a Lyapunov-like functional:

VðxðtÞ; tÞ ¼ V1ðxðtÞÞþV2ðxðtÞ; tÞþV3ðxðtÞ; tÞ

where

V1ðxðtÞÞ ¼ xTðtÞPxðtÞ

V2ðxðtÞ; tÞ ¼ 2ðrkþ 1 � tÞðxTðtÞM1 þ xTðrkÞM2ÞðxðtÞ � xðrkÞÞþ ðrkþ 1 � tÞ
Z t

rk

_xðsÞQ _xðsÞds

V3ðxðtÞ; tÞ ¼ ðrkþ 1 � tÞ
Z t

rk

xTðsÞQ1xðsÞdsþðrkþ 1 � tÞðt � rkÞxTðrkÞQ2xðrkÞ

Then define nðtÞ ¼ xTðtÞ xTs ðtÞ eTs ðtÞ mTðtÞ� �T
where mðtÞ ¼ 1

t�rk

R t
rk
xðsÞds:

Taking the derivative of VðxðtÞ; tÞ along the trajectory of system (6).
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_VðxðtÞ; tÞ ¼ _V1ðxðtÞÞþ _V2ðxðtÞ; tÞþ _V3ðxðtÞ; tÞ
_V1ðxðtÞÞ ¼ xTðtÞðATPþPAÞxðtÞþ 2xTðtÞPA1xsðtÞ � 2xTðtÞPA1esðtÞ
_V2ðxðtÞ; tÞ ¼ 2nTðtÞZ1nðtÞþ ðrkþ 1 � tÞnTðtÞðHeðZ2ÞþZ3ÞnðtÞ �

Z t

rk

_xTðsÞQ _xðsÞds

_V3ðxðtÞ; tÞ ¼ ðrkþ 1 � tÞnTðtÞC1nðtÞþ ðrkþ 1 � tÞnTðtÞC2nðtÞ � ðt � rkÞnTðtÞC2nðtÞ �
Z t

rk

xTðsÞQ1xðsÞds

where

Z1 ¼
�M1 M1 �M1 0
�M2 M2 �M2 0
M2 �M2 M2 0
0 0 0 0

2
664

3
775

Z2 ¼
ATM1 þM1A M1A1 � ATM1 �M1A1 þATM1 0
AT
1M1 þM2A �AT

1M1 þM2A1 AT
1M1 �M2A1 0

�AT
1M1 �M2A AT

1M1 �M2A1 �AT
1M1 þM2A1 0

0 0 0 0

2
664

3
775

Z3 ¼
ATQA � � �
AT
1QA AT

1QA1 � �
�AT

1QA �AT
1QA1 AT

1QA1 �
0 0 0 0

2
664

3
775

C1 ¼
Q1 � � �
0 0 � �
0 0 0 �
0 0 0 0

2
664

3
775 C2 ¼

0 � � �
0 Q2 � �
0 �Q2 Q2 �
0 0 0 0

2
664

3
775

Integrating both sides of system (5) 0n ½rk; tÞ, we have

xðtÞ � xðrkÞ ¼ A
Z t

rk

xðsÞdsþðt � rkÞA1xðrkÞ ð7Þ

According to (7), there exists N3 2 R4n�n such that

�2nTðtÞN3ðe1 � e2 þ e3ÞnðtÞþ 2ðt � rkÞnTðtÞN3Ae4nðtÞ
þ 2ðt � rkÞnTðtÞN3A1ðe2 � e3ÞnðtÞ ¼ 0

ð8Þ

By Lemma 1, we have
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�
Z t

rk

_xTðsÞQ _xðsÞds� � 1
t � rk

nTðtÞðe1 � e2 þ e3ÞTQðe1 � e2 þ e3ÞnðtÞ

� 3
t � rk

nTðtÞðe1 þ e2 � e3 � 2e4ÞTQðe1 þ e2 � e3 � 2e4ÞnðtÞ

In addition, there exist N1;N2 2 R4n�n satisfies the following inequalities.

�
Z t

rk

_xTðsÞQ _xðsÞds�ðt � rkÞN1Q
�1NT

1 � N1ðe1 � e2 þ e3Þ � NT
1 ðe1 � e2 þ e3ÞT

þ 3ðt � rkÞN2Q
�1NT

2 � 3N2ðe1 þ e2 � e3 � 2e4Þ � 3NT
2 ðe1 þ e2 � e3 � 2e4ÞT

ð9Þ

where
e1 ¼ I 0 0 0½ �; e2 ¼ 0 I 0 0½ �; e3 ¼ 0 0 I 0½ �; e4 ¼ 0 0 0 I½ �

According to Jensen inequality, we have the following inequality.

�
Z t

rk

xTðsÞQ1xðsÞds� � ðt � rkÞmTðtÞQ1mðtÞ ð10Þ

From (8)–(10), by Schur complement lemma, Theorem 1 can be derived for
r 2 fr;�rg.

4 Numerical Examples

In this section, a numerical simulation is given to verify the results proposed in the
previous section.

Example 1. Consider the system in [12] with the parameter matrices.

A ¼ 0 1
0 �0:1

� �
; A1 ¼ 0 0

�0:375 �1:15

� �

When r ¼ 0, the admissible upper bound �r can be calculated by Matlab LMI
toolbox according to Theorem 1.

(1) Case 1: Set event-trigger parameters

e ¼ 1;H ¼ diagf0:59; 0:47g

The admissible upper bound �r and some results in [12, 16, 17] are shown in Table 1.
From Table 1, it can be seen clearly that Theorem 1 has a less conservatism than the

results in [12, 16, 17].

Table 1. Admissible upper bound �r under different schemes

Schemes [12] [16] [17] Theorem 1

�r 1.729 1.69 1.7216 2.44
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So as to further verify the effectiveness of the event-triggered algorithm, we make
the following experiments.

(2) Case 2: we set different e to do several simulations.

e1 ¼ 10; e2 ¼ 15; e3 ¼ 30

The admissible upper bounds corresponding to different e are shown in Table 2.
From Table 2, we can see clearly that different e can reduce the conservatism to

different degrees.

Example 2. Consider the system in [12].

A ¼
0:05 0:6 0:1
�3 �2 0:1
0:1 0 �2

2
4

3
5; A1 ¼

0:05 0:05 0:4
�1 1 0:05
0:5 0:05 �0:9

2
4

3
5

(1) Case 1: Set event-trigger parameters

e ¼ 15; H ¼ diagf0:59; 0:47; 0:51g

The admissible upper bound and some results in [14, 17] are shown in Table 3.
For the different simulation model, the Table 3 shows that Theorem 1 has a less

conservatism than the results in [14, 17].

(1) Case 2: Now we set H ¼ diagf0:59; 0:47; 0:51g and choose different e to do
several simulations.

e1 ¼ 20; e2 ¼ 25; e3 ¼ 30

The admissible upper bounds �r corresponding to different e are shown in Table 4.

Table 2. Admissible upper bound �r with different e

Different e e1 e2 e3
�r 2.51 2.54 2.59

Table 3. Admissible upper bound �r under different schemes

Schemes [14] [17] Theorem 1

�r 2.33 2.00 2.51
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From Table 4, we can see clearly that different e can reduce the conservatism to
different degrees.

From Tables 1 and 3, it is seen clearly that Theorem 1 is less conservative than the
results in literature [16, 17]. From Tables 2 and 4, we can see clearly that the
event-triggering algorithm has a certain effect in reducing conservatism.

5 Conclusion

In this paper, based on the sampling-dependent stability for sampled-data systems, a
more general event-triggering mechanism is taken into account. In terms of reducing
conservatism, we utilize a Lyapunov-like functional including the integral of the state.
Simultaneously, we use the improved Jensen inequality for the derivative of the
Lyapunov-like functional. At last, a sampling-dependent stability theorem is derived.
The validity of this theorem is verified by several simulation experiments.
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Abstract. This paper is concerned with the security control of net-
worked systems under denial of attacks and false data injection attacks.
Firstly, an observer is designed to estimate the system state under hybrid
attacks, and the system is modelled as a stochastic closed-loop system
with an observer-based security controller. Then, by use of the Lya-
punov theory, sufficient security stability and stabilization criteria are
derived to ensure the asymptotically stable of the studied system in the
mean-square sense under hybrid attacks. Finally, an example is given to
illustrate the effectiveness of developed method.

Keywords: State estimation · DoS attacks · False data injection
attacks · Security control

1 Introduction

Industry networks based-network are complex systems. It plays an crucial role
in power networks, coal industry and other energy fields. It enriches our life,
however, fatal consequences will be caused when the networked control systems
(NCS) suffered from malicious attacks [1]. Currently, the question of energy
security has been a focus for nations around the world. As is well known, in
industry energy system, sensors, controllers and physical plants are connected
via a common network medium. Owing to the openness and sharing of network,
energy system suffer from the security problems, inevitably. For example, the
data will be easily exploited by attacks when the exchanged data are transmitted
to the next device without any security protection. Therefore a security defense
system is necessary to defend network attacks.

Nowadays, two types of attack models, namely, denial of service (DoS) attacks
[2] and false data injection (FDI) attacks [3], generally occurs. The two kinds
of attack can cause date packets dropout and injection of vicious information,
respectively. Besides, there are some other attacks appearing in NCS, such as
deception attacks [4], replay attacks [5] and sparse attacks [6] etc. In order to
reduce or eliminate the adverse effects caused by unsafe factors, some state esti-
mation strategies are imperative for NCS under malicious attacks. Consequently,
c© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 467–476, 2017.
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state estimation has attacked extensive attention by researchers from a variety
of disciplines, see, e.g. [1,7–13].

For the state estimation strategies, the existing approaches can be classified
into two categories: (a) estimation based on special attacks [7–9]. In such case,
the attacks destroy system through a special behaviour. [7] transforms Kalman
filtering into χ2 estimation problem, the method is effective against DoS attacks,
however, it can’t defend FDI attacks. Shoukry and Tabuada [9] limits the attack
targets within a certain subset, then, a Lunberger observer is designed to esti-
mate system state, and an event-triggered strategy is used to reduce unnecessary
date transmission. Besides, Dai W [10] proposes a novel kind of FDI attacks
in smart grids, then, a method based on extended distributed state estima-
tion is provided. However, the above approaches are not applicable when attack
behavior does not conform to the special hypothesis, not to mention the case
that two kinds of attack exist simultaneously; (b) estimation based on optimiza-
tion [1,11,12], L0 and L1/Lr(r > 1) are the main optimization methods. Fawzi
et al. [1] describes the process of L0 decoder and illustrates that the algorithm
is the best decoder for sparse attacks. Based on the above works, Tabuada pro-
poses a convex optimization L1/Lr and a novel gradient descent algorithm [11].
Moreover, [12] gives a new method, which can been seen as an extension of the
normalized iterative hard threshold (NIHT) algorithm.

In this paper we consider the problem of state estimation with both randomly
occurring DoS attacks and randomly occurring FDI attacks. Unlike most of the
works we mentioned above, we do not need to restrict the behavior and type
of attack. Inspired by the work [14,15], an observer-based security controller is
designed to guarantee the stability of the system. The main contributions of this
paper can be highlighted as:

1. A general model of observer-based security control is constructed when con-
sidering randomly occurring DoS attacks and randomly occurring FDI attacks
together; and

2. An observer-based security controller are well designed to guarantee the
asymptotically stable of the studied system in the mean-square sense under
hybrid attacks.

The remainder of this paper is organized as follows. In Sect. 2, the attacks
model and observer model are established. In Sect. 3, Analogously to [15], the
main results are presented for system analysis and synthesis. In Sect. 4, a numer-
ical example is given to demonstrate the usefulness of the proposed design
method. Finally, Sect. 5 concludes our work.

2 Problem Formulation and Modeling

2.1 System Description

Considering the following discrete linear time-invariant system with sensor
attacks {

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) + Du(k) (1)
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where x(k) ∈ Rn, u(k) ∈ Rm, and y(k) ∈ Rp are the state vector, control inputs
and detectable outputs, respectively. A,B,C,D are the corresponding constant
matrices with appropriate dimensions. The yo(k) is used to denote the signal
received from the Zero Order Hold (ZOH).

Fig. 1. The networked control system with sensor attacks

The schematic block diagram of a NCS with hybrid attacks is shown in Fig. 1,
for convenience, some basic assumptions are stated for the system.

1. Sensors and controller are the time-driven and clock synchronization, the
sampling period is T , simultaneously, the actuator is event-driven.

2. Network-induced delay and data dropout are neglected.
3. Only investigate the case that sensors are destroyed with both randomly

occurring DoS attacks and randomly occurring FDI attacks.

The stochastic variable α(k) is Bernoulli-distributed white sequences, and
takes values on either 0 or 1. Besides,

Prob{α(k) = 0} = 1 − ᾱ, P rob{α(k) = 1} = ᾱ (2)

where ᾱ ∈ [0, 1) is a known constant.

Remark 1. In Fig. 1, the three cases can be interpreted as follows: (1) the data
will be discarded when the sensors suffer from DoS attacks, and the recent
received signal from sensors will be regarded as the input of observer at time
t = k, yo(k) = yo(k − 1); (2) when the sensors suffer from FDI attacks, the
received signal for observer can be regarded as yo(k) = y(k) + w(k), where w(k)
is the injection of error information; (3) for the last case, the sensors do not
suffer from attacks, yo(k) = y(k). Apparently, the second case can be seen as
the third case when w(k) = 0.
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Summing up the above remark, the following formulas are hold.

yo(k) =

⎧⎨
⎩

yo(k − 1), if suffered DoS attacks;
y(k) + w(k), if suffered FDI attacks;
y(k), otherwise.

(3)

where w(k) is a random sequence. Consequently, the input signal of observer can
be represented as

yo(k) = (1 − α(k))yo(k − 1) + α(k)(y(k) + w(k)) (4)

2.2 Modelling of Closed-Loop System with an Observer-Based
Security Controller

Different from the prevalent method [16], the observer can not only tolerate DoS
but also allow the existence of FDI attacks. In this subsection, an observer under
malicious attacks will be first designed to estimate the unmeasured state, then
an observer-based controller will be designed to guarantee the desired stability
properties. Then the global dynamics of the observer can be represented as

observer :
{

x̂(k + 1) = Ax̂(k) + Bu(k) + L(yo(k) − ŷo(k))
ŷo(k) = (1 − α(k))yo(k − 1) + α(k)cx̂(k) (5)

where x̂(k +1) ∈ Rn is the estimated observer state, ŷo(k) ∈ Rp is the measured
output. L is observer gain to be designed.

Since we do not consider the effects of communication network and attacks
between controller and actuator, it is reasonable to assume that the output signal
of controller can be transmitted directly into the actuator. Then the following
observer-based controller can be devised.

u(k) = Kx̂(k) (6)

where K is the controller parameter to be determined.
Define the estimation error as e(k) = x(k) − x̂(k), then the dynamic error of

the observer can be obtained as

e(k + 1) = x(k + 1) − x̂(k + 1)
= Ae(k) − α(k)L[Ce(k) + w(k)] (7)

Moreover, considering (5) and (7) together, denote ξ(k) = [x̂(k), e(k)], then the
augmented system can be obtained as

ξ(k + 1) =Āξ(k) + (α(k) − ᾱ)L̄ξ(k) + ᾱL̃w(k)

+ (α(k) − ᾱ)L̃w(k) (8)

where ᾱ denotes the mathematical expectation of the random variable α(k), or
equivalently, ᾱ = E{α(k)}.

Ā =
[

A + BK ᾱLC
0 A − ᾱLC

]
,

L̄ =
[

0 LC
0 −LC

]
, L̃ =

[
L

−L

]
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It can be known from (8) that the argument system is a time-variable para-
meter system including random parameter. Consequently, a definition for (8) is
given as follows.

Definition 1. The system (8) is random mean-square stability for w(k) = 0 and
any initial state η(0) (η(k) = [xT (k), eT (k)]T ), if there exists a positive definite
matrix W such that the following inequalities is hold.

E{
∞∑
k=0

‖η(k)‖2|η(0)} < ηT (0)Wη(0) (9)

The purpose of this paper is to design an observer to estimate state for
system (1) with both randomly occurring DoS attacks and randomly occurring
FDI attacks. In other words, we are going to devise an observer gain L and an
observer-based controller gain K such that the system state can be estimated
accurately and the system is random mean-square stability.

3 Main Results

In this section, the stability is analysed for the closed system (8) with randomly
occurring attacks, simultaneously, the system state is estimated. A sufficient
condition is provided to guarantee the security of the closed system (8). Then,
in terms of the solution of certain matrix inequalities, the explicit expression of
the desired observer gain and controller gain are obtained.

By introduction of the following Lemmas, the main results will be developed
more clearly in this paper.

Lemma 1. For given constant matrices S1, S2, S3, where S1 = ST
1 and S2 = ST

2 .
Then S1 + ST

3 S−1
2 S3 if and only if[

S1 ST
3

S3 S2

]
< 0 or

[−S2 S3

ST
3 S1

]
< 0

Lemma 2. [15] For full rank matrix rank(C) = m,C ∈ Rm×n, the Singular
Value Decomposition (SVD) for C can be described as C = U [S 0]V T , where
U · UT = I and V · V T = I. Let matrices X > 0,M ∈ Rm×m, N ∈ Rn×n. Then,
there exits X̄ such that CX = X̄C if and only if the following condition holds:

X = V

[
M 0
0 N

]
V T .

Then, the following results are established.

Theorem 1. For given the controller gain K and observer gain L. The closed
system (8) is security if there exist matrices P > 0, Q > 0 such that the following
matrix inequality hold: ⎡

⎢⎢⎣
−P ∗ ∗ ∗
0 0 ∗ ∗

PĀ ᾱP L̃ P ∗
θ

′
PL̄ θ

′
PL̃ 0 θ

′
P

⎤
⎥⎥⎦ < 0 (10)
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In which, θ = E{(α(k) − ᾱ)2} and θ
′
= θ + ε, ε is a sufficiently small positive

number.

Proof: Set ξ(k) = (x(k), e(k)), Construct the Lyapunov function

V (ξ(k)) = xT (k)Px(k) + eT (k)Pe(k) (11)

It is worth noting that E{α(k) − ᾱ} = 0, E{(α(k) − ᾱ)2} < θ + ε. By calculat-
ing the difference of V (ξ(k)) along the trajectory of system (8) and taking the
mathematical expectation, one has

E{V (ξ(k + 1))|ξ(k)} − V (ξ(k))

= E{ξT (k + 1)Pξ(k + 1) − ξT (k)Pξ(k)}
≤ ξT (k)[ĀTPĀ + (θ + ε)L̄TPL̄]ξ(k) − 2ξT (k)[ĀTPᾱL̃

+ (θ + ε)L̄TPL̃]w(k) + wT (k)[ᾱ2L̃TPL̃ + (θ + ε)L̃T

· PL̃]w(k) = ηT (k)Ωη(k) (12)

where η(k) = [ξT (k), wT (k)]T ,

Ω =
[

Ā ᾱL̃

L̄ L̃

]T

·
[

P 0
0 θ

′
P

]
·
[

Ā ᾱL̃

L̄ L̃

]
−

[
P 0
0 0

]

First, in term of Lyapunov stability theorem, the following inequality is
obtained.

E{V (ξ(k + 1))|ξ(k)} − V (ξ(k)) ≤ ηT (k)Ωη(k) < 0 (13)
That is to say, the inequality Ω < 0 should be hold if the system (8) needs to
be stable.

By use of Lemma 1, the condition of Theorem 1 is equality to Ω < 0, this
completes proof. �
Remark 2. The purpose of the introduction for the sufficiently small positive
constant ε is to guarantee the strict negative definitiveness for LMI (12). That
can avoid the case that LMI (12) is unsolvable caused by the case θ = 0.

For the Theorem 1, the sufficient condition is established to ensure the sta-
bility of argument system (8) with both randomly occurring DoS attacks and
randomly occurring FDI attacks. In order to estimate the system states, the
following theorem is developed to obtain observer gain and controller gain.

Theorem 2. For given positive parameters ᾱ, θ
′
, the system (8) under diverse

attacks is asymptotically stable, if there exist matrices X > 0, Y > 0, T > 0,
such that the following matrix inequalities hold:⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

−X ∗ ∗ ∗ ∗ ∗ ∗
0 −X ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗

AX + BY ᾱTC ᾱT X ∗ ∗ ∗
0 AX − ᾱTC ᾱT 0 X ∗ ∗
0 θ

′
TC θ

′
T 0 0 θ

′
X ∗

0 −θ
′
TC θ

′
T 0 0 0 θ

′
X

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (14)
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In this case, the observer gain and controller gain are given by L =
TUSX−1

1 S−1U−1 and K = Y X−1.

Proof: Set P = diag{P̄ , P̄} and define X = P̄−1, Y = KP̄−1, T = LX̄. For X =

V

[
X1 ∗
0 X2

]
V T , according to Lemma 2, there exists X̄ = USX1S

−1U−1 can let

CX = X̄C where X̄−1 = USX−1
1 S−1U−1. Then, pre post-multiplying (10) by

diag{X,X, 0,X,X,X,X}, such that (14) can be obtained. This completes the
proof. �

Remark 3. Similar to [15], we also assume that the output matrix C is common
one with the constraint of full row rank, rank(C) = n. Then based Lemma 2, the
SVD of C can be described as C = U [S, 0]V T , where U ·UT = I and V ·V T = I
in the derivation of Theorem2.

4 Numerical Simulations

To illustrate the effectiveness of the proposed method, the DC motor control
system based on networked is used in this section. The system is formed by
concatenating a motor, a signal acquisition and conversion component, a per-
sonal computer via network. The signal acquisition and conversion component
is used to transform control signal into pulse width modulation signal. Simulta-
neously, the measurements of motor are transmitted into controller by network.
The discrete model of motor is represented as follows.

⎧⎨
⎩

x(k + 1) =
[

1 1.0046
0.5 0.0002

]
x(k) +

[
0.2719
0.00781

]
u(k)

y(k) =
[

1 1
0 1

]
x(k)

(15)

Setting the sampling period T = 0.04 s, and the states are motor rotor angu-
lar displacement and angular velocity, respectively. Assume that the randomly
occurring DoS attack probability is ᾱ = 0.2, the randomly occurring FDI attack
w(k) is a sequence containing a few non-zero, that is to say, the system is mali-
ciously attacked when w(k) is non zero. In terms of Theorem 2, by use of the
LMI toolbox in MATLAB, we can obtain the desired parameters

L =
[

1.3930 −0.4419
−0.5189 1.7707

]
, K = [−3.8935,−3.4025]

Let the initial state x(0) = [−1 0.8], consequently, the state responses are
depicted in Fig. 2.

Firstly, Fig. 2 shows the situation of signal transmission, from which we can
easily find the DoS attack time and the FDI attack time. When the signal value is
1, it represents the sensor signals are not attacked maliciously, that is to say, the
signal transmission is normal. On the contrary, the signal is wrong when the value
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Fig. 2. The situation of signal transmission
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Fig. 3. State responses of the control system

is not 1. At t = 8 s, 9 s, the value is 0, it represents the sensors are destroyed by
DoS attacks, and the sensors are destroyed by FDI attacks at t = 14 s, 15 s, 16 s,
the value represents the ratio between attack signal and actual signal value.

From Fig. 3, a conclusion is got that the observer-based controller can make
the system mean-square stable even though the system is destroyed by DoS
attacks at t = 8 s, 9 s and destroyed by FDI attacks at t = 14 s, 15 s, 16 s. Such
that it illustrates the effectiveness of the proposed method.

5 Conclusion

An observer and an observer-based security controller design method have been
proposed under randomly occurring DoS attacks and FDI attacks. The observer
has been utilized to estimate the state destroyed by the malicious attacks, and
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the studied system under hybrid attacks has been modelled as a stochastic closed-
loop system with an observer-based security controller. Then, two sufficient secu-
rity stability and stabilization criteria are derived to ensure the asymptotically
stable of the studied system in the mean-square sense. The practical example
for networked DC motor control system has indicated the usefulness of proposed
method.
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Abstract. In this paper, a delayed fractional two-neuron network with
incommensurate-order is proposed. By analyzing the characteristic equa-
tion of the proposed network and using time delay as the bifurcation
parameter, the conditions of stability and Hopf bifurcation are educed.
And then, it is demonstrated that each order has important influence
on the creation of bifurcation. Finally, a numerical example is given to
illustrate the effectiveness of the proposed results.

Keywords: Stability · Hopf bifurcation · Incommensurate-order · Time
delays · Two-neuron fractional network

1 Introduction

Fractional calculus is the theory of differential integral of any order. In recent
decades, fractional derivative and integral have been widely found in scientific
theory and many branches and engineering applications, such as colored noise,
viscoelastic system, robotics, medical Science, biological systems, secure com-
munication and so on [1,2]. Recently, the research on the dynamics properties of
fractional-order system, including stability analysis [3], undamped oscillations
[4], bifurcations and chaos [5], and synchronization [6], has become more and
more interesting. The results show that fractional calculus has more advantages
over traditional integer calculus in describing physical changes and viscoelastic
materials with memory characteristics and historical dependence. The truth is,
many real world problems usually or may be fractional order systems, but not
integer order.

In recent decades, neural networks have been paid more and more attention
by scientists and engineers. Fractional differentiation provides a basic and general
computational power for neurons that facilitate efficient information processing,
with oscillatory frequency independent phase changes in neuronal activity [7].
As everyone knows, neural network is a complex large-scale nonlinear dynamics,
and the delay of dynamic neural network is even more abundant and complex
[8]. In order to obtain a clear and profound understanding of the dynamic neural
c© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 477–487, 2017.
DOI: 10.1007/978-981-10-6373-2 48
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network, the commonly used way is usually to explore the delayed neural net-
work system with two neurons [9]. Some researchers have recently studied neural
network formation of fractional order neural model, and found that can better
characterise the dynamic behavior of neurons, such as “memory”. In addition,
the fractional recursive neural network in parameter estimation may plays an
important role. Thence, our main purpose is to establishing the stability condi-
tions and finding Hopf bifurcation point of the incommensurate fractional order
two-neuron network with time delay.

Motivated by the above discussion, a delayed two-neuron model is extended
to the fractional case with incommensurate-order. By Laplace transform, we
mange to probe the capabilities of the fractional neural network model to demon-
strate different dynamical properties, such as the stability switch and Hopf bifur-
cation point, where the delays are chosen as the bifurcation parameter. It is
proved that there is a stable switch of time delay, the Hopf bifurcation occurs
when the critical value is delayed and each order has important influence on the
creation of Hopf bifurcation.

The organization of this paper is as follows. In Sect. 2, some preliminaries
are addressed and the model is described. We analyze the stability conditions of
delayed two-neuron fractional network with incommensurate-order and identify
the Hopf bifurcation point in Sect. 3. In Sect. 4, the correctness of the obtained
results is illustrated by a numerical example. In the last section, we draw some
conclusions.

2 Preliminaries and Model Description

As we all know, fractional calculus has a variety of mathematical definitions,
among which the three most common definitions are Riemann-Liouville frac-
tional Grünwald-Letnikov fractional derivative and Caputo fractional derivative.
In the present paper, we only use the well-known Caputo fractional derivative.
In this paper, the main theoretical tools for qualitative analysis of fractional
order dynamical systems are derived from [3,10].

First, we give the definition of Caputo fractional-order derivative as follows:

Dα
t f(t) =

1
Γ (m − α)

∫ t

0

f (m)(τ)
(t − τ)α−m+1

dτ, (1)

where Γ denotes the Gamma function, and m−1 ≤ α < m, m ∈ N . The symbol
α is the value of the fractional order and the range of α is (0, 1).

The Laplace transform of the Caputo fractional-order derivative will be used:

L{Dq
t f(t); s} = sqF (s) −

n−1∑
k=0

sq−k−1f (k)(0), n − 1 < q ≤ n. (2)

when f (k)(0) = 0, k = 1, 2, . . . , n, then it follows L{Dq
t f(t); s} = sqF (s).



Hopf Bifurcation in a Delayed Two-Neuron Fractional Network 479

In [11], the following delayed two-neuron integer-order system was studied,
{

ẋ(t) = −x(t) + b11f(x(t − τ1)) + b12f(y(t − τ2)),
ẏ(t) = −y(t) + b21f(x(t − τ1)) + b22f(y(t − τ2)),

(3)

where x(t) and y(t) are the activations of two neurons, μi > 0 (i = 1, 2) are
the rate with which the neuron will reset its potential to the resetting state in
isolation when disconnected from the network and external inputs; bij (1 ≤ i, j ≤
2) denote the synaptic weights, f : R → R denote the activation function; and
τi(i = 1, 2) are the synaptic transmission delays.

In the present paper, the two-neuron network (3) will be extended to the
fractional differential case with incommensurate-order as follows:{

Dq1x(t) = −μ1x(t) + b11f(x(t − τ1)) + b12f(y(t − τ2)),
Dq2y(t) = −μ2y(t) + b21f(x(t − τ1)) + b22f(y(t − τ2)),

(4)

where qi ∈ (0, 1], i = 1, 2, and μi, i = 1, 2, are the self-regulating parameters of
the two-neuron. We should consider that neurons have self feedback and delayed
signal transmission due to the limited switching speed of neurons. It is obvious
that the system (4) is just (3) when q1 = q2 = 1, μi = μ2 = 1.

In order to simplify the discussion, τ1 = τ2 = τ are assumed throughout this
paper. {

Dq1x(t) = −μ1x(t) + b11f(x(t − τ)) + b12f(y(t − τ)),
Dq2y(t) = −μ2y(t) + b21f(x(t − τ)) + b22f(y(t − τ)),

(5)

To derive the main result, the following hypothesis in model (5) is necessary
to be introduced.

(H1) The activation function f(·) are Lipschitz continuous with f(0) = 0.

3 Analysis of Stability and Hopf Bifurcation

The stability conditions and Hopf bifurcation of incommensurate fractional two-
neuron network (5) with time delay, will be investigated in this section and the
basic theoretical method is based on literature [3]. It is obvious that (0, 0) is the
unique equilibrium point of system (5).

Linearizing system (5) around the equilibrium point (0, 0), then the following
system can be acquired:{

Dq1x(t) = −μ1x(t) + d11x(t − τ) + d12y(t − τ),
Dq2y(t) = −μ2y(t) + d21x(t − τ) + d22y(t − τ),

(6)

note that dij = bijf
′(0)(i, j = 1, 2).

By Laplace transform, we can get the characteristic equation immediately:∣∣∣∣s
q1 + μ1 − d11e

−sτ −d12e
−sτ

−d21e
−sτ sq2 + μ2 − d22e

−sτ

∣∣∣∣ = 0, (7)
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thus, (7) is equivalent to

G1(s) + G2(s)e−sτ + G3(s)e−2sτ = 0, (8)

and

G1(s) = sq1+q2 + μ1s
q2 + μ2s

q1 + μ1μ2,

G2(s) = −[d11sq2 + d22s
q1 + d11μ2 + d22μ1],

G3(s) = d11d22 − d12d21.

Multiplying esτ on both sides of (8), we can get

G1(s)esτ + G2(s) + G3(s)e−sτ = 0. (9)

Suppose s = iω is a root of (9). Without losing generality, we can assume
ω > 0. Then it follows when we substitute s into (9) and separate the real and
imaginary parts,

{
M1 cos ωτ + M2 sin ωτ = M3,

N1 cos ωτ + N2 sinωτ = N3,
(10)

where

M1 = ωq1+q2 cos
(q1 + q2)π

2
+ μ1ω

q2 cos
q2π

2
+ μ2ω

q1 cos
q1π

2
+ μ1μ2

+ (d11d22 − d12d21),

M2 = −[ωq1+q2 sin
(q1 + q2)π

2
+ μ1ω

q2 sin
q2π

2
+ μ2ω

q1 sin
q1π

2
],

M3 = d11ω
q2 cos

q2π

2
+ d22ω

q1 cos
q1π

2
+ d11μ2 + d22μ1,

N1 = ωq1+q2 sin
(q1 + q2)π

2
+ μ1ω

q2 sin
q2π

2
+ μ2ω

q1 sin
q1π

2
,

N2 = ωq1+q2 cos
(q1 + q2)π

2
+ μ1ω

q2 cos
q2π

2
+ μ2ω

q1 cos
q1π

2
+ μ1μ2

− (d11d22 − d12d21),

N3 = d11ω
q2 sin

q2π

2
+ d22ω

q1 sin
q1π

2
.

Suppose that (10) has roots, the expression of cos ωτ and sinωτ can be
obtained as follows:

{
cos ωτ = h1(ω),
sin ωτ = h2(ω),

(11)

where
h1(ω) =

M3N2 − M2N3

M1N2 − M2N1
, h2(ω) =

M1N3 − M3N1

M1N2 − M2N1
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are functions with respect to ω.
Then, we can have

h2
1(ω) + h2

2(ω) = 1. (12)

From (12), it is derived

τ(k) =
1
ω

[arccos h1(ω) + 2kπ], k ∈ Z+. (13)

(H2) Q1 > 0, Q2 > 0.

Lemma 1. When τ = 0, the zero equilibrium point of the fractional system (5)
is asymptotically stable if (H2) holds.

Proof: When τ = 0, then we can get

λ2 + Q1λ + Q2 = 0, (14)

where Q1 = μ1 + μ2 − d11 − d22, Q2 = μ1μ2 − d11μ2 − d22μ1 + d11d22 − d12b21.
When Q1 > 0, Q2 > 0 hold, then (14) has two roots with negative real

parts. So, the positive equilibrium point (0, 0) of the fractional system (5) is
asymptotically stable when τ = 0. Then the proof is completed.

Remark 1. The conditions (H2) are only sufficient conditions, but not the nec-
essary. They can guarantee the asymptotically stable of the incommensurate frac-
tional neural network (5) when τ = 0.

We need the following additional assumption to get the transversality condi-
tion of the occurrence for Hopf bifurcation:

(H3) Re
(

ds
dτ

)
|τ=τ0 �= 0.

Taking the derivative of s with respect to τ in (8), it can obtained

ds

dτ
=

s[G2(s)e−sτ + 2G3(s)e−2sτ ]
G′
1(s) + G′

2(s)e−sτ − τG2(s)e−sτ + G′
3(s)e−2sτ − 2τG3(s)e−2sτ

, (15)

where G′
1(s), G′

2(s), G′
3(s) are the derivative of G1(s), G2(s), G3(s) with respec-

tively about to s.
Based on (15), we can deduce that

Re
( ds

dτ

)
|τ=τ0,ω=ω0 =

W1V1 + W2V2

V2
1 + V2

2

, (16)

where

W1 = −ωq1+q2+1
0 sin (

q1π + q2π

2
+ ω0τ0) − μ2ω

q1
2 +1
0 sin (

q1π

2
+ ω0τ0)

− μ1ω
q2
2 +1
0 sin (

q2π

2
+ ω0τ0) − ω0μ1μ2 sinω0τ0
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+ ω0(d11d22 − d12d21) sin ω0τ0,

W2 = ωq1+q2+1
0 cos (

q1π + q2π

2
+ ω0τ0) + μ2ω

q1
2 +1
0 cos (

q1π

2
+ ω0τ0)

+ μ1ω
q2
2 +1
0 cos (

q2π

2
+ ω0τ0) + ω0μ1μ2 cos ω0τ0

+ ω0(d11d22 − d12d21) sin ω0τ0,

V1 = (q1 + q2)ω
q1+q2−1
0 cos (

q1 + q2 − 1
2

π + ω0τ0) + q1ω
q1−1
0 μ2

cos (
q1 − 1

2
π + ω0τ0) + q2ω

q2−1
0 μ1 cos (

q2 − 1
2

π + ω0τ0)

+ τ0ω
q1+q2
0 cos (

q1π + q2π

2
+ ω0τ0) + τ0ω

q1
0 μ2 cos (

q1π

2
+ ω0τ0)

+ τ0ω
q2
0 μ1 cos (

q2π

2
+ ω0τ0) + τ0μ1μ2 cos ω0τ0 − q1d22ω

q1−1
0 cos

q1 − 1
2

π

− q2d11ω
q2−1
0 cos

q2 − 1
2

π − τ0(d11d22 − d12d21) cos ω0τ0,

V2 = (q1 + q2)ω
q1+q2−1
0 sin (

q1 + q2 − 1
2

π + ω0τ0) + q1ω
q1−1
0 μ2

sin (
q1 − 1

2
π + ω0τ0) + q2ω

q2−1
0 μ1 sin (

q2 − 1
2

π + ω0τ0)

+ τ0ω
q1+q2
0 sin (

q1π + q2π

2
+ ω0τ0) + τ0ω

q1
0 μ2 sin (

q1π

2
+ ω0τ0)

+ τ0ω
q2
0 μ1 sin (

q2π

2
+ ω0τ0) + τ0μ1μ2 sinω0τ0 − q1d22ω

q1−1
0 sin

q1 − 1
2

π

− q2d11ω
q2−1
0 sin

q2 − 1
2

π − τ0(d11d22 − d12d21) sin ω0τ0, .

By the above deduction, the following theorem can be obtained immediately

Theorem 1. If (H1) − (H3) are hold for system (5), then we can get the fol-
lowing conclusion:

(I) When τ ∈ [0, τ0), the zero equilibrium point is asymptotically stable.
(II) When τ = τ0, the system (5) undergoes a Hopf bifurcation at the origin i.e.,

system (5) has a bifurcation of the zero equilibrium point of the bifurcation
of the periodic solution near τ = τ0.

Remark 2. We select time delays as the bifurcation parameter to discuss the
Hopf bifurcation situation of system (5) in this paper. Certainly, the fractional
order or the other parameters of dynamic system also can influence the stability
interval and Hopf bifurcation point of system (5). This will be one of the focuses
of our future research work.

Remark 3. As we all know, many researchers have extensively studied and
investigated the dynamical behaviors of two-neuron network and obtained many
excellent results [11–13]. Unfortunately, there are very few research discussing



Hopf Bifurcation in a Delayed Two-Neuron Fractional Network 483

the stability conditions, Hopf bifurcation of fractional neural network with
incommensurate-order. As we all know, many real-world problems usually or
most likely to be fractional order system, especially the incommensurate-order,
rather than integer order. Therefore the extension and investigation are neces-
sary and meaningful.

4 Illustrative Example

A numerical example will be provided to confirm our analysis about the delayed
fractional two-neuron network with incommensurate-order in this Section. The
simulation results all are based on Adama - CBashforth - CMoulton predictor -
Ccorrector scheme [14] with step-length h = 0.01.

In this example, we consider the following case of the system (5) with the
parameters: b11 = −1, b12 = 2, b21 = −2, b22 = −3, μ1 = 0.8, μ2 = 0.6,
f(x) = tanh(x), and q1 = 0.95, q2 = 0.98, and initial values (0.15,−0.15), then
we can get the following system:

{
D0.95x(t) = −0.8x(t) − tanh(t − τ) + 2 tanh(t − τ),

D0.98y(t) = −0.6y(t) − 2 tanh(t − τ) − 3 tanh(t − τ).
(17)

By simple computation by means of Maple 13, we can get the critical value
ω0 = 2.6981, and Hopf bifurcation point τ0 = 0.4333. We can easily verify that
the condition (H3) is satisfied and the equilibrium (0, 0) is asymptotically stable
when τ = 0.42 < τ0 = 0.4333, as shown in Figs. 1, 2 and 3. The equilibrium
(0, 0) is unstable and the Hopf bifurcation occurs if τ = 0.45 > τ0 = 0.4333,
which is illustrated in Figs. 4, 5 and 6.
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Fig. 1. State trajectories of the incommensurate-order fractional system (17). The zero
equilibrium (0, 0) is asymptotically stable when τ = 0.42 < τ0 = 0.4333.

When q1 = q2 = 1, the system (17) becomes the inter-order system, we can
get that the integer-order system undergoes a Hopf bifurcation when τ passes
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Fig. 2. State trajectories of the incommensurate fractional system (17). The zero equi-
librium (0, 0) is asymptotically stable when τ = 0.42 < τ0 = 0.4333.
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Fig. 3. Phase portrait of the incommensurate-order fractional system (17). The zero
equilibrium (0, 0) is asymptotically stable when τ = 0.42 < τ0 = 0.4333.
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Fig. 4. State trajectories of the incommensurate-order fractional system (17). The zero
equilibrium (0, 0) is not asymptotically stable when τ = 0.45 > τ0 = 0.4333.
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Fig. 5. State trajectories of the incommensurate-order fractional system (17). The zero
equilibrium (0, 0) is not asymptotically stable when τ = 0.45 > τ0 = 0.4333.
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Fig. 6. Phase portrait of the incommensurate-order fractional system (17). The zero
equilibrium (0, 0) of the system (17) is not asymptotically stable when τ = 0.45 > τ0 =
0.4333.

through the critical value τ�
0 = 0.4307. It is Obvious that the fractional system

can amplify the stability interval of the integer-order system (3) with τ1 = τ2.
In what follows, we shall discuss the influence of the different fractional order

on Hopf bifurcation for system (17).

(I) Fix q2 = 0.98, then observe the effect of q1 on Hopf bifurcation for system
(17). In this case, we easily compute the corresponding value ω0 and τ0 as
q1 varies, which is listed in Table 1.

(II) Fix q1 = 0.95, then consider the impact of q2 on bifurcation for system
(17). It not hard to derive the corresponding value ω0 and τ0 as q2 varies,
which is listed in Table 2.



486 L. Zhao et al.

Table 1. The infulence of q1 on Hopf bifurcation point for (17).

Fractional order q1 Critical frequency ω0 Bifurcation point τ0

0.68 0.3937 4.3314

0.72 0.3797 4.2982

0.76 0.3693 4.2294

0.81 0.3595 4.1106

0.84 0.3549 4.0279

0.87 0.3513 3.9378

0.92 0.3466 3.7791

0.95 0.3446 3.6802

0.98 0.3431 3.5797

1 0.3423 3.5122

Table 2. The infulence of q2 on Hopf bifurcation point for (17).

Fractional order q2 Critical frequency ω0 Bifurcation point τ0

0.67 0.3564 3.6728

0.73 0.3542 3.6759

0.78 0.3523 3.6783

0.81 0.3511 3.6794

0.85 0.3495 3.6806

0.88 0.3483 3.6811

0.90 0.3475 3.6813

0.93 0.3463 3.6812

0.97 0.3446 3.6802

1 0.3434 3.6788

5 Conclusion

In present paper, we extend a integer-order two-neuron network to the frac-
tional case with incommensurate-order. Then, we study the stability condition
and Hopf bifurcation point for two-neuron incommensurate-order fractional net-
work with time delay as the Hopf bifurcation parameter. Furthermore, we obtain
the Hopf bifurcation point. Some explicit conditions for the stability interval and
the Hopf bifurcation point are derived using fractional Laplace transform. And it
is demonstrated that each order has important influence on the creation of bifur-
cation. The simulating example is exploited to verify the feasibility of obtained
results.
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Abstract. It is one of the most important research topics in the field of auto-
matic control to ensure stability of networked control system and keep con-
trolled parameters unchanged in the presence of data injection attacks. On the
basis of linear system state feedback, a linear quadratic (LQ) method keeping
output error close to zero is presented. Stability condition of closed-loop system
is given. Using integral control and LQ infinite time tracking strategy, a pro-
tective closed-loop control system is illustrated in detail. Simulation results
show that the control strategy can reduce or remove the influence of illegal
injecting data at sensor’s output terminal in some degree. Controlled parameters
are limited within small variation range. The control method has certain appli-
cation prospect and popularization value.

Keywords: Data injection � LQ tracking control � Networked control system �
Security control

1 Introduction

The development of control system has gone through several stages. Up to now many
control system are constructed by large scale control network [1]. With the gradual
extension to bottom layer of control network, intelligent instruments (such as actuators,
controllers and sensors) have ability to exchange data directly with computers in upper
management network [2]. The integration of control and management network brings
hidden security problem to control system. Famous “Stuxnet” virus intrusion event
took place in Iran nuclear power plant in 2010 [3] and attack event occurred in Ukraine
power company in 2015 [4], which show that control system security is a very
important problem [5, 6]. These two virus programs simulated one industrial config-
uration software’s operation command and achieved the goal of destroying physical
devices [7]. These events not only caused great damage to local production enterprises,
but also gave rise to the inconvenient of local residents’ daily life. The situation of
multiple networks surviving together puts forward new challenge to keep control
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D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 488–496, 2017.
DOI: 10.1007/978-981-10-6373-2_49



system’s stable operation. Traditional control strategy cannot meet the requirement of
modern production process. It is an important and urgent problem for science workers
to design a control system which can detect network intrusion behavior and have
certain response strategy simultaneously.

In this paper, a controller with disturbance rejection capability is designed on the
basis of state feedback and linear quadratic (LQ) tracking. The controller has ability to
compensate for the influence of disturbance signals by adding integral section. By
usage of attack detector and considering data injection action at sensor’s output ter-
minal, we also designed another protective controller to eliminate the impact of injected
data. By setting up a general plant simulator and using iterative calculation, system’s
disturbance signal can be approximately estimated. The two kinds of controllers’
switching strategies are designed simultaneously. To evaluate the proposed control
strategy, it is employed to industrial MIMO control system.

2 Control System Based on Output Tracking and Integral
Action

A closed-loop control system is implemented by a tracking controller and an integral
section. The integral section enhances system’s anti-interference ability [8]. System’s
block diagram is shown in Fig. 1. Where A, B and C are constant coefficient matrices.ur

is p dimension input constant vector, y(t) is q dimension output vector. Input vector of
LQ tracking controller (tracking vector) is approximately equal to the output vector of
generalized plant. States’ observation equation is

_̂xðtÞ ¼ ðA� LCÞx̂ðtÞþ LyðtÞþBucðtÞ; x̂ð0Þ ¼ x̂0

L ¼ �KT
ð1Þ

�K is state feedback matrix satisfying �A� �B�Kð�A ¼ AT ; �B ¼ BTÞ stability and desired
poles. The LQ tracking controller is an infinite time tracking system, its performance
index is denoted by

Fig. 1. Structure of control system in normal situation

Networked Control System Based on LQ Tracking Response Strategy 489



J ¼ 1
2

Z 1

0
½eTðtÞQeðtÞþ uTðtÞRuðtÞ�dt: ð2Þ

where Q, R is symmetric, positive definite weight coefficient matrix according to actual
requirement [9], e(t) is tracking error, u(t) is output vector of the tracker. According to
optimal control theory, approximate optimal control output of the tracker is

u�ðtÞ ¼ �R�1BTPxðtÞþR�1BTg: ð3Þ

where P is a symmetric and positive definite constant matrix, satisfy following alge-
braic Riccati equation [10], that is

PAþATP� PBR�1BTPþCTQC ¼ 0 ð4Þ

The g in Eq. (3) is adjoint vector, its value is related to tracking signal, where

g ¼ ðPBR�1BT � ATÞ�1CTQyðtÞ
¼ MxðtÞ ð5Þ

M is defined as adjoint matrix. Relationship of plant’s p dimension input vector uc(t),
setting input ur and LQ tracker’s output ûðtÞ can be described as

ucðtÞ ¼ k
Z t

0
ður � ûðtÞÞdt

¼ k
Z t

0
ður þR�1BTPxðtÞ � R�1BTgÞdt

ð6Þ

where k = diag{k1,k2,…,kp} is integral coefficient matrix. If system’s initial states sat-
isfies x̂ð0Þ ¼ 0, then

_ucðtÞ ¼ kður þR�1BTPxðtÞ � R�1BTMxðtÞÞ ð7Þ

Taking uc(t) as p dimension extended states, an augmented state equation can be
described as

_x

_uc

 !
¼ A B

kR�1BTP� kR�1BTM o

� �
x

uc

 !
þ I1 o

o I2

� �
0

kur

 !
ð8Þ

I1 and I2 denote n and p dimension unit matrix, respectively. In order to stabilize the
closed-loop system, integral coefficient matrix k must be correctly selected. For infinite
time tracking control strategy, followed values are considered as constants in a short
time. It is difficult to achieve absolute tracking without bias in a certain time, there are
some errors between actual output values and followed values until time reaches
infinity. When followed value is constants, tracker’s output value is
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ûðtÞ ¼ �R�1BTPxðtÞþR�1BTg ð9Þ

State equation can be described as

_xðtÞ ¼ ðA� R�1BTPÞxðtÞþR�1BTg ð10Þ

If g takes a constant vector, state vector’s steady error is

lim
t!1Dx ¼ �A�1Bur � ð�AþBR�1BTPÞ�1BR�1BTg ð11Þ

In order to make the error equal to 0, g must be selected correctly. By setting correction
factor matrix the adjoint vector is expressed as

g ¼ kgr ð12Þ
where

k ¼ diagðk1; k2; . . .; knÞ ð13Þ

gr ¼ ðPBR�1BT � ATÞCTQyr ð14Þ

yr ¼ �CA�1Bur ð15Þ

If we do not consider traditional packet loss and communication delay problem,
state observer adopts continuously sampling method, LQ tracker periodically reads
observation state vector and gives out tracking output vector with fixed circle time
T. The followed vector is considered as constant between two sampling instants. The
actual output ûðkÞ is

ûðkÞ ¼ �R�1BTPxðkÞþ kR�1BTgr ð16Þ

3 Response Strategy Under Data Injection Attack

When a data injection behavior takes place at sensor’s output terminal, we assume
attack signal is periodic, average value of disturbance signal r(t) does not change in a
certain time Tr. Tr is much larger than attack signal’s cycle time Ta and detector’s
analysis time Ts. For the injection behavior, a method of establishing plant simulator
can be used to prevent the behavior’s negative influence. Plant simulator is a mathe-
matical function which is realized by MCU program in controller. It can be set up by
plant’s actual mathematical model. When plant is controllable and observable, a plant
simulator of Linear Time-Invariant System is expressed by

y00ðtÞ ¼ CðeAtx0 þ
Z t

0
eAðt�sÞBuðsÞdsÞ: ð17Þ
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where y″(t) is l-dimensional output vector, u(t) is q-dimensional input vector. A, B and
C are coefficient matrix of actual plant. Attack detector is used to decide whether a data
intrusion behavior has taken place by Euclidean distance d(t).

dðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXl
i¼1

ðyiðtÞ � y0i Þ2
vuut : ð18Þ

Where y0i indicates the setting value of sensor’s desired output. When average value of
d(t) within a certain time is greater than a specified value dMax, we assume that an
intrusion behavior has taken place. If external disturbance signals are considered, a
statistical method based on recent data can be used to estimate average value of the
disturbance signal. Once attack detector finds a data injection behavior, controller will
replace observer and LQ tracker’s input signal with simulator’s output, estimated
disturbance signal is used as simulator’s disturbance signal to compensate actual dis-
turbance signal. The block diagram of control system under data injection attack is
described in Fig. 2. We assume controller’s actual input signal y′(t) is analyzed per TS,
disturbance signal r(kTS) remains unchanged during this period. Attack signal’s circle
time Tk, average difference value ðarkTsÞ between y′(t) and simulator’s output y″(t) can
be got after this time(Eq. (19)). arkTs represents the average sum of disturbance signal
and attack signal from (k-1)TS to kTS. We assume the disturbance signal at the
beginning of attack action is represented by r(0), it is obtained just before system’s
switching action from normal mode to protection mode. In first TS, average value of
attack signal and the disturbance signal can be estimated by Eqs. (20), (21), (22).

arkTs ¼
1
Tk

X
Tk

ðy0ðtÞ � y00ðtÞÞ ð19Þ

r̂Ts � r0 ð20Þ

aTs � arTs � r̂Ts ð21Þ

r̂2Ts � ar2Ts � aTs ð22Þ

Fig. 2. Control system under data injection
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Iterative calculation

akTs ¼ arkTs � r̂kTs ð23Þ
r̂ðkþ 1ÞTs � arðkþ 1ÞTs � akTs ð24Þ

In order to compensate for actual disturbance, r̂ðkþ 1ÞTs can be considered as simulator’s
disturbance signal.

4 System Simulation and Result Analysis

Taking liquid level control system as a research object, general plant is made up of
control valve, pipeline, tank and liquid sensor. Figure 3 is its mathematical description
diagram. Because of an integral coefficient is contained in controller, we only consider
the first three parts. Without considering constant K, general plant is described by state
equation

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞþ gðtÞþ aðtÞ ð25Þ

where gðtÞ denotes disturbance signal from sensor’s input terminal, aðtÞ is attack

A ¼
�1=6 0 0
1=3 �1=3 0

0 1=150 �1=150

0
@

1
A;B ¼

1=6
0
0

0
@

1
A;C ¼ 0; 0; 1ð Þ

data. Liquid level’s setting value ur is kept constant 20. Two weight coefficient R and
Q are set to 1, respectively. Solution of corresponding Riccati equation is

P ¼
0:0941 0:0474 2:3437
0:0474 0:0246 1:2371
2:3437 1:2371 63:5562

0
@

1
A

Adding integral section, the augmented matrix is

Fig. 3. General plant of liquid level control system
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�A ¼
�1=6 0 0 1=6
1=3 �1=3 0 0

0 1=150 �1=150 0
0:0157k 0:0079k �0:3165k 0

0
BB@

1
CCA

Setting integral constant k = 0.001, we know the control system is kept stable. Cor-
rection factor k of adjoint vector is equal to 2 by corresponding computation. State
feedback gain K is derived to (0.0157, 0.0079, 0.3906). If state observer’s poles are
configured to −1, observation vector L we got is (260.4167, 254.1667, 2.4933)T.
Setting sampling period as 1 s, under no injection data, system’s step response curve is
shown in Fig. 4a. In the case of a data injection action at sensor’s output terminal,
attack signal is expressed by Eq. (26), system’s output response curve is

a1ðtÞ ¼ 10 sinð p
200tÞþ 20; t 2 ð6000; 14000Þ
0; t 62 ð6000; 14000Þ

�
ð26Þ

shown in Fig. 4b (If control strategy is not changed under the data injection action).
Figure 4c and d are system’s curve under protection mode, injection signals are
expressed in Eqs. (26) and (27), respectively.
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Fig. 4. Response curve of step input signal
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a2ðtÞ ¼ 10; t 2 ð6000; 14000Þ
0; t 62 ð6000; 14000Þ

�
ð27Þ

Under protection strategy, detector’s analysis time TS is set to 400 s, that is, after 400 s
changing value of actual disturbance can be estimated by calculation. The maximum
allowable circle time of attack signal is 400 s.

5 Conclusions

Taking liquid level control system as an example, based on LQ infinite time tracking
control strategy, two control modes (with data injection and without data injection) are
proposed, respectively. System’s stability condition is put forward. Different from other
networked control system, in the case of system plant is less affected by
network-induced delay and data packet loss, controller with integral section can
eliminate the effect of disturbance average changing value. Under data injection
behavior taking place at sensor’s output terminal, an anti data injection control strategy
is designed based on LQ tracking. By constructing general plant simulator and esti-
mating current disturbance signal’s average value, the impact of data injection behavior
can be completely eliminated. In the case of two different data injection actions, output
curves of controlled parameters are individually obtained by simulation. The results
show the control strategy can realize effective control of controlled parameters, and has
some ability of anti-interference and anti data injection. The control system has certain
value of applicability and popularization.
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Abstract. The robust filter is designed for a class of discrete-time sto-
chastic systems with data random transmission delays and out-of-order
packets in this paper. To drop packet disorders and improve system per-
formance, the systems are modeled synthetically by utilizing the sig-
nal choosing scheme of logic zero-order-holder (ZOH). Moreover, a finite
horizon robust Kalman-type filter is designed based on the established
model, and minimizing error covariance matrices by the augmented state-
space model are obtained from estimation variance constraints. And
then, a linear delay compensation method is proposed to improve the
filter performance by using the re-organized measurement. The simu-
lation results are performed to show the effectiveness of the proposed
method.

Keywords: Finite horizon filtering · Stochastic uncertain systems ·
Transmission delays · Out-of-order packets · Correlated noises

1 Introduction

The complex networked systems possess the successful applications, such as
cyber-physical systems (CPSs) [1], smart grids [2], communication networks [3,4]
and so on. Due to the limited capacity of the communication bandwidth deteri-
orate the system performance [5], it is reasonable to design the communication
scheme, and lower installation and maintenance costs [1,6,7]. Therefore, it is
significant to study the effects of network-induced phenomena.
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The issue of filtering has attracted great interest. For data transmission over
networks, the augmented state approach [8,9] applies the compensation scheme
by one-step prediction to describe random delays. To transform the random
delayed system into the delay-free one, the measurement re-organization app-
roach [10–12] is an effective strategy. To describe packet dropouts, the system
is transferred into random variables of Bernoulli distribution [5,8,13], and the
state augmentation strategy is employed. For the finite-horizon filtering [11,14],
due to the actual error covariance of the estimated state is less than the upper
boundary, the finite-horizon filter has a better transient performance for filtering
process in networked systems.

The typical signal choosing scheme of logic zero-order-holder (ZOH) is used
for dropping the network-induced out-of-order packets. Since the logic ZOH only
receives the latest time-stamped data packet [3,7,15–17], it has the capability
of choosing the latest data packet, and the packet disorders are actively dis-
carded. The logic ZOH is widely applied in networked control systems for the
event-triggering mechanism. However, the analysis and design finite-horizon fil-
ter based on the signal choosing scheme are more complex.

Motivated by the above discussion, this paper focuses on designing a finite
horizon robust Kalman-type filter for stochastic systems via the network-induced
random transmission delays and out-of-order packets. The phenomena are mod-
eled by the logic ZOH scheme.

The remainder of this paper is organized as follows. The stochastic sys-
tem modeling is described in Sect. 2. Section 3 designs the finite horizon robust
Kalman-type filtering using logic ZOH. Simulation results and analysis are given
in Sect. 4 and the concluding remarks are outlined in Sect. 5.

2 Problem Formulation

2.1 System Description

The stochastic systems are described as following [13,18]:

x (k + 1) = (Ak + FkFkEk) x (k) + Bkwk, k = 1, 2, · · · (1)

z (k) = (Ck + HkFkEk) x (k) + vk, (2)

where x (k) ∈ R
r represents the estimated state, z (k) ∈ R

m expresses the mea-
surement output at the time instant of k. The multiplicative noise Fk denotes
the parametric uncertainty, and wk ∈ R and vk ∈ R

m are zero-mean white noises
with covariances Qk and Rk, respectively. Ak ∈ R

r×r, Bk ∈ R
r, Ck ∈ R

m×r, Fk,
Hk and Ek are known time-varying matrices. Note that the uncertainty Fk sat-
isfies FkFT

k ≤ I. The initial state x (0) with mean μ0 and covariance P0, which
is assumed to be uncorrelated with other noise signals.
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10 2 43 5 76 8 4121 31119 01

00 1 3 65 6 88 8 1111 11

10 1

11

32 2 11 2 21 3 21 3

Fig. 1. Re-ordering for packet sequence with out-of-order data transmission.

2.2 Modeling Based on Signal Choosing Scheme

Figure 1 shows a typical scenario, set the constant sampling period as T , and
the sampling time instant is t ∈ {kT, k ∈ N}. Suppose that the largest delay is
no more than N , and N (k) ≤ k at each time instant.

Set the upper boundary of time delay be N = 5, and η (tk) represent the
transmission delay at k. An example of the sampled packets is given in Fig. 1.
At the sampling time 9T and 10T , the signals z (8) and z (7) generate the out-
of-order packets in the transmission. z (7) is dropped at the 10th instant using
the logic ZOH; at the same time, the latest time-stamped data packet z (8) is
stored.

Remark 1. For the sampling time instant t, and the current time instant k, the
transmission instant is denoted by k2 as time-stamped using the logic ZOH.
The network-induced transmission delay is represented as η (k2), and τ (k2) ∈ N

denote the transmission delay, which satisfies:

k = τ (k2) + k2 . (3)

When the logic ZOH receives the arrived data packet z (k2), the stored signal
yLZ (k) is modeled as

yLZ (k) = z (k − τ ′ (k)) , (4)

where τ ′ (k) = τ (k2). Note that the time-stamped data packet implies that the
filter is able to obtain the knowledge of the data delays and dropout packets
during the transmission [11].

3 Finite Horizon Robust Filtering for Logic ZOH

In this section, the received valid data packets are modeled with transmission
delays and out-of-order packets by the signal choosing scheme of logic ZOH.
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At the current sampling time instant k, when the stored data packet is
yLZ (k), that is, for transmission delay τ ′ (k), the received data packet is
z (k − τ ′ (k)) before being transmitted. Set r = k − τ ′ (k), the stored measure-
ment is then re-organized from (2) and (4):

yLZ (k) = z (r) = (Cr + HrFrEr) x (r) + vr. (5)

The structure of the robust Kalman-type filtering is proposed:

x̂LZ (r|r) = x̂LZ (r|r − 1) + KLZ,r

(
z (r) − ĈLZ,rx̂LZ (r|r − 1)

)
, (6)

x̂LZ (r + 1|r) = ÂLZ,rx̂LZ (r|r − 1) + LLZ,r

(
z (r) − ĈLZ,rx̂LZ (r|r − 1)

)
, (7)

where ĈLZ,r, KLZ,r, ÂLZ,r and LLZ,r are filter parameters.
The objective of the finite horizon robust Kalman-type filtering is to obtain

a guaranteed upper boundary using the minimum estimation error covariance.

3.1 Upper Boundary for Estimation Covariance

To obtain the solution of the upper boundaries from the filtering and prediction
covariance matrices, the augmented state vectors are defined as following:

Ψ̃LZ (r) =
[

ẽLZ (r)
x̂LZ (r|r − 1)

]
, ΨLZ (r) =

[
eLZ (r)
x̂LZ (r|r)

]
, (8)

and Ψ̃LZ (r + 1) =
[

ẽLZ (r + 1)
x̂LZ (r + 1|r)

]
. Furthermore, the augmented systems equa-

tions combining (1), (6)–(8) are defined as:

ΨLZ (r) = (ALZ,r1 + HLZ,r1FrELZ,r1) Ψ̃LZ (r) + DLZ,r1vr, (9)

Ψ̃LZ (r + 1) = (ALZ,r2 + HLZ,r2FrELZ,r2) Ψ̃LZ (r)+BLZ,r2wr +DLZ,r2vr, (10)

with

ALZ,r1 =

⎡
⎣ I − KLZ,rCr KLZ,r

(
ĈLZ,r − Cr

)

KLZ,rCr I + KLZ,r

(
Cr − ĈLZ,r

)
⎤
⎦ , HLZ,r1 =

[−KLZ,rHr

KLZ,rHr

]
,

ELZ,r1 = [Er Er] , DLZ,r1 =
[−KLZ,r

KLZ,r

]
, BLZ,r2 =

[
Br

0

]
,

ALZ,r2 =

⎡
⎣Ar − LLZ,rCr Ar − ÂLZ,r + LLZ,r

(
ĈLZ,r − Cr

)

LLZ,rCr ÂLZ,r + LLZ,r

(
Cr − ĈLZ,r

)
⎤
⎦ ,

HLZ,r2 =
[Fr − LLZ,rHr

LLZ,rHr

]
, ELZ,r2 = [Er Er] , DLZ,r2 =

[−LLZ,r

LLZ,r

]
.

(11)
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To minimize the filtering and prediction covariance matrices, denote
Σ̃LZ (r) = E

(
Ψ̃LZ (r) Ψ̃T

LZ (r)
)

and Θ̃LZ (r) = E
(
ΨLZ (r) ΨT

LZ (r)
)

based on

vectors Ψ̃LZ (r) and ΨLZ (r), respectively. And then, the upper boundaries of
the estimation covariances are Σ̄LZ (r) and Θ̄LZ (r). Furthermore, the optimal
values of the proposed finite horizon robust Kalman-type filtering in (6) and (7)
are derived from the following Theorem1.

Theorem 1. The current time instant is k, for the measurement yLZ (k) with
transmission delay τ ′ (k), z (r) with time-stamp r = k − τ ′ (k) is received before
being transmitted. Let αr be a positive scalar. Σ̄LZ (r) and P (r) are the positive
definite solutions for the following discrete-time Riccati-like iterations:

Θ̄LZ (r) = Σ̄LZ (r) + Σ̄LZ (r) ET
r M̃−1

LZ,rErΣ̄LZ (r) − ΛLZ (r) Ξ−1
LZ (r) ΛT

LZ (r) ,
(12)

Σ̄LZ (r + 1) = ArΣ̄LZ (r)
(
I + ET

r M−1
LZ,rErΣ̄LZ (r)

)
AT

r

−ΔLZ (r) Ξ−1
LZ (r) ΔT

LZ (r) + BrQrB
T
r + α−1

r FrFT
r ,

(13)

P (r + 1) = Ar

(
P−1 (r) − αrE

T
r Er

)−1
AT

r + α−1
r FrFT

r + BrQrB
T
r , (14)

where ΛLZ (r) = Σ̄LZ (r) CT
r + Σ̄LZ (r) ET

r M−1
LZ,rErΣ̄LZ (r) CT

r

and ΔLZ (r) = ArΣ̄LZ (r)
(
I + ET

r M−1
LZ,rErΣ̄LZ (r)

)
CT

r + α−1
r FrHT

r + BrSr,

satisfy P−1 (r) − αrE
T
r Er > 0 and MLZ,r = α−1

r I − ErΣ̄LZ (r) ET
r > 0. Then,

there is Kalman-like filtering (6)–(7) with parameters:

ĈLZ,r = Cr

(
I + Σ̄LZ (r) ET

r M−1
LZ,rEr

)
, (15)

KLZ,r = ΛLZ (r) Ξ−1
LZ (r) , (16)

ÂLZ,r = Ar

(
I + Σ̄LZ (r) ET

r M−1
LZ,rEr

)
, (17)

LLZ,r = ΔLZ (r) Ξ−1
LZ (r) , (18)

in which, ΞLZ (r) = CrΣ̄LZ (r)
(
I + ET

r M−1
LZ,rErΣ̄LZ (r)

)
CT

r +α−1
r HrHT

r +Rr

and M̃LZ,r = α−1
r I − ErP (r) ET

r .

Proof. Referring to the inequalities holding on Lemma 1 and Lemma 2 in [11],
the proof procedure is similar to the derivation from minimizing error covariance
matrices.

3.2 Delay Compensation

The obtained optimal state estimation x̂ (r|r) is used for compensating x̂ (k|r)
at k. To reduce the computational burden with transmission delay, the linear
delay compensation method is proposed. It is assumed the largest delay is N ,
and the received data packet is z (r) with delay τ ′ (k) at k, the estimated state
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value x̂LZ (r|r) is used for compensating the estimation-based x̂LZ (k|r), which
is represented as following:

x̂LZ (k|r) =
(

1 − τ ′ (k) − 1
N

)
x̂LZ (r + 1|r) . (19)

Remark 2. Filtering with transmission delays based on one-step prediction is an
accurate estimation. However, the computational complexity is increased. Since
the proposed linear compensation strategy is an approximate estimation, the
estimation accuracy of the proposed strategy is lower than one-step prediction
compensation. Note that the proposed strategy possess the significant advantage
of suppressing the computational burden and improving the estimation efficiency.

Suppose that the arrived data is yLZ (k + 1) with delay τ ′ (k + 1), and the
received measurement is z (s) with time-stamped before being transmitted at
k + 1. Set s = k + 1 − τ (k + 1) satisfy s ≥ r. There are two cases for x̂LZ (s|s):
Case 1. For s = r or s = r + 1, the state estimation x̂LZ (s|s) is derived from
(6), and the filter parameters are obtained by the recursive equations based on
Theorem 1.

Case 2. If s > r + 1, the estimated state x̂LZ (s|s) will be compensated by one-
step prediction of x̂LZ (r + 1|r + 1), which is calculated from (6)–(7) with the
artificial delay τsr (k) = s − r > 1, and the re-organized compensated sequence
is defined as:

{x̂LZ (r + 1|r + 1) , · · · , x̂LZ (r + τsr (k) |r + τsr (k))} . (20)

Under the given system (1) and (2), the state to be compensated and the
filter parameters are computed by the recursions in (12)–(18).

Note that the case of s < r is nonexistence, the packet disorders are dropped
actively via the logic ZOH [7,15,16]. Algorithm I summarizes the finite horizon
robust Kalman-type filtering.

4 Numerical Simulation

The considered stochastic systems are described in [8,11,18,19]:

x (k + 1) =

⎛
⎝

⎡
⎣

0.9 T T 2/2
0 0.9 T
0 0 0.9

⎤
⎦ + FkFkEk

⎞
⎠ x (k) +

⎡
⎣

T 2/2
T
T

⎤
⎦ wk , k = 1, 2, · · ·

(21)

z (k) = (Ck + HkFkEk) x (k) + vk, (22)

wk = ηk , vk = ζwk, (23)

here, T is the sample period and set as 0.1s, the maximum of the transmis-
sion delay is N = 5, and the time-varying parametric uncertainties satisfy
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Algorithm 1. Computational procedure of the finite horizon robust filtering
Input: x (0), μ0, P0, Σ̄LZ (0) and α0.
Output: The filtering error covariance Σ̄LZ (k + 1) and P (k + 1).

for k = 1 → iter do
r = k − τ ′ (k); /∗ τ ′ (k)-step delays ∗/
if τsr (k) = 0 or τsr (k) = 1 then

Θ̄LZ (r) in (12); // the upper boundary of filtering error covariance
ĈLZ,r, KLZ,r, ÂLZ,r and LLZ,r given in (15)-(18);

/∗ the filter parameters derived from Σ̄LZ (r) ∗/
x̂LZ (r|r) from (6), and x̂LZ (r + 1|r) from (7); // the filter and predictor
Σ̄LZ (r + 1) in (13), and P (r + 1) in (14);

/∗ the filtering error covariance and state covariance ∗/
else

if τsr (k) > 1 then
x̂LZ (s|s) is compensated by x̂LZ (r + 1|r + 1) calculated from (6)-(7);

end if
end if
x̂LZ (k|r) under (19); /∗ the compensation of estimation-based state ∗/
s = k + 1 − τ ′ (k + 1); /∗ τ ′ (k + 1)-step delays ∗/
τsr (k) = s − r; /∗ the artificial delay ∗/

end for

Fk = sin (0.6k). The state x (k) = (sk ṡk s̈k)T is composed of the position,
velocity and acceleration. ηk ∈ R is the zero mean white noise with variance
σ2

η = 0.09, the variable ζ in (23) determines the correlated strength and set
ζ = 2, and set Fk = [0.1 0.1 0.1]T , Ek = [0.02 0.02 0.02], Ck = [0.6 0.8 1],
and Hk = 0.8. Taking into account the correlation between process noise and
measurement noise, the process noise wk from (23) with unity covariance Qk,
and the covariance Rk is denoted as Rk = ζQkζT and Sk = QkζT given in (23).

The initial values are denoted as x̂ (0|0) = μ0 = E (x (0)) = (1 1 1)T and
P (0|0) = 0.01I3. Figures 2 compare the traces of the filtering error covariances
and the estimated state x̂ (k|k) using the improved robust finite-horizon Kalman
filtering (IRFHKF) in [11] at k with delay-free. Note that the filtering error
covariance upper boundary obtained by the proposed filter is remarkably less
than IRFHKF. Owing to the appropriate filter of the proposed method, the
dynamic tracking trajectory is more closer the state to be estimated.

To further illustrate the effectiveness performances, the corresponding filter
results of the estimated states are demonstrated in Fig. 3. The simulation results
are obtained from (6)–(7), which are calculated in Theorem1 for the logic ZOH.

From Fig. 3(a)–(c) can be observed that the logic ZOH is able to discard
out-of-order packets induced from random transmission delays, it possesses the
better performances for target tacking and computational efficiency with the
compensation strategy.

Depending on the simulation results and error covariance criteria, the com-
parison between the proposed method and IRFHKF implies that the proposed
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(b) Estimated state for the position state.
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Fig. 2. The comparison of the proposed method and IRFHKF.
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(a) Position and its estimated state.
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(b) Velocity and its estimated state.
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Fig. 3. Comparison of filter results using logic ZOH.

filter has better accuracy than IRFHKF for the multi-step random delays. The
actual filtering error covariance below the upper boundaries, so that the proposed
filter with transmission delays and out-of-order packets provides the superiority
performances to rapidly converge to a steady-state.

5 Conclusion

The optimal state estimation based on finite horizon robust Kalman-type filter-
ing is investigated. For the networked-induced phenomena, the system is modeled
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by the logic ZOH scheme, and a finite horizon robust filter is designed, moreover,
a linear delay compensation scheme is proposed. The proposed filtering possesses
superior performance for dropping packet disorders, and the actual estimation
error variances are less than their upper boundaries. The target tracking systems
and numerical simulations are performed to demonstrate that the filter has the
ability to track the actual state.
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Abstract. This paper proposes a mathematical model of gene networks, which
includes the fractional derivative and delays. We obtain the conditions of the
stability and Hopf bifurcation, and find that a Hopf bifurcation occurs when the
sum of delays crosses the critical value, which can be calculated exactly. The
fractional order can be used to effectively control the dynamics of such
fractional-order model, and the stability domain can be changed by manipulated
the order. Finally, a numerical example is presented to demonstrate the theo-
retical analysis.

Keywords: Fractional-order � Hopf bifurcation � Genetic regulatory networks �
Time delays

1 Introduction

Numbers of genes and gene products are comprised of regulatory interactions in
genetic regulatory networks. The genetic expression are extremely complicated
because the interaction functions describes the biological reaction between DNAs,
RNAs, proteins and other small molecules in an organism [1].

Fractional calculus was born in 1695 as an important branch of mathematics,
almost simultaneously with classical calculus. In recent years, the theory of fractional
calculus has been successfully applied to various fields, and it is gradually found that
fractional calculus can describe some nonclassical phenomena in natural science and
engineering applications such as neurons, finance systems, biological systems, and so
on. A large number of examples show that fractional calculus is with more ambiguous
universal meaning than the integer calculus ones.

The integer-order calculus is only determined by the local character of the function,
while the fractional-order calculus can accumulate the global information of the
function in the weighted form, which is also called the memory. The Hopf bifurcation
analysis is an effective research method to get more useful information around the
equilibrium point of complicated biological networks [2–4]. The time delay is indis-
pensable in biochemical process when genes guiding the synthesis of proteins with
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complex gene transcription, translation and transportation. In order to get insight to its
mechanism, it is essential to research the dynamic behavior of the genetic regulatory
networks with delays.

In recent years, there are many researches about the Hopf bifurcation analysis of
genetic regulatory networks, and a great progress has been made. Though, most of
these researches have only considered the condition of integer-order ones. In [5–7], it
has been found that the fractional-order derivative is more appropriate when modeling
its genetic regulatory mechanisms. The mathematical model based on the
fractional-order differential equation can describe the more accurate dynamic beha-
viours of the studied system, and further improve the performance, stability, and for
better control of the dynamical systems.

Until now, few researches regarding to the fractional-order genetic regulatory
networks have been conducted. The existing researches pay little focus on the effect of
time delays of the dynamics of fractional-order genetic regulatory networks. Motivated
by those facts, we investigate the Hopf bifurcation of the delayed fractional-order
genetic regulatory networks in this paper.

2 Preliminaries and Model Description

We briefly introduce the Caputo fractional derivative and the theoretical research
method for the fractional-order genetic regulatory networks which are given in [8, 9].

Firstly, we give the definition of the Caputo fractional-order derivative:

C
a D

a
t f ðtÞ ¼

1
Cðu� aÞ

Z t

a
ðt � sÞu�a�1f ðnÞðsÞds; ð1Þ

where u� 1\a\u; u 2 N; 0\a� 1 and Cð�Þ is the Gamma function.
The definition of the Laplace transform of the Caputo fractional-order derivative is:

LfC0Da
t f ðtÞg ¼ saFðsÞ �

Xm�1

l¼0

sa�l�1f ðlÞð0Þ: ð2Þ

If f ðlÞð0Þ ¼ 0; l ¼ 0; 1; . . .; u� 1; we get LfC0Da
t f ðtÞg ¼ saFðsÞ:

The single gene model is proposed by Lewis [10]:

_mðtÞ ¼ �cmðtÞþ gðpðt � s1ÞÞ;
_pðtÞ ¼ �bpðtÞþ amðt � s2Þ;

ð3Þ

where pðtÞ represents the concentrations of the protein, mðtÞ denotes the thickness of
the mRNA, b[ 0 and c[ 0 stand for the depravation rates of protein and mRNA, and
a[ 0 represents the synthesis rate of protein. s1 and s2 are time delays in the processes
of transcription and translation, respectively. gðpðtÞÞ denotes the productive rate of
mRNA, and gðxÞ has the Hill form, r=ðxn þ 2Þ, where n is the Hill coefficient, and
2 [ 0, r[ 0.
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In this paper, we investigate the delayed fractional-order genetic regulatory network
which is as follows:

DqmðtÞ ¼ �cmðtÞþ gðpðt � s1ÞÞ;
DqpðtÞ ¼ �bpðtÞþ amðt � s2Þ;

ð4Þ

where q 2 ð0; 1�;mðtÞ; pðtÞ; gðxÞ; c; b; a; s1 and s2 have the same meanings as those
defined in (3), and the notation Dq is chosen as the Caputo fractional derivative (1).

Obviously, when q ¼ 1, network (4) degenerates to network (3). ðm�; p�Þ is an
equilibrium point of the fractional-order genetic regulatory network (4) if and only if

�cm� þ gðp�Þ ¼ 0;
�bp� þ am� ¼ 0:

�

It is obvious that network (3) and (4) have the same equilibrium point.

3 The Stability and the Hopf Bifurcation Analysis

We study the stability of network (4), then some conditions of Hopf bifurcations are
established in this section.

Let xðtÞ ¼ mðtÞ � m�; yðtÞ ¼ pðtÞ � p�: Then the (4) becomes:

xqðtÞ ¼ �cxðtÞþ g0ðp�Þyðt � s1Þ;
yqðtÞ ¼ �byðtÞþ axðt � s2Þ;

�
ð5Þ

with the characteristic equation:

sq þ c �g0ðp�Þe�ss1

�ae�ss2 sq þ b

����
���� ¼ 0: ð6Þ

That is:

s2q þA1s
q þA2 � A3e

�ss ¼ 0; ð7Þ

where

A1 ¼ bþ c;A2 ¼ bc;A3 ¼ ag0ðp�Þ; s ¼ s1 þ s2:

In the following, we choose the total delay s as the bifurcation parameter and analyze
the characteristic Eq. (7).

Let s ¼ xðcos p2 þ i sin p
2Þðx[ 0Þ. Then (7) becomes

x2q cos qpþA1x
q cos

qp
2

þA2 � A3 cosxs

þ iðx2q sin qpþA1x
q sin

qp
2

þA3 sinxsÞ ¼ 0:
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It follows that:

/1 cosxs ¼ l1;
�/1 sinxs ¼ g1;

�
ð8Þ

where

/1 ¼ A3; l1 ¼ x2q cos qpþA1x
q cos

qp
2

þA2; g1 ¼ x2q sin qpþA1x
q sin

qp
2
:

Then,

cosxs ¼ l1=/1;
sinxs ¼ �g1=/1:

�
ð9Þ

Hence,

x4q þD1x
3q þD2x

2q þD3x
q þD4 ¼ 0; ð10Þ

where

D1 ¼ 2A1 cos
qp
2
;D2 ¼ A2

1 þ 2A2 cos qp;

D3 ¼ 2A1A2 cos
qp
2
;D4 ¼ A2

2 � A2
3:

Denote

hðxÞ ¼ x4q þD1x
3q þD2x

2q þD3x
q þD4:

Lemma 3.1. For (7), we get the following results:

(i) If Dk [ 0; k ¼ 1; 2; 3; 4; A2 � A3 6¼ 0, then there exists no zero real parts root for
all s� 0.
(ii) If D4\0; and Dk [ 0; k ¼ 1; 2; 3; then there exist a pair of purely imaginary roots
�jx0 as s ¼ sj; j ¼ 0; 1; . . .; where

sj ¼ 1
x0

arccos
l1
/1

þ 2jp
� �

; j ¼ 0; 1; 2; . . .; ð11Þ

in which x0 is the unique positive root of the function hðxÞ.

Proof: (i) From Dk [ 0; k ¼ 1; 2; 3; 4; it can be derived

hð0Þ ¼ D4 [ 0;

and

h0ðxÞ ¼ 4qx4q�1 þD13qx3q�1 þD22qx2q�1 þD3qx
q�1 [ 0; forx[ 0:
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Combining q[ 0 and Dk [ 0; k ¼ 1; 2; 3; 4; we claim that there exists no real root
for (10). Hence (7) has no purely imaginary root. Provided that A2 � A3 6¼ 0; k ¼ 0 is
not a root of (7).

(ii) If D4\0; it is obvious that hð0Þ ¼ D4\0: From lim
x!þ1 hðxÞ ¼ þ1; and

h0ðxÞ[ 0 for x[ 0; we conclude that a unique positive number x0 satisfies hðxÞ ¼
0: Then x0 is a root of (10). Hence, for sj as defined in (11), ðx0; sjÞ is a root of (8). So,
�jx0 is a pair of purely imaginary roots of (7) when s ¼ sj; j ¼ 0; 1; . . .

Next, we make the following hypothesis to prove the transversality condition:

ðT1Þ P1Q1 þP2Q2

Q2
1 þQ2

2
[ 0 ;

where

P1 ¼ �x0A3 sinx0s0;

P2 ¼ �x0A3 cosx0s0;

Q1 ¼ 2qx2q�1
0 cos

ð2q� 1Þ
2

pþA1qx
q�1
0 cos

ð2q� 1Þ
2

pþA3s0 cosx0s0;

Q2 ¼ 2qx2q�1
0 sin

ð2q� 1Þ
2

pþA1qx
q�1
0 sin

ð2q� 1Þ
2

p� A3s0 sinx0s0:

Lemma 3.2. Let sðsÞ ¼ 1ðsÞþ ixðsÞ as the root of (7) around s ¼ sj satisfying
1ðsjÞ ¼ 0; xðsjÞ ¼ x0: If T1ð Þ holds, then we get:

Re½ds
ds
�x¼x0;s¼s0

[ 0:

Proof: Differentiating (7) implicitly regarding to s, we have

ds
ds

¼ �sA3e�ss

2qs2q�1 þ qA1sq�1 þA3se�ss : ð12Þ

Hence, we deduce that

Re½ds
ds
�x¼x0;s¼s0

¼ P1Q1 þP2Q2

Q2
1 þQ2

2
:

If ðT1Þ holds, the conclusion follows immediately.

Theorem 3.3. For network (4), we have the following results:

(i) If D4\0;Dk [ 0; k ¼ 1; 2; 3;A2 � A3 [ 0; and A1 [ 0, then the equilibrium of
network (4) is locally asymptotically stable for s 2 ½0; s0Þ; and unstable when s[ s0:
(ii) If all the conditions in (i) are satisfied, then a Hopf bifurcation occurs at ðm�; p�Þ
when s ¼ sj; j ¼ 0; 1; . . .; where s ¼ sj defined in (11).
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Proof: Observing that when s ¼ 0, the characteristic Eq. (7) becomes:

s2q þA1s
q þA2 � A3 ¼ 0: ð13Þ

(i) It is easy to see from the fractional Routh-Hurwitz criterion that if A2 � A3 [ 0;
and A1 [ 0, all the roots of (13) have negative real parts. From Lemma 3.1, we
conclude that (7) only have roots with negative real parts for s 2 ½0; s0Þ. More-
over, from Lemma 3.2, there exists at least a root with positive real parts for (7)
when s[ s0. Here, we end the proof of the conclusion (i).

(ii) The proof of the conclusion (ii) follows directly from Lemma 3.2.

4 Simulation Examples

We present a numerical simulation to confirm our theoretical analysis in this section.
In this example, we choose the same parameters used in [11]: a ¼ 5; b ¼ 2; c ¼

1:5; gðxÞ ¼ 4
�ð1þ x2Þ; and choose the fractional order q ¼ 0:96, then network (4) is as

follows:

D0:96mðtÞ ¼ �1:5mðtÞþ 4
.
ð1þðpðt � s1ÞÞ2Þ;

D0:96pðtÞ ¼ �2pðtÞþ 5mðt � s2Þ:
ð14Þ

We get a positive equilibrium ðm�; p�Þ ¼ ð0:6822; 1:7055Þ. From (11), we can obtain
s0 ¼ 1:8709. From Theorem 3.3, we can see the ðm�; p�Þ of the fractional-order net-
work (14) is asymptotically stable when s ¼ 1:6\s0 ¼ 1:8709 as illustrated in Figs. 1
and 2. When s ¼ 2:0[ s0 ¼ 1:8709, the ðm�; p�Þ of the fractional-order network (14)
becomes unstable with a Hopf bifurcation occurring, as revealed in Figs. 3 and 4.

Fig. 1. Waveform plots of the fractional-order network (14) with the initial value (1, 1). The
equilibrium (0.6822, 1.7055) is asymptotically stable when s ¼ 1:6\s0 ¼ 1:8709:
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Fig. 2. Phase portrait of the fractional-order network (14) with the initial value (1, 1). The
equilibrium (0.6822, 1.7055) is asymptotically stable when s ¼ 1:6\s0 ¼ 1:8709:

Fig. 3. Waveform plots of the fractional-order network (14) with the initial value (1, 1). The
equilibrium (0.6822, 1.7055) is unstable when s ¼ 2:0[ s0 ¼ 1:8709:

Fig. 4. Waveform plots of the fractional-order network (14) with the initial value (1, 1). The
equilibrium (0.6822, 1.7055) is unstable when s ¼ 2:0[ s0 ¼ 1:8709:
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5 Conclusions

In present paper, we propose a delayed factional-order model of genetic regulatory
networks, and study the stability and bifurcation. The delayed fractional-order genetic
network model can generate a Hopf bifurcation when the total delay crosses the pre-
calculated critical value. Thus we can choose proper fractional order to get desired
stability domain of the delayed fractional-order genetic regulatory network and
improve its performance better.
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Abstract. The issue of l2 = l1 filter designing for Wireless Networked Control
System (WNCS) with both communication constraints and packet losses is
discussed in this paper. By using the discrete Markov chain, the state of limited
channel can be described. And the packet losses behavior is assumed to obey the
Bernoulli random sequence. Then the WNCS is modeled as an Asynchronous
Dynamic System (ADS) with random parameters and nonlinear term. The
l2 = l1 filter design is also presented by using Linear Matrix Inequality
(LMI) method. The sufficient condition of the closed-loop WNCS to be stable is
obtained by using the ADS approach. Finally, a numerical example is presented
to demonstrate the effectiveness of the proposed result.

Keywords: Wireless Networked Control System (WNCS) � Communication
constraints � Packet losses � Linear Matrix Inequality (LMI) � Filter

1 Introduction

In the recent years, sensor network has been deployed for a variety of applications
including manufacturing plants, automobiles, aircraft, and remote operation. Some
processes are often connected to send the collected data by a real-time wireless network
medium. Such systems are called Wireless Networked Control System (WNCS) [1].
WNCS has many advantages to the actual industrial control system and energy saving
optimization [2]. However wireless sensor network has brought out new problems and
difficulties when it is applied to in the process of industrial control system. Because
wireless sensor network is an unstable shared channel, it can reduce the system control
performance and make stability analysis difficultly [3]. Therefore, it is of great scien-
tific significance and wide application value to research on the problem of filtering
technique and controller design for WNCS.

In the last decade, the general theory for WNCS has been widely investigated. Many
researchers have tried to solve the control performance and make stability with
network-induced delay and packet-dropout in wireless NCS. For example, Lu et al. [4]
based on upper and lower bounds of delay, studied the robust H1 filtering problem of
interval time-varying delays. The sufficient conditions for the stability of the closed-loop
WNCS using the average dwell time method were proposed. Zhang et al. [5] studied the

© Springer Nature Singapore Pte Ltd. 2017
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H1 filtering problem of network control system in the presence of multiple packet
losses, multiple packet losses was described by Markov chain, Sufficient LMI condi-
tions were derived for ensure exponentially stable, and the establishment of
multi-channel packet loss probability and filter error system was established. Zhu and
Guo [6] addressed integrated design of robust controller and dynamic scheduling for
under consideration of communication constraints and quantization error. Summarizing
the aforementioned discussion, most of the above research results focus on the issues of
the delay and the packet losses. And the external noise disturbance and the output signal
of the filtering is assumed energy bounded by using H1 filtering technology. On the
basis of the above research results, we aim to investigate the problem of modeling,
l2 = l1 filtering and stabilization of WNCS with both communication constraints and
packet-dropout, where multiple packet losses is modeled by Bernoulli random binary
distribution and channel communication constraints are described by discrete Markov
chains in this paper,. Then the close-loop WNCS can be modeled as an asynchronous
dynamic system.

The rest of paper is organized as follows. In Sect. 2, the problem and modeling of
WNCS is formulated. In Sect. 3, we present sufficient conditions to make sure of the
asymptotical stability of l2 = l1 filtering. Besides, the gain used in the l2 = l1 filtering
can be derived by linear matrix inequalities. Then an illustrated example is given in
Sect. 4 to demonstrate the effectiveness of proposed method. Finally, the conclusions
are given in Sect. 5.

2 Problem Formulation

Considering the block diagram of WNCS with filter as shown in Fig. 1 [7]. We can
know that wireless sensor nodes of WNCS comprise a fixed topology in advance and
gather information from plants, then transfer data to filter nodes by quantized.

Fig. 1. Block diagram of WNCS with filter
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The plant R1 can be described by the following discrete equations:

R1 :
xðkþ 1Þ ¼ AxðkÞþB1wðkÞ

yðkÞ ¼ CxðkÞþB2wðkÞ
zðkÞ ¼ C0xðkÞ

8<
: ð1Þ

where xðkÞ ¼ x1; x2; � � � ; xm½ �T2 R
m is the system state vector, yðkÞ ¼ y1; y2; � � � ;½

yn�T 2 R
n is the measured output vector, zðkÞ ¼ z1; z2; � � � ; zp

� �T2 R
p is the estimated

matrix of system and wðkÞ 2 l2½0;1Þ is the disturbance noise with limited energy. A,
B1 , B2 , C and C0 are constant matrices with appropriate dimensions.

Due to limited bandwidth of wireless network channel, the sensor measured data
requires be quantization processed before sending to the wireless network channel. The
adverse effects of one hand, this process can get rid of the bandwidth limited of
wireless network channel; on the other hand, it can reduce the resource consumption of
wireless network channel. In general, multiple network channels are used to transmit
data in Distributed WNCS. Therefore, the symmetry quantizer q �ð Þ has been used. The
quantizer q �ð Þ can be described by the following equations:

qd ydðkÞð Þ ¼
tdl if 1

1þ ad
tdl \ydðkÞ� 1

1�ad
tdl ; ydðkÞ[ 0

0 if ydðkÞ ¼ 0
�qd �ydðkÞð Þ if ydðkÞ\0

8<
: ð2Þ

where ad ¼ 1� bdð Þ= 1þ bdð Þ, tdl is the d th quantizer quantitative level, and
bd 0\bd\1ð Þ is the d th quantizer quantitative density. The value of parameter bd
directly affects the quantitative accuracy, ydðkÞ is the measured data of d th sensor
nodes, ŷdðkÞ is the quantitative output data of ydðkÞ by the d th quantizer, which can be
described by Eq. (3).

ŷdðkÞ ¼ q ydðkÞ½ � ð3Þ

Then the quantitative output data ŷðkÞ is written as the following matrix form:

ŷðkÞ ¼ q y1ðkÞ; y2ðkÞ; � � � ; ynðkÞ½ �T ð4Þ

According to sector boundary method, Eq. (4) rewritten as:

ŷðkÞ ¼ IþD kð Þð Þy kð Þ ð5Þ

where D kð Þ ¼ diag D1 kð Þ;D2 kð Þ; � � � ;Dn kð Þ½ � is quantization error. The bounded vari-
able DdðkÞ DdðkÞ 2 �ad; ad½ �ð Þ is the diagonal element of D kð Þ, namely DdðkÞ is the
quantization error of the d th quantizer.

Considering the limited wireless channel resources, parts of sensor nodes are only
allowed to use through network channels. That is to say the value of wireless network
channel n is greater than the value of effective channel �n which take part in the
competition. The modal of the wireless channel on-state is N ¼ C�n

n . The state of
wireless network communication channel has the nature of random at any time. So we
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can use discrete Markov chain to describe the wireless network communication channel
characteristics. In order to simplify the system description, the binary function udðkÞ :
Z 7! 0; 1f g; 8d 2 1; 2; � � � ; nf g is introduced to represent the state of wireless network
communications channel. When udðkÞ ¼ 1 is represented that the state of wireless
network communications channel is on-state, and the data of the d th sensor node is
~ydðkÞ ¼ ŷdðkÞ. When udðkÞ ¼ 0 is represented that the wireless network communica-
tions channel does not get through, and the data of the d th sensor node is ~ydðkÞ ¼ 0.
Therefore the data ~yðkÞ transmission from wireless network node with communication
constraints can be expressed as:

~yðkÞ ¼ SuðkÞŷ kð Þ ð6Þ

Sending the Eq. (6) to Eq. (5), we have

~yðkÞ ¼ SuðkÞ IþD kð Þð Þy kð Þ ð7Þ

where SuðkÞ is communication matrix, SuðkÞ ¼ diag u1ðkÞ;u2ðkÞ; � � � ;unðkÞ½ �.
In order to further simplify the limited channel data transmission process, let eðkÞ

express the Markov chain. The probability distribution is described below:

Pr hdðkÞ ¼ 1½ � ¼ E hdðkÞ½ � ¼ hd
Pr hdðkÞ ¼ 0½ � ¼ 1� E hdðkÞ½ � ¼ 1� hd ¼ �hd
Var hdðkÞ½ � ¼ hd 1� hdð Þ ¼ f2d

ð8Þ

where hd is the no packet losses probability of d node. �hd is packet losses probability of
d node. fd is the variance of no packet losses. hd 2 0; 1½ � is the known constant. Then
the input data of filter can be expressed as:

�ydðkÞ ¼ hdðkÞ~ydðkÞþ 1� hdðkÞð Þ�ydðk � 1Þ
�yðkÞ ¼ NhðkÞ~yðkÞ þ I � NhðkÞð Þ�yðk � 1Þ
�yðkÞ ¼ NhðkÞSuðkÞ IþD kð Þð Þy kð Þ þ I � NhðkÞð Þ�yðk � 1Þ

ð9Þ

where NhðkÞ is the packet losses matrix, NhðkÞ ¼ diag h1ðkÞ; h2ðkÞ; � � � ; hnðkÞ½ �.
In order to deriving the sufficient conditions of l2 = l1 filtering, we can use the

following filter F,

F :
xf ðkþ 1Þ ¼ Afixf ðkÞþBfiyðkÞ

zf ðkÞ ¼ Cfixf ðkÞ
�

ð10Þ

where xf ðkÞ 2 R
m and �yðkÞ 2 R

n is the state vector and the input vector of the filter F
respectively. zf ðkÞ 2 R

p is the estimation vector of the filter F. Afi, Bfi and Cfi is
constant matrices with appropriate dimensions of the filter F.

Combining with Eqs. (1), (9) and (10), and by augmenting, we have the following
augmented filtering error system:
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Xðkþ 1Þ ¼ UXðkÞþBwðkÞ
eðkÞ ¼ CXðkÞ

�
ð11Þ

where XðkÞ is the augmented state matrix XðkÞ ¼ xTðkÞ xTf ðkÞ �yTðk � 1Þ
h iT

. eðkÞ is
the filtering errors eðkÞ ¼ zðkÞ � zf ðkÞ.

U ¼
A 0 0

BfiNhðkÞSuðkÞ IþD kð Þð ÞC Afi Bfi I � NhðkÞð Þ
NhðkÞSuðkÞ IþD kð Þð ÞC 0 I � NhðkÞð Þ

2
4

3
5

B ¼
B1

BfiNhðkÞSuðkÞ IþD kð Þð ÞB2

NhðkÞSuðkÞ IþD kð Þð ÞB2

2
4

3
5

C ¼ C0 �Cfi 0½ �
Under consideration l2 = l1 filter designing for WNCS, without loss of generality, we
give the following two assumptions, which will be useful in our main results.

Assumption (1). When the external disturbance signal wðkÞ ¼ 0, the filtering error
system (12) of the close loop WNCS is stochastic stability.

lim
X1
0

E xðkÞTxðkÞ� �
\1 ð12Þ

Assumption (2). In the condition of zero initial, for any given a scalar c[ 0, the
filtering error system (12) can satisfy the following l2 = l1 performance indicator

E eðkÞk k21
n o

� c2 wðkÞk k22 ð13Þ

where eðkÞk k21¼ sup
k

eðkÞTeðkÞ� �
; wðkÞk k22¼

P1
k¼0

wðkÞTwðkÞ.

So we call the filter is c suppression level when the system (12) satisfy the above
two conditions.

3 Main Results

The purpose of our work is to design the l2 = l1 filter for WNCS, which has packet
losses, combined with communication constraints. Before the development of the main
results, some useful and important lemmas that will be used in deriving out results will
be introduced in the following.

Lemma 1 [8]. Given any symmetric matrix
Q ¼ QT , and constant matrix M, N with

appropriate dimension, if FðtÞ is an uncertain matrix function with Lebesgue
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measurable elements and satisfies FTðkÞFðkÞ� I, in which I denotes the identity matrix
of appropriate dimension. Then

Y
þ MF kð ÞNþMTF kð ÞTNT\0

If and only if there exists positive constant e[ 0 such that

Y
þ eMMþ e�1NTN\0

Lemma 2 (Schur complement [8]). Given any symmetric matrix S ¼ ST .

S ¼ S11 S12
S21 S22

� �

where S11 2 Rr�r, S12, S21, S22 are known real matrices with proper dimensions. The
following three conditions are equivalent

(1) S\0
(2) S11 � S12S�1

22 S
T
12\0 and S22\0

(3) S22 � ST12S
�1
11 S12\0 and S11\0

In the following, the sufficient condition for convergence and the l2 = l1 filter
designing is given.

Theorem 1. Considering the WNCS (11), given positive constant c[ 0. Then the
augmented system is asymptotical stable if there exist symmetric constant matrix
Pi [ 0, the filter meet l2 = l1 performance requirements such that

�Pi � � �
0 �I � �
U �B ��P�1

i �
Uf Bf 0 ��P�1

i

2
664

3
775\0; g ¼ diag I 0 I I½ � ð14Þ

�Pi �
C �c2I

� �
\0 ð15Þ

where � denotes the symmetric terms in a symmetric matrix and

U ¼
A 0 0
0 Afi Bfi

0 0 I

2
4

3
5 ; �B ¼

B1

0
0

2
4

3
5; Uf ¼ U1fU2; Bf ¼ �B1f�B2

�B1 ¼
0
Bfi

I

2
4

3
5; U1 ¼

0
Bfi

I

2
4

3
5

�B2 ¼ SuðkÞ IþD kð Þð ÞB2
� �

U2 ¼ SuðkÞ IþD kð Þð ÞC 0 �I½ �
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Theorem 2. Considering the system (1) R1, given a positive scalar c[ 0 and e[ 0, if
there exist constant matrix Pi [ 0 i 2 1; � � � ;N½ �ð Þ, Rs; [ 0 s 2 1; � � � ;N½ �ð Þ, J11 , J12,
J13, J22, J31, J32 and J33 with proper dimensions such that the LMI (16) and (17) holds.

P1 � � � � �
0 �I � � � �
P2 P3 P4 � � �
P5 P6 0 P4 � �
0 0 0 P7 �e�1I �
P8 P9 0 0 0 �eI

2
6666664

3
7777775
\0 ð16Þ

P1 �
P10 �c2I

� �
\0 ð17Þ

Then the system (11) is asymptotical stable, and has the l2 = l1 performance index.
Where

P1 ¼ �Pi; P
T
2 ¼ P

T
2 � � � P

T
2|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

N

2
64

3
75; PT

3 ¼ P
T
3 � � � P

T
3|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

N

2
64

3
75

P4 ¼ diag 1
Ki1

R1 �P4

 � � � � 1

KiN
RN �P4

 �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
N

2
64

3
75; PT

5 ¼ P
T
5 � � � P

T
5|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

N

2
64

3
75

PT
6 ¼ P

T
6 � � � P

T
6|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

N

2
64

3
75; P7 ¼ P7 � � � P7|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

N

2
64

3
75

P8 ¼ C 0 0½ �; P9 ¼ B2; P10 ¼ C0 �Wi 0½ �

P2 ¼
JT11A Ui Vi þ JT31
JT12A Ui Vi þ JT32
JT13A 0 JT33

2
4

3
5; P3 ¼

JT11B1

JT12B1

JT13B1

2
4

3
5

P4 ¼
J11 J12 J13
J22 J22 0
J31 J32 J33

2
4

3
5þ

J11 J12 J13
J22 J22 0
J31 J32 J33

2
4

3
5
T

; P6 ¼
Vi fSuðkÞB2 þ JT31 fSuðkÞB2

Vi fSuðkÞB2 þ JT32 fSuðkÞB2

JT33 fSuðkÞB2

2
4

3
5

P5 ¼
Vi fSuðkÞCþ JT31 fSuðkÞC 0 �Vif� JT31f
Vi fSuðkÞCþ JT32 fSuðkÞC 0 �Vif� JT32f

JT33 fSuðkÞC 0 �JT33f

2
4

3
5

P7 ¼ aTSuðkÞTfTVT
i þ aTSuðkÞTfTJ31 aTSuðkÞTfTVT

i þ aTSuðkÞTfTJ32 aTSuðkÞTfTJ33
� �

a ¼ diag a1; a2; � � � ; an½ � � f ¼ diag f1; f2; � � � ; fn½ �
Remark: The optimal performance c� of filter l2 = l1 can obtain by solving the

convex optimization problem as follows:
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min l subject to ð16Þ; ð17Þ with l ¼ c2

J11 � J33;Pi;Rs;Ui;Vi;Wi

So the optimal performance c� ¼ ffiffiffiffiffiffiffiffiffi
lmin

p
.

4 Numerical Simulations

In this section, we present an illustrative example to demonstrate the effectiveness of
the proposed theorems. Consider the following discrete-time control system

xðkþ 1Þ ¼ 0:5 �0:7
0:4 �0:32

� �
xðkÞþ �0:7

0:85

� �
wðkÞ

yðkÞ ¼ 0:4 0:5
�0:5 0:3

� �
xðkÞþ �0:4

0:6

� �
wðkÞ

zðkÞ ¼ 0:8 �0:5½ �xðkÞ

Assuming two channels of wireless network form Sensor node to Filter node in
WNCS, and choosing quantization density b1 ¼ b2 ¼ 0:667; the values of packet
losses probability is �h1 ¼ �h2 ¼ 0:8, and the values of variance is f1 ¼ f2 ¼ 0:4.
Because of the communication constraints of wireless network, only one channel can
be connected at any instant, that is N ¼ 2. So there are two modals of Markov chain,
and the communication matrix have two values to choose, so

SuðkÞ 2 S1u; S
2
u

n o
; S1u ¼ 1 0

0 0

� �
; S2u ¼ 0 0

0 1

� �

Then we have the probability matrix for the Markov chain as follows:

K ¼ 0:3 0:7
0:8 0:2

� �

Setting the disturbance noise wðkÞ ¼ 2e�0:3k sin ð0:5pkÞ and the performance level
of l2 = l1 filter c� ¼ 1, some parameters of filter can be acquired based on Theorems 1
and 2 and by using Matlab LMI Toolbox, we have

(1) At the first modal, the parameters of filter are as follows:

Af 1 ¼
0:0502 �0:9477

0:0377 �0:5993

� �
; Bf 1 ¼

�0:7232 0:1794

�0:4044 0:1861

� �

Cf 1 ¼ �0:8159 0:5011½ �
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(2) At the second modal, the parameters of filter are as follows:

Af 2 ¼
0:1592 �0:300

0:1432 �0:1743

� �
; Bf 2 ¼

0:0389 1:6508

0:0022 0:9154

� �

Cf 2 ¼ �0:7752 0:5516½ �

It is assumed that the initial values of control system xð0Þ ¼ ½ 0:5 �0:5 �T and the
initial values of filtering system xf ð0Þ ¼ ½ 0 0 �T , it can be obtained the state tracking
curves of system and the state tracking curves of filter that in Figs. 2 and 3 respectively.
xiðkÞ is the state of plant and xif ðkÞ is the state of filter. And we can get the error
response of the filter eðkÞ in Fig. 4 and the sequence of state transition for Markov
chain in Fig. 5.

From Figs. 2 and 3, it can be clearly observed that the state of filter xif ðkÞ can track
the state of the state of plant xiðkÞ effectively in 15 time steps. So the state of control
system can be accurately estimate by filter. From the Fig. 4, it is clear that the l2 = l1
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filter error can convergence to zero with the increase of time. The sequences of modal
transition for Markov chain are illustrated in Fig. 5. The modal 1 of the ordinate
represents S1u, and the modal 2 of the ordinate represents S2u. The value of optimal
performance c� is 0.2846 by using the proposed filter, and c� is 1.241 by using Ref. [9]
filter, which confirms that the proposed l2 = l1 filter can stabilize the system with
communication constraints and packet losses.

5 Conclusion

In this paper, we have considered filtering problem for WNCS with communication
constraints and packet losses. The l2 = l1 filter has been designed such that the close
loop WNCS is asymptotical stable, at the same time, the error eðkÞ and the robust
performances c� of filter is made as small as possible. Sufficient conditions have been
derived by means of the feasibility of certain matrix inequality and asynchronous
dynamic system method. Finally, the numerical example results show the effectiveness
of proposed method.
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Abstract. This paper investigates the observer-based H1 output feedback
control for a class of switched systems with time delay. Different from some
existing methods, the switching rule in the considered systems is governed by
the sojourn probability information (the probability of the switched system
staying in one subsystem). In order to rebuild the switched systems and utilize
those probability information, a set of random variables are introduced to rep-
resent the switching law of the switched systems. The expectation of the random
variable is the sojourn probability of the subsystems. In such a way, new type of
switched systems with random variables are built. The purpose of the addressed
problem is to design the observer-based output feedback controller and to obtain
sufficient conditions for the mean square stability of the system. By using a
multiple Lyapunov functional method, one theorem is derived, and the con-
troller and observer gains can be computed by solving a set of linear matrix
inequalities. A simulation example is proposed to illustrate the effectiveness of
the developed design method.

Keywords: Switched systems � Sojourn probability � Multiple Lyapunov
functional method � Observer

1 Introduction

Switching systems consist of a set of subsystems with their own parameterizations
subject to a rule orchestrating the switching rule between different subsystems, which
can effectively describe the complex system such as complex industrial process,
communication system, networked control systems and power systems [1, 2], thus have
absorbed considerable attention in the past several decades [3]. Different from the
single system, the stability of switched systems not only depend on the stability of each
subsystem, but also closely related to the switching rate. In other words, the switching
rules in the systems play a significant role in the stability and dynamic performance of
the system [4].

Currently, the switching rules which have been widely employed can be classified
into two categories, one is the deterministic switching law, such as time-dependent and
state switching laws and arbitrary switching law, the other is stochastic switching law,
such as Markovian switching law. By using these switching rules, many researchers

© Springer Nature Singapore Pte Ltd. 2017
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have made abundant research achievements. For example in [5], an output feedback
controller which is based on state observer is devised by using the switching Lyapunov
function method. The authors in [6] study the state dependent on switching rules which
ensures the system asymptotically stable. In papers such as [7] the stabilization problem
of a kind of neutral switched systems are studied. By giving the switching control
scheme of each subsystem, the asymptotic stability of the whole system performance is
ensured. The stochastically stable of the switched system is guaranteed in [8] through
the design of a mode-dependent observer-based controller. As for the stochastic
switching, a typical method is Markov jump systems (MJSs), wherein the Markov
process is the switching law, which can be used to model many practical examples,
such as networked control systems [9–12]. Therefore, the MJSs have drawn great
attention over the past years.

However, for the MJSs, an important issue is to observe the transition probability of
the subsystems. For a MJSs with n subsystems, there should be n * (n − 1)/2 transition
probabilities to be determined, which is difficult in some practical examples especially
when n is large. More recently, a sojourn-probability-dependent method is proposed in
[13] to rebuild the switched systems. A group of random variables are introduced to
represent the probability of the switched systems staying in the subsystems. In this
model, only (n − 1) transition probabilities are needed, which is much easier to be
measured. However, only the problem of state feedback control is studied in [13]. It is
known that state variables are often difficult to obtain in many practical systems.
Therefore, it is necessary and important to investigate the output feedback control for
such systems.

On the other hand, time delay is encountered in practical systems frequently, which
is one of the main issues to degrade the system performance. Switched systems with
time delay have widespread adhibition in the engineering systems, such as the power
electronics and networked control systems [14, 15]. Time delay makes the analysis and
control synthesis for the switched systems more complicated. Switched systems with
time delays have been studied in numerous existing literatures such as [3, 16–18].
However, when considering the observer-based output feedback control for switched
systems with time delay, the sojourn-probability-based analysis and control method
have not been fully considered, which is the main motivation of the current study.

In this paper, observer-based H1 output feedback controller design method is
studied for the switched systems and a sojourn-probability-based method is introduced
to design the observer as well as the output feedback gains. Sufficient conditions are
obtained for the switched system by using Lyapunov functional and linear matrix
inequality method. The observer gains, and the corresponding output feedback con-
troller are also designed. Finally, one example is provided to illustrate the effectiveness
of the presented method.

2 Problem Formulation

Consider the following discrete switched system with delay
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xðkþ 1Þ ¼ ArðkÞðkÞxðkÞþAdrðkÞðkÞxðk � dkÞþBrðkÞuðkÞþGrðkÞxðkÞ
yðkÞ ¼ CrðkÞxðkÞþCdrðkÞxðk � dkÞ
zðkÞ ¼ DrðkÞxðkÞ; xðkÞ ¼ /ðkÞ; k ¼ �dM ;�dM þ 1; . . .; 0

8<
: ð1Þ

where xðkÞ 2 Rn, yðkÞ 2 Rp, zðkÞ 2 Rq are state vector, measured output and controlled
output, respectively, xðkÞ 2 Rr is the disturbance input belonging to l2 0; þ1½ Þ. /ðkÞ
is initial system value. The switching signal rðkÞ satisfies rðkÞ : Z þ ¼ f0; 1; 2; . . .g !
X ¼ f1; 2; . . .;Ng. dk is the delay which satisfies 1� dk � dM , dM is known. AiðkÞ,
AdiðkÞ, Bi, Ci, Di, Gi, (i 2 X) are the parameters of ith subsystems.

The output feedback controller is built as

~xðkþ 1Þ ¼ ArðkÞðkÞ~xðkÞþAdrðkÞðkÞ~xðk � dkÞþBrðkÞuðkÞþGrðkÞxðkÞ
þ LrðkÞðyðkÞ � ~yðkÞÞ
~yðkÞ ¼ CrðkÞ~xðkÞþCdrðkÞ~xðk � dkÞ
uðkÞ ¼ KrðkÞ~xðkÞ

8>><
>>: ð2Þ

where ~xðkÞ is state estimation, Li, Ki are the gain matrices of observer and controller to
be designed.

Assumption 1 [13]. The probability of the switched system staying in a particular
subsystem is assumed to be known a prior such as

prfrðkÞ ¼ ig ¼ ai; i 2 X;
XN
i¼1

ai ¼ 1: ð3Þ

where ai 2 0; 1ð Þ is called the sojourn probability of the ith subsystem.

Remark 1. Switching rule based on sojourn probability is not dependent on time or
current state, and the sojourn probabilities can be measured in a statistical way:

ai ¼ lim
k!1

ki
k
:

where ki is number of times that rðkÞ ¼ i belongs to 1; k½ � (k 2 X is big enough).

Definition 1. Define stochastic variables aiðkÞ : Z þ ! 0; 1f g:

aiðkÞ ¼ 1; rðkÞ ¼ i
0; rðkÞ 6¼ i

�
; i 2 X; k 2 Z þ : ð4Þ

E aiðkÞf g ¼ Pr rðkÞ ¼ if g ¼ ai: ð5Þ

where
PN
i¼1

aiðkÞ ¼ 1,
PN
I¼1

ai ¼ 1.

Through the above description, the system (1) and (2), respectively, can be
rewritten as
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xðkþ 1Þ ¼PN
i¼1

aiðkÞfAiðkÞxðkÞþAdiðkÞxðk � dkÞþBiuðkÞþGixðkÞg

yðkÞ ¼PN
i¼1

aiðkÞfCixðkÞþCdixðk � dkÞg

zðkÞ ¼PN
i¼1

aiðkÞfDixðkÞg; xðkÞ ¼ /ðkÞ; k ¼ �dM ;�dM þ 1; � � � ; 0

8>>>>>>><
>>>>>>>:

ð6Þ

~xðkþ 1Þ ¼PN
i¼1

aiðkÞfAiðkÞ~xðkÞþAdiðkÞ~xðk � dkÞþBiuðkÞþGixðkÞþ LiðyðkÞ � ~yðkÞÞg

~yðkÞ ¼PN
i¼1

aiðkÞfCi~xðkÞþCdi~xðk � dkÞg

uðkÞ ¼PN
i¼1

aiðkÞfKi~xðkÞg

8>>>>>>><
>>>>>>>:

ð7Þ

Define �xðkÞ ¼ xðkÞ
xðkÞ � ~xðkÞ
� �

, the augmented system can be obtained from (6) and (7)

�xðkþ 1Þ ¼PN
i¼1

aiðkÞf�Ai�xðkÞþ �Adi�xðk � dkÞþ �GixðkÞg

�zðkÞ ¼PN
i¼1

aiðkÞf�Di�xðkÞg
xðkÞ ¼ uðkÞ; k ¼ �dM ;�dM þ 1; . . .; 0

8>>>><
>>>>:

ð8Þ

where �Ai ¼ Ai þBiKi �BiKi

0 Ai � LiCi

� �
, �Adi ¼ Adi 0

0 Adi � LiCdi

� �
:

Next, we will give the definition of robust H∞ mean square stability [19]:

Definition 2. Assuming that the system meets the following two conditions:

(1) If for xðkÞ ¼ 0, there exists constants c[ 0 such that

E
X1
k¼0

xðkÞk k2
( )

� c sup
�dM � i� 0

E /ðiÞk kf g2;

(2) If for zero initial conditions, the controlled output zðkÞ meets

E
X1
k¼0

zðkÞk k2
( )

� c2E
X1
k¼0

xðkÞk k2
( )

:

where xðkÞ 2 l2 ¼ fxðkÞ : E P1
k¼0

xðkÞk k2
� �

\1g, then the system (8) is robust mean

square stable, and has the H∞ performance level c under zero initial conditions.
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3 Main Results

Theorem 1. For given c[ 0, if there exist symmetric matrices Pi [ 0, Q[ 0, R[ 0
and Ki, Liði 2 XÞ with compatible dimensions such that the following inequalities hold

R11 � � �
R21 R22 � �
R31 0 R33 �
R41 0 0 �I

2
664

3
775\0; ð9Þ

where

R11 ¼
�PN

i¼1
aiPi þQ� R � � �

R �2R � �
0 R �Q� R �
0 0 0 �c2I

2
66664

3
77775;

R21 ¼ dM

ffiffiffiffiffi
a1

p ð�A1 � IÞ ffiffiffiffiffi
a1

p �Ad1 0
ffiffiffiffiffi
a1

p �G1ffiffiffiffiffi
a2

p ð�A2 � IÞ ffiffiffiffiffi
a2

p �Ad2 0
ffiffiffiffiffi
a2

p �G2

..

. ..
. ..

. ..
.ffiffiffiffiffiffi

aN
p ð�AN � IÞ ffiffiffiffiffiffi

aN
p �AdN 0

ffiffiffiffiffiffi
aN

p �GN

2
6664

3
7775;

R22 ¼ diag �R�1;�R�1; � � � ;�R�1� �
;

R31 ¼
P1

P2

..

.

PN

2
6664

3
7775; Pi ¼ ffiffiffiffi

ai
p

ffiffiffiffiffi
a1

p �A1
ffiffiffiffiffi
a1

p �Ad1 0
ffiffiffiffiffi
a1

p �G1ffiffiffiffiffi
a2

p �A2
ffiffiffiffiffi
a2

p �Ad2 0
ffiffiffiffiffi
a2

p �G2

..

. ..
. ..

. ..
.ffiffiffiffiffiffi

aN
p �AN

ffiffiffiffiffiffi
aN

p �AdN 0
ffiffiffiffiffiffi
aN

p �GN

2
6664

3
7775;

R33 ¼ diag K1;K2; . . .;KNf g; Ki ¼ diag �P�1
i ;�P�1

i ; . . .;�P�1
i

� �
;

R41 ¼

ffiffiffiffiffi
a1

p �D1 0 0 0ffiffiffiffiffi
a2

p �D2 0 0 0

..

. ..
. ..

. ..
.ffiffiffiffiffiffi

aN
p �DN 0 0 0

2
6664

3
7775:

then the system (8) is mean square stable, and possesses the H∞ performance level c
under zero initial conditions.

Proof. Construct the following Lyapunov functional candidate for system (8):
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VðkÞ ¼ �xTðkÞ
XN
i¼1

aiðkÞPi

 !
�xðkÞþ

Xk�1

s¼k�dM
�xTðsÞQ�xðsÞ

þ dM
X�1

s¼�dM

Xk�1

@¼kþ s

yTð@ÞRyð@Þ;
ð10Þ

where i 2 X, yðkÞ ¼ �xðkþ 1Þ � �xðkÞ, E DVðkÞf g ¼ E Vðkþ 1Þ � VðkÞf g.
Because of

E aiðkÞajðkÞ
� � ¼ ai; i ¼ j

0; i 6¼ j

�
; ð11Þ

We obtain

E DVðkÞþ�zTðkÞ�zðkÞ � c2xTðkÞxðkÞ� �
¼ E �xTðkþ 1Þ

XN
i¼1

aiðkþ 1ÞPi

 !
�xðkþ 1Þ � �xTðkÞ

XN
i¼1

aiðkÞPi

 !
�xðkÞ

( )

þE �xTðkÞQ�xðkÞ � �xTðk � dMÞQ�xðk � dMÞ� �
þE ðdMÞ2yTðkÞRyðkÞ � dM

Xk�1

@¼k�dM
yTð@ÞRyð@Þ

( )

þE �zTðkÞ�zðkÞ � c2xTðkÞxðkÞ� �
;

ð12Þ

By using the Jensen inequality [20]

�dM
Xk�1

@¼k�dM
yTð@ÞRyð@Þ�

�xðkÞ
�xðk � dkÞ
�xðk � dMÞ

2
4

3
5
T �R R 0

R �2R R
0 R �R

2
4

3
5 �xðkÞ

�xðk � dkÞ
�xðk � dMÞ

2
4

3
5; ð13Þ

Then recalling condition (12), we obtain

E DVðkÞþ�zTðkÞ�zðkÞ � c2xTðkÞxðkÞ� �
�E

XN
i¼1

ain
TðkÞTT

1i

XN
j¼1

ajPj

 !
T1inðkÞ � �xTðkÞ

XN
i¼1

aiPi

 !
�xðkÞ

( )

þE �xT kð ÞQ�xðkÞ � �xTðk � dMÞQ�xðk � dMÞ� �
þE dM

	 
2XN
i¼1

ain
TðkÞTT

2iRT2inðkÞþ nTðkÞWnðkÞ
( )

þE
XN
i¼1

ain
TðkÞTT

3iT3inðkÞ � c2xTðkÞxðkÞ
( )

�E nTðkÞNnðkÞ� �
;

ð14Þ
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where

nTðkÞ ¼ �xTðkÞ �xTðk � dkÞ �xTðk � dMÞ xTðkÞ� �
;

T1i ¼ �Ai �Adi 0 �Gi

� �
;

T2i ¼ �Ai � I �Adi 0 �Gi

� �
;

T3i ¼ �Di 0 0 0½ �;

W ¼
�R R 0
R �2R R
0 R �R

2
4

3
5;

N ¼ N11 þ
XN
i¼1

ain
TðkÞTT

1i a1P1 þ a2P2 þ � � � þ aNPNð ÞT1inðkÞ

þ dM
	 
2XN

i¼1

ain
TðkÞTT

2iRT2inðkÞþ
XN
i¼1

aiT
T
3iT3i;

ð15Þ

By Schur complements, (15) is equivalent to (9), from (9) we can obtain constant k[ 0
such that

E DVðkÞf g� �kE xTðkÞxðkÞ� �
: ð16Þ

Then adding the equation above from k = 0 to k = 1, we obtain

E
X1
k¼0

xTðkÞxðkÞ
( )

� 1
k
EfVð0Þg: ð17Þ

According to VðkÞ, there exists l such that

EfVð0Þg� kl sup
�dM � i� 0

E /TðkÞ/ðkÞ� �
: ð18Þ

From (17) and (18), we conclude that

E
X1
k¼0

xTðkÞxðkÞ
( )

� l sup
�dM � i� 0

E /TðkÞ/ðkÞ� �
: ð19Þ

Then, by the Definition 2, we can complete the proof.

Remark 2. Because of the variable inverse form existing in the inequality, Eq. (9) is
not a strict linear matrix inequality. So this paper will obtain the system gain Ki by
adopting the cone complementary linearization method in Laurent EI [21].
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4 Illustrative Example

Consider the following switched system (8) with two subsystems, the parameters are

A1 ¼ 0:82 0
0 0:9

� �
; A2 ¼ 1:18 1

0 1:02

� �
;

Ad1 ¼ �0:0125 �0:005
0 0

� �
; Ad2 ¼ �0:0125 �0:23

0 0

� �
;

B1 ¼ 0
1

� �
;B2 ¼ 1

0

� �
; I ¼ 1 0

0 1

� �
;

C1 ¼ 3 1½ �;C2 ¼ 1 2½ �;Cd1 ¼ 3 1½ �;Cd2 ¼ 0:2 0½ �;

G1 ¼ 0 0:2½ �; G2 ¼ 0:5 0½ �; D1 ¼ D2 ¼ 0:2:

In this example, the eigenvalues of A1 and A2 respectively are (0.82, 0.90) and (1.18,
1.02). Obviously, the subsystem 1 is stable and the subsystem 2 is unstable. For
dM ¼ 4; a1 ¼ 0:8; a2 ¼ 0:2, using Theorem 1, the minimum cmin ¼ 0:102, the con-
troller feedback gains and observer feedback gains are obtained as

K1 ¼ 0:0015 �0:5656½ �; K2 ¼ �1:1475 �0:8868½ �;

L1 ¼ 0:0092
0:0127

� �
; L2 ¼ 0:5016

0:1924

� �
:

For disturbance xðkÞ ¼ e�k sinð0:2pkÞ, initial condition /ðkÞ ¼ ½0:3; 0:1�T , by using
the corresponding feedback gains in the above, the state error curve and the random
switching sequence are displayed in Figs. 1 and 2. From these two figures, it can be
found that by using the proposed design method, the computed controller feedback
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gains and observer gains can stabilize the switched system while guarantee the H∞

performance.
Next, we want to make clear that the effect of the sojourn probabilities on the

system performance. To reach this purpose, we consider the following group of sojourn
probability pairs (0.3, 0.7), (0.5, 0.5), (0.6, 0.4), (0.7, 0.3), (0.8, 0.2). The obtained
minimum H∞ performance indexes are different with various groups of sojourn
probabilities, which are shown in Table 1. From Table 1, it can be concluded that with
the increase of a1, a better system performance can be obtained. Through this example,
we can reach a conclusion that the proposed method can guarantee the mean square
stable of the system with prescribed H∞ performance.

5 Conclusion

This paper investigates H∞ control for a class of switched systems with state delay by
adopting sojourn probability method. A new kind of switched system model is
established with the sojourn probability information. The sufficient condition for H∞

control with an H∞ performance index for the switched system is proposed, and then
the corresponding method of the output feedback controllers is obtained. Finally, the
effectiveness of the developed approach has been illustrated by a simulation example.
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Abstract. In this paper, the issue of event-triggered H∞ filtering for networked
control systems (NCSs) with transmission delay is investigated. First of all, a
strategy called event-triggered is introduced where tasks are generated only at
the time that the event-triggering condition set before on the sampled mea-
surements of the plant is satisfied. Then considering the double effects of the
communication delay and the event-triggering technique, transform the filtering
error system into a time-delay system the problem of which can be derived by
the existing theory. A co-design method of event-triggered mechanism and H∞

filtering which also guarantees the asymptotic stability of the NCSs is obtained
by constructing a properly Lyapunov-Krasovskii functional and LMI technique
based on the new model. Finally an example of verification is given to show the
validity of the proposed method.

Keywords: H1 filtering design � Event-triggered communication scheme �
LMI � NCSs � Lyapunov-Krasovskii functional

1 Introduction

In recent years, the networked control system (NCS) has a significant influence to
control systems, especially in industrial process control and real-time control system,
for its advantages [1]. However, it also brings a series of problems that reduce the
performance of the system and even lead to the instability [2]. Therefore, it is necessary
to take negative effects into account when design network-based systems with desired
filtering performances. Kalman filtering is a useful way to solve the problem of fil-
tering, but the external noise statistical information need to know in advance [3].
Different from the Kalman filtering approach, H∞ filtering algorithm can successfully
handle the uncertainties of external noises and minimize the infinity norm of the
filtering error under bounded external noise interference.

For most NCSs, the measured outputs are sampled in a constant sampling period
and all sampled signals will be sent to determine an H∞ filtering, i.e., time-triggered.
Modeling and analysis of NCSs based on this scheme are easy to implement. It is no

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 535–546, 2017.
DOI: 10.1007/978-981-10-6373-2_54



necessity to send a signal which carries almost no fluctuation information compared the
last measurement output. So this kind of triggering method will send “redundant”
sampling signals, what is unsuitable from the perspective of network resource uti-
lization and network load reduction [5, 6]. Unlike the time triggering, the
event-triggered transport cycle is not fixed and the task is executed only when a
prescribed event condition is met, such as, a signal exceeds a given threshold.
Accordingly, sampled-data packets are broadcast only when needed and the amount of
corresponding tasks will be reduced, which can overcome the drawback of
time-triggering [7, 8]. However, after introducing the event triggering mechanism, the
difficulty of modeling and analysis of the system will be improved.

In [9], A convex optimization problem with some LMI constraints is formulated to
design the H∞ filtering but based on time-triggered method. In [10], the optimal
event-triggered filtering approach has been proposed in linear discrete time systems but
based on Kalman filtering method. In [4], the problem of event-based H∞ filtering for
linear continuous system which is exponential stability is studied without considering
lower bound delay. In [14], event-based H∞ filtering for sampled-data systems is
developed by an improved inequality for the integral term while maintain satisfactory
closed-loop performances. However, there are a few studies on consideration of the
network-induced transmission delay, H∞ filtering problems, and the output
signal-dependent event-triggered communication scheme simultaneously up to now,
which is the dominant motivation leading to the present research.

The main advantages of this paper will be epitomized as follows: (i) a discrete
event-triggered mechanism is proposed which only needs the measured output infor-
mation at the sampling instants. Consequently, it is convenient for software imple-
mentation and the additional hardware devices can be avoided. (ii) a
Lyapunov-Krasovskii functional, which can provide less conservatism, is applied to get
the event H1 filtering under which both the robust stability of the system and a
specified H1 disturbance rejection attenuation level is met combining with LMI.

2 Problem Statement

2.1 System Description

Consider the following linear time-invariant continuous-time system:

_xðtÞ ¼ AxðtÞþBxðtÞ
yðtÞ ¼ CxðtÞþDxðtÞ
zðtÞ ¼ LxðtÞ
xð0Þ ¼ x0

8>><
>>: ð1Þ

where xðtÞ 2 Rn is the state vector, yðtÞ 2 Rm is the measured output, xðtÞ 2 Rl is the
external input disturbance which belongs to L2½0;1Þ, and zðtÞ 2 Rp is the signal to be
estimated; A, B, C, D and L are constant matrices; xðt0Þ ¼ x0 is the initial condition.

Construct the filter for NCSs based on event-triggered mechanism with transmis-
sion delay. The structure is shown in Fig. 1. There is an intelligent sensor in the NCSs.
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The sensor and the sampler are time triggered. The controller and the ZOH are
event-triggered. Once a signal data packet has been successfully sent over the network,
it is will be continually hold in the ZOH until the next packet arrives. The signal
transmission is a single packet, and no data packet loss or disorder. stkðk 2 NÞ is
network-induced delay, which is time-varying and bounded, i.e. 0\sm\stk\sM .
N denotes the natural number. The sampling period is h, the sampling instant is kh, and
the sampled data yðkhÞ is transmitted to the event generator directly. yðtkhÞ is a mea-
surement signal which is transmitted successfully after the event generator.

The essence of the filtering problem is to estimate zðtÞ through the system known
measured outputs. Consider a full-order estimator, as following:

_xf ðtÞ ¼ Af xf ðtÞþBf ŷðtÞ
zf ðtÞ ¼ Cf xf ðtÞþDf ŷðtÞ

�
ð2Þ

where xf ðtÞ is the filter state vectors, ŷðtÞ is the filter input vectors, zf ðtÞ is the esti-
mation output of zðtÞ. Af , Bf , Cf , Df are matrices to be designed.

2.2 Event Trigger Mechanism

The event-triggered mechanism which transmits the signals on demand for NCSs with
time-varying delay in Fig. 1 is designed as following:

@Tðtkhþ jhÞX@ðtkhþ jhÞ� ryTðtkhþ jhÞXyðtkhþ jhÞ ð3Þ

where yðtkhþ jhÞ is the current sampling data of yðtÞ; yðtkhÞ is the latest transmitted
data of yðtÞ; @ðtkhþ jhÞ is the error between the current sampling data yðtkhþ jhÞ and
the latest transmitted sampling signal yðtkhÞ, j 2 N; X is a positive weighting matrix
and enhances the feasibility of the linear matrix inequality compared by X ¼ I [13]; r
is the threshold.

If the sampled data satisfies the given condition, it will be transmitted; otherwise, be
neglected. This strategy does not require complex computing bounds of trigger interval
and avoids Zeno phenomenon in principle [10]. The release instants of sampled data

Fig. 1. The structure of event-triggered NCSs with time-varying and filter
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are t0h; t1h; . . .; tkh. . .. And denote bkh ¼ tkþ 1h� tkh is the transmission period of
NCSs based on above event-triggered mechanism. The released sampled-data packets
will reach the ZOH at the instants t0hþ st0 ; t1hþ st1 ; . . .; tkhþ stk ; . . ..

2.3 Filtering Error System

In combination with above analysis, take the bounded time-varying delay and the
event-triggered mechanism (3) into consideration, the filter input can be converted to:

ŷðtÞ ¼ yðtkhÞ; t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ ð4Þ

Combining (2) and (4), yields

_xf ðtÞ ¼ Af xf ðtÞþBf yðtkhÞ
zf ðtÞ ¼ Cf xf ðtÞþDf yðtkhÞ
t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ

8<
: ð5Þ

Consult the method in [4], and then analyze and discuss the interval
½tkhþ stk ; tkþ 1hþ stkþ 1Þ. Two cases are discussed as follows.

(1) If tkþ 1hþ stkþ 1 [ tkhþ hþ sM , there must be a positive integer d, such that

tkhþ dhþ sM � tkþ 1hþ stkþ 1 � tkhþ dþ 1ð Þhþ sM ð6Þ

Then the interval can be divided into dþ 1 sub intervals and reconstructed as:

tkhþ stk ; tkþ 1hþ stkþ 1

� � ¼ b1 [ b2 [ b3 ð7Þ

where

b1 ¼ ½tkhþ stk ; tkhþ hþ sMÞ; b2 ¼ f[ d�1
i¼1 ½tkhþ ihþ sM ; tkhþðiþ 1Þhþ sMg;

b3 ¼ ½tkhþ dhþ sM ; tkþ 1hþ stkþ 1Þ

Define a piecewise function sðtÞ:

sðtÞ ¼
t � tkh; t 2 b1
t � tkh� ih; t 2 b2; i ¼ 1; 2; . . .; d � 1
t � tkh� dh; t 2 b3

8<
: ð8Þ

sðtÞ satisfies 0\sm � sðtÞ� hþ sM , _sðtÞ ¼ 1. Define the error as

@kðtÞ ¼
0; t 2 b1
yðtkhþ ihÞ � yðtkhÞ; t 2 b2; i ¼ 1; 2; . . . d � 1
yðtkhþ dhÞ � yðtkhÞ; t 2 b3

8<
: ð9Þ
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(2) If tkþ 1hþ stkþ 1 � tkhþ hþ sM , define a function:

sðtÞ ¼ t � tkh; t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ ð10Þ

In this case, the error can be defined as

@kðtÞ ¼ 0 ð11Þ

Combining (8) and (10), yields

@T
k ðtÞX@kðtÞ� ryTðt � sðtÞÞXyðt � sðtÞÞ; t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ ð12Þ

Form (8), (9) and (10) together with (11), the state space of the filter in the
formula (5) can be represented as:

_xf ðtÞ ¼ Af xf ðtÞþBf yðt � sðtÞÞ � Bf @kðtÞ
zf ðtÞ ¼ Cf xf ðtÞþDf yðt � sðtÞÞ � Df @kðtÞ
t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ

8<
: ð13Þ

Define eðtÞ ¼ zðtÞ � zf ðtÞ, nðtÞ ¼ ½xTðtÞ xTf ðtÞ�T , vðtÞ ¼ ½xTðtÞxTðt � sðtÞÞ�T ,
/ðtÞ is initial status of the resultant system. Combining (1) and (13), obtain the
filtering error system model for NCSs based on event-triggered mechanism as
following:

_nðtÞ ¼ �AnðtÞþ �EHnðt � sðtÞÞ � �Be@kðtÞþ �BvðtÞ
t 2 ½tkhþ stk ; tkþ 1hþ stkþ 1Þ
eðtÞ ¼ �CnðtÞþ �FHnðt � sðtÞÞþDf @kðtÞþ �DvðtÞ
nðtÞ ¼ /ðtÞ; t 2 ½t0 � h2; t0 � h1Þ

8>><
>>: ð14Þ

where �A ¼ A 0
0 Af

� �
, �E ¼ 0

BfC

� �
, H ¼ In 0½ �, �Be ¼ 0

Bf

� �
, �B ¼ B 0

0 BfD

� �
,

�C ¼ L �Cf½ �; �F ¼ �DfC; �D ¼ 0 �DfD½ �; h1 ¼ sm; h2 ¼ sM þ h:

3 Event-Triggered H1 Filtering Performance Analysis

In this section, assuming that the filter parameters are known, an H∞ filtering analysis
criterion for the filtering error system (14) is established by applying
Lyapunov-Krasovskii functional approach and LMI method. The stability criterion for
the resultant filtering error system (14) is presented in Theorem 1.

Theorem 1. For given positive parameters Af , Bf , Cf , Df , X, h1, h2, c and threshold
parameter r, under the event-triggered communication scheme (3), the closed-loop
system (14) is asymptotically stable with an H1 performance index c for the distur-
bance attention, if there exist matrixes P ¼ PT [ 0, X[ 0, Qi ¼ QT

i [ 0,
Ri ¼ RT

i [ 0 ði ¼ 1; 2Þ, S ¼ ST [ 0 with appropriate dimensions, such that
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U11 �
UT

12 U22

� �
\0 ð15Þ

where

U11 ¼

!1 � � � � �
RT
1H !2 � � � �

RT
2H 0 !3 � � �
�ETP ST ST !4 � �
�BT
e P 0 0 0 �X �

�BTP 0 0 r 0 D½ �TXC 0 !5

2
6666664

3
7777775
;

UT
12 ¼

h1R1H�A 0 0 h1R1H�E �h1R1H�Be h1R1H�B
h2R2H�A 0 0 h2R2H�E �h2R2H�Be h2R1H�B
aSH�A 0 0 aSH�E �aSH�Be aSH�B
�C 0 0 �F Df �D

2
664

3
775

!1 ¼ P�Aþ �ATPþHTQ1HþHTQ2H � HTR1H � HTR2H; !2 ¼ �Q1 � R1 � S;

!3 ¼ �Q2 � R2 � S; !4 ¼ �2Sþ rCTXC; !5 ¼ r1 0 D½ �TX 0 D½ � � c2KTK;

U22 ¼ diagf�R1;�R2;�S;�Ig; K ¼ Il 0½ �; a ¼ h2 � h1

The notation X[ 0 denotes a real symmetric positive definite. Diag{} denotes the
block-diagonal matrix. “*” is used as the ellipsis for terms induced by symmetry.

Proof. Select a Lyapunov-Krasovskii functional:

Vðt; nðtÞÞ ¼ V1ðt; nðtÞÞþV2ðt; nðtÞÞþV3ðt; nðtÞÞ ð16Þ

where

V1ðt; nðtÞÞ ¼ nTðtÞPnðtÞ

V2ðt; nðtÞÞ ¼
Z t

t�h1

nTðsÞHTQ1HnðsÞdsþ
Z t

t�h2

nTðsÞHTQ2HnðsÞds

V3ðt; nðtÞÞ ¼ h1

Z 0

�h1

Z t

tþ s

_nTðvÞHTR1H _nðvÞdvdsþ h2

Z 0

�h2

Z t

tþ s

_nTðvÞHTR2H _nðvÞdvds

þ a
Z �h1

�h2

Z t

tþ s

_nTðvÞHTSH _nðvÞdvds

Taking the derivative of Vðt; nðtÞÞ with respect to t along the trajectory of (14)
obtains

_Vðt; nðtÞÞ ¼ _V1ðt; nðtÞÞþ _V2ðt; nðtÞÞþ _V3ðt; nðtÞÞ ð17Þ
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where

_V1ðt; nðtÞÞ ¼ 2nTðtÞP _nðtÞ
_V2ðt; nðtÞÞ ¼ nTðtÞHTQ1HnðtÞ � nTðt � h1ÞHTQ1Hnðt � h1Þ

þ nTðtÞHTQ2HnðtÞ � nTðt � h2ÞHTQ2Hnðt � h2Þ
_V3ðt; nðtÞÞ ¼ _nðtÞ½h21HTR1Hþ h22H

TR2Hþ a2HTSH� _nðtÞ
� h1

Z t

t�h1

_nTðsÞHTR1H _nðsÞds� h2

Z t

t�h2

_nTðsÞHTR2H _nðsÞds

� a
Z t�h1

t�h2

_nTðsÞHTSH _nðsÞdsþ @T
k ðtÞX@kðtÞ � @T

k ðtÞX@kðtÞ

Applying Jensen’s inequality to deal with the integral items in (17), to obtain:

� a
Z t�h1

t�h2

_nTðsÞHTSH _nðsÞds

¼ �a½
Z t�h1

t�sðtÞ
_nTðsÞHTSH _nðsÞdsþ

Z t�sðtÞ

t�h2

_nTðsÞHTSH _nðsÞds�

� � ðnTðt � h1ÞHT nTðt � sðtÞÞHTÞ S �S
�S S

� �
Hnðt � h1Þ
Hnðt � sðtÞÞ

� �

� ðnTðt � sðtÞÞHT nTðt � h2ÞHTÞ S �S
�S S

� �
Hnðt � sðtÞÞ
Hnðt � h2Þ

� �
ð18Þ

� h1

Z t

t�h1

_nTðsÞHTR1H _nðsÞds

� � nTðtÞ nTðt � h1ÞHT
	 � HTR1H �HTR1

�R1H R1

� �
nðtÞ

Hnðt � h1Þ
� � ð19Þ

� h2

Z t

t�h2

_nTðsÞHTR2H _nðsÞds

� � nTðtÞ nTðt � h2ÞHT
	 � HTR2H �HTR2

�R2H R2

� �
nðtÞ

Hnðt � h2Þ
� � ð20Þ

Define

gTðtÞ ¼ ½nTðtÞ nTðt � h1ÞHT nTðt � sðtÞÞHT nTðt � h2ÞHT @kðtÞ vTðtÞ� ð21Þ

Combining (12) and (16–21), by Schur complements, then we can get:

_VðtÞ� gTðtÞUgðtÞ � eTðtÞeðtÞþ c2xTðtÞxðtÞ ð22Þ

where xðtÞ ¼ KvðtÞ, U ¼ U11 � U12U
�1
22 U

T
12, U11, UT

12 and U22 have been defined in
Theorem 1. By Schur complements and using the Lyapunov-Krasovskii functional (16)
guarantee that _Vðt; nðtÞÞ\0 in (17); derive the closed-loop system (14) with xðtÞ � 0
is asymptotically stable and eðtÞk k2 � c xðtÞk k2 under the zero initial condition.
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4 Co-design of Event-Triggered Communication
and H1 Filter

In this section, for closed-loop system (5), an approach to the co-design of the rea-
sonable filter parameters and the threshold parameter X under the event condition is
proposed based on the Theorem 1.

Theorem 2. For given positive parameters h1, h2, c and threshold parameter r, under
the event-trigged communication scheme (3), the closed-loop system (14) is asymp-
totically stable with an H1 performance index c for the disturbance attention, if there
exist matrices P1 [ 0, X[ 0, Qi ¼ QT

i [ 0, Ri ¼ RT
i [ 0 ði ¼ 1; 2Þ, S ¼ ST [ 0,

M[ 0, �Af , �Bf , �Cf , �Df with appropriate dimensions, such that P1 �M[ 0 and the
following matrix inequity holds

U0
11 �

U0T
12 U0

22

" #
\0 ð23Þ

Parameters of the filter can be designed as:

Af ¼ M�1�Af ; Bf ¼ M�1�Bf ; Cf ¼ �Cf ; Df ¼ �Df

or

Af ¼ �AfM
�1; Bf ¼ �Bf ; Cf ¼ �CfM

�1; Df ¼ �Df

where

U0T
12 ¼

h1R1A 0 0 0 0 0 h1R1B 0
h2R2A 0 0 0 0 0 h2R2B 0
aSA 0 0 0 0 0 aSB 0
L ��Cf 0 0 ��DfC �Df 0 ��DfD

2
664

3
775

U0
11 ¼

�!1 � � � � � � �
MAþ �AT

f
�Af þ �AT

f � � � � � �
RT
1 0 !2 � � � � �

RT
2 0 0 !3 � � � �

CT �BT
f CT �BT

f ST ST !4 � � �
�BT
f

�BT
f 0 0 0 �X � �

BTP1 BTM 0 0 0 0 �c2Il �
DT �BT

f DT �BT
f 0 0 rDTXC 0 0 rDTXD

2
666666666664

3
777777777775

U0
22 ¼ diag �R1 �R2 �S �If g; �� 1 ¼ P1AþATP1 þQ1 þQ2 � R1 � R2

Proof. Define J1 ¼ diag I P2P�1
3


 �
, J2 ¼ diag J1 I I I I I If g, pre and

post multiplying both sides of (15) with J and its transpose respectively. Here we define
M ¼ P2P�1

3 PT
2 , �Af ¼ P2Af P�1

3 PT
2 , �Bf ¼ P2Bf , �Cf ¼ Cf P�1

3 PT
2 , �Df ¼ Df . It is easy to
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get (23) from (15). Consequently, system (14) is asymptotically stable and with an H1
performance index c for the disturbance attention by Theorem 2.

P ¼ ½Pij�2	2 [ 0 is equivalent to P1 � P2P�1
3 PT

2 ¼ P1 �M[ 0 by applying Schur
complement. According to the definition of �Af , �Bf , �Cf , �Df , we can obtain:

Af Bf

Cf Df

� �
¼ P�1

2 0
0 I

� �
�Af �Bf
�Cf �Df

� �
P�T
2 P3 0
0 I

� �
ð24Þ

This completes the proof.

5 An Illustrative Example

In this section, a simulation example is given to show the effectiveness of the proposed
filter design method developed in this paper. The simulation platform adopts
MATLAB, and the related parameters can be solved through the LMI toolbox.

Consider a quarter-car model depicted in Fig. 2. The state space expression and
parameters of the quarter-car model in this example are the same as [11]. The purpose
here is to identify a filter to estimate _zsðtÞ.

Under the given performance index c ¼ 0:2, select the sampling period h ¼ 0:1,
h1 ¼ 0:01, h2 ¼ 0:11 and the threshold r ¼ 0, 0.1, 0.2, 0.3, 0.4, 0.5, respectively [4].
Applying Theorem 2 to get the different average transmission period �h and the pro-
portion of sensor sent data v as shown in Table 1.

Fig. 2. The structure of active suspension system

Table 1. Results of different r1 with given c ¼ 0:2

r 0 0.1 0.2 0.3 0.4 0.5

X 53554 58.4531 32.7579 23.2908 17.7079 13.8569
�h 0.1 0.1406 0.1644 0.1803 0.2021 0.2256

v 100% 69% 59% 53% 48% 43%
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As shown in the Table 1, the event-triggered parameter X becomes smaller, the
average transmission period h and the proportion of sensor sent data v are larger when
the threshold r increases within certain range. Not all sampled signals are sent through
a communication channel, so the event-triggering allows an effective reduction of the
network burden and takes full advantage of the limited resources.

Then choose the parameters r ¼ 0:2, c ¼ 0:9, h1 ¼ 0:01, h2 ¼ 0:11 and obtain the
event-triggered matrices and the filter parameter matrices by Theorem 2 as following:

Af ¼

0:0 0:0 �0:9 0:5

136:9 �33:1 �624:9 3391:1

44:0 0 2:8 �1:6

�368:5 887:0 �57:7 196:3

2
6664

3
7775; Bf ¼ 0:5 �3213:8 �1:4 �161:0½ �T

Cf ¼ �0:0003 �0:0001 0:0017 0:0012½ �; Df ¼ 0:1538; X ¼ 36:8407

Suppose there is an external disturbance input, choose b ¼ 0:2, d ¼ 5m, h ¼ 0:1s.

xðtÞ ¼
bpv
d sinð2pvd tÞ; if 0� t\10
0; otherwise

�
ð25Þ

The corresponding system estimation signal zðtÞ and zf ðtÞ is clearly shown in
Fig. 4. The time at which the estimation signal reaches equilibrium is less than in [12].
The system based on event-triggered method in this paper has good dynamic charac-
teristics. A conclusion can be drawn that the H1 filter which has been designed is able
to produce a good estimation on the signal zðtÞ from Fig. 4.

Fig. 3. The release instants and release intervals of sampling signals
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6 Conclusion Remarks

In this paper, the problem of event-triggered H1 filtering for NCSs has been studied.
To save limited network resources, an event-triggered mechanism implemented by
software is proposed through which the transmission data quantity can be reduced.
Considering the influence of the time-varying transmission delay and the novel
scheduling scheme, the filtering error system has been converted into an interval
time-delay system. Based on the new model, the asymptotic stability of the NCSs
filtering is studied by using Lyapunov stability theory and LMI technique. Since the
proposed stability criterion, a cooperative design method of event-triggered mechanism
and H1 filtering is obtained. However, there are other important research issues that
need further study as well, such as the uncertainties or packet loss of the system
(Fig. 3).
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Abstract. In this paper, the state estimation problem is investigated for
discrete-time output coupled complex networks with Markovian packet losses.
Unlike the majority of emerging research on state estimation with Bernoulli
packet dropout, the Markov chain is used to describe the random packet losses.
In use of the Lyapunov functional theory and stochastic analysis method, the
explicit description of the estimator gains is presented in the form of the solution
to certain linear matrix inequalities (LMIs). At last, simulations are exploited to
illustrate the proposed estimator design scheme is applicable.

Keywords: Complex networks � Markovian packet losses � State estimation

1 Introduction

Recently, the increasing interests have been attracted to the complexity of networks due
to the successful research results in some practical fields such as biological, physical
sciences, social and engineering [1]. With the presentation of small-world and
scale-free characters of complex networks [2, 3], amount of efforts have been devoted
to investigating the dynamical behaviours of complex networks in several different
domains, mainly involving synchronization, state estimation, fault diagnosis and
topology identification.

With the emergence of the large scale networks, it is common that merely partial
information of nodes is accessible in the network outputs [4, 5]. It is imperative to
estimate the unknown states of nodes via an effective state estimator. Lots of research
achievements have been obtained for state estimation of complex networks [6–9]. For
instance, state estimation of complex neural network with time delays was discussed in
[6]. Moreover, state estimation of complex networks concerning the transmission
channel with noise was studied in [8]. Also, state estimation for complex networks with
random occurring delays was investigated in [9].
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In reality, transmission congestion probably lead to packet dropout in network
linking, which has an influence on the performance of complex networks. There exists
some research concerning Bernoulli packet dropout for complex networks [10–12].

The robust filtering for complex networks with Bernoulli packet dropout was
studied in [10]. Similarly, the synchronization of complex networks with Bernoulli
packet losses was investigated in [11]. In addition, state estimation for complex net-
works with stochastic packet dropout that described as a Bernoulli random variable was
studied in [12].

In practical networked systems, especially in wireless communication networks, the
random packet dropout is often regarded as a time-relevant Markov process. That is to
say, the Markovian packet losses model would sufficiently utilize the temporal rele-
vance of channel conditions in the process of transmission. As a result, some research
achievements have been existed on Markovian packet dropout for the networked
systems [13–16]. Minimum data rate stability in the mean square with Markovian
packet losses was studied in [15]. Also, stabilization of uncertain systems with random
packet losses which described as a Markov chain was investigated in [16]. However,
the research considering Markovian packet losses for state estimation of complex
dynamical networks is relatively scarce.

In the paper, we focus on the state estimation for discrete-time complex networks
with Markovian packet losses, where the transition probability is known. The network
is output coupled that could economize on the channel resource. An effective state
estimator is established to ensure such the stability of the state error. By employing the
Lyapunov stability approach plus stochastic analysis theory, we derive the criteria
sufficiently in the form of LMIs.

The rest of this paper is arranged as follows. In Sect. 2, an output coupled complex
network with Markovian packet losses and the corresponding state estimator are pre-
sented. In Sect. 3, a sufficient criteria is exploited in terms of LMIs and the desired
estimator gain matrix is obtained. In Sect. 4, illustrative simulations are provided to
testify the applicability of the results derived. In the end, conclusions are drawn in
Sect. 5.

2 Problem Formulation

We consider the following discrete-time complex network consisting of N coupled
nonlinear nodes:

xiðkþ 1Þ ¼ AixiðkÞþ f ðxiðkÞÞþ
PN
j¼1

wijCyjðkÞ
yiðkÞ ¼ CixiðkÞ ði ¼ 1; 2; . . .;NÞ

8<
: ð1Þ

where xiðkÞ ¼ ðxi1ðkÞ; xi2ðkÞ; . . .; xinðkÞÞT 2 Rn denote the state vector of the ith node,
yiðkÞ 2 Rm is the output vector of the ith node, Ai 2 Rn�n denotes a constant matrix,
f ð�Þ : Rn � Rn represents a nonlinear function with f ð0Þ � 0, W ¼ ðwijÞN�N is the
coupling configuration matrix which describes the topological structure of the network.
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If there is a connection from node i to node jðj 6¼ iÞ, then wij ¼ 1; otherwise wij ¼ 0. As

usual, matrix W satisfies wii ¼ � PN
j¼1;j6¼i

wij, C 2 Rn�n is the inner coupling matrix,

Ci 2 Rm�n stands for the output matrix.
In fact, it is quite tough to access the states of some complex networks completely.

In order to obtain the state variables of network (1), the output yiðkÞ is transmitted to
the observer network. Actually, losing data such as packet dropout may occur in the
process of transmission. So it is of great value to take the advantage of accessible state
information to approximate the unknown information of nodes in network (1),
regardless of packet losses.

In this paper, the network measurements from the transmission channel are of the
following form:

�yiðkÞ ¼ riðkÞyiðkÞ ði ¼ 1; 2; . . .;NÞ ð2Þ

where �yiðkÞ 2 Rm is the actual measured output. The random variable riðkÞ 2 f0; 1g
indicates the state of the packet at time k. If riðkÞ ¼ 0 then the packet is lost; else it
would succeed. The process of packet in the transmission channel is regarded as a
Markov chain with two states: reception and loss. Furthermore, the transition proba-
bility matrix of the Markov chain is defined by

Ki ¼ Probðriðkþ 1Þ ¼ c j riðkÞ ¼ bÞb;c2f ¼
1� q q
p 1� p

� �
ð3Þ

where f ¼ f0; 1g is the state space of the Markov chain, p is the failure probability
when the previous packet succeed, and q is the recovery probability from the loss state.
To make the process friðkÞg ergodic, we believe that p; q 2 ð0; 1Þ. Without loss of
generality, the transmitted signal in the initial state is assumed received successfully,
that is, rið0Þ ¼ 1.

For the purpose of estimating the states of network (1), we construct a state esti-
mator as follows:

x̂iðkþ 1Þ ¼ Aix̂iðkÞþ f ðx̂iðkÞÞþ
PN
j¼1

wijCŷjðkÞþKið�yiðkÞ � ŷiðkÞÞ
ŷiðkÞ ¼ Cix̂iðkÞ ði ¼ 1; 2; . . .;NÞ

8<
: ð4Þ

where x̂iðkÞ ¼ ðx̂i1ðkÞ; x̂i2ðkÞ; . . .; x̂inðkÞÞT 2 Rn represents the estimation states of the
nodes in network (1). ŷiðkÞ 2 Rm denotes the output of the nodes in network (4),
Ki 2 Rn�m stands for the observer gain to be determined.

By applying the Kronecker product, networks (1), (2) and (4) can be expressed as
the following concise form:

xðkþ 1Þ ¼ AxðkÞþ f ðxðkÞÞþ ðW � CÞyðkÞ
yðkÞ ¼ CxðkÞ

�
ð5Þ
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�yðkÞ ¼ rðkÞCxðkÞ ð6Þ

x̂ðkþ 1Þ ¼ Ax̂ðkÞþ f ðx̂ðkÞÞþ ðW � CÞŷðkÞþK½�yðkÞ � ŷðkÞ�
ŷðkÞ ¼ Cx̂ðkÞ

�
ð7Þ

where

xðkÞ ¼ ðxT1 ðkÞ; xT2 ðkÞ; . . .; xTNðkÞÞT , x̂ðkÞ ¼ ðx̂T1 ðkÞ; x̂T2 ðkÞ; . . .; x̂TNðkÞÞT ,
yðkÞ ¼ ðyT1 ðkÞ; yT2 ðkÞ; . . .; yTNðkÞÞT , ŷiðkÞ ¼ ðŷT1 ðkÞ; ŷT2 ðkÞ; . . .; ŷTNðkÞÞT ,
�yiðkÞ ¼ ð�yT1 ðkÞ;�yT2 ðkÞ; . . .;�yTNðkÞÞT ,
f ðxðkÞÞ ¼ ðf Tðx1ðkÞÞ; f Tðx2ðkÞÞ; . . .; f TðxNðkÞÞÞT ,
f ðx̂ðkÞÞ ¼ ðf Tðx̂1ðkÞÞ; f Tðx̂2ðkÞÞ; . . .; f Tðx̂NðkÞÞÞT , A ¼ diagfA1;A2; . . .;ANg,
C ¼ diagfC1;C2; . . .;CNg, K ¼ diagfK1;K2; . . .;KNg,
rðkÞ ¼ ðdiagfr1ðkÞ; r2ðkÞ; . . .; rNðkÞgÞ � In, In is the identical matrix of n
dimensions.

Letting the state error be

~xðkþ 1Þ ¼ xðkþ 1Þ � x̂ðkþ 1Þ ð8Þ

It follows from (5)–(7) that

~xðkþ 1Þ ¼ A½xðkÞ � x̂ðkÞ� þ ½f ðxðkÞÞ � f ðx̂ðkÞÞ� þ ðW � CÞC½xðkÞ � x̂ðkÞ�
� K½rðkÞCxðkÞ � Cx̂ðkÞ�

¼ A~xðkÞþ~f ðxðkÞÞþ ðW � CÞC~xðkÞ � K½rðkÞCxðkÞ � Cx̂ðkÞ�
¼ A~xðkÞþ~f ðxðkÞÞþ ðW � CÞC~xðkÞ � KC~xðkÞþKðINn � rðkÞÞCxðkÞ
¼ ~f ðxðkÞÞþ ½ðA� KCÞþ ðW � CÞC�~xðkÞþKðINn � rðkÞÞCxðkÞ

where ~xðkÞ ¼ xðkÞ � x̂ðkÞ, ~f ðxðkÞÞ ¼ f ðxðkÞÞ � f ðx̂ðkÞÞ. For the sake of concise
expression, we could assume that H ¼ INn � rðkÞ and 0\H\ INn, then

~xðkþ 1Þ ¼ ½ðA� KCÞþ ðW � CÞC�~xðkÞþ~f ðxðkÞÞþKHCxðkÞ ð9Þ

Since that xðkÞ and ~xðkÞ both exist in (9) at the same time, we take the augmented
state vector to be

eðkÞ ¼ xðkÞ
~xðkÞ

� �
ð10Þ

It follows from (5) and (9) that
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eðkþ 1Þ ¼ xðkþ 1Þ
~xðkþ 1Þ

� �

¼ AxðkÞþ f ðxðkÞÞþ ðW � CÞCxðkÞ
½ðA� KCÞþ ðW � CÞC�~xðkÞþ~f ðxðkÞÞþKHCxðkÞ

� �

¼ f ðxðkÞÞ
~f ðxðkÞÞ

� �
þ AþðW � CÞC 0

KHC ðA� KCÞþ ðW � CÞC
� �

xðkÞ
~xðkÞ

� �

¼ f ðxðkÞÞ
~f ðxðkÞÞ

� �
þ AþðW � CÞC 0

0 ðA� KCÞþ ðW � CÞC
� �

xðkÞ
~xðkÞ

� �
þ 0 0

KHC 0

� �
xðkÞ
~xðkÞ

� �

¼ f ðxðkÞÞ
~f ðxðkÞÞ

� �
þ AþðW � CÞC 0

0 ðA� KCÞþ ðW � CÞC
� �

xðkÞ
~xðkÞ

� �
þ 0 0

0 K

� �
0 0

HC 0

� �
xðkÞ
~xðkÞ

� �

suppose

B ¼ AþðW � CÞC 0
0 ðA� KCÞþ ðW � CÞC

� �
, D1 ¼ 0 0

0 K

� �
, D2 ¼ 0 0

HC 0

� �
,

hðxðkÞ; x̂ðkÞÞ ¼ f ðxðkÞÞ
~f ðxðkÞÞ

� �
,

then

eðkþ 1Þ ¼ BeðkÞþD1D2eðkÞþ hðxðkÞ; x̂ðkÞÞ ð11Þ

Before deriving the main results, an available assumption and a useful lemma are
given as follows throughout this paper.

Assumption 1: Suppose that f ð0Þ ¼ 0 and there exists a positive constant a such that

jjf ðuÞ � f ðvÞjj � ajju� vjj; 8u; v 2 Rn:

Lemma 1 (Schur Complement): For a given real symmetric matrix P ¼ P11 P21

P12 P22

� �
,

where P11 ¼ PT
11, P12 ¼ PT

21, P22 ¼ PT
22, the condition P\0 is equivalent to

P22\0
P11 �P12P�1

22 P
T
12\0

�
:

3 Main Results

In the section, the LMIs approach is applied to deal with the issue on state estimation of
network (1), which was put forward previously.

Theorem 1: Under Assumption 1, network (4) becomes an effective state estimator of
network (1) if there exist such matrixes P ¼ PrðkÞ [ 0, �P ¼ Prðkþ 1Þ ¼ ðK� InÞ
PrðkÞ [ 0, that P ¼ PT ¼ P1 0

0 P2

� �
, �P ¼ �PT ¼ �P1 0

0 �P2

� �
and K ¼ diag

ðK1;K2; . . .;KNÞ, matrix K, scalar a[ 0 such that the LMI u\0 in (12) hold.
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u ¼

p1 p2 AT �P1 þCTðW � CÞT �P1 CTHTKT �P2 CTHTKT �P2 0

	 p3 � CTKT �P2KC 0 p4 �CTKT �P2 CTKT �P2

	 	 �P1 � aI 0 0 0

	 	 	 �P2 � aI 0 0

	 	 	 	 ��P2 0

	 	 	 	 	 ��P2

2
666666664

3
777777775

ð12Þ

where

p1 ¼ AT �P1AþAT �P1ðW � CÞCþCTðW � CÞT �P1AþCTðW � CÞT �P1ðW � CÞC � P1 þ aa2I

p2 ¼ CTHTKT �P2AþCTHTKT �P2ðW � CÞC
p3 ¼ AT �P2A� CTKT �P2A� AT �P2KCþAT �P2ðW � CÞC � CTKT �P2ðW � CÞC

þCTðW � CÞT �P2A� CTðW � CÞT �P2KCþCTðW � CÞT �P2ðW � CÞC � P2 þ aa2I

p4 ¼ AT �P2 � CTKT �P2 þCTðW � CÞT �P2:

Moreover, the state estimator gain can be determined by

K ¼ �P�1
2 Y ð13Þ

Proof: Construct a Lyapunov functional candidate as follows:

Vðk; rðkÞÞ ¼ eTðkÞPrðkÞeðkÞ ð14Þ

For calculating the difference of Vðk; rðkÞÞ along the trajectories of (11) and getting
the mathematical expectation, one can obtain that

EfDVðk; rðkÞÞg ¼ EfVðkþ 1; rðkþ 1ÞÞ � Vðk; rðkÞÞg
¼ EfeTðkþ 1ÞPrðkþ 1Þeðkþ 1Þ � eTðkÞPrðkÞeðkÞg
¼ Ef½BeðkÞþD1D2eðkÞþ hðxðkÞ; x̂ðkÞÞ�T �P
½BeðkÞþD1D2eðkÞþ hðxðkÞ; x̂ðkÞÞ� � eTðkÞPeðkÞg

¼ EfeTðkÞBT �PBeðkÞþ eTðkÞBT �PD1D2eðkÞ
þ eTðkÞBT �PhðxðkÞ; x̂ðkÞÞþ eTðkÞDT

2D
T
1
�PBeðkÞ

þ eTðkÞDT
2D

T
1
�PD1D2eðkÞþ eTðkÞDT

2D
T
1
�PhðxðkÞ; x̂ðkÞÞ

þ hTðxðkÞ; x̂ðkÞÞ�PBeðkÞþ hTðxðkÞ; x̂ðkÞÞ�PD1D2eðkÞ
þ hTðxðkÞ; x̂ðkÞÞ�PhðxðkÞ; x̂ðkÞÞ � eTðkÞPeðkÞg

¼ EfvTu1vg

ð15Þ

where

v ¼ eðkÞ
hðxðkÞ; x̂ðkÞÞ

� �
, P ¼ PrðkÞ [ 0, �P ¼ Prðkþ 1Þ ¼ ðK� InÞPrðkÞ [ 0;
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u1 ¼ BT �PBþBT �PD1D2 þDT
2D

T
1
�PBþDT

2D
T
1
�PD1D2 � P BT �PþDT

2D
T
1
�P

�PBþ �PD1D2 �P

� �
:

From Assumption 1, it is easy to show that

ahTðxðkÞ; x̂ðkÞÞhðxðkÞ; x̂ðkÞÞ� aa2eTðkÞeðkÞ: ð16Þ

From (15) and (16), we obtain that

EfDVðk; rðkÞÞg�EfvTu1vþ ½aa2eTðkÞeðkÞ � ahTðxðkÞ; x̂ðkÞÞhðxðkÞ; x̂ðkÞÞ�g
¼ EfvTu2vg

u2 ¼
BT �PBþBT �PD1D2 þDT

2D
T
1
�PBþDT

2D
T
1
�PD1D2 � Pþ aa2I BT �PþDT

2D
T
1
�P

�PBþ �PD1D2 �P� aI

� �

¼
p1 þCTHTKT �P2KHC p2 � CTHTKT �P2KC AT �P1 þCTðW � CÞT �P1 CTHTKT �P2

	 p3 þCTKT �P2KC 0 p4
	 	 �P1 � aI 	
	 	 	 �P2 � aI

2
6664

3
7775

By Lemma 1, we can obtain that u2\0 is equivalent to the inequality u\0. It can
be derived that the estimation error network is asymptotically stable in the mean square
by applying the Lyapunov functional approach. It means that network (4) is an effective
state estimator of network (1).

4 Simulations

In the section, an example is given to justify the criteria proposed in the previous
section. Considering an output coupled discrete-time complex network with 3 nodes.
Following are the parameters for the network:

f ðxiðkÞÞ ¼ ð�1:4xi1ðkÞþ 2:4 tanhðxi1ðkÞÞ;�1:4xi2ðkÞþ 2:4 tanh xi2ðkÞÞ;
�1:4xi3ðkÞþ 2:4 tanh xi3ðkÞÞÞT

ði ¼ 1; 2; 3Þ

Ai ¼
0:47 0 0

0 0:4 0

0 0 0:25

2
64

3
75; A ¼ diagðA1;A2;A3Þ; Ci ¼

0:8 0 0

0 0:8 0

0 0 1

2
64

3
75; C ¼ diagðC1;C2;C3Þ;

W ¼
�2 1 1

1 �1 0

1 1 �2

2
64

3
75; C ¼

0:3 �0:1 0:2

0 �0:3 0:2

�0:1 �0:1 �0:2

2
64

3
75; Ki ¼

0:1 0:9

0:2 0:8

� �
; K ¼ diagðK1;K2;K3Þ;

rðkÞ ¼ ½bi1; bi2; bi3�T ðbi1; bi2; bi3 2 f0; 1g ði ¼ 1; 2; 3ÞÞH ¼ I9 � diagðrðkÞ; rðkÞ; rðkÞÞ;

then select a ¼ 0:4 in (16). Applying the MATLAB LMI Toolbox, we obtain the
equations including the gain matrix in Theorem 1 as follows:
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�P1 ¼ diagðM;M;MÞ M ¼
1:0021 �0:0151 0:0079
�0:0151 0:9576 �0:0002
0:0079 �0:0002 1:0246

2
4

3
5;

�P2 ¼ diagðN;N;NÞ N ¼
1:0117 �0:0088 0:0061
�0:0088 0:9834 0:0012
0:0038 0:0012 1:0255

2
4

3
5;

K ¼ diagðK0;K0;K0Þ K0 ¼
0:1166 0:0458 0:0080
0:0384 0:1340 0:0150
�0:0095 0:0007 0:0681

2
4

3
5;

meanwhile, a ¼ 1:9009 is obtained in (16).
We choose the third state of each node to show the state trajectories of nodes, the

simulations are presented in Fig. 1. Meanwhile, the simulations for all states of error
system are shown in Fig. 2. From these simulations, we can conclude that the estimator
(4) could effectively estimate the state of nodes in network (1), which exists Markovian
packet losses. The proof is then verified.
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Fig. 1. The states and estimation states of xi3ði ¼ 1; 2; 3Þ
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5 Conclusions

In the paper, we have dealt with the problem of state estimation for discrete-time
directed complex networks with coupled outputs. It often occurs the packet losses in
practical transmission channel. We describe it as a Markovian packet dropout and the
transition probability is known. By employing the Lyapunov functional theory and
stochastic analysis method, a state observer has been constructed to witness the esti-
mation error to be asymptotically stable in the mean square. The criteria has been
established to guarantee the existence of the desired estimator gain matrix. The sim-
ulations have been shown to illustrate the applicability of the criteria obtained.

References

1. Strogatz, S.H.: Exploring complex networks. Nature 410(6825), 268–276 (2001)
2. Watts, D.J., Strogatz, S.H.: Collective dynamics of ‘small-world’ networks. Nature 393

(6684), 440–442 (1998)
3. Barabási, A.L., Albert, R.: Emergence of scaling in random networks. Science 286(5439),

509–512 (1999)

0 10 20 30 40 50 60 70 80 90 100
-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

k

e i1
(k

)(i
=1

,2
,3

)

0 10 20 30 40 50 60 70 80 90 100
-1

-0.5

0

0.5

1

1.5

2

2.5

k

e i2
(k

)(i
=1

,2
,3

)

0 10 20 30 40 50 60 70 80 90 100
-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

k

e i3
(k

)(i
=1

,2
,3

)

Fig. 2. The node states of error system

State Estimation for Discrete-Time Complex Dynamical Networks 555



4. Fan, C.X., Jiang, G.P., Jiang, F.H.: Synchronization between two complex dynamical
networks using scalar signals under pinning control. IEEE Trans. Circuits Syst. 57(11),
2991–2998 (2010)

5. Fan, C.X., Wan, Y.H., Jiang, G.P.: Topology identification for a class of complex dynamical
networks using output variables. Chin. Phys. B 21(2), 020510 (2012)

6. Wang, Z., Ho, D.W.C., Liu, X.: State estimation for delayed neural networks. IEEE Trans.
Neural Netw. 16(1), 279–284 (2005)

7. Liu, Y., Wang, Z., Liang, J., et al.: Synchronization and state estimation for discrete-time
complex networks with distributed delays. IEEE Trans. Syst. Man Cybern. Part B 38(5),
1314–1325 (2008)

8. Fan, C.X., Jiang, G.P.: State estimation of complex dynamical network under noisy
transmission channel. In: 2012 IEEE International Symposium on Circuits and Systems
(ISCAS), pp. 2107–2110 (2012)

9. Wang, L.C., Wei, G.L., Shu, H.S.: State estimation for complex network with randomly
occurring coupling delays. Neurocomputing 122, 513–520 (2013)

10. Zhang, J., Lyu, M., Karimi, H.R., Guo, P., Bo, Y.: Robust H∞ filtering for a class of
complex networks with stochastic packet dropouts and time delays. Sci. World J. (2014)

11. Yang, M., Wang, Y.W., Yi, J.W., Huang, Y.H.: Stability and synchronization of directed
complex dynamical networks with random packet loss: the continuous-time case and the
discrete-time case. Int. J. Circuit Theory Appl. 41(12), 1272–1289 (2013)

12. Wu, X., Jiang, G.P.: State estimation for continuous-time directed complex dynamical
network with random packet dropout. In: 2015 Chinese Control Conference (CCC),
pp. 3696–3670 (2015)

13. Lv, B., Liang, J., Cao, J.: Robust distributed state estimation for genetic regulatory networks
with Markovian jumping parameters. Commun. Nonlinear Sci. Numer. Simul. 16(10), 4060–
4078 (2011)

14. Huang, M., Dey, S.: Stability of Kalman filtering with Markovian packet losses. Automatica
43(4), 598–607 (2007)

15. You, K., Xie, L.: Minimum data rate for mean square stability of linear systems with
Markovian packet losses. IEEE Trans. Autom. Control 56(4), 772–785 (2011)

16. Okano, K., Ishii, H.: Stabilization of uncertain systems with finite data rates and Markovian
packet losses. In: Proceedings of European Control Conference, Zürich, Switzerland,
pp. 2368–2373, June 2013

556 S. Cao and Y. Wan



Coverage and Control of Diffusion Process
in Cyber-Physical Systems

Ke-cai Cao1,2(B), Fujiao Zhou1, and Minglou Qian1

1 Nanjing University of Posts and Telecommunications,
Nanjing 210003, People’s Republic of China

caokc@njupt.edu.cn
2 College of Automation Engineering,

Nanjing University of Aeronautics and Astronautics,

Nanjing 210003, People’s Republic of China

Abstract. Coverage and control of a diffusion process using multiple
robots have been studied in this paper. Two control strategies such
as CVT (Centroidal Voronoi Tessellations)-Allocation-Motion Algorithm
and CVT-Obstacles Avoidance-Motion Algorithm have been proposed
for cooperative control of multiple robots in realizing the task of cover-
age and control of diffusion process that is modeled by parabolic partial
differential equation. Reliability and transient performance have been
improved based on the algorithms that is proposed in this paper. Sim-
ulation results using Diff-MAS2D for the diffusion process illustrate the
effectiveness of the theoretical results.

Keywords: Diffusion process · Win-stay and lose-switch · Centroidal
Voronoi Tessellations · Decision making · Obstacles Avoidance

1 Introduction

As robot technology is developing rapidly, more and more robots have been
used to replace the role of human beings in many fields such as sensing and even
control of poisonous material or tasks. But there is no agreement on the sensing
and control of the above tasks even in the framework of Cyber-Physical System.
Thus a lot of work has been conducted in recent years.

In [1,2], lose-shift, a strategy of win-stay has been provided. Although this
algorithm is simple, the performance is not very good in application of the theo-
retical results due to the existence of uncertainty. A uniform coverage algorithm
has also been considered in [3] for the coverage problem in distributed dynamic
system and work of [3] has been further extended to nonuniform algorithms in
[4] using cartograms. Simultaneous Coverage and Tracking Algorithm (SCAT)
has been proposed in [5] where the problem of assignment, coverage and track-
ing has been solved based on local sensory measurements and neighbors infor-
mation. Overall performance of multi robots systems has been enhanced using
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dynamic task allocation mechanism [6] without requirement of explicit commu-
nications or global information while high computation ability of each robot is
assumed. Although decentralized feed-back controllers have been proposed in [7]
with obstacles in the workspace, it is not easy to apply the proposed method
in large-scale system of robots due to its complexity. Computation burden and
scalability have become the main bottleneck in dealing with the coverage and
control problem of diffusion process using multiple robots.

In this paper, the pollution neutralization problem is the focus of this paper
where dynamic diffusion on 2D plane has been studied for simplicity. The PDE
has been used to model the dynamics of a diffusion process such as poisonous
smog or gases. Control objective is to track the global evolution of poisonous
gases and to neutralize its effect to the environment using multiple robots. There
are not too much work on this topic due to the challenging problems such as:

– How to allocate different tasks for each robot to measure or neutralize the
dynamic diffusion process?

– How to construct the coverage and control algorithms for the diffusion process
which modeled using PDE?

– How about the performance when there are some obstacles and uncertainties
in the environments and in the controlled system?

The rest of the paper is organized as follows. Section 2 discusses the formu-
lation of our problem. CVT-Allocation-Motion Algorithm and CVT-Obstacles
Avoidance-Motion Algorithm have been proposed in Sect. 3 where coverage and
control of the diffusion of poisonous or dangerous material has been successfully
solved. Simulation results based on the platform of Diff-2D that proposed in
[8–10] have been presented to illustrate the effectiveness of theoretical results in
Sect. 4. Finally, Sect. 5 concludes our paper.

2 Problem Formulation

Let Ω be an area in R2, including its interior and ρ(x, y): Ω → R+ is a concen-
tration function which represents the concentration of poison gas over Ω. The
evolution of z with respect to time and position is governed by the following
PDE system:

∂u

∂t
=

∂

∂x
[k(x, y)

∂u

∂x
] +

∂

∂y
[k(x, y)

∂u

∂y
] + f(u, x, y, t), (1)

where k(x, y) = c1 + c2x + c3y and c1, c2, c3 are nominal parameters and
f(u, x, y, t) is the source of the poisonous gas.

3 Centroidal Voronoi Tessellation Based Control

In order to monitor the dynamic process of the diffusion process, we use multiple
sensors instead of one centralized sensor. How many sensors and where they
should be put are interesting problems to be considered.
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Assume there are N mobile robots in convex area Ω, and the position of the
ith robot is given by pi ∈ Ω. Then P = [pT

1 , pT
2 , · · · , pT

N ]T is a vector represent-
ing the configuration of the mobile sensor network. For each configuration, the
following cost function is defined:

H(P ) =
∫

Ω

min
i∈{1,2,··· ,N}

f(d(q, pi))u(q)dq, (2)

where d(·) is the distances between an interest point q ∈ Ω and the robot position
pi, f(·) is a strictly increasing function and u(q) is the density of poisonous
smog at point q. It is easy to see that the problem of covering the area Ω is an
optimization problem that minimizing the above cost function (2). The technique
of Voronoi Tessellation is adopted in our work to deal with the coverage problem.

3.1 CVT-Allocation Algorithm

In this subsection, we consider the sources are moving and do not limit the
number of moving targets. Furthermore, the direction of movement and the time
of appearance are unknown. The coverage is used to increase the probability of
detecting new sources. For clearing the pollution which be leaked from sources,
it is necessary to propose one allocation Algorithm. Let L(t) is the number of
sources at time t in the area Ω. Then there are L(t)+1 tasks (L(t) tacking tasks
and 1 coverage task). In early results, a distance R is given to measure which
target can be obtained by robots. The R is called maximum tracking distance.
That is to say, sources located at the distance lesser than R from Vi will be
assigned to the robot i [5]. But in some actual cases, the diffusion rate of sources
is different. If only use the distance to allocate tasks, the high-risk source will not
be cleared timely. In our approach, we assume that each robot i can estimate the
position and the diffusion rate of a source is located inside the corresponding
Voronoi cell Vi and endow the source k with two wight values: W 1

k and W 2
k ,

k = 1, 2, · · · , L(t). Next the CVT-Allocation Algorithm for allocation task will
be given in Fig. 1:

3.2 CVT-Allocation-Motion Algorithm

The robots are modeled by the second order dynamic equation: p̈i = Ini(t) and
ẇi = mi, where Ini is the motion control input for robot i and mi is the weight
control input for robot i. Ini(t) and mi(t) are given by

Ini = aei(t) + bėi(t), (4)

mi(t) =
1

Ni(t)
(
∑
j∈Ni

uVj
(t)) − uVi

(t). (5)

where a and b are two positive constants, ei(t) is the error from robot position
pi to the goal point at time t. Ni(t) is the number of neighbors of the robot i
and uVi

(t) is total quantity of poisonous in Voronioi cell Vi(t) at time t.
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Fig. 1. CVT-Allocation Algorithm.

If the robot i performs coverage, then the Centroidal-Weighted Voronoi Tes-
sellation Algorithm is to configure robot i to the centroid of the Voronoi cell Vi.
That is to say, the centroid of Voronoi cell is our goal point. If the robot i exe-
cutes the task of tracking moving targets, then the Task Assignment Algorithm
computes two wight values and allocates the target k∗ to the robot. The robot
should move to the target immediately and the position of the target is our goal
point:

ei(t) =
{

a(q∗
i − pi) if robot i chooses coverage

a(qk∗ − pi) if robot i chooses tracking , (6)

where q∗
i is the centroid of Voronoi cell Vi and qk∗ is the position of source k∗.

The CVTA-Motion Algorithm can be simply described in Fig. 2:

Fig. 2. CVT-Motion Algorithm.
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3.3 CVT-Obstacles Avoidance-Motion Algorithm

For obstacles, we present a new approach for Voronoi coverage of a non-convex
environment that builds on the Lloyd algorithm and Avoiding algorithm, a local
path planner with obstacle avoidance behavior. The control strategy is composed
of two layers of abstraction: (1) Lloyd algorithm provides virtual goal updates
based on successive computation of Voronoi cells; (2) Avoiding algorithm plans
the robot path to the next real goal position when the robot meets obstacles or
holds. In our approach, we assume that each robot i can estimate the boundary
∂O of obstacle and hold that is located inside the corresponding Voronoi cell Vi.

Let prl
i be the actual position of robot i in the non-convex environment and

pvl
i be the desired position in disregard of the obstacles in the environment, as if

we were dealing with a convex environment. In addition, we endow robot i two
goals: real goal grl

i and virtual goal gvl
i . The real goal grl

i is a position that the
robot will go to next step in the real environment, whereas the virtual goal gvl

i

is the centroid of the current Voronoi region, which was computed based on pvl
i .

In some situations, the virtual and real points simply coincide.
The control strategy computes the Lloyd algorithm using the virtual points,

which ignore the obstacles and holds. And each robot updates its Voronoi region
and centroid based on the virtual position and its neighbors. All virtual robots
are moving towards the centroid of the Voronoi regions. In parallel, the real
robots are moving toward the real goals, while the robots approach the real
goals in the real environment taking obstacles into account.

In other words, we can assume the non-convex environment is composed
of convex Voronoi regions and obstacle boundary Voronoi regions. If Vi is an
obstacle boundary Voronoi region, then we project grl

i to the point p∗
i on the

boundary ∂S of obstacle. The CVT-Obstacles Avoidance-Motion Algorithm is
intentionally kept in a rather theoretic description, for the purpose of generality
and clarity, and needs for well engineered implementations. It is shown in Fig. 3

The control strategy is general and flexible. Obviously, when a robot encoun-
ters an obstacle, it can avoid the obstacle effectively and the non-convex envi-
ronment is well covered.

4 Simulation Results

Diff-MAS2D is used as the simulation platform for our implementation. The area
concerned is given by Ω = {(x, y) | 0 ≤ x ≤ 1, 0 ≤ y ≤ 1}.

The system with control input is modeled as

∂u

∂t
=

∂

∂x
[k

∂u

∂x
] +

∂

∂y
[k

∂u

∂y
] + fc(x, y, t) + fd(x, y, t), (11)

where u is the variable we want to control (bring u to zero), k is a positive real
constant related to system parameters. fc(x, y, t) is the control from the actua-
tors and fd(x, y, t) is the disturbance. We use a number of sensors to measure
u and moving actuators as controllers. Dirichlet boundary condition is given by
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Fig. 3. CVT-Obstacles Avoidance Motion Algorithm.

u = 0 and neumann boundary condition is given by ∂u
∂n = 0, where n is the

outward direction normal to the boundary.
In our simulation, we assume that once deployed, the sensors remain static.

There are 29 × 29 sensors evenly distributed in a square area (0, 1)2 and they
form a mesh over the area. Nine robots are deployed with initial positions at
(0.33, 0.33), (0.33, 0.5), (0.33, 0.67), (0.5, 0.33), (0.5, 0.5), (0.5, 0.67), (0.67, 0.33),
(0.67, 0.5), (0.67, 0.67). The pollution source is modeled as disturbance fd to the
PDE system (11). The system evolves under the effects of diffusion of pollutants
and diffusion of neutralizing chemicals released by robots. And we assume that
if the concentration of the pollution ranges in 0 ≤ u ≤ 0.025, it is safe. We
choose the simulation time step Δt = 0.002 s. To show how robots will control
the diffusion of the pollution, the robots begin to react at t = 0.2 s.
Simulation Based on CVT-Allocation-Motion Algorithm
In this part, we consider two moving sources that diffusing at (0.3, 0.7) and
(0.8, 0.2). The source 1 moves from (0.3, 0.7) to (0.5, 0.7) with diffusion rate of
10e−t and the source 2 moves from (0.8, 0.2) to (0.8, 0.4) with diffusion rate of
2e−t. Then the disturbance over the area Ω is fd = 10e−t +2e−t. Because of the
different diffusion rates, we assume that the high-risk region S1 needs 4 robots
and S2 needs 2 robots.

Figure 4 also show the evolution of the diffusion process at t = 0.5, t = 1.5,
t = 2, t = 3 after using CVT-Allocation-Motion Algorithm. The four robots in
Fig. 4 are neutralizing poison gas and the rest are performing coverage. At the
end we can see that all moving targets have been cleared.
Simulation Based on CVT-Obstacles Avoidance-Motion Algorithm
We consider two sources that diffusing at (0.3, 0.7) with the diffusion rate of
2e−t and diffuse at (0.8, 0.2) with diffusion rate of 10e−t. Then the disturbance
over the area Ω is fd = 10e−t +2e−t. There are two obstacles in the Ω. The first
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Fig. 4. Evolution of diffusion based on CVT-Allocation-Motion Algorithm

obstacle has the size 0.1 × 0.2 that locate in (0.7, 0.25) and the second obstacle
has the size 0.1 × 0.2 that locate in (0.65, 0.75). Four robots are deployed with
initial positions at (0.4, 0.4), (0.4, 0.6), (0.6, 0.4), (0.6, 0.6).

Figure 5 shows the trajectories of the robots for t < 6 s. The blue circles are
robots and the red circles are sources of pollution while the black frames are
obstacles. It can be seen that the robots move towards the pollution source to
suppress the diffusion of the source. And then they move around to track the
pollution that has already diffused and try to neutralize it. Dotted lines are the
trajectories which are able to freely pass through obstacles and we call them
virtual trajectories. Straight lines are the trajectories which take the obstacles
into account and we call them real trajectories. It is easy to see that the robot 2
does not meet the obstacle and its real trajectory and virtual trajectory coincide.
The virtual trajectories of robot 1, robot 3 and robot 4 pass through the obstacle
1. Using our methods, these robots avoid the obstacle successfully during the
moving.

Figure 7 shows the evolution of the diffusion process at t = 0.5, t = 2, t = 4,
t = 6, respectively. At t = 0.5 s, the robot 3 meet the obstacle 1 and begin to
avoid the obstacle. At the same time, the robot 2 finds the source 1 and begins
to clear the pollution. In SubFigure (2) of Fig. 7, the sources of pollution which
located in (0.3, 0.7) have been cleared. Form SubFigure (3) we can see that robot
1, robot 3 and robot 4 have avoided the obstacle 1 and begin to neutralize poison
gas. At t = 6 s, all pollution sources have been cleared. There is no pollution
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Fig. 5. Robots trajectories (real and
virtual trajectories).

Fig. 6. Evolution of the amount of pol-
lution.

Fig. 7. The evolution of diffusion process based on CVT-Obstacles Avoidance-Motion
Algorithm.

source in the area and the poison gas is well controlled. Figure 6 shows evolution
of the amount of pollution respect to time.

5 Conclusion

In this paper, algorithms of coverage and control for robots and sensors in coop-
erative control of pollution have been considered in this paper. Two different
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algorithms have been considered and compared in this paper where simulation
platform of Diff-MAS2D has been employed to illustrate the effectiveness of the
proposed algorithms. In the future, sensing and control of fractional diffusion
process where the diffusion of pollution is modeled using the framework of frac-
tional calculus can be furthered studied based on the results of this paper.
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Abstract. Modern control systems are now combining advanced network
technology for control optimization and efficiency, but, on the other side, induce
network attack as a new threat to control security. A typical network attack
targeting control systems is Denial of Service (DoS) jamming attack. This attack
can disable control operations by simply flooding network traffic to the
control-network channels, and therefore is easy to deploy and hard to defend. In
this paper, we conduct a comprehensive review on this attack and report our
results in three aspects: the attacking strategies of jamming attack, the defending
solutions to this attack and the arms race between them. To this end, we also
discuss the potential research directions on this topic.

Keywords: Network control system � DoS � Jamming attack

1 Introduction

The control system is a management system that has its own objectives and functions, it
is composed of the control subject, the control object and the control media. It can
make the controlled object tend to a certain stable state. Now, the control system has
been widely used in various fields of human society. In industry, a variety of physical
quantities used in metallurgy [1], chemical [2], machinery manufacturing [3] and other
production processes all have the corresponding control system. In military, the control
system can be applied to various types of weapon control systems [4], fire control
systems [5]. With the new control theory and control technology appearing, many
advanced control systems such as cyber-physical system (CPS) [6], network control
system (NCS) [7] have attracted more and more attention, many systems based on
wireless sensor network (WSN) [8] have also been extensively studied. The structure of
a typical CPS is shown in Fig. 1 and the evolution and development of CPS is
described in Fig. 2. In each evolution of the CPS, the system has added new elements,
which makes the system produce new features and brings a huge increase in produc-
tivity. At present, the application of these control systems is still expanding.

With the continuous development of the control system in the industrial, military,
medical, biological and other fields, the security issues of control system pose threats to
our daily life. Attack against the control system mainly threatens its physical security,
functional security and system information security, it can damage the controller,
communication equipment directly and tamper with the industrial parameters, it can
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Fig. 1. The structure of a typical CPS

Fig. 2. The evolution and development of CPS
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also invade the control system to damage the production equipment and access to
business information [9]. As the Internet grows up, it is easier to attack the control
system through the network. The security objectives of modern control system are
availability, integrity and confidentiality. Denial of Service(DoS) attack aims at the
control system availability. DoS attack is the commonly used network attack method,
and now many research achievements have been gained [10–13].

Jamming attack is a kind of DoS attack which can denial the control service by
purposely dropping packets. This attack is simple and effective. It only needs to obtain
the communication band of the current network through monitoring passively, and then
the attack can be launched rapidly. DoS attack can attack the server to exhaust the
limited resources of CPU and memory of control system directly, it can also attack the
communication channel directly to cause jamming. These attacks are shown in Fig. 3

At present, a lot of work has been done on studying jamming attack against the
communication channel of the control system. During the last decade, a number of
papers about the jamming attack against control systems were reported, for instance,
[14–37], which are listed in Table 1.

The remainder of this paper is organized as follows: some jamming attacking
strategies on control system are reviewed in Sect. 2. Defense methods of jamming

Fig. 3. DoS jamming attack

Table 1. Papers about the jamming attack against control systems.

Years Jamming attack Defense of Jamming attack Game of Jamming attack and defense

2005–2008 [20] [21, 22]
2009–2012 [15] [25, 28–30] [33, 34, 36, 37]

2013–2017 [14, 16–19] [23, 24, 26, 27] [31, 32, 35]
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attack on control system are overviewed in Sect. 3. Arms Race between jamming
attack and defense is discussed in Sect. 4. This paper is ended in Sect. 5 with the
conclusion and some challenges on the future development.

2 Jamming Attack Against Control System

At the viewpoint of the attackers, they want the attack on the control system to be
efficient and cannot be detected by the detector. If an attacker wants to do a jamming
attack efficiently, it is important to consider energy constraints, because the energy
constraints to a large extent affect the attacking strategy. The tools of optimal control
theory are usually used to research on jamming attacks under energy constraints. For
the security issues of Wireless Networked Control Systems (WNCS), an investigation
was presented by [14] in 2014, which introduced the optimal jamming attack by
maximizing the cost function of linear quadratic Gaussian (LQG) control under energy
constraints from the standpoint of attacker. In [15], in order to solve the problem that
the control and measurement packets transmitted through the communication network
are jammed or compromised, a semi-definite programming (SDP) based solution has
been investigated, which can minimize a given objective function suffer from security
and power constraints. A research using Universal Software Radio Peripheral (USRP)
to achieve wireless jamming attacks in [16], and through experiments to analyze the
performance of different attacking strategy to find the best attacking strategy. In [17],
the power system is modeled to study the effect of jamming attacks on load frequency
control (LFC) at different times in smart grid.

In the cyber-physical system, there are two performance indicators: the expected
terminal estimation error and the expected average estimation error. The jamming
attack jams the communication channel between the sensor and the remote estimator, in
[18] an attacking strategy that maximizes the two errors was presented, while avoiding
being detected by the intrusion detection system (IDS). Another method to avoid
detection by the intrusion detection system is proposed in [19], through the coordi-
nation of integrity attack and availability attack, cyclical switching false data injection
attack and DoS attack to attack the communication channel, which has good appli-
cation effect to avoid detection by IDS. Moreover, a layered jamming attack method for
encrypted wireless network communication was proposed in [20].

3 Defense of Jamming Attack Against Control System

In some studies of early defense strategies for the jamming attack, an approach of
checking consistency was used to detect whether a system is subject to jamming
attacks. In [21], two schemes were proposed to detect the consistency, one is to detect
by measuring the signal intensity, the other one is using the location information. There
is also a method proposed in the early defense strategy of wireless sensor networks in
[22], this method achieves the effect of defense by evading the DoS jamming and
competing with the DoS jamming. Avoidance of DoS jamming can be done by
changing the communication channel assignment, or moving the node away from the
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source of the DoS jamming. Competition with the interference can be achieved through
error correction.

At present, some attacking defense strategies are given in many studies, the design
of resilient control system is the most common method. The main idea of designing a
resilient control system is to prevent and detect the jamming attacks and mitigate their
harm to the control system. In [23], an algorithm is proposed for CPS by designing a
resilient controller at the physical layer and designing an IDS configuration strategy at
the cyber layer. This algorithm can calculate the best defense strategy. In a recent study,
the predictor-based controller was designed to tolerate more DoS class signals in [24],
which is also a way to achieve resilient control.

In addition to designing resilient control systems, more types of defense strategy of
jamming attack have been proposed in recent years, such as updating control signals
[25], delegating defense to Internet Service Providers (ISPs) [26], designing the
transmission time [27], using more advanced machine learning methods [28] or dis-
tinguish whether the network traffic is legitimate [29].

1. Updating control signals
In [25], a method is proposed to solve the jamming attack which initialized periodically
by the PWM jammer. This method discussed the sequence of the triggering time to
cancel the effect of the jamming signal by updating the control signal, and finally the
system achieves gradual stabilization.

2. Delegating defense to ISP
In [26], the jamming attack is defended by delegating to ISP, but using this method
requires the path of the attacker to the attacked site, which is predicted employing
Probabilistic Packet Marking.

3. Designing the transmission time
In [27], the stability of CPS under the jamming attack was discussed, which designed a
reasonable transmission schedule to realize the Input-to-state stability (ISS) by
explicitly expressing the jamming attack frequency and the duration.

4. Using machine learning methods
Many machine learning algorithms have made great contributions in detecting jamming
attacks. Machine learning as the core of artificial intelligence has developed rapidly in
recent years. Machine learning specializes in how computer simulates or realizes
human learning behavior, and its application has spread all over the field. For example,
in [28], the jamming attacks are detected on the MAC layer of WSN system using
neural networks (NN) and support vector machines (SVM) respectively. The detection
accuracy and the detection speed of the two algorithms is compared, which proved that
SVM has higher accuracy and faster speed in DoS detection. This research improves
the security of the WSN system.

5. Distinguish whether the network traffic is legitimate
Many defense solutions of the jamming attack for Home Automation System
(HAS) are to distinguish between legitimate network traffic and the network traffic
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caused by jamming attacks, but the shortcomings of this approach is difficult to
completely distinguish all network traffic. A defense strategy was proposed in [29] that
designed a Virtual Home (VH) to mitigate the network traffic caused by jamming
attacks directly to the HAS, which was achieved very good filtering effect through
analyzing by Remote Home Server (RHS) and DoS Defense Server (DDS).

In addition, some papers do not provide the specific defense strategies directly, but
provides some useful insights instead. Due to the communication methods of the
Underwater Sensor Networks (UWSN) and the Wireless Sensor Network (WSN) on
the ground are different, the validity of the jamming attack on UWSN has been con-
firmed in [30], which has contributed to the development of solutions for future
researchers.

4 Arms Race Between Jamming Attacks and Their Defenses

Different from studying the attacking strategy and defense strategy of jamming attack
against control systems independently, it is more meaningful to study the arms race
between jamming attack and defense. Because the DoS attacker will change their own
attacking strategy according to the defense strategy of control system that has been
already set, which makes the research incomplete. It is very important to introduce the
game theory into the security of control system. In this section, we review the arms race
between jamming attack and defense respectively in CPS, NCS and WSN.

For Cyber-physical systems, a game theory framework is proposed in [31] through
the game of sensor sending time and attacker attack time. The optimal strategy achieves
the Nash equilibrium of a zero-sum game. In order to reduce the computational
complexity, the Markov chain theory can be used to simplify the calculation.

In the networked control system, the problem of resilient control problem is pre-
sented in [32], which uses the game theory to propose the optimal attack strategy and
the optimal compensation strategy respectively. In [33], the equilibrium point of the
dynamic zero-sum game is found by the game of the jammer and the controller in case
of limited jamming actions, and it proved that the control strategy is based on the
threshold.

In the wireless sensor network, limited work has been done on investigating the
arms race between jamming attack and defense, but to the best of my knowledge, the
research on optimal strategy of WSN intrusion detection using game theory has been
very mature. For instance, a useful guide is proposed in [34] for IDS deployment. The
optimal design scheme of IDS is obtained by the non-cooperative complete information
static game of rational attacker and intrusion detection system. In [35], the Markovian
intrusion detection system was proposed to design the best defense strategy by com-
bining non-cooperative complete information static game with anomaly detection.
Compared with the Markov decision process, this method improves the success rate of
defense. In [36], a model between the jamming attacker and attacked network is
established through a non-cooperative game, and when the game reaches the Nash
equilibrium, a defensive strategy is achieved by increasing the energy consumption of
the jamming attacker to cause its rapid death. In [37], the repeated game is used to
establish a game model between the internal attack and the IDS, and the behaviors of
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the attacker is predicted by extending the general Nash equilibrium to the quantal
response equilibrium.

5 Conclusion and Challenge

In this paper, we mainly focus on the jamming attacks against control system from
three aspects: attack, defense and arms race between them, we have reviewed the
existing methods of dealing with security issues. From the viewpoint of the attacker,
the attacker wants the jamming attack to be efficiently under energy constraints and
prevented from being detected by IDS. From the defender’s point of view, the defender
aims to improve the IDS to achieve a higher detection accuracy, or through the design
of resilient controller and other methods (such as trust management systems [38, 39]) to
reduce the risk of jamming attacks. We have also reviewed some existing strategies for
the security of control systems by introducing game theory. In the future research, we
can combine the machine learning algorithms and the game theory applied to the
control system security issues, the attacker and the defender use the machine learning
method simultaneously to confront and find the potential equilibrium in the arms race
using some game theoretical methodologies.
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Abstract. In this paper, the design of state estimation for the complex network
with one-step induced delay are studied that only need a part of the network
node’s output measurement, based on structural controllability. Firstly, vwe
selected the driver nodes according to the maximum matching method instead of
the topological degree’s size, and then estimated all nodes’ information with
these driver node’s measurement output. By using the Lyapunov stability theory
and the stochastic analysis method, the conditions for the existence of the gain
matrix of the state estimator are presented in the form of linear inequalities.
Finally, the simulation example is given to verify the present theoretical analysis
in this study.

Keywords: Complex network � Maximum matching � Pinning control �
One-step delay � State estimation

1 Introduction

In our life, complex networks are almost everywhere, such as the World Wide Web,
power networks, and so on. These networks are related to our lives. So the studies of
complex networks will not only promote the development of certain branches of sci-
ence but also change the life of mankind greatly [1–3]. In many cases, it is great interest
to use the corresponding state system for estimating the state of the source network,
that is state estimation [4, 5]. Nowadays, there are many papers study the state esti-
mation for different style networks by controlling each node [6]. In [7], by means of
Lyapunov stability theory, designing the global states observer for complex network
with short time-delay under white noise. In [8], the problem of state estimation about
the complex networks with different delay is studied. The state estimator network
system is achieved by applying a controller to each node.

However, it is well known that there are many nodes in a complex network and it is
literally impossible to obtain all the nodes’ information by controlling each node. To
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save cost, we just control some nodes, that is pinning control [9, 10]. In [9], the
problem about the external synchronization of nonlinear coupled discrete-time network
without delay via pinning controlling is discussed. In [10], the idea of pinning control is
used to achieve the external synchronization of discrete-time complex dynamic net-
works with internal coupling delay. In these documents, the pinning nodes are selected
according to the topological degree’s size of the networks. Since 2011, Liu published
article about the controllability of complex networks in Natural [10], which studied the
way to select drive nodes according to the maximum matching method.

Now, the problem about achieving synchronization based on pinning control is
discussed by many scholars, otherwise not involve the state estimation. Until 2014, Yu
et al. [12] proposed the pinning observability in complex networks to acquire the
nodes’ information firstly. But in [12], the network model is idealized without con-
sidering delay. And Yu assumed that the state information of some nodes in network is
known, but only the output information of nodes can be measured in actual network. So
motivated by the above articles, in this paper, we will study the discrete-time complex
network with one-step induced delay and the state estimator are designed based on
structural controllability and pinning observability which based on the output infor-
mation of nodes.

The rest of this paper is organized as follows. In Sect. 2, the theorem about
maximal matching is introduced. In Sect. 3, the model formulation of one-step induced
delay and the state estimation with pinning controller will be given. In Sect. 4, some
estimation criteria and the minimum number of pinned nodes will be given. In Sect. 5,
an illustrative example of complex dynamic network is given to verify the effectiveness
of the proposed method. Section 6, summarizes the paper and gives concluding
remarks.

2 Preliminry

Liu analyzed the structural controllability based on the graph theory, and proposed the
maximum matching method by the following minimum input theorem.

Theorem 1 [11]: Minimal Input Theorem. If the network is perfectly matched, the
drive nodes set is any node in the network; otherwise, the minimum set of drive nodes
ND equals the set of nodes that are not matched after the “maximum matching”. That is:
jNDj ¼ maxf1;N � jM�jg. Where jM�j is the “maximum matching” nodes in the
directed network.

We used the Hopcroft & Krap algorithm, where the basic idea is to transform a
directed network into the form of bipartite graphs and then find the augmented paths P
from any matching M. There exists a greater match M0 than M in the networks when
having an augmented path. So the “maximum matching” sets will be found until such
an augmented path does not exist. Specific steps are as follows:

(1) First, we transform Figs. 1 to 2 and then choose a matching edge e120 . We set the
nodes that matched as the matching nodes.
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(2) Second, selecting any unmatched node in the upper part of the bipartite graph and
take it as the starting point to find the augmented path. An augmented path is a
path consisting of alternate edges and unmatched edges. The number of edges in a
augmented path must be odd, and the starting and ending points are unmatched,
and the rest points are already matched. Therefore, according to the above prin-
ciples, we can obtain the augmented path just from Fig. 3 and then invert the
edges of the augmented path, that is, the matching edges become unmatched
edges and the unmatched edges become matching edges. So that the number of
matching edges can be increased.

(3) Finally, repeat the above steps, finding the unmatched nodes in the bipartite graph
and taking this node as the starting node to find out its augmentation path. In the
graph C, only node 2 and path e230 can be found. Therefore, the maximum
matching sets e14; e42; e23 can be obtained, and the minimum number of driver
node is 1 (Fig. 4).

According to theory of controllability, the driving node set is a non-matching node
in the maximum matching edge set. In the above example, only node 1 is the node with
no edge to pointed in the maximum matching edge set, so the node 1 is the unmatched
node, that is, the driver node.

1 2 3 4

1' 2' 3' 4'

Fig. 3. Look for the augmented path

1 4

2 3

Fig. 1. Describe the network with four nodes.

1 2 3 4

1' 2' 3' 4'

Fig. 2. Transform the Fig. 2 to the form of
bipartite graphs.
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3 Estimator Design Based on Structural Properties
and Pinning Control

In this paper, we consider a discrete complex network consisting of N identical nodes.
Each node of the network is an n-dimensional dynamical system. The state equations of
the entire network are described as follows:

xiðkþ 1Þ ¼ f ðxiðkÞÞþ a
PN
j¼1

wijCxjðkÞ
yiðkÞ ¼ CixiðkÞ

; i ¼ 1; 2; ::;N

8<
: ð1Þ

Where xiðkÞ ¼ ðxi1ðkÞ; xi2ðkÞ; . . .; xinðkÞÞT 2 Rn is the state vector of the ith node.
yiðkÞ 2 Rmðm� nÞ is the output vector of the node. f ð�Þ : Rn ! Rn is a continuously
linear function.

And f ð�Þ satisfies: f ðxiðkÞÞ ¼ AixiðkÞ;Ai 2 Rn�n;A ¼ diagðA1;A2; . . .;ANÞ. C 2
Rn�n is the inner connection matrix between two connected node; W ¼ ðwijÞ 2 RN�N

represents the outer-coupling configurations of the network, whose entries are defined
as follows: if there is a link from node i to j, then set wij ¼ wji ¼ 1ð1� i; j�N; i 6¼ jÞ,
otherwise wij ¼ wji ¼ 0. So the diagonal elements of matrix are defined by

wii ¼ � PN
j¼1;j6¼i

wijði ¼ 1; 2; . . .;NÞ, which ensures the diffusion that
PN
j¼0

wij ¼ 0. So we

can calculate the minimum number of driver nodes according to the matrix W .
Ci 2 Rm�nði ¼ 1; 2; ::;NÞ, C ¼ diagðC1;C2; . . .;CNÞ is the output matrix of each

node.
Considering the one-step induced delay in the process of network transmission, the

observer node from the source network to receive the information can be expressed as
Eq. (2):

�yiðkÞ ¼ Cixiðk � 1Þ; i ¼ 1; 2; ::;N ð2Þ

In this paper, we only control the first l nodes of the state estimator network as
shown in Eq. (3), and the first l nodes are the unmatched nodes in “maximum
matching” set. So to reconstruct all the states in Eq. (1), the following observer is
presented:

1 2 3 4

1' 2' 3' 4'

Fig. 4. Maximum match set path diagram
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x̂iðkþ 1Þ ¼ f ðx̂iðkÞÞþ a
PN
j¼1

wijCx̂jðkÞþ uiðkÞ; 1� i� l

x̂iðkþ 1Þ ¼ f ðx̂iðkÞÞþ a
PN
j¼1

wijCx̂jðkÞ; lþ 1� i�N

8>>><
>>>:

ð3Þ

ŷiðkÞ ¼ Cix̂iðk � 1Þ

Where i ¼ 1; 2; ::;N, x̂iðkÞ ¼ ðx̂i1ðkÞ; x̂i2ðkÞ; . . .; x̂inðkÞÞT is the state vector of the ith

node, ŷiðkÞ 2 Rm is the output vector of node. uiðkÞ is the output-feedback controllers
that can be designed as:

uiðkÞ ¼ �KiðŷiðkÞ � yiðkÞÞ ð4Þ

Where Ki ¼ ðKi1;Ki2; . . .;KimÞT is the gain of the pinning controller.
Then define the state errors: eiðkÞ ¼ xiðkÞ � x̂iðkÞ, where i ¼ 1; 2; . . .;N. So we can

obtain the following equality from (1), (3) and (4):

eiðkþ 1Þ ¼ AieiðkÞþ a
PN
j¼1

wijCejðkÞ � Ki � Cieiðk � 1Þ; 1� i� l

eiðkþ 1Þ ¼ AieiðkÞþ a
PN
j¼1

wijCejðkÞ; lþ 1� i�N

8>>><
>>>:

ð5Þ

Then we will drive the gain matrix K to guarantee eiðkÞ being convergent to zeros.
So the following assumptions and lemmas will be used for demonstrating.

Lemma 1: For any vectors x; y 2 Rn, the inequality holds:

2xTy� xTQxþ yTQ�1y ð6Þ

where Q 2 Rn�n is the positive definite matrix.

Lemma 2: For any vector x 2 Rn, if P 2 Rn�n is a positive definite matrix, Q 2 Rn�n is
a symmetric matrix, the following inequality holds:

kminðP�1QÞxTPx� xTQx� kmaxðP�1QÞxTPx ð7Þ

where kminðPÞ and kmaxðPÞ denote the smallest and the largest eigenvalues of the matrix
P respectively.

4 Main Conclusion

Theorem 2: If there exist matrix K ¼ ½K1;K2; . . .;Km�T , the following inequalities
hold kmaxðaðW � CÞTA� aCTKTðW � CÞÞ� 0 and kmaxðATKC � aðW � CÞTKC� 0.
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Determine the number l based on the Theorem 1 and exits Ki 2 Rn�n that satisfies:

kmaxðATAÞ � 1þ kmaxð �MiÞþ kmaxð �WÞ\ 0ð1� i� lÞ
�Mi ¼ ðAT

i KiCi þCT
i K

T
i Ai þCT

i K
T
i KCÞ and kmaxðATAÞ � 1þ kmaxð �WÞ\0. �W is the

matrix that the wij elements of W is replaced by a2kmaxðCTCÞw2
ij. Then the state

estimator system (3) under the action of the pinning controller (4) can effectively
estimate the state of the discrete complex network system (1).

Proof: Define a Lyapunov function as follows: VðkÞ ¼ v1ðkÞþ v2ðkÞ, where

v1ðkÞ ¼
XN
i¼1

eTi ðkÞeiðkÞ; v2ðkÞ ¼
XN
i¼1

eTi ðk � 1ÞPeiðk � 1Þ

Then combining the Lyapunov theorem and Lemma 1–2, we can get:

Dv1ðkÞ ¼ v1ðkþ 1Þ � v1ðkÞ

�
XN
i¼1

eTi ðkÞAT
i AieiðkÞþ

XN
i¼1

XN
j¼1

½eTi ðkÞAT
i awijCejðkÞþ

Xl

i¼1

kmaxðCT
i K

T
i KiCiÞeTi ðk � 1Þeiðk � 1Þ

þ
Xl

i¼1

XN
j¼1

eTi ðkÞ½AT
i KiCi þCT

i K
T
i Ai � awijCT

i K
T
i C� awijCKiCi�eiðkÞ

þ
Xl

i¼1

XN
j¼1

eTj ðk � 1Þ½AT
i KiCi þCT

i K
T
i Ai � awijCT

i K
T
i C

� awijC
TKiCi�ejðk � 1Þ �

XN
i¼1

eTi ðkÞeiðkÞ

� eTðkÞðkmaxðATAÞIN þR� IN þ �WÞeðkÞþ kmaxðaATðW � CÞ � aCTKTðW � CÞÞe1TðkÞe1ðkÞ
þ kmaxðaðW � CÞTA� aðW � CÞTKCÞe1TðkÞe1ðkÞ
þ kmaxðATKC � aCTKTðW � CÞÞe1Tðk � 1Þe1ðk � 1Þe1Tðk � 1Þe1ðk � 1Þ

ð8Þ

Due to kmaxðaðW � CÞTA� aCTKTðW � CÞÞ� 0 and kmaxðATKC � aðW � CÞT
KCÞ� 0, so the inequality (8) can be reduced to:

Dv1ðkÞ ¼ v1ðkþ 1Þ � v1ðkÞ� eTðkÞðkmaxðATAÞIN þRþ �W � INÞeðkÞ
þ kmaxðCTKTKCÞeTðk � 1Þeðk � 1Þ

Where, IN is the unit matrix of N � N, eðkÞ ¼ ðe1ðkÞ; e2ðkÞ; . . .:; eNðkÞÞ

eðk � 1Þ ¼ ðe1ðk � 1Þ; e2ðk � 1Þ; . . .; eNðk � 1ÞÞ;

e1ðkÞ ¼ ðe11ðkÞ; . . .; e1nðkÞ;|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
n

. . .; eN1ðkÞ; . . .; eNnðkÞ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
n

ÞT
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{nN
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R ¼ diagðkmaxðM1Þ; . . .; kmaxðMlÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
l

; 0; . . .; 0|fflfflffl{zfflfflffl}
N�l

Þ;Mi ¼ AT
i KiCi þCT

i K
T
i Ai ði ¼ 1; 2; . . .; lÞ

Dv2ðkÞ ¼ v2ðkþ 1Þ � v2ðkÞ ¼
XN
i¼1

eTi ðkÞPeiðkÞ �
XN
i¼1

eTi ðk � 1ÞPeiðk � 1Þ:

Since the matrix P is the positive definite matrix, so it can be assumed:
P ¼ kmaxðCTKTKCÞIN , so

DVðkÞ� eTðkÞðkmaxðATAÞIN þRþ �W þ kmaxðCTKTKCÞIN � INÞeðkÞ
¼ eTðkÞðkmaxðATAÞIN þ �Mi þ �W � INÞeðkÞ

ð9Þ

Thus it is possible to make:

�Mi ¼ AT
i KiCi þCT

i K
T
i Ai þCT

i K
T
i KC ði ¼ 1; 2; ::; lÞ:

Because of �W is a real symmetric matrix, so there is orthogonal matrix Q to meet:

�W ¼ QTdiagðk1ð �WÞ; k2ð �WÞ; . . .; kNð �WÞÞQ:

Where kið �WÞ represent the ith eigenvalues of the real symmetric matrices �W , and the
eigenvalues are arranged in ascending order, i.e.: k1ð �WÞ	 k2ð �WÞ	 . . .	 kNð �WÞ.

So the inequality (9) can be also expressed as:

DVðkÞ� ðQeðkÞÞTZðQeðkÞÞ; Z ¼ diagðz1; z2; . . .; zNÞ

where:

zi ¼ kmaxðATAÞ � 1þ kmaxð �MiÞþ kið �WÞ; 1� i� l
kmaxðATAÞ � 1þ kið �WÞ; lþ 1� i�N

�
\0 ð10Þ

Because of

k1ð �WÞ	 k2ð �WÞ	 . . .	 kNð �WÞ; so zi\ kmaxðATAÞ � 1þ kmaxð �MiÞþ k1ð �WÞ; 1� i� l
kmaxðATAÞ � 1þ k1ð �WÞ \0

�

Firstly, according to Theorem 1 and the network topology W , we can compute the
number l of pinned nodes. Then, we set the gain matrix K of state estimation system
according to the inequality (10) and the number l. So when k ! 1, the estimation
error vector can be convergent to zeros under the condition of the above, such as:

ðe1ðkÞ; e2ðkÞ; . . .; eNðkÞÞT ! 0:
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Finally we can get the conclusion that the state estimator system, as shown in the
expression (3), can estimate the state of the complex network system, as shown in the
expression (1), under the action of the pinning controller effectively, as shown in the
expression (4).

5 Simulation

Consider a complex dynamical network model with 20 identical nodes, where each
node has three states: xi ¼ ðxi1; xi2; xi3ÞT , i ¼ 1; 2; 3; . . .; 20. And the topology of this
network is shown in Fig. 5.

And f ð�Þ satisfies: f ðxiðkÞÞ ¼ AixiðkÞ;Ai 2 Rn�n;A ¼ diagðA1;A2; . . .;ANÞ. Then
the parameters about the complex network system (1) can be set:

Ai ¼
0:6 0:3 0:1
0:2 0:5 0:3
0:6 �0:6 1

2
4

3
5;Ci ¼

0:8 0 0
0 0:8 0
0 0 0:8

2
4

3
5; a ¼ 0:08;C ¼

1 0 0
0 1 0
0 0 1

2
4

3
5

According to the Theorem 1, we get the conclusion that 4 nodes should be con-
trolled, which are shown as the red nodes in Fig. 5. However, if the pinned nodes are
selected by the size of the degree, we should control 8 nodes by simulation [8, 9]. Then
according to the Theorem 2, one can get the gain matrix:

Ki ¼ diagð0:9; 0:9; 0:9Þ; i ¼ 1; . . .; 4:

Then the simulation results are shown in Fig. 6, 7 and 8. Figures 6, 7 and 8 are
described the three components of error state changes over time for the 20 nodes in the
network. From the figures, one can see that the error estimation converges to zero.

Finally, from the results of simulation, we can get the conclusion that the state
estimator system can estimate the state of the complex network system effectively
under the designed pinning observer.

1 2
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Fig. 5. The topology of the source network (Color figure online)
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6 Conclusion

In this paper, we studied the state estimation of a discrete complex network with
one-step induced delay based on the pinning observability. By controlling only a
fraction of the nodes selected according to maximum matching method, this paper
designed a kind of output-feedback pinning observer, which is more practical for the
engineering applications in contrast to existing methods. The condition for state
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Fig. 6. The change curve of estimated error eilðkÞði ¼ 1; 2; . . .; 20Þ
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Fig. 7. The change curve of estimated error ei2ðkÞði ¼ 1; 2; . . .; 20Þ
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Fig. 8. The change curve of estimated error ei3ðkÞði ¼ 1; 2; . . .; 20Þ
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estimation is derived by using Lapunov stability theory. Finally, the simulation results
showed the effectiveness of the state estimator by applying the designed output-
feedback pinning observer.
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Design of Output Feedback Controller
for Networked Control Systems with Delay

and Packet Dropout
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Abstract. The design problem of controller for a dynamic output feedback
networked control system with uncertain short time delay and packet dropout is
studied. The data packet dropout is assumed to be satisfied with the Bernoulli
distribution sequence with known probability. The dynamic output feedback
networked control system is modeled as a discrete time-varying system with
uncertainties. Sufficient conditions for the existence of the controller are given
by the linear matrix inequality (LMI) method and the Lyapunov principle. And
the controller design problem is transformed into solving the feasible solution of
LMI. Finally, a simulation example is given to prove the effectiveness and
feasibility of the design method.

Keywords: Networked control systems � Output feedback � Time delay �
Packet dropout � Linear matrix inequality

1 Introduction

Over the past decade, with the rapid development of computer technology and commu-
nication technology, the networked control systems (NCSs) has attracted more and more
attention [1–6]. However, the network as an unstable medium, due to its bandwidth and
the physical limitations of service capacity, the packet in network transmission inevitably
exists network induction delay, packet dropout and disorder and other issues [7], these
problems can easily lead to the instability of NCSs, so it has been widely concerned.

There have been significant research efforts on the design of controllers for NCSs
with time delay and packet dropout. The paper [8] discusses a class of NCSs with
stochastic short delay, using binary sequences satisfying the Bernoulli distribution to
describe the stochastic delay of data transmission, and design the controller with H1
performance. In [9], for short time delay NCSs with white noise disturbance, the
influence of stochastic delay on the system is transformed into unknown bounded
uncertainties by matrix decomposition. In [10], for discrete time NCSs with random
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long delays, two Markov chains are used to describe the network induced delay of
feedback and forward channel. The closed-loop system is modeled into a Markov
stochastic time delay system. In [11], for the NCSs with packet dropout, which is
described as a switching system model, and the fault-tolerant controller design is
carried out on the stochastic packet dropout process. In [12], the controller design of
linear NCSs with stochastic packet dropout is discussed. A binary switching sequence
satisfying the Bernoulli distribution is used to describe the random packet dropout.

So far, most existing results are mainly for NCSs with time delay or packet dropout,
and the design of the state feedback controller, such as paper [13]. But the state of the
system is often unable to detect completely. In this paper, the output feedback control
system of NCSs with time-varying delays and packet dropout is considered. Not only
considering the situation of uncertain time delay and packet dropout, but also con-
sidering the fact that the system state is not easily all observed. Compared with the
previous study, the conditions considered in this paper are more reasonable and real-
istic. Based on the above conditions, we establish an output feedback network control
system model, which transforms the time delay into system uncertain parameters. The
packet dropout is described by Bernoulli random sequence, and the robustness of the
system is studied by Lyapunov stability principle and LMI tools. The design method of
the controller is given, and the validity of the results is verified by simulation.

2 Problem Formulation

The structure of the output feedback networked control system with delay and packet
dropout is shown in Fig. 1.

where sca represents the delay between the controller and the actuator channel, ssc
represents the delay between the sensor and the controller channel. We make the
following assumptions about the NCSs:

Fig. 1. System structure diagram.
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Assumption 1: The sensor is clock driven and the sampling period is constant T :
Assumption 2: The controller and actuator are the event-driven, i.e. receiving the
data signal for immediate correspondence operation.
Assumption 3: The data are transmitted in a single packet. Assume that the packet
dropout occurs between sensors and controllers. Packet dropout satisfies Bernoulli
random sequence and probability are known.
Assumption 4: The total time-induced delay of the k periodic network of the closed
loop is sk (sk ¼ sca þ ssc). In this paper the delay is uncertain short delay, i.e.
sk 2 ½0; T �:
Based on the above conditions, the state variables yFðkÞ received by the controller

can be expressed as:

yFðkÞ ¼ aðkÞyðkÞ ð1Þ
where aðkÞ is a Bernoulli random sequence. Its value can be 0 and 1, satisfying the
following probability:

probfaðkÞ ¼ 1g ¼ EfaðkÞg ¼ a

probfaðkÞ ¼ 0g ¼ 1� EfaðkÞg ¼ 1� a
ð2Þ

When aðkÞ ¼ 1; the controller can completely receive data, that means no packet
dropout; When aðkÞ ¼ 0; the data is lost. a is a known integer real number.

Consider the following linear time-invariant system

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞ

�
ð3Þ

where xðtÞ 2 Rn , uðtÞ 2 Rr and yðtÞ 2 Rm represents the state of the system, control
inputs and measurement outputs respectively. A, B, C are constant matrices with cor-
responding dimensions.

Based on the assumption 1–4 above, the linear time invariant system can be dis-
cretized into

xðkþ 1Þ ¼ AdxðkÞþ ðB0 þDFðskÞEÞuðkÞþ ðB1 � DFðskÞEÞuðk � 1Þ
yðkÞ ¼ CxðkÞ

�
ð4Þ

where Ad ¼ eAT , B0, B1, D and E are constant matrices, FðskÞ is a time-varying matrix
which contains uncertainties.

B0 ¼ Kdiagð� 1
k1

; � � � ;� 1
kn
ÞK�1B

B1 ¼ Kdiagð� 1
k1

e�k1T ; � � � ;� 1
kn

e�knTÞK�1B

D ¼ Kdiagð� 1
k1

e�k1a1 ; � � � ;�� 1
kn

e�knanÞ

FðskÞ ¼ diagðek1ðT�sk�a1Þ; � � � ; eknðT�sk�anÞÞ
E ¼ K�1B

ð5Þ
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where k1; k2; � � � ; kn are the n different eigenvalues of the matrix A;K1; � � � ;Kn are the
eigenvectors of the matrix A. FðskÞ satisfies the following conditions

FTðskÞFðskÞ� I ð6Þ
In order to improve the control performance, the controller adopts the dynamic

output feedback controller with time delay compensation

xcðkþ 1Þ ¼ AcxcðkÞþBcyFðkÞ
uðkÞ ¼ CcxcðkÞ

�
ð7Þ

where xc is the controller state, Ac, Bc, Cc are constant matrices with corresponding
dimensions.

Connecting Eqs. (4) and (7), substituting uðkÞ ¼ CcxcðkÞ into the Eq. (3), we can
obtain the following:

xðkþ 1Þ ¼ AdxðkÞþ ðB0 þDFðskÞEÞCcxcðkÞþ ðB1 � DFðskÞEÞCcxcðk � 1Þ
yðkÞ ¼ CxðkÞ

�
ð8Þ

Choose the augmented vector as zðkÞ ¼ ½ xTðkÞ xTc ðkÞ
�T
, the closed loop NCSs

model is

zðkþ 1Þ ¼ U1zðkÞþU2zðk � 1Þ ð9Þ

where

U1 ¼ Ad ðB0 þDFðskÞEÞCc

aðkÞBcC Ac

� �
;

U2 ¼ 0 ðB1 � DFðskÞEÞCc

0 0

� �

It can be seen that the output feedback NCSs with uncertain delay and packet
dropout can be transformed into a class of discrete time-varying systems with uncertain
terms.

The following are the lemmas to prove the stability of the closed-loop system (9):

Lemma 1 [14]. (Schur complement) For symmetric matrix A, symmetric positive
definite matrix B, matrix C, thus AþBTCB\0 is equivalent to

A BT

B �C�1

� �
\0 or �C�1 B

BT A

� �
\0

Lemma 2 [15]. Let W ,M, N, FðkÞ be the real matrices of appropriate dimensions such
that W [ 0 and FTðskÞFðskÞ� I: Then, for any scalar e[ 0 such that
W þMFðkÞNþNTFTðKÞMT\0, we have W þ eMMT þ e�1NTN\0:
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3 Main Result

Theorem 1. For NCSs (3) with uncertain time delay and packet dropout delay, where
sk 2 ½0; T � satisfy constraints FTðskÞFðskÞ� I, and the packet dropout satisfies the
Bernoulli stochastic sequence (2). If there exist symmetric positive definite matrices
�P; �R 2 Rn�n, �Q; �S 2 Rp�p, matrices W 2 Rr�p, N 2 Rp�p, Y 2 Rr�n, and scalar e[ 0
satisfying

�R� �P 0 0 0 �PAT
d 0 aVT bVT

0 �S� �Q 0 0 WTBT
0 WTET UT 0

0 0 ��R 0 0 0 0 0
0 0 0 ��S WTBT

1 �WTET 0 0
Ad�P B0W 0 B1W eDDT � �P 0 0 0
0 EW 0 �EW 0 �eI 0 0
aV U 0 0 0 0 ��Q 0
bV 0 0 0 0 0 0 ��Q

2
66666666664

3
77777777775
\0 ð10Þ

where a; b are given constants. Then the control law exists, which makes the
closed-loop system (9) asymptotic stability.

When the matrix inequality (10) has a feasible solution, the control law is

xcðkþ 1Þ ¼ U �Q�1xcðkÞþVðC�PÞ�1aðkÞyðkÞ
uðkÞ ¼ W �Q�1xcðkÞ

�
ð11Þ

Proof: Choose a Lyapunov functional candidate for the system (9) as follows

VðkÞ ¼ xTðkÞPxðkÞþ xTc ðkÞQxcðkÞþ xTðk � 1ÞRxðk � 1Þþ xTc ðk � 1ÞSxcðk � 1Þ
ð12Þ

where P;R 2 Rn�x, Q; S 2 Rp�p are symmetric positive definite matrices.

Then along the solution of system (9) we have

DVðkÞ ¼ Vðkþ 1Þ � VðkÞ
¼ xTðkÞðAdPAd þðaðkÞBcCÞTQðaðkÞBcCÞþR� PÞxðkÞ
þ xTðkÞðAT

dPM1 þðaðkÞBcCÞTQAcÞxcðkÞ
þ xTðkÞðAT

dPM2Þxcðk � 1Þþ xTc ðkÞðMT
1 PAd þAT

c QaðkÞBcCÞxðkÞ
þ xTc ðkÞðMT

1 PM1 þAT
c QAc þ S� QÞxcðkÞþ xTc ðkÞðM1PM2Þxcðk � 1Þ

þ xTð�RÞxðk � 1Þþ xTc ðk � 1ÞðMT
2 PAdÞxðkÞþ xTc ðk � 1ÞðM2PM1ÞxcðkÞ

þ xTc ðk � 1ÞðM2PM2 � SÞxcðk � 1Þ

where F ¼ FðskÞ, M1 ¼ ðB0 þDFEÞCc, M2 ¼ ðB1 � DFEÞCc.
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For EfaðkÞ � ag ¼ 0, EfðaðkÞ � aÞ2g ¼ ð1� aÞa, b2, we obtain

E Vf ðxðkþ 1ÞjxðkÞÞg � VðxðkÞÞ
¼xTðkÞðAdPAd þððaðkÞ � aÞBcCþ aBcCÞTQððaðkÞ � aÞBcCþ aBcCÞþR� PÞxðkÞ

þ xTðkÞðAT
dPM1 þððaðkÞ � aÞBcCþ aBcCÞTQAcÞxcðkÞþ xTðkÞðAT

dPM2Þxcðk � 1Þ
þ xTc ðkÞðMT

1 PAd þAT
c QððaðkÞ � aÞBcCþ aBcCÞÞxðkÞ

þ xTc ðkÞðMT
1 PM1 þAT

c QAc þ S� QÞxcðkÞþ xTc ðkÞðM1PM2Þxcðk � 1Þ
þ xTð�RÞxðk � 1Þþ xTc ðk � 1ÞðMT

2 PAdÞxðkÞþ xTc ðk � 1ÞðM2PM1ÞxcðkÞ
þ xTc ðk � 1ÞðM2PM2 � SÞxcðk � 1Þ

¼xTðkÞðAdPAd þ aðBcCÞTQðBcCÞþR� PÞxðkÞþ xTðkÞðAT
dPM1 þ aðBcCÞTQAcÞxcðkÞ

þ xTðkÞðAT
dPM2Þxcðk � 1Þþ xTc ðkÞðMT

1 PAd þ aAT
c QðBcCÞÞxðkÞ

þ xTc ðkÞðMT
1 PM1 þAT

c QAc þ S� QÞxcðkÞþ xTc ðkÞðM1PM2Þxcðk � 1Þ
þ xTð�RÞxðk � 1Þþ xTc ðk � 1ÞðMT

2 PAdÞxðkÞþ xTc ðk � 1ÞðM2PM1ÞxcðkÞ
þ xTc ðk � 1ÞðM2PM2 � SÞxcðk � 1Þ

,�zTM�z

where �z ¼ xTðkÞ xTc ðkÞ xTðk � 1Þ xTc ðk � 1Þ� �
,

M ¼
AT
dPAd þ aðBcCÞTQðBcCÞþR� P AT

dPM1 þ aðBcCÞTQAc 0 AT
dPM2

MT
1 PAd þ aAT

c QBcC MT
1 PM1 þAT

c QAc þ S� Q 0 M1PM2

0 0 �R 0
MT

2 PAd M2PM1 0 M2PM2 � S

2
664

3
775

ð13Þ

By the above conditions, DVðkÞ\0 is equivalent to M\0, then consider

M ¼

AT
dPAd þ aðBcCÞTQðBcCÞþR� P AT

dPM1 þ aðBcCÞTQAc 0 0

MT
1 PAd þ aAT

c QBcC MT
1 PM1 þAT

c QAc þ S� Q 0 0

0 0 �R 0

0 0 0 �S

2
6664

3
7775

þ

AT
d

MT
1

0

MT
2

2
6664

3
7775P Ad M1 0 M2½ �

ð14Þ

Based on Schur complement, and consider the definition of M1, M2, define
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H ¼

aðBcCÞTQðBcCÞþR� P aðBcCÞTQAc 0 0 AT
d

aAT
c QBcC AT

c QAc þ S� Q 0 0 ðB0CcÞT
0 0 �R 0 0
0 0 0 �S ðB1CcÞT
Ad B0Cc 0 B1Cc �P�1

2
66664

3
77775

Then

M ¼ Hþ

0
0
0
0
D

2
66664

3
77775F 0 ECc 0 �ECc 0½ � þ 0 ECc 0 �ECc 0½ �TFT

0
0
0
0
D

2
66664

3
77775

T

\0 ð15Þ

According to Lemma 2, for any scalar e[ 0 such that Eq. (15) was established, we
have

Hþ e

0
0
0
0
DT

2
66664

3
77775 0 0 0 0 D½ � þ e�1

0
ðECcÞT

0
�ðECcÞT

0

2
66664

3
77775 0 ECc 0 �ECc 0½ �\0

By Schur complement, we obtain

aðBcCÞTQðBcCÞþR� P aðBcCÞTQAc 0 0 AT
d 0

aAT
c QBcC AT

c QAc þ S� Q 0 0 ðB0CcÞT ðECcÞT
0 0 �R 0 0 0
0 0 0 �S ðB1CcÞT �ðECcÞT
Ad B0Cc 0 B1Cc eDDT � P�1 0
0 ECc 0 �ECc 0 �eI

2
6666664

3
7777775
\0

By the same method as before, we get (16)

R� P 0 0 0 AT
d 0 aðBcCÞT bðBcCÞT

0 S� Q 0 0 ðB0CcÞT ðECcÞT AT
c 0

0 0 �R 0 0 0 0 0
0 0 0 �S ðB1CcÞT �ðECcÞT 0 0
Ad B0Cc 0 B1Cc eDDT � P�1 0 0 0
0 ECc 0 �ECc 0 �eI 0 0

aBcC Ac 0 0 0 0 �Q�1 0
bBcC 0 0 0 0 0 0 �Q�1

2
66666666664

3
77777777775
\0

ð16Þ

It should be noted that matrix inequality (16) is not a linear matrix inequality and
difficult to be solved. For this, we have following method.
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Through left-and-right multiplying by diag P�1 Q�1 P�1 Q�1 I I I
� �

,
and make �P ¼ P�1, �Q ¼ Q�1, �R ¼ P�1RP�1, �S ¼ Q�1SQ�1, we obtain

�R� �P 0 0 0 �PAT
d 0 a�PðBcCÞT b�PðBcCÞT

0 �S� �Q 0 0 �QðB0CcÞT �QðECcÞT �QAT
c 0

0 0 ��R 0 0 0 0 0
0 0 0 ��S �QðB1CcÞT ��QðECcÞT 0 0

Ad�P B0Cc �Q 0 B1Cc �Q eDDT � P�1 0 0 0
0 ECc �Q 0 �ECc �Q 0 �eI 0 0

aBcC�P Ac �Q 0 0 0 0 ��Q 0
bBcC�P 0 0 0 0 0 0 ��Q

2
66666666664

3
77777777775
\0

ð17Þ

Define U ¼ Ac �Q, V ¼ BcC�P, W ¼ Cc �Q, then (17) can be transformed to (10). If
(10) has the feasible solution, then figure out Ac, Bc, Cc, and substitute the results into
(7). The dynamic output feedback controller can be obtained.

For Theorem 1, the feasibility of solving linear matrix inequalities with
�P; �Q; �R; �S;U;V ;W ; e as a variable can be solved by using the LMI toolbox of Matlab.

4 Simulation Example

Consider the NCSs in the form of (3)

_xðtÞ ¼ 0 1
�2 �3

� �
xðtÞþ 0

1

� �
uðtÞ

yðkÞ ¼ 1 0½ �xðkÞ

8<
: ð18Þ

If the sampling period T ¼ 0:1 s, the eigenvalues of A are k1 ¼ �1; k2 ¼ �2. The

eigenvector of A is K ¼ K1;K2½ � ¼ 1 1
�1 �2

� �
. Define a1 ¼ �1, a2 ¼ �1 in FðskÞ,

then we can obtain

Ad ¼
0:9909 0:0861

�0:1722 0:7326

� �
;B0 ¼

0:5

0

� �
;B1 ¼

0:4945

0:1162

� �
;E ¼ 1

�1

� �
;

D ¼ 0:3679 0:0677

�0:3679 �0:1353

� �

Assume that the packet dropout rate is 1� EfaðkÞg ¼ 1� a ¼ 0:1: Solving the
linear matrix inequality (10) by the LMI tool in Matlab, we can obtain
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P ¼
18:0142 �17:8291

�17:8291 37:9709

2
64

3
75;Q ¼

8:4977 �2:7666

�2:7666 5:1184

2
64

3
75;R ¼

1:7230 �2:7039

�2:7039 8:0404

2
64

3
75;

S ¼
4:5788 �0:3343

�0:3343 1:0004

2
64

3
75;U ¼

�2:7666 5:1184

�0:5731 �0:2352

2
64

3
75;V ¼

0 0

�1:4411 1:4263

2
64

3
75;

W ¼ 0:1423 �0:0041½ �; e ¼ 0:721;

Thus, the controller parameters can be obtained

xcðkþ 1Þ ¼ 0 0:98
�0:11 �0:11

� �
xcðkÞþ 0

�0:01

� �
aðkÞyðkÞ

uðkÞ ¼ 0:02 0:01½ �xcðkÞ

8<
: ð19Þ

Under the action of this control law, the initial state of the closed-loop system is
x1
x2

� �
¼ 4

�1

� �
: The state response diagram of a closed-loop system can be obtained

by Matlab simulation tool as shown in Fig. 2, It can be seen from the figure that the
state of closed-loop system has bounded and finally tends to 0, the system is stable, so
the method is feasible (Fig. 3).

Fig. 2. State response of closed-loop system.
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5 Conclusion

In the case where the system sensor sampling period is constant, the controller and
actuator are event driven, the data are transmitted in a single packet and the noise are
not considered. In this paper, for the networked control system with both uncertain
delay and packet dropout, the system is modeled as a discrete time-varying system with
uncertain items, the existence condition of controller is given by the Lypunov stability
principle and method of LMI. The design method of control law is given. The final
simulation example proves that the designed controller is effective.
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Abstract. This paper investigates the problem of distributed event-
triggered economic dispatch method for generators in power system.
Considering the issue of limited bandwidth of communication network
in practical application, the novel distributed event-triggered mechanism
are introduced to reduce the information transmission pressure, and the
distributed economic dispatch method is constructed based on the trig-
gering schemes. Under the designed method, the economic dispatch prob-
lem can be solved and the generation-demand equality constraint is sat-
isfied. Simulation results show the effectiveness of the proposed method.

1 Introduction

Economic dispatch is a fundamental problem in the research and application
areas of power system. It aims at reducing the total cost of power generation
by optimization algorithms while facing the constraints of total load demand
as well as respecting individual resource capacity limits [4,6,13]. Traditionally,
the economic dispatch method usually be executed in a centralized architecture
[1,8,12,13]. In this architecture, the centralized control center is needed to col-
lect the global information of power system, calculate the optimization values by
the designed optimization algorithm, and send these values to all the generators
in system globally to achieve the goal of economic dispatch. However, this tra-
ditional economic dispatch method based on centralized architecture is difficult
to implement for the future power system which contains a lot of distributed
generators. This can be reflected in the following aspects: Firstly, the central-
ized control center is under an arduous calculation task and costly. Secondly, the
robustness is inferior since all the calculation tasks are implemented at the cen-
tralized control center, which may face the single-point failure. Finally, because
of the widespread use of distributed generators and the plug-and-play technology
in future power system, it is difficult to obtain the topology of power network,
which makes it difficult to get the global information of power system for the
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centralized control center. Therefore, the economic dispatch method based on
distributed architecture will emerge as required.

For the distributed economic dispatch, the generators require only neighbor-
to-neighbor interaction and calculate the incremental cost based on the designed
consensus algorithm locally to make the incremental costs of all generators
achieve consensus. Based on the consensus incremental cost, the generator can
obtain the optimal output power in order to minimize the total cost of generator
[2,3,10,14,17,18]. Compared to the centralized economic dispatch, the tasks of
optimization algorithm are assigned to all the generators in power system in
the distributed one, then the costly centralized control center is not required.
Furthermore, the robustness is enhanced and the plug-and play function can
be implemented well since the calculation tasks are interspersed. Therefore, the
distributed economic dispatch is especially suitable for the future power system.
In addition, the implementation of distributed economic dispatch is based on
local neighbor-to-neighbor interaction, which saves the cost of communication
network construction.

As mentioned before, each generator in power system needs to communi-
cation with its neighbors to execute the distributed economic dispatch. The
existing distributed economic dispatch method assumes that the information of
each generator can be transmitted through the communication network con-
tinuously. However, for the practical communication network with band-width
constraint, it would be desirable to reduce the communication burdens between
generators. To solve this problem, the event-triggered mechanism, which is used
in networked control system and multi-agent system recently, maybe a feasible
scheme [5,7,9,15,19]. Under the event-triggered mechanism, the unnecessary
redundant communication can be mitigated since it emphasizes that the infor-
mation broadcasting is executed only when it is needed.

This paper focuses on the distributed economic dispatch method under event-
triggered mechanism. In order to reduce the communication burdens, the dis-
tributed event-triggered mechanism is introduced in the economic dispatch algo-
rithm design. The information broadcasting time of each generator is deter-
mined by the constructed event-triggered conditions. This method can reduce
the amount of information transmission, which implies that less pressure in com-
munication network can be expected. Moreover, either the implementation of the
designed event-triggered mechanism or optimisation algorithm needs only the
local information and discrete triggered information broadcasted from neigh-
bors. This means that the novel event-triggered economic dispatch method can
be executed in a distributed architecture, which can avoid the shortcomings of
centralized strategy as mentioned before.

The paper is organized as follows. Section 2 presents the problem formulation
and preliminaries. The main theoretic result is given in Sect. 3 and the simulation
result is shown in Sect. 4. The conclusion and our future works are located in
Sect. 5.
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2 Problem Formulation and Preliminaries

Consider a power system contained n generators. The cost functions of generator
i(i = 1, . . . , n) is usually approximated by a quadratic function as follows

Ci(Pi) = αi + βiPi + γiP
2
i (1)

where the constants αi, βi and γi are the cost coefficients, and Pi denotes the
output power of generator i.

The aim of economic dispatch problem is to schedule the power output of
each generator such that the total cost of generation is minimized while satisfying
the power balance requirements. It can be expressed as

min
n∑

i=1

Ci(Pi) (2)

subject to the generation-demand equality constraint
n∑

i=1

Pi = PD (3)

where PD represents the total power demand in the power system.
In this paper, the distributed economic dispatch method is considered

because it can avoid the disadvantages of the centralized one as mentioned before.
This implies that each generator needs to communicate with its neighbors. An
undirected fixed graph G � {V, E , A} is used to describe the communication
network topology among all the generators by graph theory. V � {v1, . . . , vn}
is the node set where vi signifies generator i. E � {(vj , vi), if j → i} is the
edge set in which j → i represents that the information of the jth generator
can be transmitted to the ith one. A � {aij} ∈ Rn×n is the weighted adjacency
matrix of graph G, where aij = 1 if and only if (vi, vj) ∈ E , otherwise aij = 0,
and it is assumed that aii = 0. The neighbouring set of node vi is denoted by
Ni � {vj ∈ V|(vj , vi) ∈ E}, and the cardinal number of Ni is represented as
|Ni|. The ‘undirected’ means that (vi, vj) ∈ E if and only if (vj , vi) ∈ E , and
the ‘fixed’ means all elements in E are constant. A sequence of edges (v1, v2),
(v2, v3), . . . , (vk−1, vk) with (vj−1, vj) ∈ E for all j ∈ {2, . . . , k} is called a path
from v1 to vk. The graph G is assumed to be connected, which means that there
is a path between any two nodes in G. Defining the matrix D � diag{d1, . . . , dn}
where di =

∑
j∈Ni

aij , the Laplacian matrix of graph G is given as L = D − A.
Since the graph G is undirected connected, the Laplacian matrix L is semi-
positive definite and the eigenvector corresponding to the zero eigenvalue is unit
vector based on [11].

Assuming that all the generators are operating within their generation con-
straints, the distributed economic dispatch method can be designed based on
the distributed incremental cost consensus algorithm [20]. The incremental cost
of generator i(i = 1, 2, . . . , n) is defined as

λi =
∂Ci(Pi)

∂Pi
= βi + 2γiPi (4)
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However, the existing method assume that the information of incremental cost
of each generator (4) can be transmitted through the communication network
continuously, which is impractical for practical network as mentioned in Sect. 1.
In order to reduce the information transmission pressure, the event-triggered
mechanism will be introduced in the economic dispatch method design. Each
generator only transmits its own information to its neighbors at the triggering
time when the corresponding designed triggering condition is satisfied.

3 Distributed Event-Triggered Economic Dispatch

In order to satisfy the generation-demand equality constraint (3), the following
dynamical system is established

d

dt
λ0(t) = K · sign(PD −

n∑

i=1

Pi(t)) (5)

where K is a positive constant and λ0(t) is defined as the desired incremental
cost. It is stipulated that ai0 = 1 if and only if generator i can receive the
information of desired incremental cost λ0(t), otherwise ai0 = 0.

Define the incremental cost measurement error for generator i as

ei(t) = λi(t) − λi(tik), t ∈ [tik, t
i
k+1) (6)

where tik is the kth triggering time for λi(t) of generator i. The event-triggered
mechanism for generator i is designed as follows.

Event-Triggered Mechanism: For generator i, suppose the last triggering times
for λi(t) is tik. At time t, if the triggering condition

|ei(t)| >
a · c · g2i (t)∑n

j=1 aijhj(t) + (ai0 + |Ni|)hi(t)
(7)

is satisfied, where

gi(t) �ai0

(
λi(tik) − α0

P (t)
)

+
n∑

j=1

aij(λi(tik) − λj(t
j
k′(t))) (8)

hi(t) �|a · gi(t) + b · sign(gi(t))| + K (9)

tjk′(t) is the latest triggering time corresponding to incremental cost of generator
j at time t, and the constants a > 0, b > K, 0 < c < 1, then the incremental
cost λi(t) of generator i will be sampled and transmitted to its neighbours in Ni

and denote the time t as tik+1.
Based on the event-triggered mechanism, construct the following distributed

economic dispatch method for generator i.

d

dt
λi(t) = −a · gi(t) − b · sign(gi(t)) (10)

where sign(·) denotes the sign function.
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Theorem 1. Assume that at least one ai0 equals to 1 for i = 1, . . . , n, then
under the distributed event-triggered economic dispatch method (5) and (10) with
event-triggered mechanism (7), the economic dispatch problem (2) can be solved
and the generation-demand equality constraint (3) is satisfied. The inter-event
time intervals of the triggering condition (7) is lower bounded as follows

tik+1 − tik >
a · c · g2i (t

i
k+1)

Mi

(∑n
j=1 aijhj(tik+1) + (ai0 + |Ni|)hi(tik+1)

) (11)

where Mi is some positive constant. Moreover, the Zeno behavior can be excluded.

The proof of Theorem1 is similar in our paper [16], and we omit it here.

Remark 1. The execution of the designed event-triggered mechanism 1 only
requires the information of the generator i’s one-hoop and two-hoop neighbors.
This implies that the event-triggered mechanism can be implemented in a dis-
tributed architecture. Moreover, for each generator in the power system, either
the execution of event-triggered mechanism (7) or the distributed economic dis-
patch method (10) only needs the discrete triggered information of its neighbors,
and the Zeno behavior can be excluded as shown in Theorem1, which indicates
that the information transmission pressure of the communication network can be
sharply reduced compared with the conventional controllers based on continuous
information transmission.

4 Simulation

The simulation results will be presented to demonstrate the effectiveness of the
event-triggered economic dispatch method designed in Sects. 3. Considering a
power system contained six generators with the communication network topology
as shown in Fig. 1. We assume that only the generator 1 can receive the desired
incremental cost.

The total power demand is set as PD = 1050MW. The cost coefficients of
six generators are shown in Table 1. The parameters of the distributed economic
dispatch method (5)(10) and the triggering condition (7) are set as a = 10, b = 2,
c = 0.9 and K = 1.

Fig. 1. Communication topology with six generators
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Table 1. Cost coefficients

Generator αi βi γi

1 561 7.92 0.001561

2 310 7.85 0.00194

3 78 7.8 0.00482

4 561 7.92 0.001562

5 78 7.8 0.00482

6 100 7.9 0.00204

The simulation results are shown in Figs. 2, 3 and 4. Figure 2 shows the vari-
ations of the incremental costs of all the six generators with respect to time. It
can be seen that the incremental costs achieve consensus, which implies that the
economic dispatch problem (2) is solved. Figure 3 shows that the total power
supply by the six generators converges to the power demand in the system, i.e.,
1050 MW, which means the generation-demand equality constraint (3) is satisfied
under the designed distribute event-triggered economic dispatch method. The
broadcast period of the incremental cost of generator 5 is given in Fig. 4, where
the x-coordinates of circles signify the triggering times, and the y-coordinates
of them denote the elapsed times since the last event triggering. This figure
indicates that the information of generator is transmitted discretely only when
‘needed’ instead of being transmitted continually in the traditional economic dis-
patch method, which implies that the unnecessary redundant communication is
mitigated in the context of ensuring the optimization purpose. Moreover, Fig. 4
shows that the broadcast periods under event-triggered strategy are not equiv-
alent, which demonstrates the ability of event triggering in adjusting broadcast
periods in response to variations of the system’s states.
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5 Conclusion

The problem of distributed economic dispatch method for generators in power
system has been investigated in this paper. The main contribution is that
the distributed event-triggered mechanism has been introduced in order to
reduce the information transmission pressure in communication network. Under
the designed method, the economic dispatch problem can be solved and the
generation-demand equality constraint is satisfied. Non-ideal signal transfer in
practical communication networks, such as time-delay, packet-loss, and so on, is
to be considered in our future works. Moreover, research is also planned for the
distributed economic dispatch problem with power generation constraints.
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Abstract. The environmental issues induced by the high speed railway become
more and more serious with its rapid development. In order to control the
low-frequency structure noise of the box-girder bridge of high speed railway,
this paper proposes a new idea that the multi-mass-dampers (MTMDs) may be
used. A sound radiation analysis model of the box-girder bridge is developed to
validate the idea and to evaluate the control effect. Firstly, a vehicle-track-bridge
coupled dynamic model is established to obtain the dynamic responses of the
box-girder bridge induced by the excitation of German railway spectra of low
irregularity. Then the sound radiation analysis model of the box-girder bridge is
established using boundary element method and the dynamic responses are used
as the boundary condition to solve the acoustic radiation characteristics of the
box-girder bridge. The mechanism of noise radiation of the box-girder bridge is
analyzed combined the acoustic radiation efficiency, the vibration response and
the vibration distribution. Finally, the MTMDs are using to control the noise
radiated by the box-girder bridge based on its mechanism of noise radiation and
the control effect is evaluated.

Keywords: High speed railway � Box-girder bridge � Structure noise �
Radiation mechanism � Vibration and noise reduction � MTMDs

1 Introduction

The proportion of elevated bridge is very large in high-speed railway. The box-girder
bridge can generate secondary structure noise radiation which will worsen the noise
radiation problem of the high speed railway. The noise radiated by the box-girder
bridge structure mainly falls in the low frequency which has the characteristics of large
energy, slow decay, strong penetrating power, far propagation distance and so on.
What’s more, the natural frequencies of human organs are also mainly in low frequency
band, and so the structure noise of low frequency has more serious impact on the
human body. Some measures must be used to control the low-frequency noise radiated
by the box-girder bridge [1, 2].
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The research on the noise radiated by the railway bridge structure has attracted the
attention of scholars and even became a hot issue since the Japan’s Shinkansen caused
a serious noise problem. At present, the prediction methods for noise radiation of the
bridge structure mainly include the finite element-boundary element method
(FEM-BEM), the statistical energy analysis (SEA), the modal acoustic transfer vector
method (MATV) and 2.5 dimensional method. Institute of Sound and Vibration
Research (ISVR), University of Southampton mainly used the SEA to predict the
bridge-born noise. The SEA divides the research object into multiple sub-systems, the
power flows between the sub-systems are used to implement the analysis. After many
years of research, ISVR had programed and improved introduced a software for the
bridge-born noise prediction induced by the passing train, NORBERT 2.0 [3–5].
However, the BEM can more accurately predict the low frequency structural noise of
the concrete bridge [6]. After many years of development, the BEM has generated a lot
of research results and many scholars have applied it to study the theory of noise
radiation of the bridge structure. Ghimire et al. applied the FEM and the
three-dimensional acoustic BEM to analyze the acoustic radiation characteristics of the
bridge induced by the harmonic unit force [7]. Li et al. analyzed the noise radiation of
the 32 m railway box-girder bridge by combining the theory of train-bridge dynamic
interaction and 3D boundary element method [8]. Then he proposed an approach to
predict the structural noise of the bridge in the whole frequency band. In the approach,
the direct/indirect boundary element method was used to analyze the low-frequency
structural noise and the SEA was used to analyze the mid-high frequency structural
noise [6]. In addition, Li et al. used the MATV to predict the structural noise of
U-shaped bridge in time domain and frequency domain [9]. This method includes some
technical means, such as modal superposition, acoustic vector based on boundary
element method, Fourier transform and Inverse Fourier transform and so on. On this
basis, Song et al. further proposed a 2.5D method based on the infinite element method
[10]. On the basis of the above researches, some research scholars have also studied the
influence factors and the noise and vibration reduction measures of the structural noise
of the bridge [11–13]. Besides theoretical researches, the field tests were also con-
ducted [14, 15].

Compared to the vibration mechanism, the noise radiation mechanism of a structure
is more complicated. The radiation noise of the bridge structure is not only related to
the vibration amplitude, and the type of the bridge, the mode acoustic radiation effi-
ciency and the vibration distribution will also affect its low-frequency structural noise
radiation. So the noise reduction of the bridge is extremely difficult. As a commonly
used device for vibration control, the tuned mass damper (TMD) belongs to the passive
vibration control system and is composed of mass block, spring and damper. By
changing the spring stiffness or the mass of the mass block, the natural frequency of the
TMD is close to the frequency of the controlled vibration mode of the structure.
Therefore, the TMD will produce an inertial force opposite to the vibration of the
controlled structure as the controlled structure vibrates, and the vibration response of
the controlled structure is attenuated. The existing research results show that the TMD
can effectively reduce the vibration of the bridge structure [16, 17]. In order to reduce
the frequency sensitivity of TMD and improve the robustness of TMD, Igusa and Xu
developed the MTMDs in 1991 [18]. The MTMDs are applied to control the vibration
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of the bridge structure induced by the passing train and the theoretical results have
shown that MTMDs have obvious effect on the vertical vibration of bridge structure
[19–21]. However, there is little research on whether the MTMDs can effectively
reduce the noise radiation of the bridge [13]. Therefore, this paper put focus on the
influences of the MTMDs on the noise radiation characteristics of the bridge. The
simply supported concrete box-girder bridge of China high-speed railway is taken as
the controlled structure.

The research ideas of this paper are as follows. A vehicle-track-bridge coupled
dynamic model is established to obtain the dynamic responses of the bridge. Then the
dynamic responses are used as the boundary condition in the sound radiation analysis
model of the bridge which is developed using the boundary element method. The
mechanism of noise radiation of the bridge is analyzed combined the acoustic radiation
efficiency, the vibration response and the vibration distribution, in order to determine
the optimal installation location of MTMDs. Finally, the parameters of the MTMDs are
designed and the control effect of noise radiation of the bridge is analyzed.

2 Numerical Calculation and Mechanism of Noise Radiation

The theory and field test of vehicle-track-bridge were shown in literatures [22–24], and
the literature [25] gave the detailedsolvingprocesses. In this paper, the 32 m dual-line
railway simply supported box-girder bridge of China high-speed railway, which is
commonly used in high-speed railway in China, is selected as the research object. The
track is CRTSI ballastless slab track and the excitation is German railway spectra of
low irregularity. The structural noise of the bridge is solved using the above proposed
analysis model and the mechanism of noise radiation is also further studied. The
cross-section of the bridge is shown in Fig. 1.

Figure 2 shows the vibration acceleration and the radiated sound power of the
box-girder bridge. It can be seen from Fig. 2(a) that the vibration of the box-girder
bridge is mainly concentrated in 0–100 Hz, which reached the maximum in 80–
100 Hz, and in 0–40 Hz the vibration amplitude is small. From Fig. 2(b), we can find
that the box-girder bridge can radiate much structural noise 80–100 Hz. The reason is
that in this frequency range the vibration of the bridge is severe, shown in Fig. 2(a).
The Fig. 2(b) also shows that in 0–30 Hz the box bridge also radiate much structural

Fig. 1. Sketch of 32 m box-girder bridge
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noise which is even more than that in 80–100 Hz. Comparing with Fig. 2(a), we can
find than in the lower frequency band, the vibration of the bridge is weak but the
radiated structural noise is much more serious. This phenomenon may be closely
related to the acoustic radiation characteristics of the box-girder bridge, so the fol-
lowing will put focus on the acoustic radiation characteristics of the bridge (Table 1).

The mechanism of structural noise radiation is mainly related to the acoustical
radiation efficiency, vibration response and vibration distribution of the structure.
Figure 3 shows some typical modal shape of the bridge and Fig. 4 shows the acoustical
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Fig. 2. The vibration noise of box-girder bridge

Table 1. Dynamic parameters of track and box bridge

Dynamic parameters Parameter
values

Dynamic parameters Parameter
values

Modulus of elasticity of
rail/(N m−2)

2.1 � 1011 Adjust the layer stiffness under the
track plate/(N m−1)

9.375 � 109

Moment of inertia of rail
cross section/(m4)

3.215 � 10−5 Adjust the layer damping under the
track plate/(N s m−1)

7.5 � 105

Poisson’s ratio of rail 0.3 Elastic modulus of base/(N m−2) 3.3 � 1010

Linear density of rail/
(kg m−1)

60.64 Poisson ratio of base 0.2

Rigidity of fastener/
(N m−1)

4 � 107 Density of base/(kg m−3) 2500

Damping of fastener/
(N s m−1)

2.2656 � 104 Elastic modulus of bridge/(N m−2) 3.8 � 1010

Elastic modulus of track
plate/(N m−2)

3.6 � 1010 Poisson ratio of bridge 0.25

Poisson ratio of track plate 0.2 Density of bridge/(kg m−3) 2500
Density of track plate/
(kg m−3)

2500
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radiation characteristics of the box-girder bridge. It can be see that, for the top plate of
the box-girder bridge, the local vibration characteristics are very obviously, and its
sound power contribution is also larger than other plates. Therefore, the mechanism of
acoustic radiation of the box-girder bridge can be studied using the theory of sound
radiation of ideal thin plate.

According to the modal acoustical radiation efficiency theory of the rectangular thin
plate has following characteristics, the mode of the lower order generally has larger
acoustic radiation efficiency. If the frequency of the same mode is higher, the corre-
sponding acoustic wavelength is shorter leading to the larger acoustic radiation effi-
ciency. If a mode shape of the rectangular thin plate is expressed as (m, n) in low
frequency, the odd-odd mode has a larger acoustic radiation efficiency than that of the
odd-even mode and even-even mode [26].

The low order modes of the rectangular thin plate have high acoustic radiation
efficiencies, which indicate that the corresponding sound radiation power is very
strong. Figure 3 shows that in 0–30 Hz the main vibration forms of the box-girder
bridge are the vertical vibrations of the top plate and there are the corresponding mode
shapes. Similar to the characteristics of thin plate, in this frequency the box-girder
bridge has the high acoustic radiation efficiency and the strong ability to radiate noise.
The acoustical radiation efficiency of the box-girder bridge shown as Fig. 4(b).
Additionally, the top plate is easy to occur resonance. Therefore, in the frequency range
of 0–30 Hz, even the slight vibration of the box-girder bridge will radiate the large
structure noise. It can thus be drawn a conclusion that it may reduce the structural noise
of the box-girder bridge to suppress its radiation ability by lessening its low-frequency
acoustical radiation efficiencies.

In summary, the structural noise of the box-girder bridge is closely related to its top
plate and its top plate is the main contributor to its structural noise. Therefore, for the

Fig. 3. The vibration characteristics of box-girder bridge (a. The second order mode shape
(mm)-7.0 Hz, b Vibration acceleration cloud chart (m/s2)-7.9 Hz, c. The sixth order mode shape
(mm)-15.8 Hz, d. Vibration acceleration cloud chart (m/s2)-15.8 Hz)
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Fig. 4. The acoustical radiation characteristics of box-girder bridge
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design of reducing noise and vibration of the box-girder bridge, it’s reasonable to take
its top plate as the main control object. In the following, the control effects of the
MTMDs installed on the top plate of the box-girder bridge on the structural noise of the
box-girder bridge is studied. In the 80–100 Hz, the vibration response of the box girder
bridge is large, but the acoustical radiation efficiency is not significant, so in this
frequency range the structural noise can be reduced by decreasing its vibration.
However, in the 0–30 Hz, its acoustic radiation efficiency is large and the slight
vibration even can induce the larger structural noise radiation. So in this frequency
range, both reducing its vibration and lessening its acoustical radiation efficiency must
be implemented to reduce its structural noise. It should be pointed out that the design of
the vibration and noise reduction is just aimed at the mechanism of noise radiation of
the box-girder bridge structure. It is difficult to accurately judge the influence of the
box-girder bridge on the sound field by taking the influence of the ground reflection
into consideration. So the effect of the ground reflection is ignored in the follow
analysis.

3 Multiple Tuned Mass Dampers (MTMDs)

3.1 The Differential Equation of Motion of Box-Grider Bridge-MTMDs

According to the d’Alembert principle, the differential equation of motion of the ith
TMD is:

mi€ui þ cið _ui � _uqÞ � ki ui � uq
� � ¼ 0; i ¼ 1; 2; . . .; nð Þ ð1Þ

mi, ci and ki are the mass, damping and stiffness of the ith TMD, respectively. xi is
the vertical displacement of the ith TMD. And xq is the vertical displacement of bridge
at the installation position of the ith TMD.

The differential equation of motion of the box-girder bridge is:

Mb€ut þCb _ub þKbub �
Xn
i¼1

ci _ui � _uq
� ��Xn

i¼1

ki ui � uq
� � ¼ Rb ð2Þ

3.2 Parameter Design of MTMDs

Involving the study on the control of noise radiation of the bridge by using MTMDs,
the literature 13] used a constrained nonlinear programming model to search the
optimal control parameters, but the noise reduction effect of the drawn design scheme is
not satisfactory. The reason is that the acoustical principle is more complicated than the
vibration principle and it is difficult to find the effective installation position of
MTMDs. The literature [19] used the finite element method to determine the controlled
modes of the bridge and the mass ratio and the installation location of MTMDs and a
preferable scheme of vibration reduction were achieved. Therefore, if the mechanism of
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noise radiation of the box-girder bridge is availably used, the installation location and
design parameters of MTMDs can be reasonably chosen to achieve the purpose of
vibration and noise reduction in the aspects of the vibration and the characteristics of
noise radiation of the box-girder bridge.

(1) Installing positions of MTMDs

Since the box-girder bridge is a cavity structure, the MTMDs can be installed in its
cavity. In general, the more compactly the TMDs is installed, the stronger the control
effect of the MTMDs. So a series of TMDs was often installed in the longitudinal
direction of the box-girder bridge. Based on the mechanism of noise radiation of the
box-girder bridge in Sect. 2, the design scheme of TMDs mainly plays a role in the
control of the vertical vibration of the bridge. Additionally, the space of the cavity and
the project cost are fully considered. In order to a more effective design of the
installation of TMDs, TMDs will be mainly installed in the mid-span section and the
ends of the box-girder bridge, and there are four columns of TMDs in the lateral
direction.

In the design, the natural frequency of the TMD is tuned slightly below the con-
trolled frequency of the bridge. The TMDs are arranged at the ends and mid-span
section of the bridge and are symmetrical about its mid-span section. TMDs 1–3
arranged at the mid-span section of the bridge are designed for 7.9 Hz. The ends of the
bridge vibrate fiercely at 15.8 Hz and 27.1 Hz, so the controlled frequencies of the
TMDs arranged at the ends of the bridge are 15.8 Hz and 27.1 Hz. TMDs 4 and 5
arranged at the end of the bridge are designed for 15.8 Hz. TMDs 6 and 7 arranged at
another end of the bridge are designed for 27.1 Hz. The lateral spacing of TMDs has to
consider the space size of the cavity. The specific installation diagram is shown in
Fig. 5.

(2) Selection of the damping ratio

The damping of TMDs can suppress the vibrations of TMDs themselves, which
weakens the control over the controlled structure. So the smaller damping of TMDs
will produce better control effect. However, due to the limits of the space size of the
cavity and the vibration displacement of MTMDs themselves, TMDs need a certain
damping. But the damping ratio should be controlled within 5%.

Fig. 5. Sketch of installation positions of MTMDs on box-girder bridge
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(3) Selection of the mass ratio

According to the theory of structural control, the larger the mass of the mass blocks
is, the better the effect of vibration reduction is. But the mass blocks also increase the
static load of the controlled structure, which will cause some negative effects. The ideal
quality ratio should be between 1% and 2%. Since the top plate of the box-girder bridge
is the main controlled object, the mass of the top plate rather than the mass of the whole
bridge is taken as the total mass of the mass ratio. The quality ratio is selected as 0.01
based on comprehensive consideration (Table 2).

3.3 Comparison of Control Effect

It can be seen from Table 3 that the design scheme can reduce the structural noise of
the bridge to some extent in the vicinity of the controlled frequencies, which indicates
that the scheme has proper effectiveness in reducing the structural noise of the
box-girder bridge. The main reasons are as follows.

(1) The installation of MTMDs changes the vibration mode of the box-girder bridge
and also lessens the modal acoustic radiation efficiency of the box-girder bridge, which
leads to a weaker sound radiation power of the box-girder bridge.

(2) The vibration amplitude of the box-girder bridge at the installation positions of
the MTMDs is weakened by MTMDs, so the vibration distribution of the top plate is
also changed (Fig. 6).

Table 2. Design parameters of the MTMDs

Orientation Numbers of TMDs Mass ratio Damping ratio Frequency bandwidth

Vertical 28 0.01 0.03 0.10

Table 3. Comparison of sound pressure at bridge bottom of distant 18 m

Sound pressure (dB) Frequency (Hz)
7.9 15.8 27.1

Without MTMDs 79.0 83.4 81.8
With MTMDs 78.2 84.6 66.3
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Due to the above two reasons, at 27.1 Hz the structural noise of the box-girder
bridge of is relieved obviously. However, at 15.8 Hz, the MTMDs have distinctly
suppressed the vibration of the bridge but the structural noise of the bridge is not
lessened. By comparing the acoustic radiation efficiency, the reason turns out to be that
the acoustic radiation efficiency is not decreased at 15.8 Hz. This phenomenon indi-
cates that in the low frequency range it can’t be achieved that the structural noise of the
box-girder bridge is reduced by only weakening its vibration. So in order to reduce the
low-frequency structural noise of the box-girder bridge, both reducing its vibration and
lessening its acoustical radiation efficiency must be implemented together.

4 Conclusion

The reasonable installation of MTMDs has an obvious effect of reducing the vibration
of the box-girder bridge, which has been widely recognized. However, how to use
MTMDs to reduce the structural noise of the bridge is rarely studied. Therefore, this
paper presents a way to reduce the structural noise of the box-girder bridge by using
MTMDs. The research results are as follows.

The top plate has the greatest contribution to the structural noise of the box-girder
bridge. The main vibration forms of the top plate are the vertical vibrations and there
are the corresponding mode shapes. Therefore, the top plate can be used as the main
controlled object and the structural noise of the box-girder bridge would be reduced by
installing MTMDs on the top plate. The structural noise of the box-girder bridge may
not be lessened by only decreasing its vibration, and its acoustical radiation efficiency
must also be lessened together. In the low frequency range, the acoustic radiation
efficiency of the box-girder bridge structure is the main influence factor of its structural
noise radiation, and even the slight vibration will lead to a large structure noise radi-
ation. Therefore, only based on the comprehensive consideration of the vibration
modes, the vibration response and the vibration distribution of the box-girder bridge,
the installation positions and the design parameters of MTMDs can be reasonably
determined to reduce the structural noise radiation of the box-girder bridge by lessening
the acoustic radiation efficiency and weakening the sound radiation power.

By comparing the acoustic radiation characteristics of the box-girder bridge whe-
ther the MTMDs are installed, it turns out to be of proper effectiveness and reason-
ability that the proposed design scheme of installing MTMDs for the purpose of
reducing the structural noise of the box-girder bridge.
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Abstract. In order to solve the problem that the track structure is oversimpli-
fied in the dynamics study of heavy haul railway, a wagon vehicle-track coupled
dynamic model is proposed in this paper. The track structure is more detailed
and is modelled by a composite double-layer dynamic model. The upper layer is
composed of two rails and the lower layer is composed of many sleepers. The
rails are connected with sleepers by the rail pads. This more detailed model is
then used to study the influences of the stiffness of the rail pads on the system
dynamic performances of heavy haul railway. The results reveal that the pro-
posed model is more practical to study the dynamic problems of heavy haul
railway, and the model is able to subtly analyze the dynamic influences of local
structure on the wagon vehicle-track coupled dynamic system. The results also
shows that the stiffness of the rail pads has a great impact on the vertical
wheel/rail force, the dynamic responses of the wagon and the vertical dis-
placement of the rail. The smaller stiffness of the rail pads will worsen the wear
process of the rail and aggravate the vibration displacement amplitude of the
fasteners by increasing the vibration of the rail. Therefore, an appropriate
stiffness of the rail pads is of great significance to extend the service life of the
track and to reduce the maintenance and operation cost.

Keywords: Composite double-layer dynamic model � Wagon vehicle-track
coupled dynamics � Track structure � Stiffness of rail pad � Heavy haul railway

1 Introduction

The rail pad is an important elastic component of the ballast track and also plays an
important role in vibration and noise reduction of the wheel/rail coupled dynamic
system. In order to meet the needs of the freight transportation, the axle load of the
heavy-haul wagon is more and more heavy and the train velocity is also speeded
up. This has greatly worsened the load conditions of the track structure, which will
aggravate the aging rate of the rail pads, intensify the damage of the track structure,
increase the railway maintenance and even endanger the running safety [1].

The existing research results show that the failure coefficient of track structure is
proportional to the square root of the stiffness of the rail pads, and the provision of
elastic the rail pads can effectively reduce the wheel/rail interaction, slow down the
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pulverization of the ballast and decrease the railway maintenance. So an appropriate
stiffness of the rail pad is of great significance to improve dynamic performances of the
train and the track structure. It is necessary to study the influence of the stiffness of the
rail pad on dynamic performances of the vehicle and the track. Shi et al. used the
NUCARS software to establish a wagon vehicle-track coupled dynamics model, in
which the rail and the sleeper were modelled by the discretely supported
Euler-Bernoulli beam, and the track bed and the subgrade were simplified as many
parallel damping-spring units. This model reduces the computational complexity and
also has high accuracy [2]. Xu and Zhai analyzed the influence of different stiffness of
the rail foundation on vibration and noise of the wheel/rail system induced by the
wheel/rail surface roughness [3]. Tu used the vertical vehicle-track coupled dynamic
model to demonstrate the impact of fasteners and the rail pads on the dynamic response
of the wheel/rail system [4]. Luo et al. established a finite element model of the rail pad
using Abaqus software to analyze its dynamic response and fatigue performance [5, 6].
Chang developed a finite element model of the track structure of the heavy haul railway
using ANSYS software. In the model, the rail pads were simplified as spring-damping
units and the concrete sleepers were discreted as beam elements. He focused his
research on influences of the rail type, the stiffness of the rail pads and the state of the
track bed on the static performance of track structure [7]. Xu and Cai proposed a spatial
train-ballast track-subgrade coupled dynamic model which considered the dynamic
properties of the rail pads, sleepers and the subgrade. Using the model, they obtained
the dynamic responses characteristics of the track and the dynamic characteristics of the
deformation and stress of the track bed surface [8]. Lundqvist used the finite element
method to establish a dynamic analysis model of the track considering the aging
deformation of the rail pads and the hanged sleepers. The model is used to study the
effect of the stiffness of the rail pads and the hanged sleepers on the dynamic
vehicle-track interaction [9]. Shu et al. proposed a new infiltrated wheel/rail contact
model considering the deformation of wheel/rail contact, which led to a more realistic
vehicle-track coupled dynamic model [10]. By the numerical simulation and the test of
the track of hundreds of kilometers, Li and Berggren studied influences of the vertical
stiffness of the components of the track on the dynamic performances of the track
system and investigated the global matching problem of the vertical stiffness of the
components of the track [11]. Huang established the dynamic simulation model of the
heavy-haul wagon using SIMPACK software to analyze influences on the dynamic
wheel/rail interaction by the dynamic parameters of the wagon and the track, such as
the wheel/rail friction coefficient, the stiffness of the rail pads and the rail cant [12].
Based on the theory of vehicle-track coupled dynamics, Wang used the large-scale
computer simulation soft TTSIM to studied influences of the key parameters of the
track and the vertical and lateral support stiffness of the rails on dynamic performances
of the wheel/rail interaction of curve track [13]. Based on the theory of vehicle-track
coupled dynamics, Zhai took into account the impact of three aspects of the vehicle, the
track, wheel and the wheel/rail interaction interface the orbital structure of the dynamic
response to study the dynamic responses of the track, which broke through the limi-
tations of the simplify of the traditional methods [14].

In the above studies, the model of the track is often too simplified to accurately
reflect the dynamic performances of the heavy haul railway. Additionally, most of the

Influences of Stiffness of Rail Pads on System Dynamic Performances 619



studies involving the stiffness of the rail pads put focus on its influences on the dynamic
responses of the track structure, and rarely studied its effect on the dynamic perfor-
mances of the whole vehicle-track coupled system. Aiming at the shortcomings of the
above researches, this paper proposes a more practical wagon vehicle-track coupled
dynamic model in which the track structure is more detailed and is modelled by a
composite double-layer dynamic model. The wagon of 30t axle load is token as the
study object to study the influences of the stiffness of the rail pads on the dynamic
performances of the whole heavy haul wagon vehicle-track coupled dynamic system.

2 Composite Double-Layer Dynamic Model of Track

In most of existing researches, the track structure is often simplified as a single-layer
structural model, as shown in Fig. 1. The main idea of this model is that all of the rails,
sleeper, track bed, subgrade and other structures are regarded as a rigid body (called as
integrated track in Fig. 1) and the stiffness and damping of the structure and all elastic
components are integrated as the spring-damping units supporting the integrated track.
So this model can be regarded as a single-layer structural model. The actual track is
very complicated and each component of the track has stiffness and damping. But the
single-layer structural model uses lumped parameterization for all the structural com-
ponents such as rails, sleepers, track bed and subgrade and all the elastic damping
components such as fasteners and the rail pads. This simplification can’t reflect the
practical dynamic performances of the track, especially for the heavy haul railway.

In this paper, the track structure is more detailed and is modelled by a composite
double-layer dynamic model. Then a more practical wagon vehicle-track coupled
dynamic model is proposed based on the theory of vehicle-track coupled dynamics.
Lastly the wagon vehicle-track coupled dynamic model is used to study the influences
of the stiffness of the rail pads on the dynamic performances of the whole heavy haul
wagon vehicle-track coupled dynamic system.

The composite double-layer dynamic model of the track structure is developed on
the basis of the single-layer structural model, as shown in Figs. 2 and 3. The basic idea
is that the track structure is more detailed and is modelled by a composite double-layer

Rail-wheel contact

Wheelset

Integrated track

The stiffness and damping 
of the rubber pad, track bed 

and roadbed
Including: rail, sleeper, 
track bed and roadbed

Fig. 1. The single-layer structural model of the track structure
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dynamic model. The upper layer is composed of two rails and the lower layer is
composed of many sleepers. The rails are connected with sleepers by the rail pads and
fasteners. The track bed and the subgrade are integrated as the elastic foundation under
the sleepers. So in the double-layer dynamic model, the rail is separated from the
sleeper and the interaction between the rail and the sleepers are more practical which is
able to accurately simulate the role of the rail pads. Meanwhile the wheel/rail contacts
also need to be modified in new model.

3 Rang of the Stiffness of the Rail Pads

As the existing railway lines is generally the mixed passenger and freight railway,
therefore, the stiffness of the pads is generally in the range of 55–80 MN/m [16]. For
the Daqin line of the largest annual transport capacity in China, according to the field
test in the Datong line [17], the relationship between the stiffness of the rail pads and
the total transport volume is as shown in Fig. 4.
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In view of the above, considering the development trends of axle load and running
speed creasing and in order to more comprehensive study of the influences of the
stiffness of the rail pads on the dynamic performances of the whole heavy haul wagon
vehicle-track coupled dynamic system, the range of the stiffness of the rail pads is 40–
200 MN/m, and the velocity of the wagon vehicle is 100 km/h.

4 Numerical Analysis

4.1 Influences of the Stiffness of the Rail Pads on Dynamic Performances
of Car Body

In China, the specification, railway vehicles—Specification for evaluation the dynamic
performance and accreditation test (GB 5599-85), provides the vibration acceleration
limit and the stability index level of the vehicle [18]. The vertical and lateral station-
arity of the car body use the evaluation scale and the value less than 4.25 is the
qualified level. The vibration acceleration limits of the car body are defined as: the
vertical and lateral vibration are not more than 0.7 g and 0.5 g.

It can be seen from Fig. 5 that the stiffness of the rail pads has little effect on the
vertical vibration acceleration and the stationarity of the car body. With the stiffness of
the rail pads increasing, the maximum value of the vertical vibration acceleration of the
car body varies in the range of 3.03–3.18 m/s2, and the maximum value of the sta-
tionarity of the car body is in the range of 3.65–3.68. The maximum value of both
change in a small range.

Figure 6 shows that with the stiffness of the rail pads increasing, the maximum
value of the lateral vibration acceleration and the stationarity of the car body don’t
obviously change. The maximum value of the lateral vibration acceleration of the car
body varies in the range of 4.36 m/s2–4.52 m/s2, and the maximum value of the
stationarity of the car body is in the range of 3.58–3.62. So the stiffness of the rail pads
has little influences on the lateral vibration acceleration and the stationarity of the car
body.
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4.2 Influences of the Stiffness of the Rail Pads on Vertical Wheel/Rail
Forces

It can be seen from Fig. 7 that with the stiffness of the rail pads increasing, the maximal
vertical wheel/rail force gradually stabilized after the initial increase. Figure 7(a) shows
the comparison of the vertical wheel/rail force in time-domain when the stiffness of the
rail pads are 40 MN/m and 200 MN/m and the maximal values are 214.357 kN and
220.463 kN respectively. Although both are less than the limit value 322 kN, but the
vertical wheel/rail force increasing will aggravate the wheel/rail impact and the
wheel/rail wear and also will lead to that the sleepers and track bed seriously vibrate
and make the track structure vulnerable to damage and even affect the running safety of
the wagon vehicle. Therefore, it is favorable that the stiffness of the rail pads is not too
high in the heavy haul railway. It should be noted that the stiffness of the rail pads will
increase with its aging, so it is need to regularly sample the rail pads and timely replace
the aged rail pads.
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Fig. 7. Influences of the stiffness of the rail pads on vertical wheel/rail forces
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4.3 Influences of the Stiffness of the Rail Pads on Lateral Wheel/Rail
Forces

According to the field testes of the heavy haul railway in Europe and the United States,
the allowable limit value of the lateral wheel/rail force is generally 0.4 times of the axle
load [14]. In this paper, the static axle load is 300 kN. So the lateral wheel/rail force
should be less than 120 kN. As can be seen from Fig. 8, there was no regular changes
of the maximal lateral wheel/rail force with the stiffness of the rail pads increasing. The
maximum value fluctuates between 26.67 kN and 31.18 kN, which can meet the safety
requirements.

The derailment factor is the ratio of the lateral wheel/rail force to the vertical
wheel/rail force. According to the standard, dynamic performance test methods and
assessment criteria of railway locomotive (TB/T2360-93), provides that the derailment
coefficient can’t be greater than 0.9 [19]. It can be seen from Fig. 9 that the maximal
derailment factor fluctuates between 0.188 and 0.220 with the stiffness increase of the
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rail pads when the vehicle speed is 100 km/h. In general, the fluctuation range of the
maximal derailment factor is very small and the overall level is much lower than the
limit value. It can be seen that the stiffness of the rail pads has little effect on the
derailment factor.

4.4 Influences of the Stiffness of the Rail Pads on Vertical Displacement
of Rail

It can be seen from Fig. 10, the stiffness of the rail pads has obvious effects on the
vertical displacement of the rail. When the vehicle speed is 100 km/h, the vertical
displacement of the rail is greatly reduced with the stiffness increase of the rail pads and
the decreasing range becomes smaller. When the pad stiffness is increased from
40 MN/m to 200 MN/m, the vertical displacement of the rail is reduced from
2.070 mm to 0.749 mm and the descend range is 63.8%. Therefore, the vertical dis-
placement of the rail is very sensitive to the stiffness change of the rail pads. For the
heavy haul railway, the use of high elastic rail pads will increase the vertical dis-
placement of the rail which is easy to cause the crushing failure of the rail pads and the
durability of the rail pads can’t be guaranteed resulting in the uneven stiffness of the
track structure. Additionally, the vertical displacement of the rail increasing aggravates
the vibration of the fastener which is harmful to the life of the fastener and the stability
of the connection with the rail and even affects the running safety.

From the above analysis, we can see that the stiffness of the rail pads has a great
influence on the vertical displacement of the rail, which can cause many problems.
Therefore, the stiffness of the rail pads should be not too low for heavy haul railway.

4.5 Influences of the Stiffness of the Rail Pads on Wheel/Rail Wear

Wheel/rail wear is an important basis for evaluating the running quality of the vehicle
and the type of the track. There are rolling friction and sliding friction on the wheel/rail
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Fig. 10. Influences of the stiffness of the rail pads on vertical displacement of rail
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contact surface which will cause the wear of the wheel and rail. The sliding friction
between the wheel flange and the rail is an important reason for the side wear of the
rail. It can be seen from Fig. 11, wheel/rail wear increases with the stiffness of the rail
pads increasing. When the stiffness of the rail pads is increased from 40 MN/m to
200 MN/m, the wheel/rail wear is increased from 0.086 kN/mm to 0.111 kN/mm and
the growth rate is 29%. Therefore, the effect of the stiffness of the rail pads on the
wheel/rail wear is obvious, reducing the running of the vehicle and the life of the rail.

5 Conclusions

In most of existing researches, the track structure is often simplified as a single-layer
structural model. A composite double-layer dynamic model of the track structure is
proposed on the basis of the single-layer structural model in this paper. Then a more
practical wagon vehicle-track coupled dynamic model is proposed based on the theory
of vehicle-track coupled dynamics. Lastly the wagon vehicle-track coupled dynamic
model is used to study the influences of the stiffness of the rail pads on the dynamic
performances of the whole heavy haul wagon vehicle-track coupled dynamic system.
The results are as follows.

(1) The proposed model is more practical to study the dynamic problems of heavy
haul railway and it can analyze the influence of the local structure of the track on
the dynamic performance of the whole system.

(2) The primary and secondary suspension system of the wagon vehicle can eliminate
the impact of the stiffness change of the rail pads on the dynamic responses of the
car body. In the choice of rail pads, the impact of its stiffness on the dynamic
response of the car body can be ignored.

(3) The stiffness of the rail pads has obvious effects on the maximal vertical wheel/rail
force. For the heavy haul railway, the stiffness of the rail pads should be not too
high. Additionally, the stiffness of the rail pads will increase with its aging, so it is
need to regularly sample the rail pads and timely replace the aged rail pads. The
stiffness of the rail pads has little effects on the lateral wheel/rail force and the
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derailment factor which meet the safety requirements. However, the effect of the
stiffness of the rail pads on the wheel/rail wear is obvious, reducing the running of
the vehicle and the life of the rail.

(4) The stiffness of the rail pads has a great influence on the vertical displacement of
the rail, which can cause many problems. Therefore, the stiffness of the rail pads
should be not too low for heavy haul railway.

To sum up, it is of great significance for improving the fatigue performance of the
elastic rail pads, prolonging the service life of the sleeper, the ballast and the rail and
reducing the maintenance and operation cost to reasonably set the stiffness of the rail
pads.
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Abstract. In this paper challenges to face in “taking over control from
highly automated driving mode” are derived from human driving pat-
terns and a technological analysis of the vehicle state. On the same
basis, an automated driving model (driver model) is generated and used
for studies in a driving simulator. Finally, strategies, which support the
driver in taking over control from highly automated driving are designed
in three different levels, implemented and tested in a driving simulator.

Keywords: Taking over control · Highly automated driving ·
Autonomous driving · Driving simulator · Driver modelling

1 Problem Description

The introduction of automated vehicles into road traffic is expected to be gradual
in the upcoming decades. While today’s partially automated driver functions are
used in standard vehicles, the next development stage is a complete automation
of the driving task for limited time and situations [1]. In this intermediate stage
on the way to fully automated driving, a vehicle is supposed to take over the
entire task itself in defined situations and for a restricted time (SAE Level 3,
[2]). As soon as a system limit is detected or reached, the driver acts as fallback
level and is requested by the vehicle to take over the control of the driving task
again.

The transfer of the driving task from a highly-automated driving operation
presents drivers with a unprecedented challenge [3]. First, a completely distracted
driver [4] is to be released from his secondary activity. Subsequently, he must
capture the current traffic situation, whereupon the control of the vehicle is to
be taken over. This process, which, in addition to the situation-related difficulty,
also represents an unfamiliar situation, can quickly overwhelm drivers. In this
phase, drivers should be supported as much as possible.

2 Transitions from Highly Automated Driving

The transition problem is described in the following from the vehicles and the
drivers perspective.
c© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 629–638, 2017.
DOI: 10.1007/978-981-10-6373-2 63
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2.1 Vehicle

For the description of the vehicle-side processes, the preconditions which must be
fulfilled to initiate a transfer of the driver’s task to the driver are first described.
The first specification results from the classification according to [1], which means
that the driver must be provided with a time reserve that is sufficient to take over
the driving task. After [3–5], this time reserve can be limited to a range of less
than 10 s. Thus, for a vehicle operating in the “highly-automated driving” state,
it must be ensured that the automated system is capable to execute control over
the vehicle during the time of a handover phase to the driver for at least 10 s.
Since the possibility must be considered that a driver is not available for the
takeover, a “safe state” (or “risk-minimized condition”) must also be achieved
independently of the driver. However, according to [6], the latter results in a
considerable technological effort, which is the reason that the transfer to the
driver should always be preferred.

The transfer of control to the driver can take place under the circumstances
described for two obvious reasons. On the one hand, a system limit can be
detected by the vehicle sensor system. An example of this cause is the approach
to a motorway exit for a highway pilot system. On the other hand, the prediction
horizon can fall below a critical value, which means that automated driving can
only be ensured for the observable time range. This situation can occur, for
example, in a narrow curve, which can possibly not be completely detected by
the vehicle sensor system.

2.2 Driver

In addition to the technological aspects of handing over the driving task, psycho-
logical aspects must also be considered. For this purpose, a hypothetical transfer
situation (see Fig. 1) can be used to describe the processes from the driver’s point
of view.

!

phase 1 phase 2 phase 3

Fig. 1. Fragmentation of the take over situation

In the shown situation, a vehicle with an activated, highly-automated driving
function is displayed on a two-lane highway. First, the driver must be reacti-
vated in this transfer situation from his secondary task (phase 1). The system
is therefore dependent on a reaction of the driver. How well a driver can be
extracted from the situation depends on the currently executed secondary task.
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The diverted driver then must capture the traffic situation completely (phase
2). The (incremental) process of perception must therefore be performed in the
shortest time possible. Furthermore, feasible action alternatives have to be played
over in a short time and a variant selected. Finally, the manual control of the
vehicle must be recovered and the driving task has to be executed again man-
ually (phase 3). In addition to the directly recognizable challenges arising from
the perception and the limited time available, the latter point is also a negligible
influence factor. Since this situation cannot be trained frequently (at least in
the introductory scenario), the behavioral model of Rasmussen [7] can be char-
acterized by at least rule-based behavior, which leads to an increased mental
stress. In addition, an increased stress in the overall situation according to [8]
is expected to result in a decrease in performance due to increased workload.
These losses in performance can influence both the takeover of the driving task
and the perception, for example by slowing down the speed or by overlooking
individual objects in the surrounding area. Since the automated assistance sys-
tem has information about the environment in such a situation (even if only for
the next seconds), this is a great opportunity to support the driver.

3 Design of Assistance Functions

3.1 Design Criteria

From the considerations presented above regarding the challenges of taking over
the driving task from the driver’s point of view, the following design criteria and
the resulting areas of investigation for an assistance function, which is intended
to assist the driver before, during and after the transfer of the driving task from
highly-automated driving mode, are derived:

– The takeover request must release the driver from the secondary activity
According to [9], a design with a high degree of coverage is capable of strongly
influencing the driver. This is also necessary to increase the likelihood of a
takeover by the driver. As a basis for the examinations of this contribution,
an attempt is therefore made to keep the driving state within a defined range
and to check how well and rapidly the driver can be released from the corre-
sponding secondary task. The sensory channel is varied in the investigations
for this article from purely auditory warnings to visual-auditive warnings,
including switching off secondary tasks.

– A transition assistance system should support perception
A perception support in the context of the takeover situations can also lead to
an additional burden next to the supporting effect. For example, a visual pre-
sentation of additional information may, on the one hand, represent a whole
situation compressed, on the other hand, additional objects to be perceived
are created. The effect of additional information on the longitudinal guidance
behavior is investigated in this article.

– The transition assistance system is intended to assist the driver in the execu-
tion of the driving task
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Within the framework of the present paper, the effect of an active lateral-
guiding assist on the manual execution of the driving task is examined. The
resulting steering angles are compared with a stored driver model. Depending
on the present traffic situation, different effects are produced by the lateral-
guiding assistance on the lateral guidance behavior of the driver.

3.2 Driver Model

Within the scope of this article, a driving simulator has to be operated with
an automated system (virtual driver) as well as from a human driver. For this
purpose, a driver model was developed and integrated into the driving simu-
lator, which allows automated vehicle guidance. This driver model also serves
as a basis for the implementation of the assistance functions described in the
following chapter. The implementation in the driving simulator leads to a strong
simplification of the perception level since all relevant objects and parameters are
already present within a simulation environment. In the following, the focus is
thus placed on the planning and execution level of the developed driving model.

Relevant objects

- static objects
- lanes
- traffic lights
- signs

- dynamic objects
- cars
- motorcycles
- bicycles

Parameters

- driver parameters
- aggressivity
- route parameter

- vehicle parameters
- power
- size

driver parameters

Strategic Level
(navigation)

turn direction

goal position

pedal positions

objects

driving state

Tactical level
(maneuvers)

Operative level

longitudinal guidance

lateral guidance

trajectory
control

Dynamic
Window

Approach

maneuver

steering angle

Fig. 2. Structure of the driver model

Figure 2 shows the structure of the driver model schematically. This is closely
related to the levels according to [7] and shows the different planning and exe-
cution tasks sorted according to the temporary relevance. The strategic level
describes planning tasks, in particular from the area of navigation and route
guidance. This includes start and end points as well as all intersections between
these waypoints. Furthermore, it is determined at this level which lanes are to be
selected before the respective intersections in order to follow the predetermined
route.
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The tactical level is then responsible for the areas between intersections.
At this level, it is determined by means of various evaluation criteria which
maneuver (e.g., lane keep or lane change, Fig. 3) is most appropriate in the
context of time, travel and cooperative parameters. The assessment is context-
sensitive by extrapolating the current situation, consisting of all relevant objects
and traffic rules of the current traffic situation, for each possible maneuver. In
this extrapolation, it is assumed that all vehicles (except the EGO vehicle) follow
their own track unchanged.

Using the example of a motorway situation where the next departure is to
be taken, the assessment of the maneuvers “lane change” and “lane keep” is
shown in Fig. 3. It is assumed that the vehicle is on the right one of two lanes
and is traveling at a constant speed. The route evaluation shows that with a
shorter distance to the intersection a higher value for the route evaluation of the
maneuver “lane change” occurs. The rating for “lane keep” remains constant,
however, until the exit ramp is reached. When the exit ramp is reached, the
evaluation of the maneuver “lane keep” also increases because the target state no
longer leads to the route determined in the navigation plane, but the exit lane is
to be selected according to this specification. It should be noted here that a lower
value of the “evaluation route” marks the preferred maneuver (minimization
problem). In this way, a complete maneuver catalog is compared with further
evaluation criteria, which can be used in accordance with [11] to completely
describe the task of the vehicle.

lane keep
lane change

time

ev
al

. r
ou

te

Fig. 3. evaluation of lane change and lane keep

In addition to the determination of various possible target states and the
selection of a suitable maneuver, the target speed is also determined at this level
and passed on to the subsequent operative level. The operational level therefore
includes the longitudinal and transverse regulation. The longitudinal regulation
is implemented as an acceleration controller, divided into a virtual throttle and
brake pedal position, with driving resistances being regarded as a disturbance
variable. The corresponding equations of the PI controller are

pg =
{

KgP (asoll − a) + KgI

∫
(asoll − a)dt for a > 0

0 for a ≤ 0 with pg ∈ [0, 1] (1)

for the accelerator pedal and similarly for the brake pedal, where a is the cur-
rent acceleration, asoll is the target acceleration and Ki are the respective con-
troller constants. For the transverse control, a steering controller according to
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[12] was used which operates with a lookahead-point and a planned trajectory.
This lookahead-point is achieved by shifting the center of gravity by the advance
distance dBP along the vehicle longitudinal axis. The deviation of this advance
point (from the planned trajectory) is used as the controller input for a cor-
responding steering control. With this representation, the deviation of the pre-
dicted point is a function of both the current transverse deviation, the angular
difference between the vehicle longitudinal axis and the target trajectory, as well
as of the target trajectory geometry itself. The corresponding control equation
is obtained by

δSW = −KLF ylat, (2)

where ylat is the lateral deviation of the viewpoint to the desired lane, KLF is
the controller gain and δsw is the steering angle. The deviation of the lookahead-
point (shifted by dBP along the longitudinal axis of the vehicle) can also be
determined by the angle deviation ΔψS and the actual lateral deviation of the
center of gravity T (according to [12]) of the vehicle in the simple case of a
straight target trajectory

ylat = sin(ΔψS)dBP + T (3)

which leads to

δSW = −KLF (sin(ΔψS)dBP + T ). (4)

Whereby, in addition to the purely lateral deviation, the influence of the
angle deviation becomes clear. The driver model generated in this way serves as
a basis for the assistance functions for taking over the driving task.

3.3 Implementation

Based on the considerations of human behavior as well as the findings of previous
studies on the assumption of the driving task (e.g., [10]), it can be concluded
that an ideal takeover request must be able to solve the driver from a secondary
occupation. For this purpose, a secondary task (in automated driving mode) was
offered in the test environment driving simulator on an existing control panel
(touchscreen), which can be superimposed by the takeover request. In addition,
the examinations for this system allow the subjects to use secondary occupa-
tions only on the touch screen. In this combination, the takeover request obtains
a maximum possible cover rate by allowing the subject to be released by directly
deactivating the secondary task. In the case of a planned takeover of the driving
task by the driver, the control panel is superimposed by the red message “Take
over now” and the touch function is deactivated. During an automated journey,
media can be used on this touch screen or vehicle functions can be controlled.
In addition to a visual warning, an audible warning was also implemented. The
signal is composed of a fundamental frequency of approx. 900 Hz and three saw
teeth of length 0.6 s and resembles a typical signal of the seat belt reminder. This
auditive signal has been selected because it is already associated with a request
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for a manual reaction. The information presentation serves to support perception
based on the relevant objects and parameters represented in the driver model
(Sect. 3.2). This system has already been tested for the first time in the investi-
gations of [5]. The perception is to be supported with the help of this system,
by displaying relevant elements of the traffic situation in the instrument cluster.
This was done in two different forms (see Fig. 4). The evaluation showed that the
majority of the test persons interviewed preferred an abstracted variant of the
presentation. It was concluded from the objective criteria that the take-over time
(time between the takeover request and the manual take-over of vehicle control)
could increase if additional perceptible objects were presented. Furthermore, no
effect could be detected by the representation in relation to the speed behavior.

Fig. 4. Information presentation, left: detailed, right abstract

In the course of the work on this article, the information presentation was
subjected to an extended investigation in order to examine both the cause for
the difference in the transfer time recognized in [5] and the objective effect with
a larger number of subjects.

The support of the driving task is implemented in the above-mentioned assis-
tance system by active lateral guidance. The basis for the calculation of a support
torque in this case is the driver model (the steering controller), which is used in
the “highly-automated driving” state for the whole vehicle guidance. With the
model assumption of a virtual spring between the (drivers) steering angle and
the steering angle which results from the driver model, a support torque Massist

which moves the driver’s steering angle δdrv in the direction of the driver model
steering angle δdm arises due to the formula

Massist = KassistΔδSW = Kassist(δdrv − δdm), (5)

with the proportional scaling factor Kassist. The spring constant of the virtual
spring can in this case be used as a scaling factor. In order, not to pat the driver
with regard to a maneuver selection, the assist torque is deactivated as soon as
the turn signal is activated in order to initiate a lane change or turn. In order
to enable the driver to override the assist torque, the assist torque is limited
whenever the sum of the driving-state dependent torque, the power steering and
the assisting torque (Mveh, Mservo and Massist) exceeds 3 Nm. The permissible
dynamic interval for the supporting torque thus results in

Massist ∈ [−3 − Mservo − Mveh, 3 − Mservo − Mveh]. (6)
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During the first phase of the manual driving for highly automated driving
operation, the lateral guiding assistance is used to reduce the difficulty of the
driving task. In particular, during and shortly after the transfer, it is to be
assumed that the necessary environmental information is present which is the
basis of this function.

4 Results

The conceptualized and designed assistance system for handing over the driving
task was examined in different simulator studies. Overall, the system was tested
with 75 subjects aged 18 to 73 years. The takeover situations were also separated
into obvious situations and situations which cannot be foreseen by the driver
even if the vehicle environment is actively perceived. In a time frame of 2 to
8 s before the respective situation was reached, the subjects were either warned,
audibly, visually or visually-audibly or then supported with varying elements of
the assistance function in the takeover of the driving task. In the following, the
study results are divided into the elements of the assistant function.

4.1 Takeover Request

The characteristic of the takeover request differs in particular in the addressed
warning channel. In the course of the investigations, it was examined whether
the warning channel and the possibility of deactivating the secondary task exerts
an influence on the takeover of the driving task. It could be determined that
switching off the secondary task leads to fewer errors and a combined warning
over several channels can have an additional positive effect.

Figure 5 (left) shows the relative rate of the take over mistakes for the indi-
vidual variants of the takeover request. In this case, a too late takeover is shown
in light gray, and a never happened takeover of the driving task in dark gray.
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Fig. 5. Left: Rate of Take Over Mistakes; right: Speeding after Take Over Situations
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4.2 Information System

Each of the presented situations was approached with increased speed. The task
of the drivers was therefore to reduce the speed within the framework of the take-
over of the driving task so far that the illustrated speed is maintained. Figure 5
(right) shows the minimum speeding after the takeover request, in the presence
of the different information systems (detailed information, abstract information,
no information).

Here, it is shown which minimum speeding was set by the subjects. There
is a tendency to recognize that a representation of the permitted speed in the
context of the transfer situation can lead to the speed being adjusted, but no
significant difference could be detected from a statistical point of view (variance
analysis F = 0.5, p = 0.61).

4.3 Lateral Guidance Assistance

The third support function of the presented assistance system is active lateral-
guide assistance. In the evaluation of the simulator study, the mean difference
between the steering angles of the automated steering controller and the actual
steering angle δSW was used as a comparison value and compared in seconds.
With the aid of the resulting characteristic values, a check is made as to whether
the lateral guidance assistance influences the set steering angle. As an example,
the distributions of the average steering angle differences after the takeover for
the situation “construction site in the city” are shown in Fig. 6 with and without
activated lateral-guiding assistance.
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Fig. 6. Steering angle differences after take over situations

For this situation, it can be concluded that the cross-guide assistance can
positively influence drivers.

5 Conclusion

On the basis of the studies, the suitability of the designed functions could thus
be assessed. First, it could be seen that the take-over time (the time between
warning and manual take-over of the driving task) can be significantly reduced
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by a warning, which is able to deactivate secondary occupations. In particular,
very low transfer times could be determined compared to previous studies (e.g.,
[3,4]). Compared to studies on the sensory channel (for example, [10]), a devi-
ating result could be observed, as a visual prompt can also lead to low transfer
times. Furthermore, it could be shown that additional information in the phase
can lead in some cases to positive effects with regard to the vehicle guidance
behavior. A supportive effect on the steering behavior can be exercised, which
can, however, be differently specific to the situation. Overall, subjects were pos-
itively influenced by the consistent support in the three phases of taking over
the driving task from highly automated driving mode.
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Abstract. This paper investigates the control issue for noise-perturbed
time-varying delay systems. A novel state and noise observer (SNO)
based sliding mode control (SMC) law is designed, meanwhile, a weighted
energy-to-energy performance (WEEP) is proposed for reducing the neg-
ative influence of the observer-induced complex exogenous noises. By a
novel free-weight matrix method, the stability condition is conveniently
obtained. By the proposed method, the exponential stability of close-loop
system can be guaranteed while a WEEP is simultaneously achieved,
moreover, the exponential convergence rate can be pre-specified. Numer-
ical examples are provided to demonstrate the effectiveness of the pro-
posed methods.

Keywords: Noise observer · Integral sliding mode control · Time-
varying delay · Energy-to-energy performance

1 Introduction

Time-varying delays are universally encountered in many practical control sys-
tems because the physical process usually requires some period of time for occur-
ring. Typical time-varying delays are mostly induced by the communication net-
work [1], data sampling mechanism [2] and intrinsic process [3].

Generally, the main purpose of controlling time-delayed systems is to probe
effective controller for guaranteeing system stability, meanwhile, reducing the
conservative as much as possible. The main purpose of reducing conservative
is to allow larger time-varying delays for avoiding controller over-design. For
reducing the conservative, the following three methodologies are fundamental: (i)
partitioning the time-delay as some smaller time-intervals or introducing many
high order integral items into the LKFs [4,5]; (ii) the free-weight matrix method
[6]; (iii) some inequality-based techniques including the Jensens’ inequality [7];
and the Wirtinger’s inequality [8,9]. Although the conservative of time-varying
delay control systems can only be furthermore reduced, it is barely impossible
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D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 641–651, 2017.
DOI: 10.1007/978-981-10-6373-2 64
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to be completely overcome. In this sense, as far as time-varying delay control
systems are concerned, the conservative reduction plays an important role.

On the other hand, the exogenous noise is another considerable issue [10]. For
suppressing the negative influences, some noise suppression methods are grad-
ually proposed. For example, the traditional Kalman method is adapted and
employed to suppress white noise in [11]. An H∞ control scheme is proposed
for alleviating network congestion in [12]. A distributed H∞ cooperative control
laws are advocated for guaranteeing group consensus of large-scale systems in
[13]. A distributed H∞ control scheme is proposed for guaranteeing consensus
of multi-agent systems in [14]. Considering the energy-bounded disturbances,
H∞ filtering methods are proposed in [15,16]. In the aforementioned literatures,
the considered exogenous noises are commonly regarded as uncontrollable com-
ponents. However, if the noises can be accurately estimated, it will provide a
feasible method to improve system performance.

With the motivations mentioned above, this paper further investigates an
effective control scheme for exogenous noise-perturbed time-varying delay sys-
tems. The contributions of this work are listed as follows. (i) A novel time-delayed
SNO is designed for accurately estimating the exogenous noise. (ii) Base on the
SNO, a SMC law is designed meanwhile a WEEP is proposed. (iii) A novel free-
weight equation is designed to reduce the conservative, moreover, the exponential
convergence rate of close-looped system can be pre-specified.

The remainder of the paper is organized as follows. Problem is formulated in
Sect. 2. Main result is presented in Sect. 3. Section 4 gives a simulation example.
Conclusion remarks are outlined in Sect. 5.

The following notations will be used throughout the literature. Let R and
N denote the real numbers and the integer numbers, respectively. The notation
Rn is the n-dimensional Euclidean space and Rn1×n2 is the set of n1 × n2

real matrices. For a given square matrix A, λmax(A) and λmin(A) represent
its maximum and minimum eigenvalue, respectively. The script ‘*’ denotes the
corresponding transposed matrix item. The functions ‖ · ‖ and E(·) denote the
Euclidean norm and the mathematical expectation, respectively. The notations
In ∈ Rn×n and ‘0’ denote a n-dimensional identity matrix and any appropriate
dimensional zero matrix, respectively.

2 Problem Formulation

The considered time-varying delay system is described as:
{

ẋ(t) = A1x(t) + A2x(t − τ(t)) + Bu(t) + Bωω(t),
x(θ) = φ(θ), θ ∈ [−τ, 0], (1)

where x(t), ω(t) ∈ Rn and u(t) ∈ Rp denote the system state, process noise,
and control input; A1, A2, Bω ∈ Rn×n and B ∈ Rn×p are the constant matrices
with appropriate dimensions. The notation φ(θ) is a continuous vector-valued
initial function.
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Without loss generality, ω(t) is supposed as:

‖ω(t)‖ ≤ ω1, ‖ω̇(t)‖ ≤ ω2, (2)

where ω1 and ω2 are upper boundaries of amplitude and change rate, respectively.
The time-delay is given as:

0 ≤ τ(t) ≤ τ, 0 ≤ τl ≤ τ̇(t) ≤ τd < 1, (3)

where τ(t) is the data transmission time-varying delay; τ1, τ2, τl and τd are
constant positive real numbers.

2.1 SNO

For acquiring estimation of state and noise, a SNO is designed as:
( ˙̂x(t)

˙̂ω(t)

)
=

(
A1 Bω

0 0

)(
x̂(t)
ω̂(t)

)
+

(
A2 0
0 0

)(
x̂(t − τ(t))
ω̂(t − τ(t))

)

+
(

B
0

)
u(t) −

(
L1

L2

)
(x̂(t)) − x(t)) −

(
0
L3

)
ω̂(t),

(4)

where x̂(t) and ω̂(t) are the observed state and noise; L1, L2, L3 ∈ Rn×n are the
observer gains.

Defining observer errors as x̃(t) = x̂(t) − x(t) and ω̃(t) = ω̂(t) − ω(t); by (1)
and (4), the error system is obtained as:
(

˙̃x(t)
˙̃ω(t)

)
=

(
A1 − L1 Bω

−L2 −L3

)(
x̃(t)
ω̃(t)

)
+

(
A2 0
0 0

)(
x̃(t − τ(t))
ω̃(t − τ(t))

)
+

(
Bωω(t)

−L3ω(t) − ω̇(t)

)
.

(5)
By choosing appropriate matrices Li, i = 1, 2, 3, 4, system (5) can be stabilized.

Remark 1. In some literatures [17–19], the observers are employed only for
acquiring the system state x̂(t). Different with the above works, the proposed
SNO (4) is designed for obtaining an extra observed noise ω̂(t). Since a helpful
noise information ω̂(t) can be directly controlled, the SNO (4) provides a chance
to form a robust control law for reducing the influence of noise.

Defining η(t) = (xT (t), x̃T (t), ω̃T (t))T , by yielding (1) and (5) gives:

η̇(t) = Â1η(t) + Ã2η(t − τ(t)) + B̃u(t) + f̃(t), (6)

where Â1 =

⎛
⎝A1 0 0

0 A1 − L1 Bω

0 −L2 −L3

⎞
⎠, Ã2 =

⎛
⎝A2 0 0

0 A2 0
0 0 0

⎞
⎠, B̃ =

⎛
⎝B

0
0

⎞
⎠ and f̃(t) =

⎛
⎝ Bωω(t)

−Bωω(t)
−L3ω(t) − ω̇(t)

⎞
⎠.
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2.2 SMC

For further reducing the noise influence while maintaining the stability, a SMC is
chosen because it has an excellent virtue of insensitivity to the system uncertain-
ties and the nonlinear variants. Therefore, a time-delay integral sliding function
is designed for (6) as:

s(t) = G̃η(t) −
∫ t

0

G̃(Â1 + B̃K)η(s)ds −
∫ t

0

G̃Ã2η(s − τ(s))ds, (7)

where G̃ and K are appropriate dimension matrix variables.
Based on the sliding function s(t), a sliding surface is designed as:

s(t) = 0, ṡ(t) = 0, (8)

The main idea of SMC is to drive and attract the trajectory of system state
towards the sliding surface and maintain sliding on it by designing a suitable
SMC law. For achieving the above objective, the following steps are fundamental:
(i) designing a SML law; (ii) proving that the trajectory of (6) can be attracted
to the sliding surface in finite time (for avoiding an asymptotical approaching).

(i) The SML law design.

By (6), (6) and (7) gives:

ṡ(t) = G̃η̇(t) − G̃(Â1 + B̃K)η(t) − G̃Ã2η(t − τ(t)) = G̃B̃u(t) − G̃B̃Kη(t) + G̃f̃(t).

Therefore, when the trajectory of (6) has been attracted on the sliding surface
(8), the SML law will be changed as:

us(t) = Kη(t) − (G̃B̃)−1G̃f̃(t). (9)

Before the trajectory of (6) reaches the sliding surface, a SML law is designed
as:

u(t) = us(t) − (κ + ζ(t))(GB)−1sgn(s(t)) − μ(GB)−1s(t), (10)

where ζ(t) is an adaptive item which will be designed later; G ∈ Rp×n satisfies:
(1) GB is invertible; (2) G̃ can be divided as G̃ = (G, •, •), where • denotes any
matrix belong Rp×n.

(ii) Reaching the sliding surface within finite time.

By (7) and (10), one has ṡ(t) = −(κ + ζ(t))sgn(s(t)) − μs(t). A Lya-
punov functional is designed as Vs(t) = ‖s(t)‖. Calculate the differential of

Vs(t) along the trajectory of s(t) with respect to t gives V̇s(t) =
sT (t)ṡ(t)
‖s(t)‖ ≤

1
‖s(t)‖ (s̃T (t)Gf̃(t) − (κ + ζ(t))‖s(t)‖1 − μ‖s(t)‖). If the following equality can

be hold ζ(t) = ζ + ‖G̃‖F , where ζ is a positive real number. Accordingly, one
obtains V̇s(t) ≤ −(κ + ζ) − μ‖s(t)‖.
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According to the well-known Comparison Theorem, one obtains Vs(t) ≤
(Vs(0) +

κ + ζ

μ
)e−μt − κ + ζ

μ
. From the above inequality, it can be discovered

that when t ≥ t∗ = μ−1 ln
μ‖s(0)‖ + κ + ζ

κ + ζ
, V (t) ≤ 0. Therefore, the trajectory

of (6) can be attracted to the sliding surface in finite time by the SML law (10).

2.3 Close-Looped Control System

When the trajectory reaches the sliding surface, the SMC law turns as:

u(t) = us(t) = K1x̂(t) + K2ω̂(t) − (G̃B̃)−1G̃f̃(t), (11)

where K1,K2 ∈ Rp×n are control gain matrices.
By (6) and (11), the close-looped control system is obtained as:

η̇(t) = Ã1η(t) + Ã2η(t − τ(t)) + B̃ωΩ(t), (12)

where Ã1 =

⎛
⎝A + BK1 BK1 BK2

0 A − L1 Bω

0 −L2 −L3

⎞
⎠, B̃ω =

⎛
⎝Bω − B(GB)−1G BK2 0

0 −Bω 0
0 −L3 −I

⎞
⎠

and Ω(t) = (ωT (t), ωT (t), ω̇T (t))T .
Before presenting the main result, the following definitions are fundamental.

Definition 1. [20,21] Consider the time-varying system (12), if there exist posi-
tive constants α > 0 and σ ≥ 1 such that ‖η(t)‖ ≤ σ sup−τ≤θ≤0 ‖η(θ)‖e−αt,∀t >
0, then the system (12) is exponential stable, where α is called the exponential
convergence rate (decay rate).

Given an positive real number 0 < γ < 1, a weighted energy-to-energy per-
formance (WEEP) is defined as:

ηT (t)Φη(t) ≤ γ2ΩT (t)ΦΩ(t), (13)

where Φ and γ is the positive definite matrix and noise suppression performance.

3 Main Result

Theorem 1. Given a positive number α > 0, if there exist a positive scalar
β > 0, positive definite matrices P̄ = diag(P̂ , P̂ , P̂ ) and Φ̄, semi-positive definite
matrices Qi, Ri, Si, i = 1, 2; and any matrices Mj , Nj , j = 1, 2, 3; if:

Γ̄ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Γ̄11 Γ̄12 Γ̄13 B̄ω ĀT
1 M̄1 N̄1 M̄1 N̄1

∗ Γ̄22 Γ̄23 0 0 M̄2 N̄2 M̄2 N̄2

∗ ∗ Γ̄33 0 ĀT
2 M̄3 N̄3 M̄3 N̄3

∗ ∗ ∗ −γ2Φ̄ B̄T
ω 0 0 0 0

∗ ∗ ∗ ∗ Γ̄44 0 0 0 0
∗ ∗ ∗ ∗ ∗ −ζ2R̄1 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −ζ2τ̄lR̄2 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ζ3S̄1 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ζ3τ̄lS̄2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

< 0,
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then, system (12) is exponential stable with γ performance under SML law
(11); the gain matrices are given as Kk = K̄kP̂−1

k , k = 1, 2; Ll = L̄lP̂
−1
1 , and

l = 1, 2, 3.
Where:

Γ̄11 = αP̄ + Φ + Ā1 + ĀT
1 + Q̄1 + Q̄2 + τR̄1 + τR̄2 − M̄1 − M̄T

1 − N̄1 − N̄T
1 ,

Γ̄12 = ζ1M̄1 − M̄T
2 − N̄T

2 , Γ13 = Ā2 − M̄T
3 + ζ1N̄1 − N̄T

3 , Γ̄22 = −ζ1Q̄1 + ζ1(M̄2 + M̄T
2 ),

Γ23 = ζ1M̄T
3 + ζ1N̄2, Γ̄33 = −(1 − τd)ζ1Q̄2 + ζ1(N̄3 + N̄T

3 ), Γ̄44 = τβ2(S1 + S2) − 2βP̄ ,

τ̄l =
1

1 − τl
, ζ1 = e−ατ , ζ2 =

1

α(1 − ζ1)
, ζ3 =

α

(1 − ζ1)
,

Ā1 =

⎛
⎝A1P̂ + BK̄1 BK̄1 BK̄2

0 A1P̂ − L̄1 BωP̂
0 −L̄2 −L̄3

⎞
⎠ , Ā2 =

⎛
⎝A2P̂ 0 0

0 A2P̂ 0
0 0 0

⎞
⎠ ,

B̄ω =

⎛
⎝BωP̄ − B(GB)−1GP̄ BK̄2 0

0 −BωP̄ 0
0 −L̄3 −P̄

⎞
⎠ .

Remark 2. It worth to point out that actual decay rate of (12) usually can not

exactly equal to −1
2
α due to real variant values of time-varying delay τ(t) and

exogenous noise ω(t). For obtaining the desired decay rate, a feasible method is
to perform some numerical experiments to seek an acceptable value of α.

Proof: A Lyapunov-Krasovskii functional is designed for (12) as:

V (t) = eαtηT (t)Pη(t) +
∫ t

t−τ

eαsηT (s)Q1η(s)ds +
∫ t

t−τ(t)

eαsηT (s)Q2η(s)ds

+
∫ 0

−τ

∫ t

t+φ

eαsηT (s)R1η(s)dsdφ +
∫ 0

−τ(t)

∫ t

t+φ

eαsηT (s)R2η(s)dsdφ

+
∫ 0

−τ

∫ t

t+φ

eαsη̇T (s)S1η̇(s)dsdφ +
∫ 0

−τ(t)

∫ t

t+φ

eαsη̇T (s)S2η̇(s)dsdφ,

where P ∈ Rn×n is a positive definite symmetric matrix, Qi, Ri, Si ∈ Rn×n,
i = 1, 2 are semi-positive definite symmetric matrices.

Calculating the differential of V (t) along the trajectory of (12) gives:

V̇ (t) = αeαtηT (t)Pη(t) + 2eαtηT (t)P η̇(t) + eαtηT (t)Q1η(t) + eαtηT (t)Q2η(t)

− eα(t−τ)ηT (t − τ)Q1η(t − τ) − (1 − τ̇(t))eα(t−τ(t))ηT (t − τ(t))Q2η(t − τ(t))

+ τeαtηT (t)R1η(t) −
∫ t

t−τ

eαsηT (s)R1η(s)ds + τ̇(t)

∫ t

t−τ(t)

eαsηT (s)R2η(s)ds

+ τ(t)eαtηT (t)R2η(t) −
∫ t

t−τ(t)

eαsηT (s)R2η(s)ds + τeαtη̇T (t)S1η̇(t)

−
∫ t

t−τ

eαsη̇T (s)S1η̇(s)ds + τ̇(t)

∫ t

t−τ(t)

eαsη̇T (s)S2η̇(s)ds

+ τ(t)eαtη̇T (t)S2η̇(t) −
∫ t

t−τ(t)

eαsη̇T (s)S2η̇(s)ds
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Define an augment vector as ξT (t) = (ηT (t), ηT (t − τ), ηT (t − τ(t)), the
following two zero items will be appended in V̇ (t) :

2ξT M

(
−eαtη(t) + eα(t−τ)η(t − τ) +

∫ t

t−τ

(αeαsη(s) + eαsη̇(s)) ds

)
,

2ξT N

(
−eαtη(t) + eα(t−τ(t))η(t − τ(t)) +

∫ t

t−τ(t)

(αeαsη(s) + eαsη̇(s)) ds

)
,

where M = (MT
1 ,MT

2 ,MT
3 )T and N = (NT

1 , NT
2 , NT

3 )T ; Mi, Ni ∈ Rn×n, i =
1, 2, 3, are any matrices.

Given any appropriate dimension positive definite matrix R and vectors a, b,
the following inequality always holds 2ab ≤ aRaT + bT R−1b. Define ξ̄(t) =
(ξT (t), ΩT (t))T , then one has V̇ (t) ≤ eαtξ̄T (t)Γ ξ̄(t). Therefore, the inequality
Γ + ηT (t)Φη(t) − γ2ΩT (t)ΦΩ(t) < 0 guarantees the desired stability with γ
performance of (12). By the well-known Schur Lemma, the above inequality is
equivalent as Γ̂ < 0, where :

Γ̂ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Γ11 Γ12 Γ13 PB̃ω AT
1 P M1 N1 M1 N1

∗ Γ22 Γ23 0 0 M2 N2 M2 N2

∗ ∗ Γ33 0 AT
2 P M3 N3 M3 N3

∗ ∗ ∗ −γ2Φ B̄T
ω P 0 0 0 0

∗ ∗ ∗ ∗ −(τS1 + τS2)−1 0 0 0 0
∗ ∗ ∗ ∗ ∗ −ζ2R1 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −ζ2τ̄lR2 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ζ3S1 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ζ3τ̄lS2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

Γ11 = αP + Φ + PA1 + AT
1 P + Q1 + Q2 + τR1 + τR2 − M1 − MT

1 − N1 − NT
1 ,

Γ12 = ζ1M1 − MT
2 − NT

2 , Γ13 = PA2 − MT
3 + ζ1N1 − NT

3 ,
Γ22 = −ζ1Q1 + ζ1(M2 + MT

2 ), Γ23 = ζ1MT
3 + ζ1N2, Γ33 = −(1 − τd)ζ1Q2 + ζ1(N3 + NT

3 ),

τ̄l =
1

1 − τl
, ζ1 = e−ατ , ζ2 =

1

α(1 − ζ1)
, ζ3 =

α

(1 − ζ1)
.

If Γ̂ < 0, one knows that the asymptotical stability of (12) can be guar-
anteed. Therefore, from the definition of V (t), one has eαtλmin(P )‖η(t)‖2 ≤
V (t) ≤ V (0) +

∫ t

0

eαsξT (s)Γξ(s)ds. Since Γ < 0, one obtains V (t) ≤ V (0).

Note that ‖η(0)‖2 ≤ sup
−τ≤s≤0

‖η(s)‖2, one obtains
∫ t

t−τ

eαsηT (s)Q1η(s)ds ≤

τλmax(Q1)( sup
−τ≤s≤0

‖η(s)‖)2,
∫ 0

−τ

∫ t

t+φ

eαsηT (s)R1η(s)dsdφ ≤ τ2

2
λmax(R1)

( sup
−τ≤s≤0

‖η(s)‖)2 and
∫ 0

−τ

∫ t

t+φ

eαsη̇T (s)S1η̇(s)dsdφ ≤ τ2

2
λmax(S1)‖Ã1 +

Ã2‖2( sup
−τ≤s≤0

‖η(s)‖)2.

Accordingly, one has V (0) ≤ Υ ( sup
−τ≤s≤0

‖η(s)‖)2, where Υ = λmax(P ) +

τ(λmax(Q1) + λmax(Q2)) +
τ2

2
(λmax(R1) + λmax(R2)) +

τ2

2
(λmax(S1) +
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λmax(S2))‖Ã1+Ã2‖2. Therefore, ‖η(t)‖ ≤
√

Υ

λmin(P )
e− 1

2αt sup
−τ≤s≤0

‖η(s)‖. Note

that

√
Υ

λmin(P )
> 1, and according to Definition 1, the above inequality implies

the close-looped system has a convergence rate − 1
2α.

Regulate P̄ = P−1 = diag(P̂ , P̂ , P̂ ), perform congruence transformations to
Γ < 0 by diag(P̄ , ..., P̄︸ ︷︷ ︸

8

) thus completes the Theorem 1.

4 Numerical Examples

Given system matrices as A1 =
(

1.2 0.4
0 2.3

)
, A2 =

(−1.1 0.5
0 −0.7

)
and B =(

1.0
1.0

)
; set α = 1, τ = 0.15, τl = 0.05, τd = 0.10, γ = 0.5 and β = 20;

by Theorem 1, the gain matrices are obtained as: K1 =
(
24.8084 −37.4546

)
,

K2 =
(
0.1936 −0.2749

)
, L1 =

( −7.9403 29.9224
−35.2565 60.8960

)
, L2 =

(
2.3028 1.6342

−0.7649 4.6069

)

and L3 =
(

4.3658 −1.5906
−0.3652 3.4912

)
.

Accordingly, the minimal eigenvalue of Ã1 in (12) is −0.5778. Since the pre-
scheduled convergence rate of (12) is −0.5, it indicates that practical convenance
rate can be approximately regulated by the proposed method.

The sampling period is set as T = 0.05. The noise ω(t) =
(
ω1(t) ω2(t)

)T is
substituted as ω1(t) = ϕ1 sin (ϑ1kT ) and ω2(t) = ϕ2 sin (ϑ2kT ), where ϕ1, ϕ2

are two independent scalars and they randomly take values in [0.1,0.5]; ϑ1, ϑ2

are two independent scalars in [0.1,2.0]; k = 1, 2, . . ..
The profile of time-varying delay τ(t) is shown in Fig. 1.

10 20 30 40 50 60 70 80 90 100
0.05

0.1

0.15

T

Ti
m

es
(s

)

Time−varying delay τ(t)

Fig. 1. Time-varying delay τ(t)

The parameters of sliding function are set as μ = 20, κ = 0.01, ζ = 0.01, G =(
1 1

)
, and the initial values are set as s(0) = 0.1, x(0) =

(
1 1

)T . By Theorem 1
and according to the above-all parameters, the noise ω(t) = (ωT

1 (t), ωT
2 (t))T

and observed noise ω̂(t) = (ω̂T
1 (t), ω̂T

2 (t))T are shown in Figs. 2(a) and (b),
respectively. The system state x(t) = (xT

1 (t), xT
2 (t))T and observed state
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Fig. 2. Trajectories of ω(t) and observed noise ω̂(t)

Fig. 3. Trajectories system states and weighted states

x̂(t) = (x̂T
1 (t), x̂T

2 (t))T are illustrated in Fig. 3(a). Meanwhile, the trajectories
of ηT (t)Φη(t) and γ2ΩT (t)ΦΩ(t) are illustrated as Fig. 3(b).

One can intuitionally see from Fig. 2(a) and (b) that the red curve and black
curve fluctuate synchronously. It implies that the noise ω(t) can be accurately
estimated by the proposed SNO.

In Fig. 3(a), the trajectories are reduced down and converge close to the
equilibrium point quickly. From Fig. 3(b), one can observed that the dash curve
is always under the black curve. It explains that the desired WEEP is achieved.

5 Conclusion

This paper addresses the control issue for exogenous noise-perturbed time-
varying delay systems. By a novel time-delayed SNO, the system state as well
as the exogenous noise can be accurately estimated. Base on the SNO, a SMC
law is designed and a WEEP is proposed. By the proposed method, the expo-
nential stability of the close-looped control systems can be guaranteed and the
convergence rate is also pre-specifiable.
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Abstract. An improved integral sliding mode observer in this paper is pro-
posed for speed identification in induction motor, compared with traditional
sliding mode observer, the steady-state error and buffeting of the control system
are reduced, and the integral saturation is effectively suppressed. Based on the
phase-locked loop decoding technique, the rotor position angle is calculated.
The system has a good performance in speed tracking and has a satisfied
accuracy of identified speed in full speed range. Finally, the correctness of the
speed identification strategy proposed in this paper is verified by simulation and
experimental study.

Keywords: Induction motor � Speed identification � Sliding mode observer �
Integral sliding surface

1 Introduction

In the high-performance motor dynamic control, the speed is a very important param-
eter, vector control and direct torque control need the speed feedback signal to achieve
closed-loop control. Normally, the acquisition of speed depends on the speed sensor for
detecting. However, the speed sensor increases the installation volume and control
system costs, but also reduces the reliability of motor control system applied in the harsh
working environment. Therefore, the identification of motor speed has practical appli-
cation significance. At present, the commonly used motor speed identification methods
are direct calculation method, model reference adaptive method, adaptive observer
method, sliding mode observer method and high frequency injection method [1, 2].

In the induction motor control system with high dynamic response, the speed
changes quickly, it is required that the dynamic response of the speed identification is
fast enough and the precision is high enough. It is difficult for the traditional motor
speed identification strategy such as model reference adaptation and observer to meet
the dynamic requirements of speed identification. The sliding mode observer has the
advantages of strong robustness to system parameters and external disturbances, fast
response speed, no need for on-line parameter identification, easier for digital real-
ization, high dynamic precision and steady-state accuracy. The high speed switching
and non-linear control characteristics of the sliding mode observer are very suitable for
complex control objects with high order, nonlinear, strong coupling and time varying
such as induction motor [3]. Therefore, this paper uses the sliding mode observer to
identify the induction motor speed.

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 652–662, 2017.
DOI: 10.1007/978-981-10-6373-2_65



The paper firstly analyzes the soft commutation function and the improved integral
sliding mode in the sliding mode observer, and then the sliding mode observer is
designed based on the improved integral sliding mode to identify the rotational speed
of the induction motor. The rotor position angle calculation in the rotational speed
identification system is analyzed, and the rotor position angle is calculated by the phase
locked loop decoding technique.

2 Soft Switching Function and Improved Integral Sliding
Mode in Sliding Mode Observer

In the quasi-sliding mode system, the symbol function in the traditional sliding mode
algorithm is usually transformed into a symmetric saturated linear transfer function
(satlins), a hyperbolic tangent S-type function(tansig) or a symmetrical saturated
sinusoidal function(satsin), carrying out soft switching continuous sliding mode control
[4], three switching functions are shown in Fig. 1.

By setting the boundary layer of the quasi-sliding mode, a continuous function is
used to control the interior of the control boundary layer for feedback control, the
sliding mode observer outputs a smaller amplitude signal in the unsaturated region
according to the error input, reducing the shaking of the sliding mode observer. For
example, the satlins function is used as the soft handoff function to reduce the chat-
tering of the sliding mode observer, the mathematical expression of the satlins function
is given in Eq. (1):

satlinsðn=gÞ
�1 n\� g
n �g� n� þg
þ 1 n[ þg

8<
: ð1Þ

where η – the extended domain constant.
Sliding mode control using boundary layer can converge the system state to the

boundary layer centered on the slip surface, and reduce the buffering to the control of
the boundary layer. However, in the boundary layer, the system buffering still exists.

(a) Satlins function              (b) Tansig function (c) Satsin function
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Fig. 1. The soft switch functions of sliding mode observer
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Moreover, the sliding mode control based on the boundary layer cannot guarantee the
robustness of the control in the boundary layer, resulting in the increase of the
steady-state error. Therefore, the integral term is added in the sliding mode to reduce
the system chattering and the steady state error, improving control accuracy [5].
However, in the case of large load disturbance or initial error, the integral adjustment of
the sliding mode surface will saturate, resulting in overshoot of the control system,
slowing down the adjustment time and even affecting the stability of the system [6].
Therefore, this paper presents an improved integral sliding surface design, as shown in
Eq. (2):

s ¼ kpxþ ki

Z t

0

ciðex � 1Þ
ex þ 1

dt ð2Þ

According to Eq. (2), the integral function is shown in Fig. 2, and the adjustment
function is weakened with the input error in integral sliding surface increasing, the
degree of weakening can be measured by the size of the error input, which can
effectively prevent the integral adjustment saturation, avoiding overshoot caused by
integral saturation or system instability. By adjusting the parameter ci, the range of the
integral sliding mode could be determined. When the adjustment error approaches zero,
the integral of the error also approaches zero.

3 Design of Improved Integral Sliding Mode Observer

In order to improve the performance of the sliding mode observer, the feedback gain
coefficient h of the sliding mode observer is introduced, and the output of the sliding
mode observer is fed back to the input terminal so that the oscillation of the sliding
mode observer becomes smaller [7]. The feedback gain coefficient h of sliding mode
observer is added to the sliding mode observer equation:

P~Is ¼ A~Is þC�h�ês � C�es � C�uðtÞ ð3Þ

where u(t)—the control input of sliding mode observer.
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Fig. 2. The improved integral layer of sliding mode observer

654 Q. Xu et al.



The dynamic error Eq. (3) of the sliding mode observer could be written into the
component form as follows,

d~isa
dt ¼ a1~isa þC�h�êsa � C�esa � C�uaðtÞ
d~isb
dt ¼ a1~isb þC�h�êsb � C�esb � C�ubðtÞ

(
ð4Þ

where ~isa ¼ îsa � isa;~isb ¼ îsb � isb:
If the cut-off frequency of the first-order low-pass filter satisfies the x0 » x con-

dition, the Eq. (5) can be established:

ês ¼ ueqðtÞ ð5Þ

where ueq(t)—the low frequency component of the output signal in the sliding mode
observer.

According to the above analysis, the Eq. (6) can be obtained by calculating.

ês � 1
h� 1

es ð6Þ

The coefficients can be adjusted in the sliding mode observer by changing the
parameter h. When the speed is low, es is very small, so it is difficult to accurately
identify es, adjusting the coefficient h, increasing ês and making identified ês greater
than the actual es can improve the low-speed identification performance and expand the
minimum speed of sensor speed. At high speed, es is large, the convergence time of the
system is long, so after adjusting the coefficient h and decreasing ês, the convergence
time of sliding mode observer will be reduced.

Selecting ~Is ¼ Îs � Is as the error input for the sliding mode observer, the improved
integral sliding mode in this paper is shown as follows:

S ¼ kp~Is þ kiv

v0 ¼ ciðe~Is � 1Þ
e~Is þ 1

8><
>: ð7Þ

The derivation of the sliding surface S is shown as Eq. (8),

S0 ¼
kpðbi0sa � i0saÞþ

kiciðeðbisa�isaÞ � 1Þ
eðbisa�isaÞ þ 1

kpðbi0sb � i0sbÞþ
kiciðeðbisb�isbÞ � 1Þ

eðbisb�isbÞ þ 1

2
666664

3
777775 ð8Þ

According to the sliding surface, the Lyapunov equation is defined as follows:
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V ¼ 1
2
STS[ 0 ð9Þ

Derivation of Eq. (8) is shown as Eq. (10):

V 0 ¼ STS0 ¼ ST
kpðbi0sa � i0saÞþ

kiciðeðbisa�isaÞ � 1Þ
eðbisa�isaÞ þ 1

kpðbi0sb � i0sbÞþ
kiciðeðbisb�isbÞ � 1Þ

eðbisb�isbÞ þ 1

2
666664

3
777775 ð10Þ

If the formula (11) and (12) is right, the dynamic error equation is asymptotically
stable.

SaS
0
a � 0 ð11Þ

SbS
0
b � 0 ð12Þ

Substituting Eq. (7) into Eq. (11), the Eq. (13) could be obtained,

SaS
0
a ¼ Sa½kpðbi0sa � i0saÞþ

kiciðeðbisa�isaÞ � 1Þ
eðbisa�isaÞ þ 1

�

¼ Sa½kpða1eisa þChêsa � Cesa � C � uaÞþ kiciðeðbisa�isaÞ � 1Þ
eðbisa�isaÞ þ 1

�
ð13Þ

The control input of the sliding mode observer in a axis could be designed as
Eq. (14),

ua tð Þ ¼ ua eq tð Þþ ua n tð Þ ð14Þ

where

ua_eq(t)—equivalent control item in a axis based on motor model;
ua_n(t)—switching control term in a axis suppressing parameter variations and
external disturbances;

ua_eq(t) is designed based on equation (15):

ua eqðtÞ ¼ � a1
C
~isa � kiciðeðbisa�isaÞ � 1Þ

kpðeð̂isa�isaÞ þ 1Þ ð15Þ

ua_n(t)is designed based on equation (16):
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ua nðtÞ ¼ Masgn(SaÞ ð16Þ

Substituting Eqs. (15) and (16) into Eq. (13), the following equation could be
obtained:

Sa � S0a ¼ Sa � ½C � kpðhêsa � esa �MasgnðSaÞÞ�

¼ Sa � C � kpð2�h
h�1 esa �MaÞ Sa [ 0

Sa � C � kpð2�h
h�1 esa þMaÞ Sa\0

(
ð17Þ

therefore:

Sa [ 0 2�h
h�1 esa �Ma\0 ) Ma [ 2�h

h�1 esa
Sa\0 2�h

h�1 esa þMa [ 0 ) Ma [ � 2�h
h�1 esa

�
ð18Þ

Similarly, the control input in b axis of the sliding mode observer is designed as
shown in Eq. (19):

ub tð Þ ¼ ub eq tð Þþ ub n tð Þ ð19Þ

where

ub_eq(t)—equivalent control item in b axis based on motor model;
ub_n(t)—switching control term in b axis suppressing parameter variations and
external disturbances.

ub_eq(t) is designed based on Eq. (20):

ub eqðtÞ ¼ � a1
C
~isb � kiciðeðbisb�isbÞ � 1Þ

kpðeðbisb�isbÞ þ 1Þ
ð20Þ

ub_n(t) is designed based on Eq. (21):

ub nðtÞ ¼ Mbsgn(SbÞ ð21Þ

According to the derivation, the following equation can be obtained:

Sb [ 0 2�h
h�1 esb �Mb\0 ) Ma [ 2�h

h�1 esb

Sb\0 2�h
h�1 esb þMb [ 0 ) Ma [ � 2�h

h�1 esb

8<
: ð22Þ

Let Ma = Mb = M, therefore, according to Eqs. (18) and (22), the conditions that
meet equitation Eqs. (11) and (12) can be derived as shown in Eq. (23).

M[max
2� h
h� 1

esa

����
����; 2� h

h� 1
esb

����
����

� �
ð23Þ
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That is, if the Eq. (23) is satisfied, the sliding mode motion can be generated, and
the dynamic error Eq. (3) will be stabilized [8]. When the control system reaches the
slip surface, which is S = [0 0]T, the a-axis component and the b-axis component
observing current converge to the actual current, and the recognition error of the sliding
mode observer converges to zero at the same time.

Generally, the switching gain M is designed as a constant value to ensure con-
vergence over the entire motor speed range. This will cause it that when the motor runs
at low speed, the switch gain M is too large, the identification error is large, the system
oscillation is serious. If the sliding mode switch gain M is reduced when the motor runs
at low speed, the oscillation will be significantly reduced.

Therefore, the switching gain M can be adjusted in the motor running speed range,
the switching gain M can be changed according to the target speed as shown in
Eq. (24):

Mx ¼ K0 þK1 xref

�� �� ð24Þ

where K0, K1—positive coefficients.
According to the above analysis, the construction of the sliding mode observer is

shown in Eq. (25):

dÎs
dt ¼ AbIs þBus þC�h�ês � C�uðtÞ
uðtÞ ¼ ueqðtÞþ unðtÞ
dês
dt ¼ �x0ês þx0uðtÞ

8<
: ð25Þ

Therefore, the improved sliding mode observer structure designed in this paper is
shown in Fig. 3.

According to the sliding mode observer designed in this paper, the motor speed
could be analyzed and calculated by Eq. (26).

dwra

dt
dwra

dt

0
BB@

1
CCA =

� 1
Tr

�xr

xr � 1
Tr

 !
wra

wrb

 !
þ

Lm
Tr
Lm
Tr

0
BB@

1
CCA isa

isb

 !
ð26Þ

Therefore, with the initial definition, after derivation the Eq. (27) can be drawn:

current
observer K*sgn(·)

low pass 
filter

su

si
si

z s eq( )e

h

Fig. 3. The structure diagram of improved sliding mode observer
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x̂r ¼
êsawrb � êsbwra

w2
ra þw2

rb

ð27Þ

In the theoretical sense, the sliding mode control is mainly used in the continuous
control system, because only the continuous sliding mode control with variable
structures has equivalent control functions generated by variable structure control.
However, in practical engineering applications, the system using digital signal pro-
cessor is discrete, the discrete sliding mode control of system is a “quasi-sliding mode”,
and the switching action cannot be carried out precisely on the sliding surface [9].
Since the sliding mode observer contains non-linear links, the Eq. (25) can only be
discretized by using the forward difference method with self-starting characteristics:

Îsðnþ 1Þ ¼ ÎsðnÞþ Ts½AÎsðnÞþBusðnÞþC�h�êsðnÞ � C�usðnÞ�
uðnÞ ¼ ueqðnÞþ unðnÞ
êsðnþ 1Þ ¼ êsðnÞþ Ts½�x0êsðnÞþx0uðnÞ�

8<
: ð28Þ

where Ts—the sampling period (s).

4 System Modelling and Simulation Analyzing

The simulation model in Matlab/Simulink which is based on improved integral sliding
mode observer proposed in this passage is shown in Fig. 4:

In the process of simulating, sampling frequency is set to 20 kHz, the gain factor of
feedback h = 0.5 and the speed given is 50 rad/s, the cut-off frequency of low pass
filter is set to 500 Hz. The improved integral sliding observer is used and the simulation
wave forms are shown in Figs. 5 and 6.
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Fig. 4. The simulation model of improved sliding mode observer
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From Fig. 5, it could be seen that the fluctuation on observed value of stator current
isa is very small with the improved integral sliding mode observer, and the wave form
of esa and esb which output from sliding mode observer is well enough to fit sine.

According to esa and esb which output from sliding mode observer, the speed
identification could be processed, through the identification of the speed a closed loop
control could be constituted. From the speed identification simulation wave form in
Fig. 7 it could be seen that identification speed follows the given speed very well and
the error is small in the identification progress.

Fig. 5. The comparison between the real value of isa and observation value using improved
sliding mode observer

Fig. 6. The esa and esb waveforms of improved sliding mode observer
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5 Speed Identification Analysis

In the experiment with no speed sensor, the interruption frequency of PWM is set to
10 kHz, and the compute of sliding mode observer is finished in the interruption
subroutine of PWM. In order to compare the performance of speed observer, photo-
electric encoder using 2048 channels is used to take the real-time sampling motor
speed, which is then compared with identified speed.

In the experiment, Fig. 8 shows the actual speed and identified speed at 10 rpm, the
actual rotor position angle and the identified position angle of the experimental
waveform.

Figure 9 shows the experimental waveforms of the actual speed and the identified
speed at 1200 rpm, the actual rotor position angle and the identified position angle.

6 Conclusion

In this paper, the speed identification strategy of induction motor is analyzed, and a
speed identification strategy is proposed, the improved integral type sliding mode
observer is used to reduce the steady-state error and buffeting of the control system,

rω̂

rω

θ

θ̂

θΔ

2 rad/div

(a) The actual speed and identified speed           (b)The actual location and identified location

Fig. 8. Experiment waveforms of sensorless control at 10 rpm
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Fig. 9. Experiment waveforms of sensorless control at 1200 rpm
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effectively suppressing the integral saturation. The proposed speed identification
strategy is small and easy to implement digitally.
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Abstract. In ultra-precision fabrication, permanent magnet linear motor
(PMLM) is generally applied thanks to its excellent performance. Thus, it is
expected to meet high accuracy and high speed simultaneously. However, it is
difficult to reach the goal using the tradition control strategies. In this paper, a
novel method is proposed to improve response speed and tracking accuracy,
which employs an integral sliding mode controller that switches between PD
control and PID control according to the value of tracking errors. Based on the
modeling of PMLM, an integral sliding mode controller is constructed, taking
the advantages of both PD and PID control. Thus, the closed-loop system could
respond rapidly and ideally reduce state error. To optimize the performance of
the proposed control strategy, its parameters are adjusted using particle swarm
optimization (PSO) algorithm. The validity of the method is verified by simu-
lation under different inputs and constant disturbance in a 1DOF precision stage.

Keywords: Integral sliding mode control � PMLM � PSO � Ultra precision

1 Introduction

In ultra-precision fabrication, such as integrated circuits production, rapidity is required
for the whole system to improve the throughput. Linear motor has the advantages of
high speed and large acceleration; therefore, it is commonly used as actuator in linear
motion control system. However, it is difficult to achieve high speed and high accuracy
simultaneously with the traditional control strategy, such as PID. It is urgent to find a
novel approach to reach both objectives for precision stage.

To address this issue, several researches are carried out. Peng adopted a PID to
reach required nanometer scale position precision, but could not guarantee high speed
response [1]. Tang proposed a 2DOF PID, which is used in a dual linear motor
cooperative control system [2]. Moreover, the controller could be adjusted indepen-
dently to obtain good performance in terms of both robustness and tracking ability.
Wang used particle swarm optimization to optimize a PID online for permanent magnet
synchronous linear motor [3], which could improve the robustness in loading distur-
bance and accuracy in tracking position. Sun proposed a fuzzy PID controller for
permanent magnet linear synchronous motor [4]. It combines PID and fuzzy control to

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 663–673, 2017.
DOI: 10.1007/978-981-10-6373-2_66



improve precision in a complex control system and a high precision servo system.
Several adaptive and robust control methods were compared in experiments for
improvement of the positioning accuracy [5]. However, these methods can not achieve
the rapid response required of the linear motors. Cu presented an approach combining a
linear PID controller and a nonlinear neural network [6]. The nonlinear part of the
controller is introduced to improve the tracking performance of the system and is
trained online by a compact genetic algorithm, which requires less memory and can be
implemented in a low capacity microcontroller. However, this method is complex and
hard to implement in system.

To achieve the high speed response of a linear motor, various methods have been
investigated. Xiao proposed an adaptive fuzzy PID control strategy to improve the
dynamic characteristic of PMLM and to reject disturbance under different load levels
[7], but without giving the parameter designing method. Zhu designed a novel fuzzy
controller to promote the speed performance of PMLM. However, it cannot achieve
high static performance, since fuzzy controllers have no integral part [8]. In [9], a
controller with learning control component was proposed to achieve tracking control
with high speed and high precision. However, the controller with learning control
subsystem is so complex that it can only be used under some particular conditions.
Moreover, the learning control process sometimes diverges. Huang and Zhao designed
a sliding mode controller for linear synchronous motors to improve the non-linear
character, raise response speed and reduce tracking errors [10, 11]. In [12], fuzzy
sliding mode control based on mode reference adaptive control for PMSLM was
proposed to improve tracking characteristic and robustness. Sliding mode control
(SMC) is an effective method for PMLM to meet the high speed response and high
accuracy synchronously. However, these papers have not mentioned the method to
optimize or calculate the parameters, which are important for SMC. Marcel proposed
an integral sliding mode control method, which used Levenberg–Marquardt algorithm
to optimize the parameters of integral sliding mode control (ISMC) [13], but the
convergence of the proposed algorithm is not fast.

In this paper, a new method of ISMC combining PD and PID control is proposed to
meet the requirements of high speed and high precision simultaneously for linear
motors. The approach could utilize the rapidity of PD and non-error characteristic of
PID. By simulation, the effectiveness of the method proposed is verified.

2 Modeling of Permanent Magnet Linear Motor

In this paper, the model of the PMLM is identified using sinusoidal sweep frequency
response. A series of sinusoidal input signals with different frequencies are applied to
the system, and the frequency responses are measured in a sweep experiment. The
sweep experiment is done in a closed-loop with a PI controller. The close-loop system
for sweep frequency is as shown in Fig. 1. The increment was different in different
frequency range so as to achieve accurate and rapid measurement. In a low frequency
range, such as one below 1 Hz, the input sweep frequency increases at intervals of
0.05 Hz; in a middle frequency range, such as one between 1 Hz and 100 Hz, it is done
at internals 0.5 Hz; in a high frequency range, such as one above 100 Hz, it increases at
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intervals of 5 Hz. The PMLM is identified in the frequency range from 0.1 Hz to
300 Hz. The model of the PMLM can be obtained by comparing the discrete Fourier
transforms of output y(t) of the close-loop system and input u(t) of the plant in terms of
amplitude gain and phase shift which are both measured in sweep frequency experi-
ment [14–16].

The response of the sweep frequency experiment is shown in Fig. 2. It can be seen
that, at meddle frequencies, the frequency response of the PMLM can be approximated
by a double integrator. However, at high frequencies, such as those beyond 150 Hz, the
dynamic response becomes increasingly more complex for higher frequencies, causing
difficulty in modeling the PMLM.

3 Integral Sliding Mode Control for PMLM

In this paper, integral sliding mode control, or ISMC, is applied. An ISMC is as shown
in Fig. 3, in which the module of the PMLM is denoted by P, which is subjected
indirectly to output disturbances denoted by d and subjected directly to input distur-
bances denoted by fd.

A result of fast response and less error is anticipated for the PMLM using ISMC.
Thus, the ISMC designed and the plant controlled are comprised of three parts: a
feedforward control part, with the controller cff and the feedforward output uff ; a linear

Fig. 1. The close-loop structure of sweep frequency identification

Fig. 2. Frequency response of PMLM
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feedback control part, with the controller cfb and the feedback output ufb; and a
robustness feedback control part, which contains a saturation function and produces an
output uismc.

For feedforward control, a second order differential model is adopted as the
feedforward controller. That is

uffðtÞ ¼ m
d2rðtÞ
dt2

ð1Þ

To obtain high speed response, the linear feedback controller adopts a PD con-
troller, which can be described as

ufbðtÞ ¼ kpeðtÞþ kd
deðtÞ
dt

ð2Þ

For robustness, sliding mode control is adopted to switch control states under
different state vectors. Therefore, the output of the robust feedback controller can be
described as

uismcðtÞ ¼ /ðsðtÞÞ ¼ ksignðsðtÞÞ ð3Þ

where k[ 0 is the gain of the controller, and sðtÞ is the switch function related to the
error denoted by e in Fig. 3.

However, the control output uismcðtÞ will make the system chattering, also called
chattering of SMC, because it has only two output states (k or �k) and is not con-
tinuous in switch point. A solution is to replace the sign function with a continuous
saturation function. The saturation function satisfies [17]

Fig. 3. Block diagram of the ISMC
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satðsðtÞÞ ¼def
sðtÞ
e sðtÞj j � e
signðsðtÞÞ sðtÞj j[ e

�
ð4Þ

where e[ 0 is saturation length.
Thus, we have the robust feedback controller modified as below

uismcðtÞ ¼ /ðsðtÞÞ ¼ ksatðsðtÞÞ ð5Þ

The output of uismcðtÞ is related to the switching function sðtÞ. From Fig. 3, it can be
obtained by

sðtÞ ¼ deðtÞ
dt

þ 1
m

Z t

0
ufbðsÞds ð6Þ

where m is the total mass of the rotor of the PMLM and the loads (when present), e is
the error, defined as

eðtÞ ¼ rðtÞ � yðtÞ � dðtÞ ð7Þ

where r is the input signal to be tracked. Next, a second order integral model can be
employed to approximate the PMLM, which means that p is a double integrator plant.
It can be described using

yðtÞ ¼ 1
m

ZZ
R
uðsÞds ð8Þ

where R is an integral interval with dimension ½0; t� � ½0; t�.
From Fig. 3, the transfer function from the error e to the output ufb can be derived

as

UfbðsÞ
EðsÞ ¼ CfbðsÞ ð9Þ

Suppose sðtÞj j � e; t 2 ½0;1Þ, Eqs. (4)–(6) yields

UismcðsÞ
EðsÞ ¼ k

e
ms2 þCfbðsÞ

ms

� �
ð10Þ

Next, let r ¼ fd ¼ d ¼ 0, then the integral sliding mode controller can be seen as
two linear controllers in the transfer from the error e to u, the input to the plant in
Fig. 3. When ufbðtÞ � k; t 2 ½0;1Þ, the output of the first linear controller can be
approximated as the output ufb of linear feedback controller. In other words, the system
adopts PD control which achieves a speedy response at the price of a large control
error. If sðtÞj j � e; t 2 ½0;1Þ, the output of second linear controller is consisted of two
parts, ufb and uismc. Therefore, PID control is adopted for the system, which can reduce
the steady state error of the system. So, the transfer function from error e to the output u
is given as

Integral Sliding Mode Based Precision Motion Control for PMLM 667



UðsÞ
EðsÞ ¼

CfbðsÞ; ufbðtÞ
�� �� � k

CfbðsÞþ j
e ðms

2 þCfbðsÞ
ms Þ; sðtÞj j � e

(
ð11Þ

From Eq. (11), it can be concluded that the control is switched between PD and
PID, achieving both high speed and high accuracy.

Next, the Lyapunov criteria is employed to prove the stability of the system. For
simplicity, let eð0Þ ¼ _eð0Þ ¼ 0, which will not affect the result of the proof.

According to Eq. (2) and Fig. 3, we have

sðtÞ ¼ kp
m

Z t

0
eðsÞdsþ kd

m
eðtÞþ deðtÞ

dt
ð12Þ

Substitution of (8) in (6) and taking derivatives yields

uðtÞ ¼ uffðtÞþ ufbðtÞþ usatðtÞþ fdðtÞ ð13Þ

Next,

dsðtÞ
dt

¼ � 1
m
satðsðtÞÞ � d2dðtÞ

dt2
� 1
m
fdðtÞ ð14Þ

where d is a white noise process.
Construct Lyapunov function

VðtÞ ¼ s2ðtÞ ð15Þ

which is positive definite sðtÞ 6¼ 0. It follows that

dVðtÞ
dt

¼ 2
dsðtÞ
dt

sðtÞ ¼ � 2k
m

satðsðtÞÞsðtÞ

� 2ðd
2dðtÞ
dt2

þ 1
m
fdðtÞÞsðtÞ

ð16Þ

if the disturbances to the system are uniformly bounded, that is,

d2dðtÞ
dt2

þ 1
m
fdðtÞ

����
����\ k

m
; t 2 ½0;1Þ ð17Þ

The gain k needs to be large enough to suppress these disturbances. If sðtÞj j[ e,
Eq. (16) produces

dVðtÞ
dt

� � k
m

sðtÞj j þ d2dðtÞ
dt2

þ 1
m
fdðtÞ

� �����
���� sðtÞj j\0 ð18Þ
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For now, _VðtÞ is negative definite. When sðtÞj j � e, Nyquist diagram can be used to
prove that the system is stable [13].

When system works under closed-loop condition, the parameters of the ISMC have
to be optimized using different input signals. That is to say, optimization (or tuning) of
the parameters is based on the input tracking performance. In this paper, the two
parameters to be optimized are the gain k and saturation length e. Particle Swarm
Optimization is adopted for the optimization, whose goal is to find the best value
popt ¼ ½kopt eopt� from a series of parameters to minimize a performance cost function
J(t) which is constructed using the error e (possibly filtered) in the time interval
t 2 ½t1 t2�. That is,

popt ¼def argmin
pg

JðtÞ; JðtÞ ¼
Z t2

t1

e2nðsÞds ð19Þ

where n is the iteration number, and pg ¼ ½kg eg� is global optimal values in the all
iterations. The time t1 (or t2) is the time start (or end) point to be optimized to track the
input, which much determines the cost function.

The usage of PSO to find the optimal parameters is given below. Suppose the particle
swarm has m members. Let Xi ¼ ðkxi; exiÞ;Vi ¼ ðkvi; eviÞ; pi ¼ ðki; eiÞ; pg ¼ ðkg; egÞ
where Xi and Vi are the position and velocity of the ith particle respectively, pi and pgi are
the updated optimal values of the ith particle and the whole particle swarm respectively.

From the nth iteration to the n + 1th, the velocity and position of every particle can
be modified using [18]

Vnþ 1
i ¼ xVn

i þ c1nðpni � Xn
i Þþ c2gðpng � Xn

i Þ
Xnþ 1
i ¼ Xn

i þ cVnþ 1
i

ð20Þ

where x is the inertia weight, c1 and c2 are the learning factors for oneself and the
particle swarm respectively, n; g are random numbers in the range of [0,1], and c is a
weight factor of velocity.

4 Simulation Results and Analysis

Simulation is performed to check the effectiveness of the method. First, step input is
adopted to test ISMC and compare its results with those using PD and PID. The
magnitude of the step input is set as 0.1 m. In ISMC using PSO optimization, the
results are k ¼ 5:32; e ¼ 0:0015. The step responses using different control strategies
are shown in Fig. 4, from which it is obvious that ISMC has a speedier response than
both PD and PID control. Moreover, it has a smaller overshoot than PID.

When systems reach stable state, a constant disturbance is added to system. The
responses of different control strategies are shown in Fig. 5, which shows that PD
control has a constant tracking error, PID control has overshoot and oscillation before
the steady state is reached, and ISMC control achieves smooth transition to the stable
state and has requires shorter dynamic time than PID control.
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However, the trajectory is not a step position signal for PMLM at most times.
Instead, S curve has been applied generally as input signal in ultra-precision field.
Thus, simulation using an S curve as the input will be more meaningful. Let the
position magnitude be 0.1 m, the maximal velocity be 0.25 m/s, the maximal accel-
eration be 5 m/s2, and the differential of acceleration be 500 m/s3. The S curve is
plotted as in Fig. 6.

Using PSO to optimize the parameters of ISMC yields k ¼ 10; e ¼ 0:1. The
responses using other control strategies with S curve input are shown in Fig. 7, which
demonstrates that ISMC has smaller tracking error than both PD and PID control and
requires shorter transient time to reach stable state during acceleration and deceleration.
In addition, in the process of uniform motion, ISMC has a smaller state error than PID
and PD whose errors are both obvious as seen from Fig. 7. Therefore, ISMC is an
effective method in improving response speed and reducing tracking error.
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5 Conclusion

In this paper, a novel integral sliding mode control combining PD and PID control is
proposed. The simulation results show that the proposed method can significantly
reduce the error, compared with PD and PID control under the same conditions.
Meanwhile, the method enables the parameters of the controller to be optimized for
variant input to track it more accurately. In addition, the method achieves high speed
response for PMLM. Comparison of simulation results using different inputs and dif-
ferent control strategies illustrates the effectiveness of the method to obtain high
accuracy and high speed simultaneously.
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Abstract. A magnetic field measurement instrument based on asymmetric giant
magneto-impedance effect is developed by using Co66.3Fe3.7Si12B18 amorphous
ribbon. The signal processing circuit of the sensor and the hardware circuit of
the measurement instrument are designed, and the experiment result is given.
The result shows that this instrument can measure the weak magnetic field
ranging from −260 to +260 A/m. The sensitivity is 0.01 A/m and measurement
accuracy is ±0.55% because of applying sensor nonlinear compensation tech-
nique through microcontroller. The instrument has high sensitivity, high
repeatability, high frequency response characteristic, which is widely used in
aerospace, aviation, national defense and other fields.

Keywords: Giant magneto-impedance effect � Asymmetric characteristic �
Magnetic measurement instrument � Microcontroller

1 Introduction

Earth’s magnetic field is related to human life as a kind of important natural resources.
It has important applications such as aerospace, earth science, resources exploration,
earthquake prediction and other fields. The measurement of the magnetic field has
become a hot research topic because of the important application value of earth’s
magnetic field. The geomagnetic field which is about 40 A/m, is difficult to be mea-
sured accurately. The common methods to measure geomagnetic field include optical
pump magnetic resonance, hall sensors, tangent galvanometer [1–3]. Giant magneto-
impedance (GMI) effect is refers to, when the material directly into the high frequency
current, the impedance change with magnetic field [4]. This phenomenon is very
sensitive, suitable for weak field of geomagnetic field and environmental magnetic field
detection. Comparing with the traditional magnetic flux sensor and magnetic resistance
sensor, GMI effect sensor has the advantages of small size, fast response. Some of
GMI effect in magnetic sensors, current sensors and magnetic encoder are reported in
abroad [5–8].

© Springer Nature Singapore Pte Ltd. 2017
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On the basis of the author’s research on GMI effect and sensor application in recent
years, a kind of magnetic field sensor is developed based on GMI effect of asymmetric
feature. GMI asymmetric feature is a very effective way to enhance the linearity and
sensitivity of sensitive element. The traditional open-loop system is changed, and the
negative feedback circuit is added to improve the sensor performance. The correction
system is developed by using VB software and the performance indexes of the
instrument, such as nonlinear error, temperature stability and frequency bandwidth are
obviously improved. We also developed a digital measuring instrument by combining
the sensor with single-chip microcomputer and display circuit, which can be easily
applied to the detection of weak magnetic field.

2 GMI Asymmetric Features

This experiment adopts the 25 mm length, 1.5 mm width, 34 lm thickness Co66.3
Fe3.7Si12B18 amorphous alloy as the sensitive element. Co-based amorphous material is
an excellent soft magnetic material which is an important premise of GMI effect.
Amorphous ribbon is annealed by pulsed current with pulse width 1 s, pulse frequency
1 Hz and 50 s of annealing time. GMI rate is defined as:

GMI Zð Þ ¼ MZ=Z ¼ Z Hð Þ � Z 0ð Þ½ �=Z 0ð Þ � 100%; ð1Þ

which Z(0), Z(H) is impedance under external magnetic field of zero and H
respectively.

As shown in Fig. 1 (unbiased magnetic field), with the increase of the magnetic
field, the GMI(Z) increases abruptly, then slowly decrease with the increase of mag-
netic field further. The similar change will happen if we apply opposite direction
magnetic field. It is a typical GMI symmetry behavior.

Fig. 1. GMI properties of amorphous ribbon
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Due to the impedance change with the external magnetic field symmetry, the sensor
based on GMI effect is not very sensitive. In order to improve the GMI effect sensor
near the zero field characteristics, we set a solenoid on the amorphous ribbon which
produces a parallel to the amorphous with axial bias magnetic field. By changing the
bias coil current to adjust the operating point of amorphous material, so as to achieve
GMI asymmetric features, as shown in Fig. 1 (bias magnetic field). Amorphous ribbon
impedance curve along with the change of magnetic field is not symmetrical behavior.
The peak is strengthened (positive direction magnetic field) on one side and the peak is
weakened (negative direction of the magnetic field) on the other side. Experiments
show that GMI asymmetric characteristics can be used to improve the linearity and
sensitivity of GMI sensor. It can meet the requirements of sensor for detecting weak
magnetic field.

3 Sensor Circuit

3.1 Working Principle

Working principle of the magnetic field measuring instrument is shown in Fig. 2. The
impedance of amorphous ribbon changes when the applied magnetic field passes
through the amorphous ribbon. After amplified, the voltage is detected by detector
circuit of its peak. Through a low-pass filter smoothing, and difference operation and
voltage reference, voltage value with applied magnetic field is received. Using V/I
conversion circuit, differential circuit output voltage signal is changed into current
signal. Then output current is delivered to the feedback of the coil as shown in Fig. 2.
The magnetic field Hf produced by feedback coil and the measured magnetic field H are
in opposite directions. If V/I conversion coefficient is very large, amorphous ribbon can
work at close to zero magnetic field. This can greatly improve the magnetic field
detection range.

Fig. 2. Schematic diagram of magnetic field measuring instrument
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3.2 Signal Processing Circuit

The output voltage of amorphous ribbon is very weak which must been enlarged to the
signal processing circuit. Amplifier circuits are composed of two amplifiers. The former
amplifier has high input impedance and low output impedance. The negative dc signal
becomes a positive signal after the later inverse proportion amplifier. The output
voltage of amorphous ribbon is magnetic field modulation signal. Peak detection circuit
is used to the signal demodulation. Peak detection circuit is composed of diodes and
RC low-pass filter. It is simple and easy to implement. The noise generated in the
circuit components and the interference of external electromagnetic field will cause
some unnecessary high frequency signal of the output signal. Voltage-controlled
voltage source type 4th-order Butterworth low-pass filter has high input impedance,
low output impedance and stable performances.

3.3 V/I Conversion Circuit

As shown in Fig. 3 V/I conversion circuit is composed of operational amplifier,
resistance, capacity and other elements. Output voltage V1 is obtained from A1 by
compared with the feedback voltage Vf and input voltage V0

out. V1 control the output
voltage of the operational amplifier A2, which changes the output current of the
transistor T1. Output current iL = V0

out= Rw þR7ð Þ, which is proportional to the input
voltage, and has nothing to do with the load resistance RL. The output of differential
circuit is connected to the V/I conversion circuit input V0

out. The output of the V/I
conversion circuit is connected to feedback coil as shown in Fig. 2. The output of the
closed-loop sensor is taken from resistor Rf. When the closed loop gain is high enough,
the sensor output voltage only depends on the feedback loop and has a linear relation
with the measured magnetic field. It is not influenced by outside factors and improves
the measuring accuracy of the sensor.

4 Display Circuit and Linear Correction

The hardware circuit of magnetic field measuring instrument is composed of sensor
circuit, STC12C5A60S2, A/D conversion circuit and LCD display as shown Fig. 4.
Sensor is responsible for data collection, measurement, and transmits the collected data

Fig. 3. V/I conversion circuit
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to the A/D conversion circuit. A/D conversion circuit converts analog signals to the
corresponding digital quantity and takes the digital signal to the single chip micro-
computer for processing. STC12C5A60S2 is the control center of system and
responsible for receiving measurement data, magnetic field calculation, display and
control process. LCD display measuring magnetic field values visually.

4.1 A/D Converter

The ADS1100 is a precision, self-calibrating A/D converter with differential inputs and
up to 16 bits of resolution. Conversions are performed ratio metrically, using the power
supply as the reference voltage. The ADS1100 uses an I2C-compatible serial interface
and operates from a single power supply ranging from 2.7 V to 5.5 V. The ADS1100
can perform conversions at rates of 8, 16, 32, or 128 samples per second. The
ADS1100 is designed for applications requiring high-resolution measurement. Because
ADS1100 will produce a brief spike pulse current when switching off the power and, so
you need to add bypass capacitor on the power supply.

4.2 Microprocessor

STC12C5A60S2 is a single-chip microcontroller based on a high performance 1T
architecture 80C51 CPU. With the enhanced kernel, STC12C5A60S2 executes
instructions in 1–6 clock cycles which is about 6–7 times the standard 8051 device, and
has a fully compatible instruction set with industrial-standard 80C51 series microcon-
troller. In-System-Programming (ISP) and In-Application-Programming (IAP) support

Fig. 4. Hardware circuit
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the users to upgrade the program and data in system. The STC12C5A60S2 retains all
features of the standard 80C51. In addition, the STC12C5A60S2 has two extra I/O ports
(P4 and P5), a 10-source, 4-priority-level interrupt structure, 10-bit ADC, two UARTs,
on-chip crystal oscillator, a 2-channel PCA and PWM, SPI, a one-time enabled
watchdog timer.

4.3 Display

Liquid crystal display with low energy consumption, small heat, fiber thin light and
many other advantages, has been widely used in various field. LCD1602 is a type of
dot-matrix LCD dedicating to display letters, numbers, symbols and so on. Considering
economy and practice in this regard, adopting LCDl602 is enough to meet the
requirements of character displaying on the LCD. According to the design of the
analysis, the hardware circuitry of single-chip electronic is shown in the Fig. 4. P2 port
connects LCDl602 8-bit data bus and connected to the resistances. P0.2, P0.3 and P0.4
respectively connect the RS, RW, E-port of the LCD1602.

4.4 Linear Correction

The magnetic field sensor can measure weak magnetic field and display the results in
effective range. The problem is the external magnetic field and display values are not
consistent within the whole measuring range. When the actual magnetic field is larger,
display value is less than the actual value. Display values are in conformity with the
actual value only in the middle section. The main reason is the linearity of the sensor.
Output voltage on both ends of resistor Rf is Vout ¼ If Rf ¼ KG1GHRf

1þKG1Gn
, where K is

magnetoelectricity conversion coefficient, G1 is open-loop gain, G is the voltage current
conversion coefficient. As seen from the formula, the output voltage Vout keep linear
relationship with measured magnetic field H only when parameter K, G1, G, Rf are
constant. From Fig. 1, amorphous ribbon impedance changes with magnetic field is not
a straight line, namely the magnetoelectricity conversion coefficient K is not constant.
Several other parameters also influence the sensor output voltage. Therefore, display
value is not consistent with the actual data after A/D conversion.

The solution to this problem can be considered from hardware and software. The
nonlinear of hardware circuit can be processed through software to reduce the error.
The amount of numbers collected by A/D conversion circuit is not measured itself, but
rather has relationship with measured data. It cannot be directly used to display, but
need to be converted. Assumes that digital quantity acquired by A/D conversion circuit
have linear relationship with the measured magnetic field, results are obtained by the
A/D conversion digital quantity multiplied by a factor M. It is only for magnetic field
sensor with good linearity because M is a fixed amount. In the case of linearity is not
good, using the similar method above can make the results as much as possible close to
the actual value. The smaller the M is divided, the more accurate results are. This kind
of method to realize sensor linear correction by the software needs to communicate
with the MCU and PC. This measuring instrument communication part is that MCU
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send data by USB serial port and receive data by the PC microcomputer. Microcom-
puter communicates with single-chip using custom interface written by Visual Basic
software, as shown in Fig. 5. Sensor nonlinear correction by software can further
improve the sensor measurement accuracy.

5 Experimental Results and Analysis

Measuring instrument is placed in the center of the Helmholtz coil position, and the
direction should be perpendicular to the earth’s magnetic field and magnetic field
direction. Helmholtz coil is connected to the regulated power supply and produces dc
magnetic field. The value of magnetic field is calculated by the formula H = 1600 � I.
The actual value of the magnetic field is measured by digital gauss meter which
accuracy is 0.1%. We change the Helmholtz coil current, and write down the corre-
sponding gauss meter measured the magnetic field and LCD display voltage value. The
experimental results are shown in Table 1.

We set the range of the magnetic field measurement instrument is ±260 A/m.
Through actual measurement and calculation, the performance indicators of instrument
are: resolution 0.01 A/m, repeatability dR ¼ 0:38% and accuracy d ¼ �0:55%. Let’s
compare this measurement instrument with a superior performance magnetic field
measuring instrument on currently markets. Magnetic field resolution of HM-101
(single axis) based on Hall effect is very high (0.001 GS or 0.08 A/m). Its effective
measurement range is 0 –± 2 GS (about 0 –± 160 A/m) and the basic error is ±0.5%.
But its price is very high, about 5500 RMB. The result shows that the measuring
instrument is suitable for weak magnetic field detection especially under the room
temperature environment. By introducing a negative feedback and linear correction,
performance indicators such as nonlinear error of instrument, temperature stability,
linear range and frequency band get obvious improvement.

Fig. 5. VB linear correction
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6 Conclusion

On the basis of sensor sensitive element annealing treatment and the optimization
design of structure, we developed a magnetic field measuring instrument based on GMI
effect of asymmetric feature. We also analyzed the working principle of the magnetic
field measuring instrument and designed the signal processing circuit using negative
feedback technology to improve the measurement range and precision of the measuring
instrument. Making clear the relation between output voltage and input field, the
modification of software for measuring data realize digital display measured magnetic
field. The instrument can meet the digital detection of weak magnetic field.
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Abstract. The coupling coefficient between the transmitters and receivers is a
key factor of power transfer efficiency for magnetic resonant coupling wireless
power transfer system. Firstly, the equivalent circuit model of double-transmitter
(DT) structure is established. The correlation between the transmission power
and coupling coefficient of both single-transmitter (ST) and DT structure is
compared and analyzed. The result shows that the critical coupling coefficient of
DT structure is reduced to 0.707 times of the ST structure, when there are peak
transfer power. And it means that the former can increase the transmission
distance. In this paper, the effective transmission area is defined, and the
effective transmission areas of DT structure can be obtained in two cases of
symmetric and asymmetric structures, respectively. Finally the numerical sim-
ulation analysis is conducted and a conclusion is drawn that the effective
transmission area in over-coupling area can be significantly enlarged with fre-
quency tracking measures, which validates the correctness of the aforesaid
theoretical analysis.

Keywords: Wireless transmission � Double transmitters � Transmission
distance � Effective transmission area

1 Introduction

Magnetic resonant coupling WPT(MRC-WPT) utilizes the resonance of magnetic
fields to realize power transmission. It has moderate transmission distance in com-
parison with inductive power transfer (IPT) and has become the focus of current
research [1].

Current researches focus on the expansion of transmission distance [2]. Hamam
proposed adding a relay coil between the transmitter and receiver coil [3]. Another
possible approach is to optimize coil structure. The magnetic fields of spiral, trans-
position parallel coil and disc shaped parallel coil were measured and a conclusion was
drawn that disc shaped parallel winding has better magnetic aggregation, higher quality
factor and longer transmission distance in [7]. As mentioned in [8], a method of
replacing the original coil with the Hilbert fractal coil was proposed and validated with
experiments. As shown in [9–11], based on the original coil structure, performance of
transmission can be improved by increasing the number of turns and the radius of the
coil, while this method is limited by the actual size.

© Springer Nature Singapore Pte Ltd. 2017
D. Yue et al. (Eds.): LSMS/ICSEE 2017, Part II, CCIS 762, pp. 686–694, 2017.
DOI: 10.1007/978-981-10-6373-2_68



As shown in [12–14], multi-transmitter structure can obtain a stable magnetic field
in the center region of two transmitting coils which are placed vertically. [15] analyzed
DT structure, and validated that the structure can extend the transmission distance; In
[16], a four coil excitation WPT system was proposed, which extends the transmission
distance and weakens the sensitivity in transmission direction. Up to now, there are few
researches on the quantitative analyses in the view of specific circuit theory.

In this paper, a DT structure WPT system is proposed to analyze the superiority
over the ST structure in effective transmission distance. First of all, this paper discusses
the little influence that coupling coefficient has on the load power of DT structure.
What’s more, the structure can decrease the critical coupling coefficient to 0.707 times
that of the ST structure. The effective transmission area is defined by the maximum
load power in a ST structure, two cases of M12 ¼ M23 and M12 6¼ M23 are analyzed
respectively. A numerical simulation analysis is conducted and a conclusion is drawn
that the effective transmission area in over-coupling area can be significantly enlarged
with frequency tracking measures and the correctness of the aforesaid theoretical
analysis is validated.

2 Model and Theoretical Analysis

The configuration of DT WPT system is shown in Fig. 1. There are two transmitter
coils and one receiver coil, which is placed between the two transmitter coils. The
equivalent circuit is shown in Fig. 2. The transmitters 1 and 3 are connected to the
voltage source, US, and the receiver coil is connected to the load resistor, RL. R1 and R3

are resistances of transmitter 1 and 3, respectively (including the internal resistance of
the source and the equivalent resistance of the coil in the high frequency) and R2 is
equivalent resistance of receiver coil which is small enough to be neglected; L1, L2 and
L3 are the equivalent inductance of the coils respectively; k12 and k23 are the coupling
coefficient between the receiver coil and transmitter 1 and 3, respectively; k13 is the
coupling coefficient between the transmitter 1 and transmitter 3. C1, C2 and C3 are the
coils’ equivalent capacitance (including parasitic capacitance and compensation
capacitance), which meet x0 ¼ 1=

ffiffiffiffiffiffiffiffiffi
LiCi

p ði ¼ 1; 2; 3Þ, where x0 is the resonant fre-
quency of the system.

Fig. 1. Schematic diagram of double-transmitter
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As shown in Fig. 2, i1; i2 and i3 are the instantaneous value of currents in coil1,
coil2 and coil3. Since the coils parameters are constant and kij ¼ Mij=

ffiffiffiffiffiffiffiffi
LiLj

p
;Mij is

proportional to kij. In order to facilitate research, the following study is done by
studying Mij instead of kij. According to Kirchhoff’s voltage law (KVL), we can obtain

ðR1 þ jxL1 þ 1=jxC1Þ_I1 þ jxM12 _I2 ¼ _US

ðR3 þ jxL3 þ 1=jxC3Þ_I3 þ jxM23 _I2 ¼ _US

ðR2 þRL þ jxL2 þ 1=jxC2Þ_I2 þ jxM12 _I1 þ jxM23 _I3 ¼ 0

8<
: ð1Þ

When the system is operating at the resonant frequency, i.e. jxLi þ 1=jxCi ¼ 0,the
current can be expressed as:

_I1 ¼ x2M2
23Us þR3ðR2 þRLÞUs � x2M12M23Us

x2M2
12R3 þx2M2

23R1 þR1R3ðR2 þRLÞ
_I2 ¼ jxM12R3Us þ jxM23R1Us

x2M2
12R3 þx2M2

23R1 þR1R3ðR2 þRLÞ

_I3 ¼ x2M2
12Us þR1ðR2 þRLÞUs � x2M12M23Us

x2M2
12R3 þx2M2

23R1 þR1R3ðR2 þRLÞ

8>>>>>>>><
>>>>>>>>:

ð2Þ

And output power can be calculated as

Pm ¼ I2j j2RL ¼ x2ðM12R3 þM23R1Þ2U2
sRL

½x2M2
12R3 þx2M2

23R1 þR1R3ðR2 þRLÞ�2
ð3Þ

By the same token, it can be easily drawn that the output power of ST structure can
be calculated as

Ps ¼ x2M2
12U

2
sRL

½x2M2
12 þR1ðR2 þRLÞ�2

ð4Þ

Fig. 2. Equivalent circuit of double-transmitter
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3 Analysis of Effective Transmission Area

3.1 Symmetric Structure

For the two transmitter coils and sources are identical and load matching is satisfied, we
can assume that R1 = R3 = R2 + RL = R, the partial derivative (3) of M12,M23 and load
power of the DT structure can be respectively expressed as

dPm

dM
¼ 8x2MU2

s R
3 � 16x4M3U2

s R

R2 þ 2x2M2½ �3 ð5Þ

When dPm
dM ¼ 0,we can obtain

Mm ¼ Rffiffiffi
2

p
x

ð6Þ

By substituting (6) into (4)

Pm�max ¼ U2
S

2R
ð7Þ

(6) shows that the DT system has only one maximum output power. The system can
be divided into three different regions according to the Mutual inductance in analogy
with ST structure [17].

• xM=R[
ffiffiffi
2

p �
2, system is in the over-coupling region. Frequency splitting will

appear in this region.
• xM=R¼ ffiffiffi

2
p �

2, system is in the critical coupling region.

• xM=R\
ffiffiffi
2

p �
2,system is in the under-coupling region. In this area, maximum

output power can only be achieved at the intrinsic frequency.

In order to compare the transmission distance, the partial derivative of (4) with
respect to M and dPs=dM12 ¼ 0, we can obtain M12 ¼ Mc ¼ R=x, the system achieves
maximum power Ps�max ¼ U2

s

�
4R,Since Mc ¼

ffiffiffi
2

p
Mm and M decreases as the distance

between the transmitter and the receiver coil increases, the DT structure can enlarge the
transmission distance compared to the ST structure.

Effective transmission area of DT structure is defined by P[PS�max, thus
Pm �PS�max must be satisfied, applying Pm �PS�max to (3), we can obtain

M � R
x

� �2

� R2

2x2 ð8Þ

It can be seen from (8) that the effective transmission area meets Pm �PS�max with
ð ffiffiffi

2
p � 1Þ� ffiffiffi

2
p �xM

�
R�ð ffiffiffi

2
p þ 1Þ� ffiffiffi

2
p

, when ð ffiffiffi
2

p þ 1Þ� ffiffiffi
2

p �xM
�
R� ffiffiffi

2
p �

2, the
system is in a condition of over-coupling, although the frequency splitting phenomenon
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occurs, the maximum power Pm which is larger than that of the ST structure can be
obtained at the intrinsic frequency point.

3.2 Asymmetric Structure

When M12 6¼ M23, applying Pm �Ps�max to (3), we can obtain

ðM12 � R
x
Þ2 þðM23 � R

x
Þ2 � R2

x2 ð9Þ

It can be drawn that the effective transmission area which meets Pm �Ps�max is
circular with a center of R=x;R=xð Þ and a radius of R=x.

4 Experimental Verification

The WPT model in HFSS is shown in Fig. 3. The transmitter and receiver coils both
adopt the spiral coil structure and have the same sizes and parameters, as shown in
Table 1.

The transmitter and receiver coils are placed in parallel and coaxial, as shown in
Fig. 4, where D represents the distance between the transmitter and receiver coils.

Fig. 3. The model of transmitter and receiver coil

Table 1. System parameters

Parameters Design value Parameters Design value

Line width w = 1 mm Coil inductance L = 15.76 lH
Number of turns n = 6 Capacitance C = 3.547 pF
Line spacing g = 5 mm Series capacitor CS = 50 PF
Maximum radius r = 9.25 cm Port impedance ZP = 50 X
Resonant frequency 14.5 MHz
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Varying the transmission distance D while keeping the distance between the receiver
coil and the two transmitters constant, i.e. M12 = M23. It can be seen from Fig. 5 that in
the under-coupling region and critical coupling region, i.e. D � 33 cm, S21 and S23
completely overlap and both have only one extreme point and no frequency splitting
phenomenon. The maximum value of the under-coupling region is obviously lower than
that of the critical coupling region. when the transmission distance is D < 29 cm, there
is a obvious frequency splitting phenomenon, where transmission coefficient S21
coincides with S23 completely and they both cannot reach the maximum value at the
intrinsic frequency of 14.5 MHz and two maximum points on both sides. When
28 cm < D < 33 cm, the frequency splitting phenomenon is weakened, S21 and S23
have only one extreme point that appear on the different side of the intrinsic frequency.
Therefore, the higher transmission coefficient can be obtained by changing the system
frequency in the over-coupling region. As shown in Fig. 6, the transmission power that
obtained with the frequency tracking in the over-coupling region.

As shown in Fig. 6, the load power increased gradually with the transmission
distance when system operating frequency is identical to the intrinsic frequency of the

Fig. 4. Schematic diagram of double-transmitter
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Fig. 5. The transmission coefficient in the under-coupling, critical-coupling and over-coupling
region
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coil in the over-coupling region. When D = 33 cm and M ¼ Mc, the system enters the
critical coupling region, the transmission power reaches the maximum. However, when
the frequency tracking is carried out in this process, the transmission power will remain
a high value and almost equal to the transmission coefficient at critical coupling, thus
ensuring the effective transmission in the over-coupling region.

Varying the transmission distance D gradually and recording the value of xM=R
every 1 cm, the simulation results are shown in Fig. 7. When D > 29 cm, the ST
structure is already in under-coupling region which is beyond the scope of effective
transmission. When D � 33 cm, the DT structure meets xM=R[

ffiffiffi
2

p �
2 ¼ 0:707 and

enters the over-coupling or critical coupling region, the effective transmission range of
DT structure is expanded to 33 cm, which is 1.18 times that of the ST structure.
Therefore, the DT structure has obvious advantages over ST structure in improving the
transmission distance.
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Fig. 6. The transmission power with the frequency tracking
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Fig. 7. The effective transmission range of the two structures
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As shown in Fig. 8, the transmission distance will be expanded to D � 47 cm, in
the range of 33 cm � D � 47 cm, the mutual inductance satisfies ð ffiffiffi

2
p � 1Þ�ffiffiffi

2
p �xM

�
R� ffiffiffi

2
p �

2 and load power meets Ps�max �Pm �Pm�max; In the range of

D � 33 cm, xM
�
R� ffiffiffi

2
p �

2 is satisfied and when the frequency tracking method is
adopted, the load power can be kept as Pm�max. As shown in Fig. 7, the effective
transmission distance of ST structure is 29 cm, so in order to meet the transmission
power under the condition of Pm �Ps�max, DT structure can extend the transmission
distance by 19 cm, which can improve the effective transmission distance and enlarge
its application field.

5 Conclusion

In this paper, the equivalent circuit method is utilized to establish the mutual inductance
equivalent circuit model of DT structure and analyze the influence of coupling coef-
ficient on the transmission power and the effective transmission distance of the DT
structure. Based on theoretical analysis and numerical verification, the conclusions can
be drawn as follows:

(1) The coupling coefficient has little influence on DT structure compared with ST
structure, which can intrinsically extend the transmission distance;

(2) The critical coupling coefficient of DT structure can be reduced to 0. 707 times
that of the ST structure;

(3) The effective transmission areas of DT structure in both cases of symmetric and
asymmetric are given.

(4) DT structure can significantly expand the effective transmission area in the
over-coupled region by utilizing frequency tracking measure.
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Fig. 8. Effective transmission area of DT structure
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Analysis on Al-Cu Dissimilar Materials
Friction Stir Welding Butt Joint

Based on J Integral Model
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Abstract. The fracture J Integral Model was build on the actual Al-Cu dis-
similar materials Friction Stir Welding joint to investigate the microdefects ont
properties of the joint. The calculation results showed that the severe stress
concentration emerged at the tip of crack in interface, the pack stress could reach
up to 379 MPa, which was higher than the strength of the base metal, and
resulted in the joint fracture. Further, the x-direction stress was much higher than
the y-direction stress. In the J Integral Model, the x-direction stress would lead
to the opening fracture and the y-direction stress would lead to the shearing
fracture, thus the opening fracture with small shearing fracture was the character
of the Al-Cu joint.

Keywords: J Integral Model � Friction stir welding � Al-Cu joint � Stress
concentration

1 Introduce

Al-Cu dissimilar metal welding has been found wide application in special fields like
energy source, electric power and so on, while there are great differences in the
properties of melting point, thermal conductivity and thermal expansion between
aluminum and copper, leading to the difficulty of welding Al and Cu to a certain extent
[1–4]. When conventional fusion welding is adopted, a large amount of intermetallic
compounds form between aluminum and copper due to excessive heat input, weak-
ening the properties of joints and resulting in heat cracking when it is serious.
Therefore, Al-Cu dissimilar metal joining has been a puzzle in the field of welding for
long [5–7].

Friction stir welding (FSW) is an emerging solid-state joining technology, invented
by the Welding Institute (TWI) in 1991, which was mainly used to join nonferrous
metals like aluminum alloy, titanium alloy, copper alloy and so on [8–11]. Weld heat
input can be reduced greatly through generating heat by friction between the tool and
workpiece. Meanwhile, FSW can overcome the hot crack that is more likelyto come
into being in the process of conventional fusion welding, thus FSW was employed to
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join dissimilar metals and has been utilized to join numerous dissimilar metals
including Al-Cu, Mg-Al and Al-Fe and so on [12–16].

Despite of the excellent ability of the FSW for joining Al-Cu dissimilar metals, the
microdefects are not completely avoided, because of the great difference in the prop-
erties between aluminum and copper, which would influence the mechanical properties
of the joints. Thus, some scholars investigated the effect of microdefects on the
properties of the joints. Liu et al. [17] adopted three kinds of the tools with different
pins to join 6082-T6 aluminum alloy and obtained three joints, and the test results
showed that its tensile strength was minimum when the joint was incomplete weld.
Wang et al. [18] investigated the mechanical properties of the 6061-T4 aluminum alloy
T joints and discovered the weak-link appeared in the joint, which resulted in the
fracture of joint along the rib plate. Moghadam and Farhangdoost et al. [19] studied the
effect of parameters on the fracture toughness and growth rate of the fatigue crack of
the joints, and revealed that the fracture toughness and growth rate of the fatigue crack
were influenced by the rotation rate and travel speed. In the Al-Cu welding process, the
tunnel defects, voids and weak-link were easy to form, leading to the properties
reduction of the joints [20–22]. In this paper, the effect of microdefects on the tensile
strength of the Al-Cu joint will be investigated by a J Integral Model.

2 Modeling

2.1 Fracture Model of J Integral

Based on mechanics of fracture, fracture mode was classified into three types: opening
mode, shearing mode and tearing mode. Actual fracture is usually depicted by three
modes comprehensively. Fracture Theory shows that the fracture of linear elastic and
nonlinear elastic plastic material can be described by J Integral. J Integral can be
defined as:

J ¼ lim
C!0

Z
½ðxþTÞdij � rij

@uj
@xi

�nidC ð1Þ

wherex is strain energy density, T is kinetic energy density,r is stress, u is displacement
vector, andC is integral boundary. To crack in linear elastic material, J integral stands for
energy release rate. To nonlinear elastic material, J integral means stress amplitude and
displacement field at the crack tip. Nonlinear elastic plastic deformation appeared in
Al-Cu lap joint in the process of stretching, thus stress concentration of crack tip in Al-Cu
lap joint can be attained by J Integral. On the basis of J Integral depiction of nonlinear
elastic material crack tip field deduced by Hutchinson Rice and Rosengren indepen-
dently, there is an exponential relationship between stress and strain:

e
e0

¼ r
r0

þ að r
r0
Þn ð2Þ

where r0 is material yield, e0 ¼ r0=E, a is zero dimension constant, and n is hardening
component. When the area was very close to the crack tip, which was in the complete
plastic zone, the stress and strain of crack tip can be expressed as:
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rij ¼ f ðhÞðJ
r
Þ1n ð3Þ

eij ¼ gðhÞðJ
r
Þ n
nþ 1 ð4Þ

2.2 Building Model

To optimize welding conditions, predict the effect of microdefects on the properties of
the joints, the actual joint must be used in conjunction with the model [23]. Thus a
Al –Cu dissimilar material joint was carried out. In the experiment, 6061-T4 aluminum
alloy and T2 commercially pure copper with the thickness of 5 mm and the size of
100 mm � 50 mm were used. The chemical compositions and mechanical properties
of two materials are given in Tables 1 and 2. The tool used in this study had a shoulder
16 mm in diameter and a pin 4.5 mm in length. And the welding tool titled 2.5°
forward during welding process. The experiment was conducted at the rotation rate of
1100 r/min and welding speed of 30 mm/min (the parameters in this experiment were
optimized).

Figure 1 shows the macro-morphology of the Al-Cu joint, which is the
macro-defects-free joint. However, to ensure a good contact between the shoulder and
workpiece, the shoulder inserted the workpiece to a certain depth, so the thinning
appeared in the joint, which would be considered in the modeling process. Amplify the
area near the interface, the micro-voids could be seen. The micro-void near the
interface was likely to become a crack source and resulted in the interfacial cracking.

Based on the principle of J integral and the actual characteristics of the Al-Cu joint,
the J integral model was built, which used the PLANE183 attribute cell. The position of
the voids was set as singularity element and refined the grid of the tip position. The
results are shown as Fig. 2.

Table 1. Chemical compositions of materials

Materials Elements (wt%)

Copper(T2) Cu + Ag Bi Fe Zn Pb
99.9 0.001 0.005 0.002 0.005

6061 Al-T4 Al Si Cu Fe Mg
99.39 0.20 0.05 0.25 0.05

Table 2. Mechanical properties of materials

Elastic Modulus
(10−12Pa)

Yield strength
(MPa)

Shear modulus
(10−12Pa)

Poisson’s
ratio

Copper (T2) 110 300 40 0.32
6061 Al-T4 7 250 27 0.3
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Fig. 1. The macrostructure and microstructure of the Al-Cu joint

Fig. 2. Finite element Mesh of the workpieces. (a) The grid without microdefects; (b) The grid
with voids
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2.3 Computing

In the computing process, the load applied to the model was determined according to
the results of the tensile test. The average tension of the joint was 4.95KN, which
would be applied to the model. The calculation of the J integral was based on
two-dimensional space, so the calculation path depended on the plastic strain, the J
integral could be expressed as:

J¼
Z

½rij
@lj
@xi

� wdij� @q
@xi

dA ð5Þ

where q was the extended vector of the crack and the node of q vector was 0 along the
boundary of C.

3 Modeling

The J integral model based on actual Al-Cu butt joint was applied to investigate the
effect of microdefects on mechanical properties of the joint.

3.1 Stress Distribution Without Microdefects

Figure 3 was the stress distribution of the defect-free joint, it can be seen that the high
stress area appeared in the Stir Zone (SZ) and the corner between surface of SZ and
stress concentration existed in base metal (BM). As shown in Fig. 1, the thinning
existed in the joint, which was determined by the principle of the FSW. From the
calculation results, the existence of the thinning would have effect on the joints, it can
be conclude that the two factors influence the properties of the joint. Primarily, the
thinning reduced the effective thickness of the joint, so the stress of the SZ was higher
than the stress of the BM under the same tensile force, which can be reflected in the
calculation results in Fig. 3. Secondly, the thinning leaded to the emergence of the
corner, which was easy to cause the stress concentration.

Fig. 3. Stress distribution without microdefects
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3.2 Stress Distribution with Microdefects

Previous works [20, 22] show that the microdefects have influence on the properties of
the joint. By observing the Al-Cu interface, the microvoids were found that they would
become crack source in the tensile test. So the J integral model was used to investigate
the effect of voids on the joint, and the results is shown in Figs. 4 and 5. The crack
extension occurred in the tensile test, and the severe stress concentration emerged at the
tip of crack. Figure 5 showed the stress curve along the crack and the peak stress has
reached 379 MPa, which was higher than the strength of Cu. In order to find which

Fig. 4. Stress distribution with microdefects

Fig. 5. The stress curve along the crack
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kind of stress played a major role in the growth of crack, the stress of x-direction and
y-direction was shown in Fig. 6. Andit can be found that the x-direction stress in the
crack tip was much higher than the y-direction stress according to Fig. 6.

According to calculation result, the stress of the crack tip was higher than the
strength of the BM, which would lead to the growth of the crack along the crack
direction and caused the joint fracture. An angle was formed between the crack
direction and the tensile force direction, so a part of the stress on the crack would
converted into normal stress and the other converted into shear stress. From the Fig. 6
itcan concluded that the normal stress was the main stress, which would result in the
opening mode, meanwhile, the shearing model also existed. So the joint fracture was a
mixture of the opening model and the shearing model, which was a mixed fracture.

4 Modeling

The model was compared with the experimental result in order to verify the accuracy of
the model. Figures 7 and 8 show the tensile sample and fracture morphology. The
fracture of the tensile sample occurred along the interface, which can be further con-
firmed from the fracture morphology. In Fig. 8, it can observed that the copper
interface scattered in the aluminum interface. The voids can also be found in the
fracture morphology, which might be the crack source of the joint.

Fig. 6. The stress distribution (a) the x-component of stress; (b) the y-component of stress

Fig. 7. The tensile sample
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5 Conclusions

In this work, the effect of microdefects on the mechanical properties of the joint was
investigated by a J integral model. The following conclusion were derived from the
result and discussion.

(1) The J integral model was built based on the actual Al-Cu butt joint. The calcu-
lation results show that the thinning existing in the joint reduced the effective
thickness, leading to appearance of high stress area in the SZ, and the stress
concentration occurred to the corner between the surface of SZ and BM.

(2) The tip of the crack produced severe stress concentration, the pack stress could
reach 379 MPa, which is higher than the strength of the BM, and caused the joint
fracture.

(3) The x-direction stress and y-direction stress was also calculated and the results
showed that the x- direction stress was much higher than the y-direction stress.
The x-direction stress would lead to the opening fracture and the y-direction
would lead to the shearing fracture, thus the opening fracture with small shearing
fracture was the character of the joint.

(4) The tensile test results showed that the joint fracture along the Al-Cu interface and
microdefects like the voids has been found on the fracture, which was in agree-
ment with the calculation results by the J integral model.
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Abstract. A memristor is a nonlinear resistor with time memory. Usu-
ally, the memory without any loss is an ideal case. Recent studies show
that there is a memory loss of the classic HP TiO2 linear model, which
has memory effect between no memory and ideal memory (complete
memory). To describe the memory property, we propose a fractional-
order HP TiO2 memristor model with the order α between 0 and 1, and
the pinched hysteresis loop characteristics are studied as the fractional-
order model under periodic external excitation. Compared with the clas-
sic integer-order memristor model, numerical simulations show that the
fractional-order derivative α is also an important parameter effects the
pinched hysteresis loop area, the memristor value and the output voltage
amplitude evidently and regularly.

Keywords: Fractional calculus · Memory · Fractional-order memris-
tor · Pinched hysteresis loop

1 Introduction

The memristor is a pure nonlinear circuit element with memory feature, called
the fourth passive two terminal memory circuit element [1]. In the past decades,
the existence of the memristor has been extended to memristive systems [2].
However, the theoretical research has not been attracted much attention due
to relevant physical device has not been produced for a long time. In 2008, the
Hewlett-Packard (HP) laboratory team developed such memristor element with
typical resistance features successfully [3]. Motivated by the realization of this
new circuit element, the classic capacitor and transistor circuits can be replaced
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by the memristor due to the non-volatile memory effect, in other words, its
memory function is relevant to its previous state [4,5]. Many novel fundamentals
in the analogy circuit design, described by the time-varying property of the
memristor resistance, a typical case is memristor-based oscillators [6]. Recently,
the modeling, design and analysis of memristor-based application circuits play
an important role in artificial intelligence, new type of storage, complex neural
network and so on [7–9], due to its unique electrical performance and memory
effect.

Relevant research shows that the amplitude of variation of the memristor
value reflects memory effect [10] is equal to the time integration of the currents
cross through the memristor before the time instant. Different from the tradi-
tional circuit system, the memory feature still retained in the case of a closed
state, for instance, the non-volatile memory property can maintain the status
before shutdown, as the computer is turned on [11,12]. Recently, more and more
memristor models are studied as relevant theory improved gradually [13–15].
The linear HP TiO2 linear memristor is one of the most studied model. it will
lead to memory loss and can not remember the device boundary effect of the
element [3]. That is to say, the memory effect of the linear HP TiO2 memristor
is between no memory and ideal memory (complete memory). To describe this
property, the most effective tool is the fractional-order derivative [16]. Hence, it
is reasonable to construct a fractional-order HP TiO2 linear memristor model.

Compared with the integer-order systems, fractional-order models have more
superiority to describe many physical phenomena relevant to non-locality, his-
tory memory, frequency dependency, power law and weak singularity [17–19]. In
addition, fractional calculus are suitable to describe the physical and chemical
properties of the real materials, many research related to the fields of signal
analysis and processing, circuits and systems, and chaotic control systems [20–
22]. The application of fractional calculus to design and analyze the memristor is
more challenge and only a few of fractional-order model have been studied [23–
26]. From the physical sense, one of the most important property of the memris-
tors and memristive systems is the existence of a pinched hysteresis effect [27].
Motivated by the above discussions, in this paper, our proposal is to construct
a fractional-order HP TiO2 linear memristor model and analyze the pinched
hysteresis loop characteristics of such new model.

The rest of this paper is organized as follows. In Sect. 2, preliminary knowl-
edge is prepared, including the mathematical theory of fractional calculus, and
some useful fractional-order trigonometric functions based on the Mittag-Leffler
function which plays a key role for the solutions of the fractional-order differential
equations (FDE). Then, we construct a fractional-order memritstor in Sect. 3. In
Sect. 4, we discuss the pinched hysteresis loop properties of the fractional-order
memristor model, and numerical simulations show the relationship between volt-
age and current, and the variety of memristor of this model with different value
of fractional-order derivative in Sect. 5. Finally, some concluding remarks are
drawn in Sect. 6.
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2 Preliminaries

The frequently used fractional-order derivatives are the Riemann-Liouville and
the Caputo definition [16,18]. The initial conditions for the FDE with the
Riemann-Liouville derivative have no clear physical significance, but in the sense
of Caputo derivative, it has the same form as that for the integer-order differ-
ential equations, and also has definite physical meaning. Hence, we will use the
fractional-order derivative with Caputo definition in this paper.

2.1 Fractional Calculus

The Caputo fractional-order derivative [16] is defined as

C
0 Dα

t f(t) =
1

Γ (n − α)

∫ t

0

f (n)(τ)
(t − τ)α−n+1

dτ,

where n is the integer satisfying n − 1 < α ≤ n, and the Gamma function Γ (z)
satisfying Γ (z + 1) = zΓ (z) for z > 0. The definition of fractional-order integral
[16] is

0I
α
t f(t) =

1
Γ (α)

∫ t

0

f(τ)
(t − τ)1−α

dτ,

and satisfies the following formula C
0 Dα

t (0Iα
t f(t)) = f(t). In this paper, we con-

sider the case of 0 < α ≤ 1. The Mittag-Leffler function which is fundamental
solutions of the FDE. The one-parameter Mittag-Leffler function Eα(t) is

Eα(t) =
∞∑

n=0

tn

Γ (nα + 1)
,

for λ > 0, the fractional-order derivative of Eα(t) with Caputo definition is

C
0 Dα

t Eα(λtα) = λEα(λtα).

2.2 Fractional Trigonometric Functions

Similar to the classic trigonometric functions, the fractional trigonometric func-
tions has been stated, but these functions are not periodic [17,18]. The classic
trigonometric functions formula are also not hold, for example, C

0 Dα
t sinωt =

ωα sin(ωt + απ
2 ). Now, we introduce the new fractional trigonometric functions

which are periodic with the period 2πα ≈ 2π. The formula of the fractional
trigonometric functions are [28]:

sinα(tα) =
Eα((it)α) − Eα((−it)α)

2i
, cosα(tα) =

Eα((it)α) + Eα((−it)α)
2

,

where

Eα((it)α) = cosα(tα) + i sinα(tα), Eα((−it)α) = cosα(tα) − i sinα(tα).
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Some properties of the fractional trigonometric functions are presented as fol-
lows [28]:

sinα(−t)α = − sinα(tα), cosα(−t)α = cosα(tα),
C
0 Dα

t sinα(ωαtα) = ωαiα−1 cosα(ωαtα), C
0 Dα

t cosα(ωαtα) = ωαiα+1 sinα(ωαtα).

Figure 1 shows that sinα(tα) is periodic with period 2πα ≈ 2π, the case of
cosα(tα) is similar.
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Fig. 1. The trajectory of sinα(tα) with respect to t.

3 Fractional-Order HP TiO2 memristor

The classic current controlled HP TiO2 memristor model [2] is described math-
ematically by ⎧⎪⎨

⎪⎩
v(t) = M(x)i(t),
M(x) = RONx + ROFF (1 − x),
ẋ(t) = ki(t),

(1)

where i(t) is the input current, v(t) is the output voltage, RON and ROFF

are the allowable low and high resistances of the memristor (RON � ROFF )
respectively, The memristor value M(x) depends on its internal state variable
x(t) continuously, and x(t) ∈ [0, 1]. Consider the time memory effect of x(t), the
relationship between i(t) and x(t) is

x(t) = k

∫ t

0

K(t − τ)i(τ)dτ,

when K(t) is Dirac function, x(t) = ki(t), it means x(t) has no memory effect;
when K(t) is Heaviside function, x(t) = k

∫ t

0
i(t)dt, it means x(t) has ideal

memory effect, i.e., there is no memory loss before the time t. But in fact, the
memory effect is usually between no memory and ideal memory. Due to the
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Laplace transform of Dirac function and Heaviside function is 1/s0 = 1 and
1/s1 = 1/s, we can denote the Laplace transform of K(t) is 1/sα(0 < α < 1),
which means the memory effect is between no memory and ideal memory. With
the inverse Laplace transform, we have K(t) = tα−1

Γ (α) , then,

x(t) = k

∫ t

0

(t − τ)α−1

Γ (α)
i(τ)dτ

=
k

Γ (α)

∫ t

0

i(τ)
(t − τ)1−α

dτ = k ·0 Iα
t i(t).

Hence, C
0 Dα

t x(t) =C
0 Dα

t (0Iα
t ki(t)) = ki(t). Similarly, we can construct a

fractional-order HP TiO2 memristor model as follows,
⎧⎪⎨
⎪⎩

v(t) = Mα(x)i(t),
Mα(x) = RONx + ROFF (1 − x),
C
0 Dα

t x(t) = ki(t).

(2)

To the classic memristor model (1), three fingerprints of the pinched hysteresis
loop are given [29]: (i) Pinched hysteresis loop of memristor is a double-valued
Lissajous curve, whose i − v trajectories always pinch at the origin of the coor-
dinates; (ii) The pinched hysteresis loop shrinks when the excitation frequency
of the input current increases; (iii) If the frequency increases to infinity, then
the shape of the pinched hysteresis of a memristor tends to a single-valued func-
tion line. In the following section, we will investigate the pinched hysteresis loop
characteristics of fractional-order memristor model (2).

4 Pinched Hysteresis Loop of the Fractional-Order HP
TiO2 memristor

Consider the fractional-order HP TiO2 memristor system excited by the variable
i(t) in the form of harmonic signal i(t) = A sinα(ωαtα), A is the amplitude and ω
is the excitation frequency. Substitute the harmonic signal i(t) into the equation
C
0 Dα

t x(t) = ki(t), then x(t) is deriving by

x(t) = x(0) +
kA

ωαi3+α
(1 − cosα(ωαtα)), (3)

where x(0) is the initial state at t = 0. Combine (3) to equation Mα(x) =
RONx + ROFF (1 − x) has

Mα(x) = (RON − ROFF )
(

x(0) +
kA

ωαi3+α

)
+ ROFF

− (RON − ROFF )
kA

ωαi3+α
cosα(ωαtα).

(4)
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Substituting (4) into v(t) = Mα(x)i(t), we have

v(t) = B1(ω) sinα(ωαtα) + B2(ω) sinα(ωαtα) cosα(ωαtα), (5)

where

B1(ω) =
[
(RON − ROFF )

(
x(0) +

kA

ωαi3+α

)
+ ROFF

]
A,

B2(ω) = (ROFF − RON )
kA2

ωαi3+α
.

Next, numerical simulations show the characteristics of the pinched hysteresis
loop of fractional-order HP TiO2 memristor (2). In this model, we will give
the relevant parameters as follows: k = 104, RON = 100Ω, ROFF = 10KΩ,
A = 0.1mA and the initial value x(0) = 0.01.

Obviously, v(t) is a periodic function due to sinα(tα) and cosα(tα) are peri-
odic. Given ω = 2, Fig. 2(a) shows that the pinched hysteresis loop of fractional-
order memristor is also a double-valued Lissajous curve, whose trajectories
always pinch at the origin of the coordinates. It is similar to the case of integer-
order model as α = 1. Moreover, the area of the pinched hysteresis loop increases
as the value of α decreases. Figure 2(b) shows that the pinched hysteresis loop
shrinks when the excitation frequency increases, and if the frequency increases
to infinity, then the shape of the pinched hysteresis loop of a memristor trends
to a single-valued function line.
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Fig. 2. (a): The effect of fractional-order α to the pinched hysteresis loop and (b): The
effect of excitation frequency ω to the pinched hysteresis loop.

5 Analysis of the Fractional-Order Memristor Value
Mα(x)

The memristor value Mα(x) has the same dimension with the resistance [1],
which is equal to the time integration of the currents cross through the memristor
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before the time instant. The dynamic range of the memristor value reflects the
memory effect. According to (2),

C
0 Dα

t Mα(x) = −kRdi(t),

where Rd = ROFF − RON . Then, we have

Mα(x)C
0 Dα

t Mα(x) = −kRdv(t). (6)

Applying the fractional-order integral to both side of (6), and if the memristor
value changes from its initial value Mα(x0) to Mα(x), the memristor value as a
function of the input voltage and the time can be obtained by

[Mα(x)]α+1 − [Mα(x0)]α+1

Γ (α + 2)
=

−kRd

Γ (α)

∫ t

0

v(τ)
(t − τ)1−α

dτ.

Figure 3(a) shows that the wave shape of Mα(x) at time domain. As the value
α decreases, the amplitude of the memristor value increases, it implies that the
memory effect is stronger than the classic case as α = 1. Figure 3(b) shows
the wave shape of v(t) at time domain. Similarly, the output voltage amplitude
increases as the value α decreases.
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Fig. 3. (a): The effect of fractional-order α to the wave shape of Mα(x) at time domain
and (b): The effect of fractional-order α to the wave shape of v(t) at time domain.

6 Conclusion

The memory of linear HP TiO2 memristor is not ideal, the doped layer width
of the element is between zero and total width of the element, it will lead to
memory loss. Based on this property, we introduced a fractional-order HP TiO2

linear memristor model, and verified the pinched hysteresis loop existence of
such new type of memristor model. Three essential properties of the pinched
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hysteresis loop is the same as classic model as α = 1. In addition, the fractional-
order derivative α with different value affects the pinched hysteresis loop area,
the memristor value and the output voltage amplitude evidently and regularly.
Hence, the fractional-order HP TiO2 linear memristor model is a more general
model to describe the dynamic change properties of the memristor. In our future
work, we will concern on how to realize the best memory ability of the fractional-
order memristor and the design and simulation of analog fractional-order circuits.
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