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Abstract. Multi-channel feature for pedestrian detection is proposed to solve
problems of real-time and accuracy of pedestrian detection in this paper. Dif-
ferent from traditional low level feature extraction algorithm, channels such as
colours, gradient magnitude and gradient histogram are combined to extract
multi-channel feature for describing pedestrian. Then classifier is trained by
AdaBoost algorithm. Finally the performance of the algorithm is tested in
MATLAB. The result demonstrates that the algorithm has an excellent perfor-
mance on both detection precision and speed.
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1 Introduction

Advanced Driver Assistance Systems (ADAS) [1] has already been widely used in
automobiles. As a part of ADAS, pedestrian detection plays a key role in safe driving.
Pedestrian is one of the main objectives in drivers’ view. Drivers need to analyze the
behaviors of pedestrians and make the right decisions so as to avoid traffic accidents.
Therefore pedestrian detection is a direct factor influencing safe driving.

Pedestrian detection algorithms are generally divided into two types: background
modeling [2, 3] and statistical learning [3]. Background modeling firstly obtains the
region of interest (ROI) which contains pedestrians. Then pedestrian features are
extracted from ROI and classified. It mainly includes template matching [4], frame
differential [5], optical flow [6], etc. Statistical learning requires features like color,
gray, gradient and texture, which is extracted from a lot of pedestrian samples. Then it
trains pedestrian detection classifiers by AdaBoost [7, 8], Support Vector Machine
(SVM) [9], neural network [10], etc.

A novel pedestrian detection method based on statistical learning is proposed in this
paper. As the main contribution of this paper, we extract features from multi- channel
like Luv color space, gradient magnitude and gradient histogram. Integral image is
introduced into the process of extracting features, which reduces a lot of computation.
Features from various channels are utilized to train pedestrian classifier by AdaBoost.

The rest of the paper is organized as follows. We review related work in Sect. 2. In
Sect. 3 we discuss implementation details. We perform an experimental evaluation in
detail in Sect. 4 and make a conclusion in Sect. 5.
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2 Related Work

Due to the influence of complex road circumstance, a real-time and accurate pedestrian
detection in front of vehicles is very difficult. Pedestrian occlusion, variable light and
weather factors will make a difference to the performance of pedestrian detection. A lot
of researches have been down as follows.

Dalal et al. [11] extracted HOG from pedestrian dataset and trained them with
SVM. Zhu et al. [12] calculated the HOG features with integral image to reduce the
operation time. Two variants of Local Binary Patterns (LBP): S - LBP and F - LBP
were applied to the pedestrian detection by Mu et al. [13]. Wang et al. [14] combined
the advantages of HOG and LBP to detect pedestrian when sheltered.

Inspired from the researches above, we try to describe pedestrian with features
extracted from different channels. The corresponding channel of a given image is an
output response. Channels can be computed by a variety of linear or nonlinear trans-
formations. There are many available image channels such as gradient, color, texture
and so on. Below we present the details of the channels used in this paper.

Luv color space: the CIE 1976 (L*, u*, v*) color space [15], which is also known as
CIELUV, is a color space adopted by the International Commission on Illumination in
1976. A Luv image can be obtained by simple coordinate transformation from RGB
image, which requires two steps.

(1) RGB to CIE XYZ
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While u0 ¼ 4X
X þ 15Y þ 3Z and v0 ¼ 9Y

X þ 15Y þ 3Z 。

Gradient magnitude: The gradients of each pixel in horizontal and vertical have to be
calculated before the calculation of gradient magnitude. Then gradient magnitude could
be obtained by formula (5).
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Gradient Histograms: The gradient angle is calculated by the tangent function of the
vertical gradient and the horizontal gradient, which is shown as formula (6).

h x; yð Þ ¼ arctan
I x; yþ 1ð Þ � I x; y� 1ð Þ
I xþ 1; yð Þ � I x� 1; yð Þ

� �
ð6Þ

Six gradient histograms are calculated in this paper. We choose every 30° of
gradient angle as a gradients histogram channel. Six new images with the same size of
the given image are created. Then we fill the images with gradient magnitude according
to its gradient angle so as to get six gradient histograms.

3 Implementation Details

3.1 Extraction of Features

Multi-channel features are extracted as shown in Fig. 1. We acquire the output
response from original image in the channels of Luv color space, gradient magnitude
and gradient histogram through a variety of image transformations. Then rectangular
regions with random channels, locations and sizes are selected. We define a feature as a
sum of pixels in this rectangular region. The process is repeated for several times.
Finally we obtain a feature pool within features from different channels.

We introduce the integral image to reduce the amount of computation in the process
of extracting features. The integral image is utilized to compute rectangle features.
Example of integral image is shown in Fig. 2. Firstly integral image is calculated by

Original 
image

Luv color space Gradient 
magnitude

Histogram of oriented gradient

Fig. 1. Multi-channel features
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formula (7). Then we get the sum of all pixels in rectangular region D according to
formula (8).

iiðx; yÞ ¼
X

x0\x;y0\y
iðx0; y0Þ ð7Þ

S ¼ iiðx1; y1Þþ iiðx4; y4Þ � iiðx2; y2Þ � iiðx3; y3Þ ð8Þ

3.2 AdaBoost Algorithm

As an iterative algorithm, the key idea of AdaBoost is training different weak classifiers
based on the same training dataset. The classification ability of a single weak classifier
is low, but several weak classifiers could be gathered as a strong classifier in high
classifying ability. Then, a series of strong classifiers are concatenated to achieve an
excellent performance in classification.

AdaBoost classifier is trained by changing data distribution. It modifies the weights
of each sample according to previous classifying accuracy in each training dataset. The
next data with new weights are trained in next level of the classifier. All classifier are
combined to be the final decision classifier.

The weak classifier has the advantages of simple structure and fast classifying
speed while its accuracy is low. The classification of samples is shown in formula (9).

hjðxÞ ¼ 1; pjfjðxÞ\pjhj
0; others

	
ð9Þ

While: x represents the type of rectangular feature and fjðxÞ represents value of
feature and hj is the threshold. pj equals to 1 when inputting positive samples.

The classification error of weak classifier could be calculated according to
formula (10):

ej ¼
Xn
i¼1

wi hjðxiÞ � yi


 

 ð10Þ

Fig. 2. Example of integral image
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While, wi is the sample weight, n is the number of samples and yi is the sample type
(positive sample equals to 1 and negative sample equals to 0).

The training process of strong classifier is shown as following steps:

(1) normalizing sample weights:

w1;j ¼ 1
n
; i ¼ 1; 2; 3. . .; n ð11Þ

(2) Training T round, t = 1,2,3,…, T:
(1) Normalizing weights of samples;

wt;i ¼ wt;iPn
k¼1

wt;k

; i ¼ 1; 2; 3; . . .; n ð12Þ

(2) Choosing the weak classifier which has a best classification of x;
(3) Updating sample weight;

wtþ 1;i ¼ wt;ibt; xi was classified correctly
wt;i; others

	
ð13Þ

While xi represents sample I and bt ¼ et
1�et

.

(3) Strong classifier trained:
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While at ¼ � log bi.

3.3 Architecture of Pedestrian Detection

The architecture of pedestrian detection system is shown in Fig. 3. In offline training
section, we extract multi-channel features samples whose size is 64 * 128. Then we
train classifier with features by AdaBoost.

In the process of real-time pedestrian detection, we preprocess traffic images and
extract features as the input of classifier. While pre-processing images we compute
multi-channel and extract features. In online detection, we input the features to the
AdaBoost classifier trained offline. Finally we mark pedestrian out with rectangle
boxes.
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4 Experiments

4.1 Multi-channel

There are many kinds of multi-channel as Luv colour space, gradient magnitude and six
gradient histograms could be combined in different ways. We extracted features of
these multi-channel combinations from INRIA dataset and trained classifiers. We use
same test samples to test each classifier and the DET curves are shown in Fig. 4.
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Fig. 3. Architecture of pedestrian detection

Fig. 4. DET curves of multi-channel feature classifiers
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The test result shows that the classifier, which is trained with the features extracted
from Luv, gradient magnitude and six gradient histograms, behaves the best in
detection rate. Therefore, we choose these 10 channels as an optimal multi-channel
compounding.

4.2 Experimental Data Analysis

We implement the pedestrian detection function with MATLAB on PC. Main con-
figuration parameters of our PC are Intel 3.3 GHz processor and 8.0 GB memory. We
compare the performance between HOG-SVM and this paper, which is shown in
Table 1.

It could be found from the data in Table 1 that the algorithm has an obvious
improvement on detection rate while compared with the classical pedestrian detection
algorithm HOG-SVM. Furthermore the detection speed is 4 times more than
HOG-SVM. The improvement of speed and accuracy in this paper mainly comes from
feature extraction. Although HOG is an important feature describing pedestrian, a
single feature can hardly describe pedestrian completely. Multi-channel feature used in
the paper covered multiple aspects of pedestrian, such as like color, gradient and so on,
which has a better performance on detection rate. On the other hand, HOG needs to
traverse the entire detection window for exhaustive extraction. Large amount of
computation causes a long detection time. But in this paper we randomly select a
rectangular area in detection window and calculate features with integral image, which
greatly reduces the amount of calculation. So it achieves a remarkable performance on
detection time.

We design a pedestrian detection classifier on MATLAB and input traffic images.
The detection results are shown in Fig. 5.

As it shows in Fig. 5, the algorithm has a nice detection effect on the main
pedestrian targets in front of the vehicle. But it is difficult to detect the small pedestrian
targets in the distance. As those pedestrians are far away from the vehicle, they make
little influence on the safe driving. So the algorithm is feasible in practical application.

Table 1. Performance comparison between HOG-SVM and this paper.

Algorithm Detection rate Detection time

HOG-SVM 89% 7.5 s
This paper 93.75% 1.97 s
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5 Conclusion

We optimize feature extraction of pedestrian and study a pedestrian detection method
based on multi-channel feature. The pedestrian detection function is implemented in
MATLAB. The multi-channel features of real time traffic image are extracted with
integral image. Features are input to AdaBoost classifier for fast classification. The
experimental result shows that the algorithm used in the paper has improved signifi-
cantly in both detection speed and detection accuracy when compared with the classical
algorithm HOG+SVM. It contains practical application value in pedestrian detection.
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