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Abstract. With the rapid development of smart grid, the importance of power
load forecast is more and more important. Short-term load forecasting (STLF) is
important for ensuring efficient and reliable operations of smart grid. In order to
improve the accuracy and reduce training time of STLF, this paper proposes a
combined model, which is back-propagation neural network (BPNN) with
multi-label algorithm based on K-nearest neighbor (K-NN) and K-means.
Specific steps are as follows. Firstly, historical data set is clustered into K
clusters with the K-means clustering algorithm; Secondly, we get N historical
data points which are nearest to the forecasting data than others by the K-NN
algorithm, and obtain the probability of the forecasting data points belonging to
each cluster by the lazy multi-label algorithm; Thirdly, the BPNN model is built
with clusters including one of N historical data points and the respective fore-
casting load are given by the built models; Finally, the forecasted load of each
cluster multiply the probability of each, and then sum them up as the final
forecasting load value. In this paper, the test data which include daily temper-
ature and power load of every half hour from a community compared with the
results only using BPNN to forecast power load, it is concluded that the com-
bined model can achieve high accuracy and reduce the running time.

Keywords: BP neural network � K-means algorithm � K-nearest neighbor �
Multi-label � Short-term load forecasting

1 Introduction

With the trend of smart grid, it is very important to forecast the user-side power load.
High quality and accuracy load forecasting is essential in the smart grid [1, 2]. In recent
years, the residents ladder price is implemented by the State promoting to save elec-
tricity and use electricity reasonably. The smart grid of China starts too late and the
relatively technology is backward and it results in a number of power supply and
demand imbalance [3]. In this case, the state encourages the power plants to generate
more power. On the one hand, it meets the electricity consumption in some
power-needed areas. On the other hand, it also leads to a lot of electricity vastly waste
in many areas.

STLF usually refers to the load demand for the next 24 h. Its methods include time
series analysis [5, 6], grey theory method [7] and neural network method [8]. Among
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them, an effective mathematical model of the time series analysis method is difficult to
be built and the prediction accuracy is generally not high. Grey prediction model is
theoretically applicable to any nonlinear load forecasting and the differential equation is
suitable for load forecasting with exponential growth trend, but it is difficult to improve
the accuracy of fitting gray with other indicators of trend. The neural network usually
trained by back-propagation (BP) of errors is one of the popular network architecture in
use nowadays [9]. BPNN, due to its excellent ability of non-linear mapping, gener-
alization and self-learning, has been proved to be widely used in engineering opti-
mization field [10]. Due to too much training data, BPNN training time is too long [11].
Because the BP algorithm is essentially a gradient descent method, and the objective
function to be optimized is very complex, therefore, there will be a “saw-tooth” phe-
nomenon, which makes the BP algorithm inefficient [11]. Nowadays, in the trend of big
data, we usually deal with mass of data. Therefore, we should minimize the size of the
training data without losing effective data before using the BPNN. [13] uses the BPNN
with K-means clustering algorithm to forecast power load. It regards the center of
clustering as the label and just train the BPNN model with the one cluster. So, it is
possible to lose valid information in other clusters.

In this paper, our contribution is to propose the BPNN with multi-label algorithm
based on K-NN and K-means clustering algorithm. We give different weight of each
cluster for the forecasting points by Multi-label algorithm based on K-NN and K-means
proposed by us and build models by BPNN. This method can avoid losing valid
information of other clusters. Compared with the traditional BPNN algorithm, the
combined algorithm can obtain better performance in accuracy and running time.

This paper is organized as follows. The introduction is described in Sect. 1. In
Sect. 2, the BPNN is discussed. BPNN with multi-label algorithm based on K-NN and
K-means is given in Sect. 3. The experiment on real data are given in Sect. 4. In
Sect. 5, we draw conclusions and give insightful discussions.

2 BP Neural Network

The BP algorithm [14, 15] uses the gradient of the performance function to determine
how to adjust the weights to minimize errors that affect performance.

Figure 1 shows a multi-layer feedforward network structure with d input layer
neurons, l output layer neurons, q hidden layer neurons, where the threshold value of
the j th neurons in the output layer is represented by hj, The threshold of the h th
neurons is denoted by ch. The connection weight between the i th neurons of the input
layer and the h neurons of the hidden layer is vih, and the connection weight between
the h th neurons of the hidden layer and the j th neurons of the output layer is whj.

ah ¼
Pd

i¼1 vihxi represents the input received by the h th neurons in the hidden layer,
and bj ¼

Pq
h¼1 whjbh represents the input received by the j th neurons in the output

layer, where bh is the output of the h th neurons in the hidden layer.
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There are many forms for activation function, but the most popular is sigmoid
function. In this paper, we use the sigmoid function as output function of the hidden
neuron and the output neuron. The sigmoid function is as follows,

f ðxÞ ¼ 1
1� e�x

ð1Þ

For training sample ðxk; ykÞ, assuming that ŷ ¼ ðŷk1; ŷk2; . . .; ŷkl Þ is the output of the
neural network, where

ŷkj ¼ f ðbj � hjÞ ð2Þ

So we can obtain the mean square error Ek of the neural network in training sample,

Ek ¼ 1
2

Xl

j¼1 ðŷ
k
j � ykj Þ

2 ð3Þ

The neuron gradient term is

gj ¼ ŷkj ð1� ŷkj Þðykj � ŷkj Þ ð4Þ

The updating formula of whj is

Dwhj ¼ ggjbh ð5Þ

where g is the leaning rate.
The updating formula of hj is

Dhj ¼ �ggj ð6Þ

Fig. 1. Architecture of BP neural network

Short-Term Load Forecasting Model Based on Multilabel and BPNN 265



The updating formula of vih is

Dvih ¼ gehxi ð7Þ

where eh ¼ bhð1� bÞPl
j¼1 whjgj, xi is the input data.

The updating formula of ch is

Dch ¼ �geh ð8Þ

BPNN is an iterative learning algorithm that arbitrary parameter v update that are

v vþDv ð9Þ

And the iterative process of w, h and c are the same to v. Updating w and v will
consume a lot of time, and we reduce the running time by the mean of the combined
model.

The goal of the BPNN is to minimize the cumulative error of the historical set.
During the training process, historical set that differ greatly from the predicting load are
involved in the training model, which not only increase the training time but also
reduce the accuracy of the prediction. Therefore, in this paper, we introduce a method
to reduce the impact of these irrelevant data sets.

3 BPNN with Lazy Multi-label Algorithm Based on K-NN
and K-means

3.1 K-means Clustering Algorithm

K-means [16] is an unsupervised learning algorithm, and it is an algorithm for clus-
tering data points by the mean values. The K-means algorithm divides similar data
points into K clusters, that the K is a pre-setting value, and each cluster has an initial
center which is selected from data set randomly. In this paper, Euclidean distance is
used to represent the similarity between data. For instance, the Euclidean distance of
~X ¼ ðx1; x2; . . .; xnÞ and ~Y ¼ ðy1; y2; . . .; ynÞ is

dXY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1 ðxi � yiÞ2
q

ð10Þ

K-means algorithm general steps:
Step 1: select K data from the data set as the initial cluster center;
Step 2: calculating the Euclidean distance between each data and K cluster centers

and dividing data into the nearest cluster center;
Step 3: recalculating the cluster center by mean values;
Step 4: calculating the standard measure function if it reaches the maximum

number of iterations, and then stop, otherwise go to step 2.
After the iteration is completed, we can get K clusters which high similarity within

cluster and low similarity between clusters. In this paper, K-means algorithm is used to
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divide the data set into K clusters. Then, these clusters are regarded as original labels
which will be used in the next step.

3.2 Lazy Multi-label Algorithm Based on K-NN and K-means

In Sect. 3.1, the historical data set is clustered into K clusters. In [17], the cluster center
is regarded as feature of each cluster, and the forecasting load are divided into the
cluster whose cluster center is the shortest from forecasting load. Because the K-means
clustering algorithm is an unsupervised learning algorithm, we cannot get the specific
characteristics of each cluster. [17] will lose some information of other clusters. We
solve this problem by the lazy multi-label algorithm based on K-NN and K-means.

ML-KNN, i.e. multi-label K-NN, was proposed in [17]. It is mainly used for pattern
recognition. On this basis, we put forward a lazy multi-label algorithm based on K-NN
and K-means. Specific description is following.

Define the result of K-means as.C ¼ C1;C2; . . .;Ci; . . .;Ckf g, where Ci represents
the i th cluster.

Step 1: compute and finding N train points which are the nearest distance from the
forecasting load through the K-NN algorithm. The distance is computed by formula (10).

Step 2: count that each cluster contains the number of N training points and the
result is ~n, where ~n ¼ ðn1; n2; . . .; ni; . . .; nkÞ, and ni represents the number of N
training points in the i th cluster.

Step 3: use lazy multi-label theory, we can obtain a set of weights ~p, where
~p ¼ ðp1; p2; . . .; pi; . . .; pkÞ ¼ ðn1N ; n2N ; . . .; niN ; . . .;

nk
NÞ, and pi is the probability that the

forecasting load belongs to the i th cluster.
We can observe that the proposed algorithm will reduce some training data. We

think that the reduced data are low related to the forecasting load and if they are used to
build the BPNN model, it abates accuracy of the BPNN.

3.3 BPNN with Multi-label Algorithm Based on K-NN and K-means

As shown in Fig. 2, The date set is clustered into K clusters, such as
C1;C2; . . .;Ci; . . .;Ck, by the K-means algorithm. In this paper, our historical data
include temperature and power load and the temperature of the forecasting points can
be known from weather forecasting. Therefore, the temperature of the forecasting
points is regarded as the known element of forecasting data. Using the temperature, we
can get the weights of each cluster by Multi-label based on K-NN and K-means, such
as p1; p2; . . .; pi; . . .; pk . If pi isn’t zero, we build BPNN of the Ci and obtain forecasting
power load of the Ci which multiply pi is Loadi. Then we sum the forecasting load of
each cluster, they are Load1; Load2; . . .; Loadi; . . .; Loadk , and get the forecasting load.
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4 Experiment

4.1 Data Preprocessing

In this paper, the historical data set is a real data of a community from January to
December. The data set has one temperature per day and have 48 load data points, that
is, a load value point is the past half an hour. Temperature is the only information
related to the power load in this data sets. We can get the future temperature infor-
mation from weather forecasting web.

In order to facilitate observation, the community total daily power load is painted as
Fig. 3. It can be seen from the Fig. 3 that the seasonal variation of the load is very
obvious. The load of May to September compared to other months, there is a significant
decline, but the volatility is periodic.

In order to speed up the convergence of clustering, avoid data annihilation and
reduce the sensitivity of the singular data to the algorithm, the historical data needs to
be normalized. There are many normalized methods, for instance, Min-Max scaling and
Z-score standardization. In this paper, we use Min-Max scaling.

Fig. 2. Flow chart of the combined model
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The method realizes the equal scaling of the historical data. The Min-Max scaling is
following,

Xnorm ¼ X � Xmin

Xmax � Xmin
ð11Þ

where Xnorm is the normalized data, X is the original data, and Xmax andXmin are the
maximum and minimum of the original data set.

There are two evaluation standards. One is RMSE which is root-mean-square error,
the other is MAPE where is mean absolute percentage error.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1 ðxpi � xriÞ2
r

ð12Þ

MAPE ¼ 1
n

Xn

i¼1 jxpi � xrij � 100% ð13Þ

where xpi is the i th forecasting data, and xri is the i th real data. In this paper, we use the
data of 1–201 days to forecast the load of the 202th day.

4.2 BPNN Experiment

The data is 49 dimensions containing temperature and 48 load points. BPNN is built
with one input layer neuron, five hidden layer neurons and 48 output layer neurons.
The temperature is the input layer neuron and the 48 load points is the output layer
neurons. Then, normalize the data set by formula (11) and set the learning rate to 0.05,
the training times to 1000 and the correct to 0.01.

We use the normalized data of 1–201 days to build BPNN model and forecast the
load of the 202th day. This article uses python to implement it. The results of the 202th
day’s load are in Fig. 4 and the RMSE, MAPE and running time are in Table 1.

Fig. 3. Total power load
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4.3 BPNN with Lazy Multi-label Based on K-NN and K-means
(BPNN-L-ML-K-K) Experiment

The theory and implementation steps of the algorithm have been introduced in Sect. 3.3
and BPNN is built with one input layer neuron, five hidden layer neurons and 48 output
layer neurons. We set the learning rate to 0.05, the training times to 1000 and the
correct to 0.01. The temperature is the input layer neuron and the 48 load points is the
output layer neurons. We use the normalized data of 1–201 days to build
BPNN-L-ML-K-K model and forecast the load of the 202th day.

Firstly, we normalize the data. Secondly, in this paper, the historical data are
clustered into five clusters by K-means clustering algorithm, recorded as
C ¼ fC1;C2;C3;C4;C5g. Thirdly, make N ¼ 60, and count that each cluster contains
the number of 60 training samples and the result is~n ¼ ð0; 0; 22; 14; 24Þ. Fourth, using
lazy multi-label theory, we can obtain a set of weights ~p ¼ ð 060; 0

60;
22
60;

14
60;

24
60Þ ¼

ð0; 0; 0:37; 0:23; 0:40Þ. Finally, the BPNN is built with the non-zero weight clusters
and the forecasting load is given each other, where the forecasting load is represented
by L. The last forecasting load is Ltotal ¼ L�~pT . The results of the 202th day’s load are
in Fig. 5 and the RMSE, MAPE and running time are in Table 2.

4.4 Comparison of Experimental Results

Table 3 shows that the BPNN-L-ML-K-K model performs better than BPNN in
RMSE, MAPE and running time. Through the processing of clustering and multi-label
algorithm, the historical data with high correlation with the predicting load are used to
build the model and get the weights of different clusters. Some lower correlation data
are deleted. Thus, the training time is reduced and the efficiency of the model is

Fig. 4. BPNN forecasting load compared with real load

Table 1. BPNN results

Model RMSE MAPE(%) Running time(s)

BPNN 18.11234 3.32004 1002.28238
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improved. The experimental results show that BPNN-L-ML-K-K can improve the
accuracy of prediction.

5 Conclusion

In view of the characteristics of the STLF, we put forward a BPNN with multi-label
based on K-NN and K-means model. Based on the analysis of a community power
load, the forecast results show that the new model not only can improve the prediction
accuracy, but also can reduce the running time. In the trend of big data, a lot of data has
been collected and stored. We should use highly related data for us and delete irrelevant
data. In this paper, the combined model can achieve it with better accuracy and less
running time.

Fig. 5. BPNN-L-ML-K-K forecasting load compared with real load

Table 2. BPNN-L-ML-K-K effect

Model RMSE MAPE(%) Running time(s)

BPNN-L-ML-K-K 16.42211 2.91566 469.55906

Table 3. Models comparison

Model RMSE MAPE(%) Running time(s)
BPNN 18.11234 3.32004 1002.28238
BPNN-L-ML-K-K 16.42211 2.91566 469.55906
Improvement 9.3% 12.2% 53.2%
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