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Foreword

The role of English as a global lingua franca has developed progressively over
several decades. English is associated with upward financial and social mobility,
and parents everywhere are keen for their children to develop the most effective
English language skills. Through the 1990s and to the present day, we have seen a
massive increase all over the world in the number of pupils learning English in
schools. Where the learning and teaching of English was once the preserve of the
wealthy middle classes and frequently took place in private language schools, it has
steadily migrated to the public sector. From being just another foreign language,
English has become a fundamental part of the core curriculum both in primary and
secondary education in most countries.

This rapid growth in the learning and teaching of English and its general use
around the world has led to a great shortage of qualified English language teachers.
Increasingly, governments have devoted significant resources to the training of
English language teachers and the improvement of standards of English amongst
these teachers. With an estimated 12 million teachers of English working in schools
around the world, it would be fair to say that many of these teachers are challenged
in terms of their both professional training and the level of English they command.
In 1996, for example, less than 20% of English language teachers in Hong Kong
possessed a relevant degree and teaching qualification. We see many examples
which suggest that the rapid growth in the demand for English has led to some very
unrealistic expectations from ministries of education and a range of other stake-
holders in relation to the standards of English they expect school pupils to achieve.
It is not uncommon, for example, to see the Common European Framework of
Reference (CEFR) level B2 targeted as a suitable exit level from secondary school.
In the survey of language competences carried out by the European Commission
between 2008 and 2012 (SurveyLang), it was noted, for example, that 57% of the
pupils aged 16–18 in Sweden achieved the B2 level, whereas this percentage came
down to 5% in France. While we might applaud the standards of English in
Sweden, we should also note that 43% of the cohort remained at B1 or below. So
even in a country like Sweden, with a long tradition of high standards of English
language teaching, a significant proportion of the age group does not meet targeted
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standards. At the same time, expectations of what it is possible to achieve need to
be managed. In Malaysia, for example, the Education Blueprint 2013 to 2025
addressed, amongst other things, levels of English in Malaysian schools and ways
in which these could be improved. Benchmarking studies carried out in 2013
suggested that 20% of the pupils graduating from secondary education were
achieving the B2 level. In the Blueprint, it was anticipated that by 2025, 70% of the
cohort should be graduating with B2 level. It is unlikely that such an expectation
could be met in such a short time frame as we can see from the example of Sweden.

In this context, High-Stakes Testing: The Impact of the LPATE on English
Language Teachers in Hong Kong represents an important and valuable body of
work in education reform, teacher development and benchmarking. Although Hong
Kong may not be typical, the issues addressed in the volume are relevant beyond
the Hong Kong context. As a British colony before 1997, most secondary schools
purportedly taught through the medium of English although it is generally
acknowledged that many of the teachers in these schools used English only in very
limited ways. Post 1997, as the medium of instruction moved to Cantonese we see
an increased focus by the Hong Kong Government on developing the qualifications
and skills of English language teachers and a desire to improve standards as this
volume clearly demonstrates.

It is disappointing that much in education reform and development is either
poorly documented or not documented at all. High-Stakes Testing: The Impact
of the LPATE on English Language Teachers in Hong Kong bucks this trend thanks
in large part to its editors. The fundamental issues addressed by Coniam and Falvey
and their collaborators are broadly relevant beyond Hong Kong and provide a
unique historical perspective on an education reform project over a 20-year period.
It is to Coniam and Falvey’s credit that such a record is possible. The initial
consultancy exercise in 1996 led to the development of the first version of the
LPATE. This is documented in some depth, as are the extensive consultations that
led to the specification of the initial LPATE and the trialling that took place to
establish benchmarks as well as providing further training for teachers. The volume
describes in detail how benchmarks were established but it is unfortunate, though
by no means out of the ordinary, that the original terms of reference set by the Hong
Kong Government for LPATE did not include any criteria by which its success
could be measured. However, Coniam and Falvey’s ongoing involvement in the
project meant that they were able to conduct post hoc qualitative and quantitative
research, which suggests that teachers believe that standards had improved over
time and that LPATE had made a positive contribution to the teaching of English in
Hong Kong. It is disappointing that the Hong Kong Government has consistently
refused to make available to researchers significant amounts of data on pass rates
and support courses available. At the same time, it is encouraging that it has
allowed this volume to be published.

High-Stakes Testing: The Impact of the LPATE on English Language Teachers
in Hong Kong is not intended to be a cookbook that will guide the reader on how to
do benchmarking or produce tests for teachers. It is, however, a comprehensive
record of a major education reform project aimed at improving the English
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language skills of English teachers in Hong Kong. Many aspects are documented in
detail and addressed critically. The project is documented very effectively over a
period of two decades, recognises both strengths and weaknesses and is refresh-
ingly honest in its appraisal of the weaknesses.

Cambridge, UK
December 2017

Michael Milanovic
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Introduction

This introduction to High-Stakes Testing: The Impact on English Language
Teachers in Hong Kong describes how the book was conceived, initiated and
developed, provides the reader with an orientation to the structure and contents
of the book, and explains why the authors feel the initiative was both useful and
worthwhile, both worldwide and, especially, in Southeast Asia given the implica-
tions of current initiatives to raise language teacher standards in the region.

Although the high-stakes assessment instruments described in this book were
originally initiated in 1996, the work that the book describes was still ongoing as
recently as 2017. This is because, as Parts I, II and V describe, although the
benchmark project to assess the language proficiency of English language teachers
was first conceived in 1996, it took five years to develop the initial instructions from
the Education Commission and five more years to revise the original test instru-
ments. The authors therefore decided at the outset that a detailed account of the
inception, creation, development and eventual implementation of the first set of
benchmark assessment instruments was both valid and valuable for the
readership. In addition, references in Part I were added and updated to bring the
narrative in line with the rest of the book.

In December 1995, the Hong Kong Government’s Education Commission
published Report Number 6 (ECR6), passing two issues to the Advisory Committee
on Teacher Education and Qualifications (ACTEQ) for the latter’s consideration
and action. These were:

1. That minimum language proficiency standards should be met by all teachers in
their chosen medium of instruction.

2. That levels of language and professional competence (‘benchmark’ qualifica-
tions) should be established for all language teachers.

In December 1995, the Education and Manpower Bureau (EMB) advertised in
the Hong Kong press for tenders to investigate the establishment of benchmarks for
teachers of English language, Putonghua and Chinese. The time frame was four
months—from April to July 1996. For English, EMB proposed that benchmarks be
investigated for the following purposes:
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1. To establish benchmarks for primary teachers/secondary teachers/tertiary
educators,

2. To establish benchmarks for language teaching purposes/for promotional
purposes,

3. To establish benchmarks for teachers of subjects other than English language
(i.e. teachers of such content subjects as physics, history, mathematics) who use
English as the medium of instruction.

The main editors of this book—David Coniam and Peter Falvey—were
appointed to carry out the consultancy and develop and pilot assessment instru-
ments. This is reported on in Part I of the book. It should be noted that much of
Part I was written some time ago—during the development phase of the LPATE
from 1996 to 2001. While some of the references in the part which were then
contemporaneous may now be slightly outdated, an attempt has been made to retain
those that are historically important and to update others where possible. Much
of the original work has, however, been retained in order to give the reader an
accurate account of the inception, development and eventual implementation of the
LPATE.

This introductory part introduces the reader to the purpose in writing this book
which is to provide a coherent and chronological account of the design, develop-
ment and implementation of the Hong Kong benchmark project (eventually named
the LPATE—Language Proficiency Assessment of Teachers (English Language)
from its inception in 1996 to the preparation of this book in 2018. The background
to the project is outlined, along with a relevant research review on benchmarks,
standards and teacher language standards and certification and an account of Hong
Kong’s educational and assessment history. A short description of each of the five
parts of the book is also provided.

The purpose of this book is to provide those involved in public examinations,
other scholars and potential stakeholders with an account of a long-term,
high-stakes assessment project from its inception, through its development,
implementation and revision as well as a post hoc research investigation of its
perceived impact.

Part I—Coniam and Falvey

This data-driven section spans the period from 1996 to the first administration of the
benchmark assessment in 2001, when it was renamed the Language Proficiency
Assessment for Teachers (English Language), or ‘LPATE’. It chronicles the
inception of the benchmarks, their constructs, creation, trialling and their first major
piloting.

In the first three chapters of this part, high-stakes forms of assessment are
explored—both from a general and from a language-specific perspective. The
setting of standards for domains other than English proficiency is also discussed.
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This part of the book proceeds from the general to the specific. That is, first,
high-stakes assessment in general when the use of benchmarks is discussed, e.g.
medicine, law, finance and insurance and other contexts. After these first three
chapters, language benchmark issues in the context of English language teachers in
Hong Kong are elaborated upon, followed by descriptions of the relevant studies
that were carried out in the process of setting tentative benchmarks, the creation of a
syllabus, and scales and descriptors for the direct tests of speaking, writing and
classroom language, and the piloting of benchmark assessment instruments.

Chapter 1 (Coniam and Falvey)
The chapter opens with an introduction to the term ‘benchmark’ and a setting of the
scene for the subsequent discussion of standards setting in an international context,
setting language standards for students and developing and setting language
benchmarks for teachers. The chapter explores the issue of high-stakes assessment,
what constitutes a benchmark and what constitutes a language benchmark in the
context of high-stakes assessment. The chapter then moves to an examination of
teacher certification and teacher language certification.

Chapter 2 (Coniam and Falvey)
This chapter provides a review of the research literature in the field and considers
theoretical and conceptual issues in changing assessment paradigms and setting
standards for high-stakes assessment purposes. The chapter examines trends in
assessment and evaluation and looks at language and language teacher standards
around the world.

Chapter 3 (Coniam and Falvey)
This chapter provides an examination of the issues inherent in high-stakes
assessments. Issues covered include: philosophical perspectives; policy considera-
tions which embrace washback together with the role of different stakeholders,
including government, in setting and implementing benchmarks; and different
methodologies for setting standards, together with ethics and transparency in the
standard-setting process.

After a discussion of whether formal tests or continuous assessment are appli-
cable in different situations, the issue of how best to raise standards is addressed.
Should standards be raised only through a test or whether (as occurred in the Hong
Kong situation) funds are put aside (by government) for standards to be met
through enhancement programmes rather than solely by means of assessment.

Chapter 4 (Coniam and Falvey)
This chapter describes the Hong Kong education and examination systems. It
provides an account of the educational system including the medium of instruction
in schools and provides details of changes to the assessment system.

Chapter 5 (Coniam and Falvey)
This chapter describes the initial 1996 Hong Kong consultancy benchmark test
case study. It provides a description of the initial feasibility study (1996) which
investigated two proposals:
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• That minimum language proficiency standards should be met by all teachers in
their chosen medium of instruction.

• That levels of language and professional competence (‘benchmark’ qualifica-
tions) should be established for all language teachers.

A detailed account of the consultancy, its various stages and its two major
objectives is described:

• To investigate what and how prototype benchmarks might be established for
lower secondary teachers of English

• To investigate the kinds of test types and assessment instruments appropriate for
determining prototype benchmark levels.

Chapter 6 (Coniam and Falvey)
This chapter describes the formation of the English Language Benchmark Subject
Committee (1997–1998), its role and its duties. The Committee’s purpose was to
produce language benchmarks specifications and an assessment syllabus for
promulgation to Hong Kong teachers of English language prior to a large-scale pilot
exercise—the Pilot Benchmark Assessment (English). The contentious issue of a
live assessment test—a classroom language benchmark—is discussed in detail.

Chapter 7 (Coniam and Falvey)
This chapter describes the Pilot Benchmark Assessment (English) exercise (PBAE)
(1998–1999). The chapter covers the set-up and administration of the PBAE, a
stratified random sample piloting exercise of lower secondary teachers of English.
The PBAE formed the test bed for all the constructs, their benchmarks and the
associated assessment instruments which were developed in the two and a half
years prior to the administration of the first live LPATE test. A brief analysis of
each test component is provided, as is feedback from test takers on the different test
components.

Chapter 8 (Coniam and Falvey)
This chapter discusses the issue of how benchmark levels were determined after the
results of the PBAE were made available to the English Language Benchmark
Subject Committee (ELBSC). It examines how analytically marked tests could be
calibrated with criterion-referenced tests and how ‘cut’ scores might be determined
for them. The chapter discusses each assessment instrument and describes the steps
taken to determine an overall benchmark level for the PBAE tests.

Part I ends with a substantial appendix, Appendix 8.1., which details the
methodological approaches and analytical tools used in the LPATE project.

Part II—Mak and Xiao

After the consultancy was completed and the assessment instruments were devel-
oped and piloted, the first administration of the LPATE—Language Proficiency
Assessment for Teachers (English Language) as it came to be known—took place
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in 2001. Amidst a wave of hostile reaction from threatened teachers, especially
primary school teachers of English, the government provided a large amount of
funding for Hong Kong and overseas-based development and immersion pro-
grammes for teachers who wished to sign up for them in order to attain the specified
LPATE Level 3. This development is chronicled in Part II by Barley Mak and
Yangyu Xiao.

This part shows how the LPATE initiative was not merely a stand-alone pro-
ficiency assessment test but that the whole benchmark initiative encompassed
developmental and certification programmes—funded by government grants—that
were offered at local universities and higher institutes for teachers. The work by
Mak and Xiao, in three chapters, is supported by relevant data, providing detail on
the upgrading and enhancement LPATE courses, together with the results of teacher
feedback.

The key issue in this part centres on the concept of enhancement programmes as
a government-funded alternative to a high-stakes test. This part may therefore be
considered a ‘how to’ guide for potential enhancement programme course
providers.

Chapter 9 (Mak and Xiao)
When the LPATE was first introduced in 2000, a number of authorised training
courses were provided for Hong Kong English language teachers to help them meet
or exceed the English Language Proficiency Requirements (LPR). From 2000 to
2005, a range of English language courses were provided by a total of seven
different tertiary institutions in Hong Kong, two tertiary institutions in Australia and
the British Council in Hong Kong.

This chapter focuses on the course providers’ perspectives. The chapter first
starts with an overview of the number of courses put on by the different course
providers. It then focuses mainly on the perspective of one course provider—The
Chinese University of Hong Kong (CUHK)—from four key perspectives. The first
perspective provides a general description of the courses offered at CUHK—
including the nature and length of different courses provided, as well as the student
intake over the years. The second perspective relates to a detailed account of the
assessment methods, marking schemes and the quality assurance mechanisms for
the different modules which constituted the programme. The third perspective
focuses on feedback from participants taking these courses and in what ways they
considered such courses to be beneficial to their development. The fourth per-
spective emphasises the programme coordinator’s own reflection on the process of
running the LPATE training courses at CUHK.

This chapter contributes to a better understanding of enhancement courses which
provided an alternative to a summative assessment such as the Hong Kong LPATE
through a detailed account of the experience of a course provider.

Chapter 10 (Mak and Xiao)
Chapter 10 introduces the reading and listening modules of LPATE training courses
which were provided at The Chinese University of Hong Kong. The two modules
are introduced together in one chapter since both reading and listening are assessed
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in an analytic manner in the LPATE. The chapter first introduces the two key
aspects assessed in the LPATE reading and listening tests, i.e. cognitive abilities as
well as linguistic skills and knowledge. It then illustrates how the reading and
listening modules helped participants achieve expected language standards by
giving examples of tasks used in the modules, supplemented with the course pro-
viders’ interpretations.

The two modules exposed participants to many authentic tasks that were related
to the educational context and comprehensively addressed and developed reading
and listening skills, with the tasks described providing the opportunity to enhance
different aspects of cognitive abilities and linguistic skills and knowledge. The two
modules therefore attempted to enhance the reading and listening abilities that
proficient English language teachers should have if they were to meet the required
LPATE language standards. It was also envisaged that the modules would have the
potential to raise participants’ awareness of the skills and strategies needed for
second-language learning—with the spin-off of participants on the LPATE
enhancement programmes applying the strategies they had been practising in their
own English language teaching.

Chapter 11 (Mak and Xiao)
Chapter 11 focuses on the writing, speaking and classroom language modules,
which are three areas that are assessed by scales and descriptors in the LPATE. The
scales and descriptors adopted in each LPATE paper, namely writing, speaking and
classroom language assessment, are first introduced, followed by a presentation
of the tasks that were used in different modules. The chapter focuses on how these
tasks addressed the constructs assessed in the LPATE, thus helping participants to
meet the language requirement. This chapter provides an understanding of how the
writing, speaking and classroom language assessment modules contributed to
teacher professional development.

The writing, speaking and classroom language modules were designed to help
participants fulfil the requirements of the LPATE by addressing the constructs
embedded in the respective assessment scales—as stated in the 2000 LPATE
handbook, but also as understood by experienced teacher educators. The tasks
provided in the three modules were closely associated with using language in
classrooms and provided participants with the opportunity to practise the language
used in the school and classroom context. The tasks also raised participants’
awareness of their written and spoken language in the context of teaching, thus
contributing to the development of their language proficiency in the school context.

Part III—Urmston and Drave

The LPATE was launched as a public examination in March 2001 for serving
teachers of English in Hong Kong primary and secondary schools who had to attain
the Language Proficiency Requirement (LPR) before September 2005. Chapters 12
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and 13 by Urmston report on the operation of the LPATE during the crucial years
from 2001 to 2005, and the revision project that was carried out once the deadline
for the attainment of the LPR by serving teachers had passed. Chapters 14 and 15
by Drave continue the description of the work of the Hong Kong Examinations and
Assessment Authority (HKEAA) in connection with standards setting.

A revision of the LPATE took place between 2006 and 2007 and was first
administered in 2008. This is described by Alan Urmston in the first two chapters—
Chapters 12 and 13—of Part III. The Hong Kong Examinations and Assessment
Authority (HKEAA) played a large part in the administration and ongoing pro-
duction of tests for the LPATE, and validation and other aspects of this work are
described by Neil Drave in Chap. 14 and media coverage of the LPATE in Chap. 15.

Chapter 12 (Urmston)
Chapter 12 looks at the operationalisation of the LPATE from its launch in 2001
through to 2007, after which the revised LPATE (see Chapter 13) was adopted. After
an initial slow start, when approximately 400 candidates took the Assessment—
perhaps because teachers embraced the possibility that the Education Department
(as it was then known) would not enforce the LPR—the LPATE went from strength
to strength. The candidature increased steadily to over 2000 each administration,
resulting in the HKEAA administering the assessment twice per year (March and
September) from 2003 through to 2005. The chapter describes the technical aspects
of test design and the operational complexities of running the assessment in the midst
of clear opposition to it from some stakeholders. Issues discussed include the
sociological and educational impact and consequences of such a high-stakes
assessment.

Chapter 13 (Urmston)
A major consequence of the high-stakes nature of the LPATE was that questions
were repeatedly raised about the reliability and validity of the assessment. Teachers
who had been teaching English in schools for many years found themselves failing
to reach the required Level 3 and were consequently aggrieved, questioning
everything from the design of the tests, the standard and reliability of the marking,
and the setting of the standard itself. After an initial slow start, when approximately
400 candidates took the assessment—perhaps because teachers embraced the
possibility that the Education Department (as it was then known) would not enforce
the LPR—the LPATE went from strength to strength. The candidature increased
steadily to over 2000 each administration, resulting in the HKEAA administering
the assessment twice per year (March and September) from 2003 through to 2005.
The chapter describes the technical aspects of test design and the operational
complexities of running the assessment in the midst of clear opposition to it from
stakeholders. Issues discussed include the sociological and educational impact and
consequences of such a high-stakes assessment, the reliability of the marking, and
the setting of the standard itself. It became clear during these four years that there
were deficiencies in the design of the assessment that needed to be addressed, but
given the expediency with which the assessment had to be delivered during this
period, there had been no opportunity to carry out any kind of review or revision.
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To this end, in 2005, the Education Bureau commissioned a team to carry out a
review and to recommend and implement revisions to the assessment. The
review/revision project was to last for two years, with the first administration of the
revised LPATE set to be launched in September 2007. This chapter describes
the revision project in detail, through the review of the existing tests, the redesign
of the test papers, trialling of the revised papers and the first administration of the
revised LPATE in 2008.

Chapter 14 (Drave)
Given the high-stakes nature of the LPATE, it is important that appropriate stan-
dards are implemented and maintained. Without consistency in this regard, the
various parties which make use of the test results would be unable to use them to
make employment-related decisions. The prevailing standard must be applied
equally to all candidates and the standard of performance expected must be very
similar from year to year. This chapter explores the issue of standards within the
context of teacher education and assessment in Hong Kong. It discusses how the
standards were originally set for the LPATE and what procedures and practices
were put in place to maintain them.

Chapter 15 (Drave)
This chapter presents research into public perceptions of the value of the LPATE as
an instrument of change in English language education in Hong Kong. The chapter
reviews media coverage of the LPATE from the years in which the assessment was
most important (2003 to 2007) in the sense of certifying the largest number of
serving English teachers. It reviews the press coverage afforded to the LPATE
(including letters to the editor, with some opinion pieces), summarising the
concerns of the various contributors, but also critically analysing the media dis-
course. The chapter reflects on the nature of good teaching, as well as on the
relationship between the worlds of high-impact educational assessment and the
popular press.

Part IV—Coniam, Falvey and Xiao

Part IV continues the narrative of the development of the LPATE by describing the
results of a data-driven exercise, funded as a research grant by the University Grants
Committee in 2015 whereby a survey of stakeholders was carried out in order to
assess the perceptions of those stakeholders towards the creation and inception
of the LPATE. A second, qualitative study was then conducted when an in-depth
analysis of 24 of the original respondents to the survey was carried out to determine
their perceptions of the impact of the LPATE. Part IV operates as a coda to the
earlier parts because it was carried out 14 years after the inaugural administration
of the LPATE and allowed the interviewees to reflect on the changes and challenges
occasioned by the introduction of the LPATE.
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Part IV provides details of the 2015–2017 HKSAR Government-funded research
project that investigated the impact of the LPATE 14 years after its inception. The
objectives of this research project were:

1. To investigate, quantitatively, perceptions of the extent to which English
teachers’ English language standards may have improved since the introduction
of the LPATE in 2000,

2. To investigate, qualitatively, the perceptions of relevant stakeholders—experi-
enced English language teachers, English panel chairs and school principals—
of the effects of the LPATE policy.

This part synthesises both the quantitative and qualitative data arising from the
project and provides suggestions for future developments/policy.

Chapter 16 (Coniam, Falvey and Xiao)
The quantitative data arising from the survey showed that there was agreement on
the following perspectives: that English language standards were acceptable; that a
minimum standard was necessary; that content teachers should face minimum
standards; and that heads of department should achieve Level 4. Participants’
attitudes towards the LPATE were affected by: level of school, ability band,
teaching experience, number of times LPATE had been taken and highest scores
attained. Participants were more likely to agree that the LPATE had had a positive
impact and was necessary when they had taken the LPATE more than once; when
they had longer teaching experience; and when they had obtained a higher mark in
the Assessment.

Chapter 17 (Coniam, Falvey and Xiao)
The introduction of the LPATE brought home the message that English language
teaching is a profession that requires adequate language proficiency, subject-matter
knowledge and pedagogical skills.

There were variations in the views regarding whether English language teachers
and heads of department need to take the LPATE. As most English language
teachers have now become qualified through taking relevant degree courses, the
LPATE is considered to be a good indicator but should not be a compulsory
requirement in language teacher recruitment. In this regard, the LPATE was con-
sidered to be more relevant to potential heads of department.

From a retrospective perspective, the changes caused by the LPATE were
generally positive. The respondents generally felt that there has been an improve-
ment in English language standards, language knowledge and pedagogical skills of
English teachers generally. One obvious change is that English teachers are now
better trained—a positive response to the HKSAR Government’s initiative to
introduce the LPATE. The introduction of the LPATE also gave rise to some
challenges: test quality, and the issue of trust and distrust.
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Part V—Falvey and Coniam

The conclusion is provided in Chap. 18. The chapter, in two parts, first outlines
what has been reported in the various parts of the book. In the second part, which
consists of four parts, it then:

• describes the Constraints in the initiative,
• describes its Weaknesses,
• describes its Strengths and
• provides a Conclusion.

This part provides a conclusion to the book. It summarises the benchmark
project as a whole and examines the weaknesses and strengths of the project, its
implementation, its revision in 2005 and the findings of the research project of
2015-2017 to assess the perspectives of stakeholders as to its impact.

Chapter 18 (Falvey and Coniam)
This chapter provides the conclusion to the book from two perspectives. Part I is
comparatively short and recaps the various parts that constitute the book.

Part II assesses the effectiveness of the LPATE within the context of educational
reform and the specific context of Hong Kong in transition from British to Chinese
control. The main findings, issues and lessons to be learned that arose throughout
the first 20 years of the LPATE are discussed. The discussion and conclusion will
be grouped under the four main headings of Constraints, Weaknesses, Strengths
and Conclusion.
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Part I
Background to High-Stakes

Assessment

David Coniam and Peter Falvey

This data-driven section, consisting of eight chapters, is an introductory section to
the book that introduces the reader to the purpose in writing this book which is to
provide a coherent and chronological account of the design, development and
implementation of the Hong Kong benchmark project (eventually named the
LPATE—Language Proficiency Assessment of Teachers of English language) from
its inception in 1996 to the present (2017). The background to the project is out-
lined, along with a relevant research review of benchmarks, standards and teacher
language standards and certification and an account of Hong Kong’s educational
and assessment history. Chapter 5 describes the initial 1996 Hong Kong consul-
tancy benchmark test case study.

Chapter 6 describes the formation of the English Language Benchmark Subject
Committee (1997–1998), its role and its duties. The Committee’s purpose was to
produce language benchmarks specifications and an assessment syllabus for pro-
mulgation to Hong Kong teachers of English language prior to a large-scale pilot
exercise—the Pilot Benchmark Assessment (English). The contentious issue of a
live assessment test—a classroom language benchmark—is discussed in detail.
Chapter 7 describes the Pilot Benchmark Assessment (English) exercise [PBAE]
(1998–1999), while Chapter 8 discusses the issue of how benchmark levels were
determined after the results of the PBAE were made available to the English
Language Benchmark Subject Committee (ELBSC).

The purpose of this book is to provide those involved in public examinations,
other scholars and potential stakeholders with an account of a long-term, high-
stakes assessment project from its inception, through its development, implemen-
tation and revision as well as a post hoc research investigation of its perceived
impact.



Chapter 1
Introduction and Background
to High-Stakes Assessment

David Coniam and Peter Falvey

Abstract This chapter provides the reader with an introduction to benchmarks and,
particularly, language benchmarks and teacher language benchmarks, their origins
and their development in the twentieth century.

Introduction

Many of the buzzwords, current at the end of the twentieth century and the beginning
of the twenty-first century, emerged as the world changed in terms of its commer-
cial and service industries. The term high-stakes assessment is one of those terms
that have become very familiar in educational contexts over the past thirty years.
As greater attention is paid to the efficiency and quality of personnel, the results of
assessment of performance, cost-benefit analysis of human resources, and account-
ability in all walks of life, the notion of high-stakes assessment has been extended
to an increasing number of situations in varying contexts worldwide.

In this book, the nature of high-stakes assessment is discussed, with detailed ref-
erence to a particular high-stakes form of assessment, the assessment of teachers and,
in particular, the language ability of English language teachers in Hong Kong. These
teachers, from March 2001, had to demonstrate competence in terms of language
benchmarks that had been developed for them. The book investigates major issues
in high-stakes forms of assessment, illustrating them by investigating why and how
pre-defined language standards (which are occasionally referred to as benchmarks)
are set, i.e. initiated, researched, created, developed, trialled, moderated, established,
implemented and evaluated.
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In the first three chapters, high-stakes forms of assessment are discussed both
from a general and from a language-specific perspective. The setting of standards
for domains other than English proficiency will be discussed.

This section of the book will proceed from the general to the specific. That is,
high-stakes assessment in which benchmarks are used, e.g. medicine, law, finance
and insurance, will first be discussed from a general perspective. Then language
benchmark issues will be discussed, followed by a detailed discussion, after the first
three chapters of Sect. I, of the development and piloting of language benchmarks
for English language teachers in Hong Kong.

What Is High-Stakes Assessment? What Is a Benchmark?
What Is a Language Benchmark?

High-stakes assessment occurs whenever an assessment or battery of assessment
instruments is used to make decisions about individuals which affect their lives in
significant ways, e.g. entry tests for tertiary institutions and assessments of pro-
fessional competence which can affect issues such as substantiation, promotion or
termination of employment contracts.

The original use of the word benchmark was literally a mark on a bench. It was
used centuries ago for measuring cloth and other goods to an agreed, specified set
of criteria, e.g. two bolts of cloth would be twice the length, marked on the tailor’s
bench, of a standard warrior’s arrow (also known as a bolt once cross-bows were
invented—hence a bolt of cloth). It was a mark that could be observed and agreed
upon, one that was set to a criterion known and accepted by all stakeholders.

At the time that the Hong Kong benchmark project was launched, Zairi and
Leonard (1996, p. 22) described a ‘benchmark’ as being a term that first came into
use in 1838, in ordinance survey: ‘A bench mark is a mark whose height, relative
to ordinance datum, has been determined by levelling’ so that differences in height
between established points, relative to a datum, could be calculated.

The modern, more figurative use of the term benchmark first came into everyday
use circa 1884 and became common in the mid-twentieth century when standards
were being set for industry. The Collins COBUILD dictionary (Sinclair et al., 1987,
p. 121) has two definitions for benchmark, with the second definition embracing the
modern meaning, ‘something whose quality, quantity, or capability is known and
which therefore can be used as a standard with which other things can be compared’.
Tucker (1996, p. ix) stated that the term benchmark became linked with standards,
still in the manufacturing industry, when benchmark standards were pre-specified by
governments and other authorities. For example, companies that bought spare parts
on contract from their suppliers would specify that screws, bolts, frames and varieties
of steel should be at benchmark standards of length, width, depth and tolerance (e.g.
strength under pressure).
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Later still, benchmarks were used in discussions of standards in service industries,
e.g. finance, insurance, air freight. Later still, the terms used by the service industries
began to creep into descriptions of language standards. The language which had been
used to describe standards in the service industries began to be applied to language
programmes and the standards of performance that were expected from them, e.g.
terms such as specifications, criteria, descriptors.

It may thus be appreciated that the original use of the term benchmark has retained
its second definition of a set, agreed standard throughout its wider application in dif-
ferent industries and different environments andmade available in manuals for users.
Most educational systems have established standards for students’ intended achieve-
ment in terms of benchmarks or competencies. These standards specify, explicitly,
levels students are expected to reach and are criteria-referenced (i.e. based on speci-
fied and described criteria which students ‘can do’), hence leading to a better align-
ment between curriculum and assessment (Cumming, 2009).

In the case of education, high-stakes assessment includes such tests as SATs (used
for entry to USA tertiary education), GMAT (used for entry to MBAs), TOEFL
(language assessment of speakers used for entry to USA tertiary institutions), IELTS
used for entry to British and Australian universities and for other purposes such as
immigration; and Cambridge English Assessment examinations that also are used
worldwide for entry to tertiary institutions.

The use of the term benchmark in educational contexts has occurred in Australia,
the UK, Canada (Canadian Language Benchmarks—a 12-point scale in English as
a second language for adults—http://www.cic.gc.ca/english/pdf/pub/language-benc
hmarks.pdf—accessed November 2017) and Hong Kong. In Australia, it has been
used for achieving targets (or competencies) in languages other than English and
in English itself. In the Australian setting, the benchmarks for languages have been
set for school learners. In Canada, the Canadian Language Benchmarks assess the
candidates’ language abilities in English and French, and provide task-based level
descriptors, as well as standards for assessment and curriculum (Jezak, 2017). In
Hong Kong, targets have been set for English, Chinese and Mathematics in primary
and secondary schools. However, it is in the area of language teacher certification
that benchmarks have been applied most recently in Hong Kong. The description and
discussion of the latter, benchmarks for English language teachers, form the basis of
the book.

Teacher Certification

The setting of standards for teacher certification is not a recent phenomenon. Indeed,
going back 38 years, probably, the most striking event in the history of certification
occurred when Time Magazine (1980) published an authentic letter, written by a
teacher in theUSA,whichwas infamously distinguished by its display ofmisspelling,
syntactic errors and incoherence. Its publication raised public concern about the

http://www.cic.gc.ca/english/pdf/pub/language-benchmarks.pdf
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standards of teachers. The letter, cited in Soled (1995), was a note from a teacher to
a parent which read:

Scott is dropping in his studies he acts as if he don’t Care. Scott want to pass in his assignment
at all, he had a poem to learn and fell to do it.

Such examples are extremely damaging to the profession and are clearly unac-
ceptable at any level of evaluation and reporting. In theUSA, the report of theHolmes
Group (1986) was published to answer the concerns of parents and professionals in
education and was instrumental in bringing in teacher assessment, stating that:

one of five major goals is to create professionally relevant and intellectually defensible
standards for entry into the profession of teaching.

This topic forms the basis of findings in Sect. IV of the book when outcomes
of the research project it describes on the impact of the benchmarking initiative are
discussed.

The American system of teacher assessment includes basic competencies plus
pedagogic knowledge. In any country, because of the very nature of professional
evaluation, teacher assessment remains a high-stakes, sensitive issue. Recent devel-
opments in education and teaching call formore accountability and the demonstration
of professional competence. This has emerged as a result of increased pressure from
parents and professional groups who are dissatisfied with the products of the edu-
cation system. As far back as the mid-1990s, Soled (1995) noted that in a survey of
public attitudes, 85% of the general public in the USA thought that teachers should
be required to pass competency tests. Soled (1995) argued for teacher assessment to
be addressed for two major reasons:

• to prevent incompetence in the classroom,
• as part of the solution for an educational system with problems in both teacher
preparation and professional practice.

As a result of the 1986 Holmes report, a number of states in the USA introduced
paper-and-pencil tests for their teachers, many of whom were already accredited,
foreshadowing, as will be seen later in this volume, the complaints of serving English
language teachers in Hong Kong that they were already accredited teachers of many
years’ experience. Such certification tests are now widespread throughout the USA
(e.g. see https://www.ets.org/praxis/, accessed November 2017). Most USA schools
now require public school teachers to pass a standardised test such as ETS’ Praxis
(Angrist & Guryan, 2008; Kane, Rockoff, & Staiger, 2008; https://teach.com/how-
to-become-a-teacher/teacher-certification-tests/—accessed November 2017) which
sets tests of reading, writing and mathematics.

One further source of concern in the USA arose in the mid-1980s when the
lack of language competence of many International Teaching Assistants (ITAs) in
tertiary institutions was exposed. As a result of that concern, measures were taken to
establish English language standards for the ITAs that must be reached before ITAs
were allowed to tutor or teach US undergraduates (see Chism & Warner, 1987 for a
discussion at the first national conference on ITAs where issues about testing ITAs

https://www.ets.org/praxis/
https://teach.com/how-to-become-a-teacher/teacher-certification-tests/


1 Introduction and Background to High-Stakes Assessment 7

were debated). The certification functions of tests ensure that ITAs have sufficient
linguistic skills needed to meaningfully complete their duties (Bachman & Purpura,
2007).

Thirty-five years on from the TimeMagazine article, an interesting scenario could
be noted in Massachusetts, one of the last states in the USA to introduce assessment
for teacherswhere, in 1998, 60%of 2000 prospective teachers failed the test.Whether
qualification tests across the state improved teacher quality or not is, however, still a
matter for debate.

Teacher Language Certification

Similar problems with teacher standards were encountered in Guam, a protectorate
of the USA, where the quality of English language education was questioned when
standards in Guam schools were compared unfavourably with standards in schools
on the USA mainland. Tests of reading, writing, listening and speaking were created
back in 1990 by a team led by Stansfield, Karl, and Kenyon (1990) in order to ensure
that minimum agreed standards were reached by the teachers of English on Guam.

To guarantee the language standards of modern language teachers, the American
Council on Teaching of Foreign Languages (ACTFL) established Oral Proficiency
Interviews (OPIs) andWritten Proficiency Tests (WPTs) in 1981. As English teacher
proficiency is considered to be an essential characteristic for effective teaching, all
students taking a Bachelor’s degree in modern languages now need to obtain at least
AdvancedLowLevel in bothOPI andWPTbefore they are awardedBachelor degrees
and to have students to teach (Burke, 2015). OPI andWPT are considered to be high-
stakes tests for university students taking a degree course in modern languages, as
those who fail in the test cannot enter the teaching profession.

In Australia, the LPTT (Language Proficiency Test for Teachers of Italian and
Japanese as a foreign language in Australia) was designed to assess Italian and
Japanese students’ language ability, including: the ability to explain subject-specific
metalinguistic concepts, the ability to summarise, paraphrase, simplify information,
and the ability to formulate questions and initiate classroom activities (Burke, 2015).
All these tasks are similar to tasks teachers are expected to perform in classrooms
(Elder, 2001).

As Elder and Kim (2014) state, teacher language certification tests should assess
both ‘general language proficiency’ and ‘academic proficiency’. General language
proficiency refers to reading, listening, writing and speaking abilities in the target lan-
guage, whereas academic proficiency refers to the ability to teach and the knowledge
of subject-specific terminology.

A problem with current language proficiency tests is that these tests assess the
speaking andwriting skills, but donot guarantee classroomreadiness andhave limited
functions in assessing communicative skills in classroom teaching.

In Hong Kong, from 2001 onwards, teachers have been expected to pass
the language benchmark assessment—the LPATE—or satisfy the requirement
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for exemption before they can enter the teaching profession (Bunton & Tsui,
2002; Coniam & Falvey, 2002). As stated on the Education Bureau (EDB)
website, English teachers must have a relevant degree and relevant teacher
training to get full exemption. Concerning requirements for exemption refer
to: {http://www.edb.gov.hk/en/teacher/qualification-training-development/qualifica
tion/language-proficiency-requirement/exemption.html}

The LPATE test is regarded as a high-stakes test in that those who do not reach the
benchmark standard (Level 3) are not allowed to teach English (see Drave, Chap. 15,
this volume). Thus, the LPATE is a way of benchmarking teachers so that those who
are unqualified are not permitted entry to the profession (Coniam & Falvey, 2002).

Summary

The setting of and adherence to standards in any industry or enterprise is important.
It lends the product or service credibility and gives consumers a sense of assurance
about the quality of the product or service. In subsequent chapters, the notion of due
process will be discussed in relation to judgements which, overall, rely on humans
to decide whether participants have met the standards previously set and agreed on.
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Chapter 2
Research Literature

David Coniam and Peter Falvey

Abstract In this chapter, high-stakes assessment, educational standards and bench-
marks are first discussed. These are subsequently elaborated upon and discussed
within their theoretical contexts and, particularly, within the context of language
assessment. Theways inwhich assessment paradigmshave changed in recent decades
are also discussed to highlight their influences on the benchmarking project.

Changing Paradigms

In this chapter, high-stakes assessment, educational standards and the benchmark-
setting phenomena are first placed in their theoretical contexts and then within the
context of language assessment.

The major testing and assessment paradigm that was used in the last half of the
twentieth century stressed the reliability of test items over their validity because of
legitimate concerns about consistency and fairness in testing (Moss, 1994). In this
paradigm, language tests tended to test segments of language (e.g. slot and gap-
filling exercises and multiple-choice items) rather than discourse-based ‘chunks’
of language above the level of the sentence. The purpose of testing segments of
language was to avoid testing elements of language other than the construct or skill
being assessed. It was a paradigm that focused more on the act of testing than on the
more holistic paradigm of assessment.

The connotation of the term assessment and, in particular, the term high-stakes
assessment embraces a wider set of parameters than does the term testing. Advocates
of the testing paradigm would tend to avoid any form of integrated testing. Those
whowere opposed to integrated forms of testing had legitimate concerns (Lee, 2006).
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Their concerns focused on the psychological distance between starting and ending
the task, the potential areas for distraction or beingmisled during the earlier activities
and the problems associated with grading/marking the final product if it had been
‘contaminated’ by what had occurred earlier (Lee, 2006). It is easy to sympathise
with those who objected to integrated tests. Indeed, it was this basic stance with its
aim of testing only that which should be tested that led to language being segmented
so that the test items that were produced could be seen to test one element of language
only.

Reliability-focused testers felt that unless a test is reliable, questions about its
validity are not worth considering (Chapelle, 2012). Thus, questions of validity were
shrugged off and demoted to secondary status. This perspective allowed for the
growth of a form of testing known as indirect testing, a form of testing which states
that although the indirect test may lack validity, it is possible to infer from the test
taker’s score how well the skill or knowledge that is the focus of the test has been
mastered (Hughes, 2003). Such tests, including the Educational Testing Services’
TOEFL dominated the language testing market for years because it could be proven
that their tests were reliable (test–retest results were consistent) even though the
earlier version of the TOEFL paper-based test (PBT) contained no form of direct
testing of communication through speaking (an oral or speaking test) or writing
(writing an extended piece of prose) (Chalhoub-Deville & Turner, 2000). The format
of the TOEFL further evolved from a paper-based test to a computer-based test,
then to an Internet-based test (iBT), in association with developments in the theories
motivating test design; the TOEFL iBT paysmore attention than did the TOEFL PBT
to communicative competence and the ability to use language knowledge in relevant
contexts (Taylor & Angelis, 2008).

The University of Cambridge, however, had persevered—since the inception of
its Local Examinations Syndicate (UCLES) in the mid-1880s—with written tests
and, later, interactive oral tests. In the face of twentieth-century concerns about the
reliability of tests, it was believed byUCLES (nowknown asCambridgeAssessment)
and its advocates that there was a place for direct tests which they later balanced
with shorter segment tests of language through multiple-choice tests. In answer to
criticisms about the lack of reliability on thewritten and spoken tests, UCLESworked
hard to ensure that writing raters were standardised (all raters come to Cambridge to
be trained in grading and are standardised) (Milanovic, 2016; Weir, 2005).

In addition,with the use of new technologies such as videos andDVDs, the training
and standardisation of oral raters have become much more systematic and reliable.
Cost, of course, is a major consideration. The results of multiple-choice tests can be
scanned into a computer, and results processed very quickly (Bachman, 1990; Dooey,
2008). Direct tests, on the other hand, require human resources—assessors who have
to be trained first. As will be seen below, in the midst of these paradigm changes,
large testing organisations such as Educational Testing Services (ETS) have, over
the past thirty years, begun to make available tests of spoken and written English to
complement their original multiple-choice grammar, reading and listening tests.
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Before discussing changes in English language testing, changing paradigms in
testing and assessment practices in other places will be discussed. This is because
changes in English language testing and assessment often follow innovations that
have been made elsewhere (Eraut, 1994; Gipps, 1994). Eraut charts change to test-
ing in the professional world of airline pilots, lawyers and doctors. Gipps (ibid)
proposes a form of assessment that the title of her book Beyond Testing: Towards a
Theory of Educational Assessment encapsulates. She advocates a holistic, construc-
tive approach to assessment which de-emphasises the indirect tests, which deselect
so many test takers, in favour of regular, formative assessment rather than summative
assessment, and profiles of what students can do rather than scores which tell parents
and employers little except what the student cannot do.

As parents and teachers reacted to old-fashioned methods of reporting the results
of tests in a norm-referenced manner, Biggs (1996) illustrated this issue for Hong
Kong in discussing how 80% of the school cohort at age 16 (equivalent to US Year
11) are deselected by public examinations. The problem with this form of testing
and reporting is that only 20% of the whole cohort is deemed to have satisfied the
examiners. The rest, having been deselected in a norm-referenced manner, have no
means of showing prospective employers that they do, in fact, possess some academic
or vocational qualities. Thus, Gipps (ibid) and Tang and Biggs (1996) advocated all-
inclusive reporting of achievements for students, both stating that what should be
reported is what students can achieve, rather than what they cannot achieve. Biggs
(2012) reiterates that the use of criterion-referenced assessments better addresses
and reflects whether and in what way students have achieved the learning objectives.

Trends in Assessment and Evaluation

Given the background above, two trends have emerged over the past four decades
in the area of assessment and evaluation. These are criterion-referenced assessment
(often linked to a task-based curriculum and assessment procedures in English lan-
guage assessment) and competency-based assessment (often linked to vocational,
and, increasingly, professional-based training and assessment) (Hudson, 2005).

On the issue of competency-based assessment, Brindley states:

Competency-based models of vocational education and training have in recent years dom-
inated the educational landscape in Australia, the UK and New Zealand. They have also
begun to exert a significant influence in the field of language learning. (1995, pp. 145–164)

Brindley (1995, pp. 1–2) stresses the need for a theoretical approach to assessment
and discusses the necessity for test developers to begin with a clear theoretical con-
ceptualisation of the abilities they are assessing and to ‘reality-test’ their constructs
against data from the target language use situation. Brindley’s (1998) review of the
issues inherent in outcome-based assessment and reporting in language learning pro-
grammes warns against the problems of assessing individual progress in language
learning, especially when combining formative with summative reporting and in
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matters of reliability and validity in outcome statements. He states that these prob-
lems can be alleviated by close consultation between policy-makers, administrators
and practitioners. He discusses these issues in the context of school assessment and
stresses the need for teacher professional development.

In Canada, Citizenship and Immigration Canada (CIC) decided to implement
a project to develop language benchmarks for immigrants to Canada. Four TESL
Canada Learners’ conferences, held in 1994, discussed the issue, and the working
document Canadian Language Benchmarks was produced in 1996. Canadian Lan-
guage Benchmarks presented two sets of benchmarks—Canadian Language Bench-
marks: English as a Second Language for Adults and Canadian Language Bench-
marks: English as a Second Language for Literacy Learners. In 2000, the Canadian
Language Benchmarks 2000was published. The work aimed at making the language
benchmarks forCanada a practical andusable document (Pawlikowska-Smith, 2002).
It elaborated the theoretical basis of the language benchmarks, providing examples
of different language competence components, and demonstrating different levels
of language proficiency, from basic language proficiency to full fluency (Fleming,
2015). In 2012, a revised version of Canadian Language Benchmarks was pub-
lished, with an updated theoretical framework (see http://www.cic.gc.ca/english/pd
f/pub/language-benchmarks.pdf). The benchmarks were validated against the Com-
mon European Framework for Language, the American Council for the Teaching of
Foreign Languages (ACTFL ) and the Quebec version of the benchmarks. The com-
parisons showed that the benchmarks were consistent with the theoretical concepts
of the language frameworks as well as the key principles underlining other language
frameworks. The validations also indicated that the Canadian Language Benchmarks
were valid and reliable for a variety of purposes—including high-stakes ones—and
in a variety of contexts—including community, workplace and academic (Hajer &
Kaskens, 2012).

Other developed countries which possess an academically and professionally
trained language teaching workforce (such as Australia) require teachers to undergo
professional training before new forms of assessment can be exploited successfully
(see Elder, 1994). In the area of assessment of teacher classroom language, Elder
found significant correlations between the results of assessments of ESL teachers
and subject specialists, indicating that agreement can be reached when assessing
teachers’ classroom performance. One of the major objectives in making the Hong
Kong language benchmark Classroom Language Assessment (CLA) rating scales
criterion-referenced was the desire for transparency so that teachers themselves, as
well as informed laypersons, could, with training, reach similar grades when view-
ing videos of English teachers and assessing them on the four CLA scales. The Oral
Proficiency Interview (OPI) of the American Council for the Teaching of Foreign
Languages (ACTFL) is another example of a criterion-referenced certification test.
The test results demonstrate to what extent teachers’ levels of language proficiency
are sufficient for them to perform teaching duties (Bachman & Purpura, 2007). A
further factor in choosing criterion-referenced benchmarks is the positive washback
effect which the benchmarks can engender. McDowell (1995) states:

http://www.cic.gc.ca/english/pdf/pub/language-benchmarks.pdf
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…… it was felt that candidates for the ELSA would work towards establishing strategies for
‘passing’ the test by becoming test-wise and teachers would likewise seek ways to prepare
their candidates to maximise their chances of success. This has already proved to be the case.
(1995, p. 19) (our underlining)

The major effect of this changing paradigm of assessment on schooling is that
criteria are specified for the various stages of a student’s school life. Instead of being
ranked against other students, the student is ranked against a series of ‘can do’ state-
ments, competing against known, agreed, sets of criteria. These act as standards of
achievement which schools can report to parents and, eventually, employers. Hudson
(2005) reports further developments in criterion-referenced benchmark assessment,
such as the Canadian Language Benchmarks, the Common European Framework
and the Assessment of Language Performance Project (Hudson, 2005).

In caseswhere assessors have been initially trained and standardised against rating
scales and descriptors, it is extremely important, for purposes of reliability, that
whenever a new batch of assessments is to take place, further training is provided,
particularly if there has been a significant time-gap between the initial training and
the administration of the newbatch of assessments (see Lumley&McNamara, 1995).
Assessor training is important to ensure that all assessors assign grades in a consistent
way, especially when a test is graded by a group of assessors (Sercu, 2004). However,
in Baird et al.’s (2004) research, contradictory findings emerged to the effect that
exemplar works and discussion about students’ work did not contribute to more
reliable marking. Baird et al. (2004) explain that in a well-developed community of
assessment practice, one possible result of recent developments in explicit marking
schemes does not necessarily need exemplars and discussions to produce accurate
marking.

Language and Language Teacher Standards

Sykes and Wilson (1988) report on the work of the National Board for Professional
Teaching Standards which investigated the implications of introducing procedures
for the voluntary certification of teachers to a standard of ‘advanced competence’
with advanced levels of knowledge and skill. Foreign language teacher education
and certification requirements have changed considerably over the past forty years.
Whereas proficiency was not an issue in the era of audio-lingual methodology, with
teachers supposedly being able to compensate for their lack of proficiency by taking
their students to a language lab, foreign language teacher standards have recently
become increasingly important, with more attention being paid to teachers’ ability
to use language in the classroom (Donato, 2009).

In developing countries, teacher certification is nowadays becoming increasingly
important, although not as well established as teacher certification in developed
counties (Elder & Kim, 2014; Fischer, 2013; Pearson, Fonseca-Greber, & Foell,
2006). For example, in Indonesia, the government started a national-wide teacher
certification programme with the aim of certifying as many as 2.3 million teachers



16 D. Coniam and P. Falvey

by 2015, although such a certification process did not focus specifically on language
standards (Fahmi, Maulana, & Yusuf, 2011). Within the context of Asian languages,
Sadtono (1995)was an early caller for the certification of non-native speakers of ESL.
His intentions were broadly similar to those investigated in the LPATE case study
reported in this book—although his proposals did not involve the use of criterion-
referenced assessments.

A discussion of some of the relevant research conductedwith regard to benchmark
or certification procedures in the context of second language teachers’ language
standards will now be presented on a country-by-country basis.

USA

In the USA, a variety of language standards agencies have been set up to guaran-
tee the language standards of language teachers, such as the Interstate New Teacher
Assessment andSupport Consortium (INTASC), theAmericanCouncil on theTeach-
ing of Foreign Languages/National Council for Accreditation of Teacher Education
(ACTFL/NCATE) and National Board of Professional Teaching Standards (NBPTS)
(Donato, 2009).

As early as the 1990s, most USA states had somemeasure of certification for ESL
instructors in place (see, e.g. Grant, 1995; Kornblum & Garschick, 1992; Thomas
& Monoson, 1993). Many of the certification tests, however, appeared to focus on
subject-matter knowledge, rather than on language ability per se, although Thomas
and Monoson state, in relation to International Teaching Assistants (ITAs), that:

student complaints to legislators led to 20 states mandating higher educational institutions
develop policy on oral English language proficiency of international teaching assistants.
(ibid, p. 195)

The language proficiency of ITAs has been proven to be crucial in American
classrooms, with research indicating how greater ITA language fluency leads to
increased students’ perceptions of clarity and credibility (Li, Mazer, & Ju, 2011).

In the USA, many states have made it mandatory for international students to
be assessed on their oral language proficiency before they are allowed to teach.
The commonly used assessments are Speaking Proficiency English Assessment Kit
(SPEAK) test, locally developed teaching simulation tests, or the new TOEFLwhich
has an integrated speaking performance component (Farnsworth, 2013). The TOEFL
has been considered to measure the same general speaking proficiency as the locally
developed teaching simulation tests, although the teaching simulation tests address
more than general English language proficiency. The tests involve candidates giving
both a prepared lecturer in a specific content area and a short explanation of course
material. The Test of Oral Proficiency is such an example. The teaching simulation
tests fall in line with initiatives to assess pedagogical content knowledge—an issue
which Carlson (1990, pp. 157–163) discussed as far back as 1990:

to create items that require something other than a bit of pedagogical knowledge and a bit
of content knowledge. (1990, p. 159)
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The test designers thus attempted:

to create test items that require application of pedagogical knowledge to specific content
areas. (1990, p. 160)

At the end of the twentieth century, the No Child Left Behind act in the USA
brought further attention to teacher effectiveness and student achievement (Cham-
bless, 2012). Along with a concomitant increase in the number of immigrant stu-
dents who were English language learners (ELL), teachers were expected to have
the language knowledge to support ELL—attending, for example, to students’ oral
language development, supporting their academic language, and being sensible to
cultural differences (Samson&Collins, 2012). Such a requirement further supported
the stance that teachers need pedagogical content knowledge. Across different states
in the USA—Massachusetts, NewYork and Florida for example—there are different
teacher certification examinations focusing on the linguistic features of English, and
the effective use of language to cater for different student needs (Samson & Collins,
2012).

In addition to assessing language teachers through examinations, across differ-
ent states there are add-on ELSO (credentialing teachers of English to speakers of
other languages) certification programmes. Certain add-on ELSO programmes have,
however, been criticised for giving insufficient attention to prospective teachers’ lin-
guistic knowledge and abilities to teach linguistic knowledge to students (Reeves,
2010).

Language requirements have also been put in place for teachers ofworld languages
(including a range of languages such as French, Spanish or German). The American
Council on Teaching of Foreign Language (ACTFL) developed the OPI and WPT
to assess what foreign language teachers need to know, with all language teachers
having to meet minimum requirements before being permitted to take up teaching
duties (Burke, 2013). The teacher language proficiency tests in the USA expect
teachers to understand language acquisition and to create a supportive language
classroom. Teachers are expected to use appropriate teacher talk to give instructions,
to ask questions, to check learners’ understanding and to guide discussions (Pearson
et al., 2006).

In Sect. II, discussion will move to how issues such as those which Carlson cites
above were dealt with in the development of assessment instruments used to assess
the speaking and writing of English language teachers.
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Canada

Since 1992, a number of documents related to language policy for teachers have been
published, such as the Canadian Language Benchmarks 2000, Canadian Language
Benchmarks 2012 and Language Instruction to New Comers to Canada (LINC)
curriculum guidelines (Haque & Cray, 2007). These benchmarks guide teaching
approaches, assessments, activities and assessments in classrooms.

In Canada, where each of the 13 Canadian provinces has its own policies for
education, there are agreed expectations of language teachers. All language teachers
are expected to meet three minimum requirements: a post-secondary degree from
an accredited university, a qualification from an accredited teacher education pro-
gramme and evidence that the person will uphold the standards of the teaching pro-
fession (Salvatori, 2009). Specifically, most Canadian jurisdictions issue a generic
Kindergarten to Year 12 teacher certificate for English as a Second Language (ESL)
or French as a Second Language (FSL) teachers, which limits the number of teachers
who may be assigned to the teaching profession (Salvatori, 2009).

UK

Alderson et al. (1997) reported on a project with university students of French in the
UK to examine their subject-matter knowledge in French. The University of Cam-
bridge Local Examinations Syndicate/Royal Society of Arts examined the notion
of benchmarks (language ability and language awareness) for entry to their Cer-
tificate in the Teaching of English as a Foreign Language programmes because of
concerns that teachers applying for their courses leading to teacher examinations did
not possess minimum levels of subject-matter knowledge/language awareness.

In theUK, since 1998, primaryEnglish teachers have been required to demonstrate
their subject knowledge through a literacy test when exiting Postgraduate Certificate
for Education programmes. Further, the Department of Education has made it a
requirement that all in the state sector in the UK pass a literacy test organised by
the UKDepartment of Education (see https://getintoteaching.education.gov.uk/how-
to-apply/passing-the-skills-tests). The literacy professional skills test is divided into
four sections: spelling, punctuation, grammar and comprehension.

The Teaching Knowledge Test (TKT) was introduced by Cambridge ESOL in
2005 for practising or trainee teachers who teach English to Speakers of Other
Languages (ESOL). According to Cambridge ESOL, the test focuses on testing
knowledge about teaching (Spratt, 2015). The test papers included matching and
multiple-choice tasks on three modules:

1. Language and background to language learning and teaching
2. Lesson planning and use of resources for language teaching
3. Managing the teaching and learning resources (see http://www.cambridgeenglis

h.org/teaching-english/teaching-qualifications/tkt/about-tkt/).

https://getintoteaching.education.gov.uk/how-to-apply/passing-the-skills-tests
http://www.cambridgeenglish.org/teaching-english/teaching-qualifications/tkt/about-tkt/
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The TKT does not assess candidates’ teaching ability, performance in classroom
situations or English language proficiency. Rather, it assesses candidates’ declarative
or received knowledge about English language teaching. The knowledge components
assessed in the TKT included subject-matter knowledge, knowledge of the content,
pedagogical content knowledge and general pedagogical knowledge (Spratt, 2015).

Australia

A report to the Queensland Board of Teacher Registration (1992) discussed the situa-
tion with regard to the teaching of languages other than English in Australia. McKay
(1995, 2000) reported on the creation of Bandscales in Australia, where scales were
trialled on Australian students and profiling attempted. The ESL Bandscales are
proficiency scales tied to English language development, and they can be applied
to different schools and education systems where English is a medium of instruc-
tion (McKay, 2000). Arising from the Australian experience, McKay and Ferguson
(2000) debate if the Bandscales are transferable and in doing so present a set of
questions to guide the setting of standards for L2 learners both in Australia and in
Mainland China.

In an article reviewing the major contribution of Penny McKay to the field of
TESOL [Note 1], Dooley and Moore (2009) noted that the Bandscales had three
prominent features: first, the Bandscales were grounded in actual practice—which
can reflect and guide real classrooms. Second, the Bandscales were informed by the
assessment framework: the Bandscales were developed through an iterative process
that interrogated researchers’ and teachers’ classroom observations related to second
language acquisition research and related assessment research. Third, PennyMcKay
put considerable effort into extensive consultation with relevant stakeholders, to
ensure the impact of the Bandscales.

Japan

In 2003, an action plan on English language education was introduced in Japan. The
plan was introduced as a response to the critique that English language education
focused too much on exam-related learning and did not meet the multiple needs
associated with globalisation. In an attempt to ensure the quality of English lan-
guage teachers, proposals were put forward for English language teachers to obtain
a proficiency level equivalent to certain recognised local or international language
tests. Among the proposed recognised tests and suggested levels were: the pretest
level of the STEP test (the English certificate examination designed by Japan’s Eiken
Foundation the former Society for Testing English Proficiency); a score of 550 in the
Test of English as a Foreign Language (TOEFL), or 730 or above in the Test of
English as an International language (TOEIC) examination (Butler & Iino, 2005).
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The EIKEN Test (‘Jitsuyo Eigo Gino Kentei’, or Test in Practical English Pro-
ficiency) is one of the most widely used English language testing programmes in
Japan. The test is offered at seven levels: from Grade 1 (the highest level, equivalent
to CEFRC1) down toGrade 5 (the lowest level, equivalent to CEFRA1). The EIKEN
Test has been used to assess English language teachers’ proficiency, withGrade Pre-1
(B2) set as the benchmark level for English teachers (Eiken Tests, 2017).

As of late 2016, Grade Pre-1 or higher on the EIKEN had been achieved by 30.2%
of English teachers inmiddle school and by 57.3%of English teachers in high school.
The target set by the Japanese government was that 50% of middle school and 75%
of high school English teachers would achieve the Grade Pre-1 proficiency level by
2017 (see Kimura et al. 2017) for a discussion of developing classroom language
assessment benchmarks for Japanese teachers of English.

China

The People’s Republic of China (PRC) has long struggled to increase the competence
and professional skills of its teachers of English language, with expansions in the
provision of English language education creating a shortage of qualified English
teachers. In 1988, only 30% of English teachers in junior secondary schools and
26% in senior secondary schoolsmet the language requirements laid downbyChina’s
State Education Commission—a factor which greatly affected the envisioned goal
of English language teaching in China (Hu, 2005). In addition to a considerable
increase in the number of teacher education institutions and universities, there was
also a substantial increase in the provision of in-service teaching training courses
(Hu, 2005).

Despite the increase in provision, a coherent framework targetted specifically
at English language teacher proficiency across diverse pre-service and in-service
teacher education programmes in China (Hu, 2004) is still lacking. Whereas all
English teachers in China are expected to pass the Test for English Major students
TEM-4, such a test focuses on general English language proficiency rather than the
specific English language proficiency of English teachers cited by Elder (1993).

In 2016, a national social science project at Beijing Foreign Language Studies
University (Han & Qu, 2016) sets out to investigate potential ways of assessing
English language teachers’ language standards in Mainland China, despite the fact,
as mentioned, that currently no established language standards exist for English
teachers in China.

The Mainland China issue is massive and the size of the country both geographi-
cally and demographically does not lend itself to being tackled in the ways described
below as in the Hong Kong case study—assessing classroom language for example.
This is because of the sheer immensity of the task. It would be physically impossible
to train up and standardise classroom language assessors for the whole of the English
language teaching cadre in China.
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Hong Kong

In Hong Kong, as long ago as the early 1990s, Tam (1992) drew attention to the
need for quality control mechanisms for appraising the teaching labour force and
proposed an evaluative mechanism. Within the context of secondary school teachers
of English, Falvey (1995) discussed the overall lack of training that most secondary
school teachers of English had received (of the cohort of 3700 in 1993, only 14.2%
were both subject and professionally trained (see also Tsui, 1993). Falvey observed
that:

…. with such a large proportion of the workforce unqualified to teach English, either by
subject training or by professional training or both, teachers will, on the whole, have prob-
lems implementing any curriculum that requires, in addition to all other general educational
knowledge and sound methodological practices, a requisite amount of subject knowledge
and pedagogic content knowledge. (1995, p. 2)

Hamp-Lyons and Lumley (1998) described a project in which the development
of instruments to measure the writing and speaking proficiency (for English) of all
students graduating from the Hong Kong Polytechnic University was under way.
The project identified domains to which the criteria of the assessment could be
matched, identified actual levels of proficiency of final year students within these
criteria and devised descriptions of the identified proficiencies to indicate to end-users
what would be normally expected of graduates from various academic specialties.
These researchers, were, in effect, determining benchmarks of language proficiency
for English. The resulting Graduating Students’ Language Proficiency Assessment
(GSLPA) was first implemented in the 1999–2000 academic year. The test was a
wholly workplace-oriented, task-based performance test, designed to specifically
assess speaking and writing. Results on the GSLPA are reported on a scale from 1
(low) to 6 (high), with the symbol ‘+’ indicating intermediate points on the scales,
such as 2+, 3+. There are altogether 11 bands for the GSLPA (Qian, 2008). In 2007,
the Hong Kong Polytechnic University, in collaboration with the then Hong Kong
Institute of Education and Lingnan University, developed the Diagnostic English
Language Tracking Assessment (DELTA) test, which identifies students’ level of
language proficiency as well as offering test takers a feedback report (Urmston,
Raquel, & Tsang, 2013).

The English language benchmark case study described in this book illustrates
how in Hong Kong, the initiative by the Education Commission (through its Report
Number 6 in 1995) and the Advisory Committee on Teacher Education and Quali-
fications (ACTEQ) to set minimum language standards for teachers was timely, as
other places in both Hong Kong and around the world began to undertake similar
initiatives, using increasingly similar assessment methods.

As reported earlier, it was eventually confirmed that a battery of ‘formal’ tests
would be created (i.e. the four skills of reading, writing, listening and speaking),
together with a live classroom performance test of classroom language (Coniam &
Falvey, 2002). After the tests had been assembled, a pilot study, the Pilot Benchmark
Assessment (English) [PBAE], was then held in 1999 and administered to lower
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secondary (Years 7–9) English language teachers to see how these coped with the
prototype benchmark levels of language ability. The Government of the Hong Kong
Special Administrative Region (2000) published the examination syllabus and spec-
ifications for the LPATE test in 2000. The first live administration of the tests was
held in March 2001.

In early 2000, it was agreed that after 2006 the LPATE would be revised and only
offered to new teachers. In addition, and with some attendant controversy, based on
the studies that had been carried out, full exemption was offered to teachers holding
both a relevant degree and a professional teaching qualification. At the same time,
adequate provision (approximately US$30 million) was provided by the HKSAR
Government for in-service development courses for teachers to attain the required
standards. A revised LPATE was completed in 2007. This was broadly similar to the
2000 version, with some minor amendments (see Urmston Chap. 14 in this volume).

From the beginning, the Hong Kong Examinations and Assessment Authority
(HKEAA) administered the LPATE, with the exception of the Classroom Lan-
guageAssessment component,which is administered by theGovernment’sEducation
Bureau.

Making the Test Fit the Situation

While some evidence has been given above of countries which have some form
of language ability benchmarking in place, the manner in which the assessment of
teachers’ language ability for English language teaching is conducted also needs to
be taken into account. In this context, the test which appears to match closest the
demands placed upon English language teachers was the Guam Educators’ Test of
English Proficiency (Stansfield, Karl, & Kenyon, 1990). The Guam test assessed the
four skills of listening, speaking, reading and writing, with some of the test content
based around the subject area of language teaching.

While the approach taken by Stansfield et al. (1990) related tasks to the teaching
situation, therewas still no examination of a teacher’s language ability in the language
classroom, which may reveal weaknesses not in evidence in a formal test situation.
Furthermore, the work conducted by Stansfield and his colleagues occurred before
the impetus of performance-based, criterion-related assessment was fully accepted
with the result that the majority of the Guam tests contained limited-response items,
with a considerable amount of multiple-choice.

Summary

This chapter has outlined a historical picture of research into language benchmarks
which were beginning to be investigated and developed in various jurisdictions
around the world in the 1990s and 2000s.
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Note

1. Penny McKay (1948–2009), the Australian educator, who did much valuable
work in this area died at a relatively young age, in the midst of her career. She
and her work were honoured and commemorated in a number of articles: http://
www.tesol.org.au/files/files/362_Penny_McKay_Article.pdf (Dooley &Moore,
2009).
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Chapter 3
Issues in High-Stakes Assessment

David Coniam and Peter Falvey

Abstract This chapter describes and discusses the major issues involved in high-
stakes assessment and refers, where appropriate, to the language benchmark case
study, which is described in the following chapters. The full taxonomy of major
issues outlined below is not and need not always be present in its entirety in every set
of benchmarks, including language benchmarks. However, most major issues need
to be taken into account whenever agencies and assessment specialists meet to plan,
create, establish and implement benchmarks either for the public or for specialist
bodies.

Philosophical Perspectives

Chapter 2 discussed the changing paradigm in testing and assessment of all types
(e.g. school, public examination, vocational assessment, etc.).When involvement in a
high-stakes assessment procedure consists of stakeholders such as government, gov-
ernment agencies and assessment specialists, it is vital that government agencies be
involved and well-briefed from the beginning. One reason for this is that government
officials may not be familiar with changing paradigms or current assessment tech-
niques. They have often been educated in an assessment environment far different
from that prevailing at the time of a new assessment initiative. It is then necessary to
determine how far the government, and its agencies can accept the methods proposed
by the assessment specialists within the policy parameters in which they work.

In addition, government and its agencies, working together with specialist assess-
ment consultants, are able to consider policy issues that are far broader and more
far-reaching than the narrow focus which the assessment specialists, by themselves,
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bring to the task. Often this leads to questions such as ‘How much of what is being
proposed can be achieved’? and ‘How much is it all going to cost’?

Even more importantly, after an initial briefing and after agreement on the philo-
sophical stance to be adopted, it is essential that there is ongoing dialogue between
the government, its agencies, assessment specialists and other key stakeholders. This
is because whatever may be proposed by the assessment specialists, implementation
of a high-stakes assessment procedure which involves government and its agencies
must fit the government policy of the time. A project which is developed over a
number of months or years is often subject both to changes of government person-
nel (who always require additional orientation and briefing) and government policy.
These changes can often frustrate specialist assessment experts. However, because
policy supersedes whatever advisors might propose, advisors must learn to accept
policy, personnel changes and the sociological context of the project.

Policy Considerations—Washback

Linked to the issue described above are policy decisions affecting the washback
effect of high-stakes forms of assessment. The term washback is used in assessment
to indicate that the creation of test types, test questions or test specifications will
produce an effect which will wash back from the test developers to the test takers so
that test taker behaviour is affected (for a detailed description of the term washback
see Cheng & Curtis, 2012). A simple example is the effect on proficiency tests of
the introduction of an oral component into a battery of tests that formerly did not
contain one. The introduction of the oral test will have an immediate effect on the
behaviour both of the test takers and on those who run courses for the test takers.

In the case study, described in Chap. 6, a number of policy decisions were made
by the English Language Subject Benchmark Committee (ELSBC) that was set up
to make recommendations to the HKSAR Government on language benchmarks
for teachers. One of their major decisions was to deliberately and strongly recom-
mend that the assessment of classroom language should take place in live classroom
settings. Since no example of such procedures being carried out in other forms of
teacher certification (apart from full-time professional courses run at universities for
postgraduate diplomas and the RSA/UCLES teacher certificates and diplomas) could
be found at the time, washback considerations were a major issue—particularly in
terms of the huge costs and logistic requirements required to carry out the assess-
ments. The washback effect was, of course, instantaneous, with course providers for
pre-service language teachers and in-service course developers immediately build-
ing into their language benchmark programmes components on classroom language
awareness andpractice.
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The Role of Stakeholders

In the process of high-stakes assessment, there are normally a number of stakehold-
ers, all with varying degrees of involvement in the process. Clearly, the participants
in any form of benchmarking include those who initiate the process, those being
assessed, those implementing the process, those who do the assessing and those who
certify the process. It is possible and, indeed, likely that none of those assigned to
these categories are involved in the process more than once, i.e., those being bench-
marked are unlikely to be assessors of benchmarks, developers of benchmarks or
implementers of benchmarks. Each role has separate and distinct functions. Other
stakeholders may be trade union officials whose role may be to support and defend
their members rather than to seek to be involved in setting standards, particularly
if it is considered that some of its members may not reach the standards that have
been set. Such a role is an uncomfortable one. Trade unions may wish to behave
professionally but have to act as a defender of jobs, even though they recognise
that not all their members are likely to reach set, agreed benchmarks. The role of
government in maintaining high levels of information, education and the dissemina-
tion of arrangements for the implementation of benchmarks is crucial. The inclusion
and engagement of as many stakeholders as possible in a benchmarking project are
usually seen as a vital ingredient for the overall success of the benchmarking project.

Methodology for the Investigation—and Data Collection

The methodology used in the collection of data for any investigation is affected by
the philosophical stance adopted by the researchers. Setting benchmarks requires
the collection of evidence that can be analysed and interpreted so that, eventually,
enough data is collected upon which to base the benchmarks. In order to create rich,
‘thick’, data during the investigative phase, it is important to use asmany data sources
as possible (Lincoln & Guba, 1985; Denzin & Lincoln, 2011) if they are to provide
the data required to formulate benchmarks.

However, in order to begin to develop constructs for criterion-referenced bench-
marks, the first form of data collection should be the sampling of the on-task per-
formance of the clients being investigated. When it is not dangerous to carry out
sampling of performances, e.g. when setting benchmarks for language teachers (or
for any other cohort of professionals), and little or no disturbance is created by the
collection of data, it is the investigators’ first priority to collect data in the clients’
workplace.

In the Hong Kong case study of English language teachers, described in Chap.
6, the observation of classroom language made it possible to collect, transcribe and
analyse the data fromwhich the constructs which underpin teacher language could be
developed. Subsequently, descriptors for the four constructs that had been identified
were created. In addition, interviews with and observation of teachers led to other
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constructs (those required for the professional life of a teacher) being identified and,
later, assessed.

Authenticity of Task

In high-stakes forms of assessment, test takers find it difficult to accept any form of
assessment which is not, at first glance, relevant to the work they do either directly
or indirectly. Bachman and Palmer (1996) defined ‘authenticity’ as the degree that
test task characteristics correspond to those in Target Language Use situations. The
resistance to some forms of high-stakes testing of teachers in the USA (see, e.g.,
the case of Massachusetts in the USA—Madaus, 1988) was fuelled by the percep-
tion that multiple-choice tests were not the best way to test a teacher’s knowledge,
understanding and practice of educational principles. Authenticity has been one of
the key issues addressed in language tests in recent years [see, e.g., discussion over
the communicative language testing that emphasised real-life tasks and authenticity,
and performance (Fulcher, 2000) and formats and model of delivery of listening tests
(Taylor, 2012)]

As will be illustrated, test takers in the case study found the Classroom Language
Assessment the most relevant form of assessment. They also eventually perceived
the other performance tests, viz Speaking and Writing, to be authentic and linked
to tasks that teachers of English have to perform. After detailed explanations of and
experience of taking the other forms of assessment, they also felt that the reading tests
were appropriate and relevant although problems with the Listening Test persisted
for some time.

Ethics

The issue of ethics has always existed in high profile fields such as medicine (e.g. the
role of fertility clinics, cloning and the use of brain cells and stem cells in creating
life forms). However, the use of the term ethics is now being used regularly in
academic life (the use of animals in experiments and the use of human ‘subjects’
now sometimes referred to as ‘data points’ in research).

As early as 1972, the National Council on Measurement in Education (NCME),
the Association for Measurement and Evaluation in Guidance (AMEG), and the
American Association for Counselling and Development (AACD is now known as
the American Counselling Association) developed a position paper on the respon-
sible use of tests that was intended to ensure that tests are given, and examinees
are treated, fairly and wisely (AMEG, 1972). Later in the 1970s, AACD developed
a statement on the responsibilities of the users of standardised tests, a document
that was revised in 1989 (AACD, 1989). Ethical issues in assessment entered the
research literature in 1972 (Schmeiser, 1995 refers to the decisions outlined in the
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above paragraph). Researchers such as Hamp-Lyons and Lumley (2000), and Bailey
and Butler (2004) also discuss issues such as participant involvement in assess-
ment, the test taker’s right to the release of results, issues of test taker privacy, test
taker rights in the pretesting of forms of assessment, confidentiality, disclosure and
anonymity. The use of indirect testing to make predictions about test takers in high-
stakes assessments was beginning to be questioned at this time, hence the publication
of the American Educational Research Association’s (AERA) guidelines, the Posi-
tion Statement Concerning High-Stakes Testing in PreK-12 Education (2000). The
issue of ethics has also been addressed regarding accommodating test papers to cater
for the needs of candidates in certain minority groups or with special needs, for
example, visual, hearing or other physical impairments. However, careful consider-
ation must be given to changes as such changes in test context, format and delivery
may change the construct and inferences that can be made from the score (Taylor &
Angelis, 2008).

One difficult area in ethics is the production of exemplars in high-stakes assess-
ment procedures that contain performances by participants. This occurs when exem-
plar material is required for presentation purposes. In the production of video-
recorded samples which show test takers taking the test it is ethically unfair to show
test takers taking the test to others without first gaining the test takers’ approval
and indicating to them the audiences who will watch them taking the test. Prior
permission must be obtained.

Transparency (Including the Need to Publish)

High-stakes examinations, fraught as they are with tension, can only benefit from
attempts to make them transparent. If it is clear to the potential test taker what the
benchmark is, what it consists of, what exemplars exist and whether they are easily
publically available, what marking schemes are being used (made more transpar-
ent by the use of criterion-referenced assessment with its accompanying scales and
descriptors), levels of anxiety are likely to decrease. As the UKAcademy of Medical
Royal Colleges put it (2015:7):

Since no single method and no single set of procedures can guarantee the defensibility of
the standard, there is a duty of transparency towards all stakeholders around the various
decisions and their implementations. Documenting how due process was followed allows
the stakeholders to see the systematicity of the approach, and therefore forms part of the
defensibility evidence for the standard. Following due process may at times result in uncom-
fortable outcomes, such as a 0% pass rate, or a different pass mark on different days of an
examination. Transparency and clear communication about the process should help maintain
both good practice and the acceptability of its outcomes to all stakeholders.

Part of the notion of transparency is the willingness of the ‘paymaster’/the client
to allow findings of ongoing investigations into high-stakes examinations to be pub-
lished and disseminated. The more that can be added to the public domain the higher
the level of transparency of the assessment being considered. The authors were grate-
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ful to the HKSAR Government and the HKEAA for allowing them to publish the
findings of the investigations they carried out into the validity of the LPATE.

Time Frames—Lead-in Periods

One of the major issues in language benchmarking is the issue of lead-in time in the
formulation, preparation and implementation of a battery of assessment instruments.
Inevitably, there will be a tension between the time frame that the client wants and
the time frame that the researchers and assessment developers feel is required in
order to do the job well. The test of who has won in this struggle is the amount of
time deviation from/adherence to normal practice in the development of the battery.

Issues Involving the Mixing of Criterion-Referenced
Assessment and Analytically Marked Tests

One assumption, accepted by test developers worldwide is that in order to create
a battery of tests large enough to satisfy the demands of a high-stakes assessment
mechanism, it might be necessary to develop a mixture of tests and test types. A
major issue arises when the assessment procedures consist of a mixture of criterion-
referenced assessment procedures and tests that are analytically marked.

The issue becomes one of how to calibrate analytically marked tests (such as
tests of reading and listening) with criterion-referenced assessments. Criterion-
referenced assessment enables a test taker profile to be created where the
grades/standard/benchmarks which have been achieved by the test taker can be
described on the certificate or assessment report form.

Traditional forms of reading and writing have been used for many years for pur-
poses of norm-referenced assessment. In such cases, it does not matter that one test
may be more difficult or less difficult than another because each time the test is
administered, it is administered to a similar whole-population cohort and is used for
selection or promotion purposes because it ranks the test takers. Such a process does
not match the requirements of a benchmark test because a benchmark test wants only
a cut score.

However, the problem of what the ‘cut’ scores should be still has to be faced. A
‘cut’ score is required for analytically marked tests in a battery of tests which also
includes criterion-referenced tests. There are a number of methods that can be used
but basically they come down to two major approaches. The first is the use of expert
judges using either the Nedelsky method or the Angoff method. The essence of this
approach is that the judges (at least 10–20 in number) make decisions about each
item in the question paper and decide whether or not a borderline-pass test taker
would score/pass on that item. The sum total of these scores are then added together
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and divided by the number of assessors. The figure that is reached by these means
becomes the ‘cut’ score. This issue is addressed in much greater detail by Drave in
Section III of this volume.

The other major method is to choose the criterion-referenced test in the battery
which best fits the benchmarks, e.g. the Classroom Language Assessment in the
LPATE case study. The grades awarded on that benchmark are then used as a basis
to statistically analyse the analytically marked tests using Rasch measurement tech-
niques. The cut scores for the analytically marked tests that are produced by this
method are used as benchmarks, for example reading and listening tests.

Exemptions

This is always a contentious issuewhen benchmarks are being set. A normal response
in industry, when dealing with materials, is that materials affected by the new
(or upgraded) benchmark must conform to benchmark standards from an agreed
date. When personnel are affected, time is normally allowed for existing staff to
be upgraded through development programmes or for new staff to be recruited. In
certain cases, when it can be shown that certain categories of personnel already meet
the new or upgraded benchmarks, exemptions are permitted either on a category or
case-by-case basis.

Formal Tests or Continuous Assessment?

Linked to the issue of exemption is the issue of whether to use a one-off form of
benchmarking assessment through a battery of assessment instruments at designated
intervals or to carry out continuous assessment over time to discover whether par-
ticipants eventually meet the benchmarks. There are arguments for both types of
assessment. When the benchmark involves personnel, a one-off set of assessments
can accomplish a great deal quickly. It can also be used diagnostically to indicate
whether and in what areas staff may require assistance in order to attain the bench-
marks that they have ‘failed’.

Issues Pertaining to the Case Study

A considerable amount of money (US$ 30 million) was set aside by the HKSAR
Government to allow teachers to attend development and immersion courses in order
to try to attain the benchmark.

Within the context of teacher language assessment, an important issue is whether
language proficiency can be divorced from knowledge and awareness of language
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(subject content) and the ability to use appropriate teaching materials and resources
at an appropriate level for students (pedagogic content knowledge). These issues are
addressed in the case study, particularly in the Writing Test (Tasks 2a where student
language errors had to be corrected and 2b where student language errors had to be
explained) and the Speaking Test (Task 3 where three test takers had to discuss a
student composition).

Summary

Chapter 4 describes the background to the education system in Hong Kong, and
Chap. 5 describes the methodological approaches used in the benchmark case study.
Chaps. 6–9 trace the history of the benchmark initiative from its origins in 1995–1996
to its validation and implementation by the HKSARGovernment in 2000–2001. The
remainder of Section I therefore contains six chapters, as follows:

Chapter 4 Date An overview of the Hong Kong education and examination systems

Chapter 5 1996 An account of the study’s methodology and various statistical
techniques and software packages used in Chaps. 6–9

Chapter 6 1996 The initial consultancy feasibility study

Chapter 7 1997–1998 Validation studies and the work of the English Language
Benchmark Subject Committee

Chapter 8 1999 The Pilot Benchmark Assessment (English) test bed study, the
PBAE

Chapter 9 2000 Determining benchmarks after the PBAE
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Chapter 4
Background to the Hong Kong Education
System

David Coniam and Peter Falvey

Abstract This chapter provides the reader with an introduction to the Hong Kong
education system and the development of teacher education in Hong Kong. It should
be noted that descriptions of the Hong Kong education system have been provided in
other articles byConiam and Falvey (see Coniam and Falvey inValidating technolog-
ical innovation: The introduction and implementation of onscreen marking in Hong
Kong. Springer, Singapore, pp. 1–7, 2016; Coniam&Falvey, 2013, vi; Adamson and
Li in Education and society in Hong Kong and Macao: Comparative perspectives on
continuity and change, The University of Hong Kong, Hong Kong, pp. 35–60, 2004).
Readers should not, therefore, be surprised to come across similar descriptions in
the current chapter. The authoritative work on the Hong Kong education system pre-
1841 to 1941 is Sweeting (Education in Hong Kong pre-1841 to 1941. Hong Kong
University Press, Hong Kong, 1990; A phoenix transformed: The reconstruction of
education in post-war Hong Kong. Oxford University Press, Hong Kong, 1993). (See
also Tang and Bray in Journal of Educational Administration 38(5):468–485, 2000).

Overview of the Hong Kong Education and Examination
Systems

Background

Hong Kong was governed by the UK for 156 years from 1841–1997, when the
territory was finally handed back to Mainland China and became the Hong Kong
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Special Administrative Region (HKSAR). During that period, the education system
was based on the UK model.

Received opinion was that the British brought education to Hong Kong. Sweeting
(1990, p. 2), however, rejects that notion by observing that well before the advent
of the British, schools already existed in Hong Kong. After the British arrived in
Hong Kong, education came mainly from missionaries; e.g., Italian missionaries
began to provide schooling to British and Chinese young males in 1843. The push
for the education of Chinese in a British system did not begin until the rise of social
awareness in the Chinese community following the 1919May FourthMovement and
the 1934 New LifeMovement in China. Educating the poor did not become a priority
until they accounted for the majority of the population.

Education and Examination Structure

The structure of mainstream education for many years was nine years of compulsory
schooling in Hong Kong, six in primary school and three in junior secondary school.
Over the past thirty years, however, few students actually received only nine years of
education. Most received at least eleven years of education. The effective structure
was six years of primary education, followed by five years of secondary education
leading to the first public examination, the Hong Kong Certificate of Education
Examination (HKCEE), and for a few, a further two years of education leading to the
Hong Kong Advanced Level Examinations (HKALE) —the precursor to university
education.

However, since 1997, the date of the handover of Hong Kong to Chinese
sovereignty, there have been substantial changes to the state education system. For
instance, the policy toward the language of instruction changed dramatically when
Chinese medium education was promulgated soon after the handover. Incidentally,
the governmentmade a policy out of reality for themajority of its students by increas-
ing the nine years of compulsory education to twelve years as of 2009. Furthermore,
a decision to change the secondary school structure to six years not five or seven was
a major initiative. Now secondary education in Hong Kong resembles the structure
of secondary education in China, Australia, and the USA and lasts for six years.
Major changes to the education system are shown in Table 4.1.

As shown above, under the New Academic Structure (NAS), the six years of
secondary education lead to the HKDSE (Hong Kong Diploma of Secondary Edu-
cation) examination (see below for a fuller description). After the HKDSE, students
move on to work or to post-secondary, vocational, or tertiary courses. Because of the
restructuring of the HKDSE, most tertiary courses are now of four years’ duration.

There are three main groups of schools: government; subsidized (usually admin-
istered by religious organizations and charities); and private schools. Secondary
schools are ‘banded’ (i.e., streamed) into three bands according to the academic
level of students coming from the primary sector. Band 1 is the highest band.
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Table 4.1 Education system
Under British rule Since 2009—New Academic Structure

Education system Examination system Education system Examination system

Primary—6 years Primary—6 years

Secondary—5 years Hong Kong Certificate of Education
Examination (HKCEE)

Junior
secondary—3 years

Upper
secondary—2 years

Hong Kong Advanced Supplementary Level
Examination (HKASLE)
Hong Kong Advanced Level Examination
(HKALE)

Senior
secondary—3 years

Hong Kong Diploma
of Secondary
Education (HKDSE)

Tertiary—3 years Graduation Tertiary—4 years Graduation

Hong Kong has always been very examination oriented. However, more continu-
ous and formative assessment has emerged in recent years including a large move to
school-based assessment (see the description of the grading system for the HKDSE
below).

For decades, it was common for two primary schools to share one set of buildings
with separate morning and afternoon sessions. Nowadays, however, changes to the
population have resulted in themajority of primary schools beingwhole-day schools.

In the 2016–2017 financial year, the total budgeted government expenditure on
education was HK$84 billion (approximately US$10.8 billion), representing 17%
of total government expenditure (http://www.gov.hk/en/about/abouthk/factsheets/d
ocs/education.pdf, accessed November 2017).

English Language Learning in Hong Kong

Students in Hong Kong begin learning English at Primary 1 (age six), and students
receive, on average, four to six hours’ English language tuition a week in primary
schools, and seven to nine hours’ English language tuition in secondary schools (see
Nunan, 2003). It is suggested by the EDB that about 17–21% of school hours should
be devoted to English language education (https://cd.edb.gov.hk/becg/english/chapt
er2.html, accessed November 2017).

Panel Chairs

Panel chairs are heads of department—teachers who are appointed to coordinate,
administer and, if qualified, provide academic leadership for all the teachers in a
school who teach the panel chair’s subject. The panel may consist of ten staff or more
and, until relatively recently, included a number of teachers whose major teaching
subject was not English.

http://www.gov.hk/en/about/abouthk/factsheets/docs/education.pdf
https://cd.edb.gov.hk/becg/english/chapter2.html
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Heads of department/panel chairs in Hong Kong secondary schools undertake
many professional as well as administrative duties, including selecting textbooks,
inspecting tests and homework, and approving locally produced materials (Benson,
2010). The discussions over the duty of English heads of department indicate that the
latter should have language, curriculum, and managerial expertize to manage their
department. On this basis, there evolved, from within the school sector, a trend to
accept a rather higher baseline for the appointment of heads of department (LPATE
Level 4) than for English language teachers (LPATE Level 3) (Coniam and Falvey,
2002; this volume, Section IV).

Teacher Education

Teacher training has been a neglected activity until recently. Until the 1990s, it was
still a worldwide phenomenon that teachers were untrained (Li & Kwo, 2004). The
lack of teacher training was related to a variety of factors, such as teacher training
being just a small part of the educational system; the belief that any person who
completed a particular level of education could teach students at lower levels; and,
possibly, the schools’ budgets as trained teachers are better paid (Li & Kwo, 2004).
Until 1994, all primary teachers were educated at government-run teacher training
colleges. They were not graduates; instead, they entered the colleges of education for
three years after they left secondary school in Year 11 or for two years after they left
secondary school in Year 13. After graduation, all were titled ‘Certificated Teachers’.

Before the handover in Hong Kong in 1997, teaching, compared with other pro-
fessions such as medicine or law, was a semi-profession (Morris, 2004). Historically,
there had been no official requirement that a person should be professionally trained
before entering the teaching profession. Any person wanting to be a teacher has to
apply to EDB to become either a ‘registered teacher’ (RT) or a ‘permitted teacher’
(PT). To be qualified as a ‘registered teacher’, a person must have obtained ‘qualified
teacher status’ (QTS) through completing a sub-degree level certificate/diploma of
education, or a bachelor degree in education, or a postgraduate certificate/diploma
in education (Lee, 2013).

The low requirement for teachers was associated with the types of professional
training courses provided in teacher education. Before 1920, teacher education was
mainly conducted at the training school or college level, for example, in St Paul’s
College, Central School, and Wanchai Normal School. The first four-year under-
graduate course on teacher education was launched at the University of Hong Kong
(HKU) in 1920. In 1965, the Chinese University of Hong Kong (CUHK) also estab-
lished a School of Education, providing pre-service and in-service training mainly
for secondary teachers (Li & Kwo, 2004).

Among the most significant developments in Hong Kong, teacher education was
the establishment of the Hong Kong Institute of Education (HKIEd) in 1994, which
was renamed the Education University of HongKong (EdUHK) in 2016. The HKIEd
was formed by joining the five existing colleges of education at that time (Li &
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Kwo, 2004). In 2000–2001, the HKIEd joined the other seven tertiary institutions in
Hong Kong under the financial, course validation and quality assurance procedures
of the University Grants Council. In addition, the HKIEd began to offer full-time
four-year undergraduate programmes and part-time postgraduate diploma/certificate
programmes for those of its former alumni who had, over the years, obtained an
undergraduate degree through distance-learning and/or overseas degree programmes.

The entry requirement to a teacher education programme was low. Pre-service
primary teachers either received two-year training after completing Form 7 (Year
13), or three-year training after completing Form 5 (Year 11), before they were
enrolled in the HKIEd for a Certificate of Primary Education. The degree courses
were offered at HKU and CUHK, mainly for the purpose of building up specialist
secondary teachers (Li & Kwo, 2004).

As teachers could become qualified through either sub-degree courses or degree
courses, teachers were assigned to teach students of different levels according to
the qualifications they held. Certificate holders who trained in the former colleges
of education/HKIEd taught mainly at primary and junior secondary level, whereas
degree holders taught mainly at senior secondary level (Law, 2003). To cater for
the expansion of education which occurred after waves of immigration from China
before the late 1970s, the Hong Kong Government had to employ untrained teachers,
which affected the quality of the teaching profession for decades. Teachers often had
to teach more than one subject and had to teach subjects for which they were not
trained (Law, 2003).

As stated above, in 2000–2001, the HKIEd, the major teacher educator provider,
joined the other seven tertiary institutions in Hong Kong for funding and quality
control purposes. In addition, the HKIEd increasingly began offering full-time four-
year undergraduate programmes and part-time postgraduate diploma/certificate pro-
grammes for its former alumni who had, over the years, obtained an undergraduate
degree through distance learning and/or overseas degree programmes. CUHK (The
ChineseUniversity ofHongKong),HKU(TheUniversity ofHongKong), andHKBU
(Hong Kong Baptist University) also provided undergraduate and postgraduate pro-
grammes for pre-service and in-service teachers. The OUHK (Open University of
Hong Kong, newly established in 1989), also offered degree courses and in-service
and pre-service PGCE courses for primary and secondary school teachers (Lee,
2013).

As a response to the announcement made by the Chief Executive in 1997 that
all future new teachers should be graduates and professionally trained, from 2002,
all sub-degree courses, except in the area of early childhood education, were closed
down (Morris, 2004).

Along with the increasing awareness worldwide that teachers should be both sub-
ject trained and professionally trained; a number of measures were taken in Hong
Kong—both to enhance teacher professionalism and to gauge teacher profession-
alism. In 2000, Hong Kong’s Education Commission launched a reform proposal
entitled Learning for Life, Learning through Life (Education Commission, 2000).
Following this report, a number of in-service training courses were provided in ter-
tiary institutions. The language benchmark assessment (the LPATE) was also intro-
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duced within this context, to make sure that all English and Putonghua language
teachers met minimum language requirements (Li & Kwo, 2004).

Following these moves for greater professionalism, there was a considerable
improvement in teachers’ qualifications. In the year 2010–2011, of the 21,000 pri-
mary school teachers (including about 1600 non-degree holders), approximately 95%
were trained; likewise of the 29,000 secondary school teachers (including 900 non-
degree holders), about 94% were trained (Lee, 2013). As the discussion in Section
II demonstrates the wide variety of language ability of teachers of different levels
is invariably linked to the amount of academic and professional training teachers of
English in Hong Kong have received.

It was also increasingly recognized by government that the days of non-graduate
teachers were over if Hong Kong was to move on as a sophisticated, high-tech,
service center with commensurate higher levels of education and language ability in
its workforce.

Medium of Instruction in Schools

In Hong Kong, approximately 95% people are ethnic Chinese, most of whom have
migrated from China’s Guangdong Province. The remaining 5% come from places
such as South Asia, East Asia, Europe, North America, or Australia (Census and
Statistics Department, 2011). Despite the fact that the majority of people in Hong
Kong spoke, read, and wrote Chinese, English was the sole official language until
1974. Chinese (i.e., Cantonese for the spoken language and Modern Standard Chi-
nese for the written language) was recognized as an official language only after
considerable pressure (Tsui, 2004).

The medium of instruction, i.e., using English as a Medium of Instruction (EMI),
or using Chinese as a Medium of Instruction (CMI), has been debated since colonial
times. Tsui (2004) points out that language policy is not solely an educational issue.
The language policy must be understood in its social and political context. A review
of the changes in the medium of instruction (MOI) in Hong Kong shows that the
selection of medium of instruction is closely associated with the social, political and
educational context of Hong Kong (see Jeon, 2016; Poon, 2013; Tsui, 2004).

Although English was the major medium of instruction in the colonial period,
using Chinese as a medium of instruction was advocated as early as the 1960s,
asserting that learning through a foreign language would impact negatively on the
quality of learning, and that having a good foundation in the mother tongue was nec-
essary for acquiring a second language (Tsui, 2004). In 1963, a government study
about the educational needs of Hong Kong students showed that EMI education
placed a heavy burden on students. The colonial government was nonetheless reluc-
tant to support CMI. Indeed, a member of the Education Commission blatantly stated
that anglicizing the Chinese would make them intermediaries between the colonial
government and the local people (Pennycook, 1998; Tsui, 2004). On the other hand,
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EMI education was seen as a means of satisfying parents in that it enabled students
to better communicate with the international community.

In 1973–74, the Government once again proposed using Chinese as a medium of
instruction but this proposal was not accepted: parental concerns and Hong Kong’s
economic development were put forward as the major issue blocking such a move.
One change, however, was that the government left the choice of MOI to individual
schools. For the first time, in 1974, the Hong Kong School Certificate Examinations
could be taken either in Chinese or in English (Tsui, 2004). The change in the
MOI was also associated with the fact that, in 1974, Chinese was recognized by the
government as an official language.

Until 1994, the MOI was decided by individual schools, which Poon (2013)
describes as the ‘laissez-faire policy period’. Although schools claimed to be EMI
schools, the mixed use of English and Chinese was prevalent in classes in these
schools (Johnson, 1983; Lo & Lo, 2014). As only around 30% of students were able
to learn through English effectively (Poon, 2013), most EMI schools used mixed-
code teaching (a mixture of English and Cantonese) because of students’ limited
English language proficiency (Poon, 2013).

In 1994, theHongKongGovernment adopted amore rigorous language streaming
policy. Schools were streamed into EMI schools, CMI schools, and two-medium
schools on the basis of their students’ language ability. Such a policy was not well
received by parents and students, as the policy deprived schools of a free choice on
the selection of the MOI (Jeon, 2016; Poon, 2013).

Upon the return of Hong Kong to China in 1997, the HKSAR Government intro-
duced a compulsory CMI policy, whereby only schools with 85% of students achiev-
ing a satisfactory level of English over the previous three years would be permitted to
use English as the MOI. Despite there being opposition from parents, such a strategy
was supported by pedagogical evidence that learning through the mother tongue was
more beneficial to students (Poon, 2013).

Since, for historical, ideological, and economic reasons, English enjoyed a high
status in Hong Kong, many objections to the compulsory English policy were made
by the public. Parents whose children now had to attend ‘CMI’ schools considered
that such a policy deprived their children of access to higher education and good jobs
(Poon, 2013). CMI school principals made the point that the policies made many
CMI schools appear second class by limiting the number of high-quality students
that CMI schools could enroll (Tsui, 2004). The CMI policy was also accused of
restricting social mobility by blocking people’s pathways to the elite (Poon, 2013).
Despite the objections, research indicated that students benefited from learning in
their mother tongue (see Marsh, Hau, & Kong, 2000; Ng, Tsui, & Marton, 2001).
Nonetheless, despite such positive evidence, Hong Kong parents still showed an
unwillingness to send their children to CMI schools.

As a response to some of the objections, the then Education Department issued
theMedium of instruction: Guidance for secondary schools in September 1997—to
permit schools to teach through the medium of English, provided that they demon-
strated sufficient capacity to do so (http://www.edb.gov.hk/en/edu-system/primary-s
econdary/applicable-to-secondary/moi/guidance-index.html—accessed June 2016).

http://www.edb.gov.hk/en/edu-system/primary-secondary/applicable-to-secondary/moi/guidance-index.html
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Schools that were permitted to use EMI would be subject to scrutiny every six years
to ensure the quality of education; schools were also allowed to change their medium
of instruction on the basis of student ability, teacher capacity, and the availability of
support measures (Poon, 2013).

In 2010, the government amended the strict EMI policy, introducing ‘fine-tuning’
to the mix. Under the new framework, schools were permitted greater flexibility in
deciding their medium of instruction. The fine-tuning policy allows a spectrum of
MOI arrangements across schools, ranging from total CMI at one end, to CMI or EMI
in different subjects in the middle, and total EMI at the other end. Under this policy,
schools are allowed to offer EMI classes, partial EMI classes, or CMI classes based
on students’ ability to learn through English, teachers’ capacities to teach through
English, and school support (Jeon, 2016; Poon, 2013). Research into the fine-tuning
policy has, however, reinforced many of the educational issues continually plaguing
EMI. These issues concern whether students have sufficient language proficiency to
study through a second language, whether teachers have the capacity to teach through
English and whether sufficient resources and support are provided (Chan, 2014).

School Type

Originally, the majority of schools in Hong Kong were founded by religious bodies
andmerchant or clan groups. As education provision expanded, the government itself
created schools that were directly funded from the public purse. Later, schools were
founded by individuals or private bodies and funded from fees or funds provided
by individuals. By the year 2000, government and religious/merchant schools were
either directly resourced or ‘subvented’ by the HKSAR Government. It should be
noted that the influence of school governing bodies, particularly religious ones, is
very strong in Hong Kong. Indeed, it can be said that these bodies effectively set the
curriculum in schools not the EDB.

Education Bodies and the Line of Command in Hong Kong

The policy bureau of the HKSAR Government is the Education Bureau (EDB).
The Hong Kong Examinations and Assessment Authority (HKEAA) is an

autonomous body, established in 1978 to conduct all public examinations in Hong
Kong. The Hong Kong Education Commission was an independent advisory, body,
established in 1982, in order to provide Government with policy advice (Coniam &
Falvey, 2013).
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Summary

This chapter has described the education and examination systems of Hong Kong.
Chapter 5 describes the methodological approaches to the study and the analytical
measurement tools used in the study.
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Chapter 5
The Initial 1996 Consultancy Study

David Coniam and Peter Falvey

Abstract In December 1995, the Education Commission published Report Number
6 (ECR6), passing two issues to the Advisory Committee on Teacher Education and
Qualifications (ACTEQ) for the latter’s consideration and action. These were: (1)
That minimum language proficiency standards should be met by all teachers in their
chosen medium of instruction. (2) That levels of language and professional com-
petence (‘benchmark’ qualifications) should be established for all language teach-
ers. This chapter describes the initial 1996 benchmark consultancy study and what
emerged from it.

Call for Tenders for an Investigative Consultancy Study

In early 1996, Education and Manpower Bureau (EMB) placed an advertisement
in the Hong Kong press for tenders to investigate the establishing of benchmarks
for teachers of English language, Putonghua and Chinese. The time frame was four
months—from April to July 1996. For English, EMB proposed that benchmarks be
investigated for the following purposes:

• To establish benchmarks for primary teachers/secondary teachers/tertiary educa-
tors

• To establish benchmarks for language teaching purposes/for promotional purposes
• To establish benchmarks for teachers of subjects other than English language (i.e.
teachers of such content subjects as physics, history,mathematics)who useEnglish
as the medium of instruction.

The two editors of this book and their team were appointed to carry out the
consultancy. The original consultancy team can be found in Appendix A “Original
Consultancy Team” .

D. Coniam (B) · P. Falvey
Department of Curriculum and Instruction, Faculty of Education & Human Development,
The Education University of Hong Kong, 10 Lo Ping Road, Tai Po, Hong Kong
e-mail: coniam@eduhk.hk

© Springer Nature Singapore Pte Ltd. 2018
D. Coniam and P. Falvey (eds.), High-Stakes Testing,
https://doi.org/10.1007/978-981-10-6358-9_5

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-10-6358-9_5&domain=pdf


48 D. Coniam and P. Falvey

Composition and Objectives

The consultancy reflected a broad spectrum of expertise and experience in a number
of relevant areas:

• Local and international language teaching experience and expertise at primary
and secondary levels

• Local and international language teacher education experience and expertise as
well as local and international language educational assessment experience and
expertise.

The major objectives were two fold:

1. To investigate what and how prototype benchmarks might be established for
lower secondary teachers of English

2. To investigate the kinds of test types and assessment instruments appropriate for
determining prototype benchmark levels.

Once the consultancy study was underway, the team was asked to examine a
number of further issues and to make recommendations. These additional issues
included:

• Further trialling of benchmarks
• Implementation of the benchmarks and who should be benchmarked first
• Discussion of exemptions
• Discussion of enhancement courses for at-risk teachers—including course dura-
tion and mode of delivery

• Recruitment and training of assessors.

In addition to local teaching and teacher education experience, many of the mem-
bers of the consultancy team also had experience of working with English language
teachers on university courses. Their principal focus was to form reliable and agreed
views ofwhatwould constitute a ‘minimum, agreed, acceptable standard’ for the ‘tar-
get language use’ situation (Bachman & Palmer, 1996, 2010) of an English language
teacher of lower secondary level in the Hong Kong English language classroom.

Stages Followed in the Consultancy Study

Firstly, a review of the global literature was conducted on teacher assessment, teacher
certification, performance tests and benchmarks.

The English language consultancy team then viewed and analysed videos which
had been collected by the consultants in their years of working with and observing
English language teachers. The purpose of examining videoed lessons was to define
the underpinning constructs and skills that an English language teacher would be
required to have/perform to a minimum standard in the target language use situation
of the English language classroom.
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In addition, the expertise of UCLES was drawn on. Its now-defunct Cambridge
English Examination for Language Teachers, Level 1 (CEELT1), on which two of
the consultancy team had worked, was a useful vehicle for considering the type of
tasks that might be given to English language teachers as assessment tools.

The five-month process followed by the consultancy team can be summarised as
follows:

• Constructs were identified and skills categorised.
• Prototype specifications were created for assessment instruments.
• A broad battery of tests was piloted.
• The battery of assessment instruments was amended, refined and extended.
• Scales (arising from the identification of constructs) and associated descriptors for
the criterion-referenced benchmark instruments were developed.

• Investigations were conducted in order to set preliminary prototype benchmark
levels (for lower secondary teachers of English).

In addition to the assessment instruments developed, survey data was collected at
both local and international levels.

The purpose of the surveys was to:

• Investigate/review ‘benchmark’ or teacher certification patterns in other countries
in the world

• Collect basic factual data about teachers of English language in Hong Kong
• Sample attitudes and beliefs of teachers of English language in Hong Kong.

The Hong Kong Survey

The match between the demographic data collected in the consultancy questionnaire
and data obtained from a 1995 teachers’ survey conducted by the Hong Kong Educa-
tionDepartmentwas a very closefit, indicating that the surveywas very representative
(see Coniam & Falvey, 1999 for details).

The consultancy team wished to investigate four areas: attitudes towards major
aspects of benchmarking and standards—principally: language ability; subject-
matter knowledge; pedagogic content knowledge; and the desirability of a profes-
sional teaching qualification.

The responses to the four questions set out in Table 5.1 reveal teachers’ beliefs
and attitudes to the establishment of minimum standards.

In the four questions above, the overwhelming responses of themajority ofEnglish
language teachers clearly indicated support for the establishment of agreedminimum
standards in four key areas where benchmarks were being formulated. The responses
indicated that there was widespread agreement for the establishment of minimum—
standard language assessment.

As the sample size was large (N �9179), even very small effects would show
up as significant. Consequently, results in the table below are reported in terms of
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Table 5.1 Responses to four key questions on teachers’ opinions on ‘minimum standards’

Responses Percent (%)

Language ability: For teachers of English, I believe that there should be agreed minimum
standards of language ability for English language teaching purposes

Strongly disagree 60 0.6 ↑
Disagree 97 1.0 1.6%

No opinion 1208 12.9

Agree 5760 61.7 83.8%

Strongly agree 2063 22.1 ↓
9188 98.3

Knowledge of the rules and systems of English: For teachers of English, I believe that
there should be agreed minimum standards with regard to knowledge of the rules and
systems of English

Strongly disagree 33 0.4 ↑
Disagree 131 1.4 1.8%

No opinion 1399 15.0

Agree 6004 64.3 81.3%

Strongly agree 1585 17.0 ↓
9152 98.1

General English language classroom teaching ability: I believe that, for teachers of
English, there should be agreed minimum standards of general English language
classroom teaching ability

Strongly disagree 28 0.3 ↑
Disagree 125 1.3 1.6%

No opinion 1254 13.4

Agree 6410 68.6 83.0%

Strongly agree 1342 14.4 ↓
9159 98.0

English language teaching qualifications: I believe that teachers of English should
possess a recognised teaching qualification in English

Strongly disagree 31 0.3 ↑
Disagree 251 2.7 3.0%

No opinion 1715 18.4

Agree 5878 62.9 76.9%

Strongly agree 1310 14.0 ↓
9185 98.3
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effect sizes rather than tests of significance. In line with Cohen (1988, pp. 477–478),
differences are expressed in confidence intervals in terms of small (0.2), medium
(0.5) and large (0.8) effects.

Table 5.2 presents the highest and lowest responses for the four ‘benchmark’
questions, together with the pooled standard deviations of all the groups being com-
pared. A definite trend emerged in the responses to the four questions below that
the responses from degree-holding secondary school teachers with a relevant profes-
sional qualification were different from the responses of non-degree-holding primary
school teachers without a relevant qualification.

The contrast between the two groups was perhaps not surprising. Teachers most
likely to agree with proposals for improvements to qualifications in the field tended
to be those who chose to be in the field because they had a high degree of expertise
and relevance in the subject they taught as well as a relevant qualification.

The ability band of the school in which teachers were teaching (see the description
of school banding in the introduction to this section) made a difference to how they
responded to the four major questions There was a consistent tendency for those
teaching in higher band schools, and holding a directly relevant degree, to prefer the
establishment of language benchmarks as opposed to those teaching in lower band
schools who did not hold a directly relevant degree.

In the context of the school’s medium of instruction, the greatest differences in
the responses were between teachers possessing a relevant degree and teachers who
had neither a degree nor a professional qualification in a related subject.

The largest differences between groups emerged in the context of years of expe-
rience. The groups most different were teachers with a relevant degree as opposed to
those with a non-relevant degree. The Professional Teachers’ Union (PTU) reacted
slowly to language benchmarks in 1997 and only carried out a small-scale survey.
However, as reported in Chap. 7—where the process of establishing language bench-
marks for primary teachers of English is described—the PTU eventually became
much more vocal in its opposition to the mandatory imposition of language bench-
marks for its serving teacher certificated (non-degree) members because they, more
than any other group sampled, feared the outcomes of being assessed and judged.

Questionnaire on Language ‘Benchmarks’ for Teachers
of English in Other Countries

On the issue of teaching qualifications, many countries now require their teachers
to be qualified, although more so in secondary schools than in primary schools.
Questionnaires were sent to 40 countries through the auspices of the British Council,
where there is usually an English language teaching specialist who can commentwith
some authority on the English language teaching situation in that particular country.
Twenty-one of the questionnaires sent outwere returned (at 52.5%, quite a reasonable
return rate), with the returns representing a cross section of the various parts of the
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world—Latin America, Africa, Europe, Asia and the Middle East. While not exactly
constituting hard data, the 21 responses nonetheless were broadly indicative of the
general policy decisions of all the countries to which the questionnaires were sent.

Language benchmarkswere reported to be in place in a number of countries. Some
countries required not only secondary school teachers to have a minimum level of
ability in English but primary school teachers as well. On the issue of teaching
qualifications, it can be seen that the majority of countries required their teachers to
be qualified, although more so in secondary schools than in primary schools.

On the question of whether English language teachers needed to have a subject-
matter knowledge in English, i.e. that they must be graduates of English lan-
guage/linguistics/applied linguistics/communications, 14 (70%) of the countrieswho
responded indicated that their secondary school teachers of English needed to have
a professional knowledge of English.

Test Battery

Teacher Sample for the Hong Kong 1996 Feasibility Study

Four groups of teachers—a total of 53 teachers—participated in the original consul-
tancy study. One group consisted of pre-service teachers. The other three consisted
of all the teachers of English language in three schools (see Table 5.3).

All teachers were videoed teaching one lower secondary class. Additionally,
Groups 1, 3 and 4 were videoed as they took the newly developed oral tests.

Development of the Test Battery

In the construction of any assessment mechanism, it is useful if existing material
is available for reference and, if possible, adaptation. Three members of the con-
sultancy team had worked, at various times, on the construction of instruments for
language teacher assessment at UCLES (Cambridge Assessment) and were familiar
with various ability constructs and test types.

Table 5.3 Groups of
teachers participating in the
consultancy study

Group Set of teachers

1 15 pre-service teachers

2 9 in-service teachers

3 16 in-service teachers

4 13 in-service teachers
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While sections of the UCLES Cambridge Examination in English for Language
Teachers, Level 1 (CEELT1) formed the backbone for the initial battery of tests, the
battery of sub-tests (particularly the oral assessment and classroom language assess-
ment) evolved over the course of the project as the consultants held meetings with the
larger consultancy group. Specifically, two new test types for the oral examination
instrument were trialled with the final school which participated in the project. The
trial was successful, and the scales which evolved were successfully operationalised
with the ACTEQ Language Benchmarking Task Force in June 1996. As will be
described below, the battery underwent a number of changes through:

• Formative feedback while being administered to different groups of teachers
• Conceptual advice and assessment instrument moderation and feedback from the
larger group of consultants.

This advice and feedback were particularly valuable in terms of:

• The constructs to be assessed in the different benchmarks
• Changes suggested for the oral test; in particular, with regard to the validity of the
test

• Fundamental differences in assessment techniques and the results that are produced
between a formal oral test involving replication and simulation tasks and language
assessment in the live classroom. See the discussion in the literature review section
(1.2) (c.f., Carlson, 1986).

An important issue involves the nature of classroom spoken discourse. Bachman
(personal communication, 1996) suggested that an analysis of teachers’ classroom
discourse may reveal language traits that lend themselves—from an assessment per-
spective—to task types which may well be profitably developed into live classroom
language test types. This was operationalised in the 1996 report (Coniam & Falvey,
1996) under Task-Specific Specifications when the final specification (the classroom
oral language component) requires, under the ‘input format’, that teachers ‘would be
required to demonstrate language competence in presenting to and interacting with
students’.

The data for the development of language benchmarks and the selection of appro-
priate task types for benchmark assessment, as mentioned, consisted of a battery
of tests given to teachers and videos of lessons taught by teachers. Changes and
amendments were made on the basis of the trialling, moderation, and the reconcep-
tualisation and development of existing and new assessment instruments to assess
the language ability of teachers and for creating benchmarks.

The different phases that the test types underwent as they were developed will
now be described.
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Phase 1—Initial Test Battery

The initial battery of tests consisted of a paper-and-pencil component comprising
five sub-tests, an oral component which varied from two to four sub-tests and the
observation of a live lesson. These tests were administered to Groups 1, 2 and 4 in the
sample—a total of 37 test takers. The constitution of the test types was as follows:

1. Multiple-Choice Items and Reading Comprehension
This sub-test consisted of 54 short items and 3 reading comprehension passages.
A total of 29 of the short items had been calibrated against a representative
sample of the Hong Kong secondary school population (Coniam, 1995) and had
also formed part of Hong Kong University’s (HKU) and the Chinese University
of Hong Kong’s (CUHK) entry tests to their postgraduate certificate/diploma of
education programmes. The remaining 25 items were from UCLES and were an
anchor test calibrated against different groups on a worldwide basis.

2. Listening Comprehension
This sub-test was drawn directly from the UCLES CEELT1. It consisted of three
passages, each based on a language teaching situation. Response types included
short written responses.

3. Reading Comprehension
This sub-test was adapted from CEELT1. It consisted of one passage, based on
a language teaching situation. Response types included short written responses.

4. Writing
This sub-test was taken from CEELT1. It consisted of one passage, based on a
language teaching situation. Teachers had to respond to a written prompt.

5. Language Awareness
This sub-test, developed by Andrews (1999), consisted of 15 items in which
teachers had to identify errors, explain the problem and correct them.
This sub-test was incorporated as a means of providing the consultants with
comparative information about subject-matter knowledge. It was not intended to
form part of the final battery of test types to be used in the assessment of language
ability. It was envisioned that the results might be useful for reference if a subject-
matter knowledge benchmark phase was ever to be initiated. However, as will
be shown later, the rationale for this test type was subsequently amended and
Writing Test Tasks 2a and 2b, which required teachers to identify and correct
and then explain student errors, were introduced much later in the development
of language benchmarks as tests of teacher-specific language skills (see p. 100
“The Writing Test”.)
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Table 5.4 Scales and constructs identified for classroom language assessment

Constructs Assessment scales

• The ability of teachers to use English in the formal section of the
lesson when presentation and practice takes place

The language of
presentation/practice

• The ability of teachers to use English to interact with students
during the language lesson and elicit meaningful responses

Interaction with students

• The ability of teachers to use English accurately in the language
classroom

Grammatical accuracy

• The ability of teachers to pronounce English accurately in the
language classroom

Pronunciation, stress and
intonation

6. Oral Tests
This component originally consisted of two sub-tests which were taken directly
from CEELT1.

(i) Reading aloud (on a one-to-one basis with the examiner)
There were two sub-tests in this part of the oral test. The first sub-test
involved teachers reading an extract from a narrative text. The second sub-
test involved teachers in giving instructions to a class.

(ii) Group interaction (in groups of 3/4 teachers)
The group discussion task was based upon viewing a video clip of a teacher
teaching a class.

7. Videoing of a Live English Language Lesson—The ‘Classroom Language
Assessment’ Component
The consultancy team considered that this was the most important part of the test
battery, since it represented a performance test of the actual target language use
situation. Its development and validation is described in depth in Coniam and
Falvey (1999). Initial discussion centred on an analysis of numerous videos of
English language teachers teaching English language classes. From this analy-
sis, four constructs and their scales emerged as the test bed for the Classroom
Language Assessment component (see Table 5.4).
The original intention had been to produce scales and descriptors which were
dichotomous. Teachers were simply ‘benchmarked’/‘not benchmarked’. After
much discussion, however, and to allow for future potential uses (e.g. levels above
the benchmarkbeingused for purposes of promotion and substantiation and levels
below the benchmark being used for constructive feedback), a five-point scale
was produced, with the mid-point, i.e. a ‘3’, set as the tentative benchmark level.
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5 Complete ability

4 Extensive ability

3 Moderate ability ← benchmark level

2 Limited ability

1 No ability

Phase 2—Amended Test Battery

Two features differentiated the amended battery of tests from the initial battery.
Firstly, the language awareness sub-test was dropped. Secondly, substantial revision
was conducted on the oral tests. The reconstitution of the test types was as follows:

1. Multiple-Choice Items and Reading Comprehension

As for the original (i.e. Phase 1) test battery.

2. Listening Comprehension

As for the original test battery.

3. Reading Comprehension

As for the original test battery.

4. Writing

As for the original test battery.

5. Language Awareness

Dropped.

6. Oral Tests

There were four sub-tests in the amended battery of oral tests:

(i) Reading aloud (on a one-to-one basis with the examiner)
The secondof the originalCEELT1 reading aloud passageswas retained (giving
instructions to a class).

(ii) Explaining and interpreting a lesson (on a one-to-one basis with the exam-
iner)
Having studied a transcript of an intended lesson together with an accompa-
nying flow chart, this activity required teachers to explain to a third party how
the lesson would be taught using the flow chart only.
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Note: The lesson plan concept was originally trialled in the format of a flow
chart. While the flow chart was found to be effective in stimulating teacher
talk about teaching, on the advice of the other consultants, it was agreed, for
purposes of authenticity, to modify the input to resemble a more conventional
lesson plan rather than a flow chart (see Appendix B “Talking about Teaching
Subtest”).

(iii) Oral interaction based on language problems (in groups of 3 or 4)
This activity required teachers to identify errors in sentences, correct them and
discuss, in the group, methods and techniques to be used in class to remedy the
problems.
The stimulus was found to be effective in provoking teacher discussion and
interaction. However, as a result of feedback from the other consultants and
from members of the ACTEQ Language Benchmarking Task Force, it was
agreed that a more suitable stimulus, in terms of washback effect on teachers,
would be an authentic sample of connected prose containing typical student
errors. The original stimulus is provided in Appendix C “Student Essay for
Discussion of Errors”.

(iv) Group interaction (in groups of 3/4 teachers)
A discussion (retained from the original battery) based upon viewing a video
clip of a teacher teaching a language class.
As a result of the successful trialling of the two new sub-tests, it was decided
to drop the video-based oral interaction component (i.e. [iv] above) from the
tasks recommended to the ACTEQ Language Benchmarking Task Force.

7. Videoing of a Live English Language Lesson

This element was retained unchanged from the initial test battery.

Consultancy Study: Recommendations on Language Ability
Benchmarks

There were a number of objectives for the consultancy study. The first of these was
how language benchmarks for lower secondary English language teachers might be
formulated, and the type of test assessment instruments that might be appropriate
to use with English language teachers. In addition, the consultancy team was asked
to consider the issue of training programmes for teachers—length, course provider
constitution, selection and evaluation. The consultancy team was also aware that the
consultancy study had focused solely on benchmarks for lower secondary English
language teachers. If the initiativewas to have credibility, it would need to encompass
the range of levels at both primary and secondary level. While the issue of language
was an important one for an English language teacher, it was also important not
to lose sight of subject-matter knowledge and pedagogic content knowledge. (It
will be recalled that English language teachers possessing a relevant degree and a
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professional teaching qualification constituted less than 20% of the secondary school
English language teaching cohort at that time.)

The consultancy team was nonetheless mindful that the consultancy study had to
be viewed in the light of an initial exploratory study. The study had been a small-scale
investigative feasibility study where the research question was:

What approaches might be taken to investigate the feasibility of establishing minimum
language standards for English language teachers rather than actually setting minimum
language standards?

On this basis, while it was important to make recommendations to ACTEQ, it
was also important that Government not take it for granted that setting minimum
language standards had been either attempted or accomplished.

In the section below, discussion focuses on the different recommendations that
the consultants made to ACTEQ. These involved:

• The constitution of appropriate assessment instruments
• Enhancement programmes—potential length, methods of evaluation
• Other areas to be benchmarked
• The way forward.

Recommendations on the Test Battery

On the basis of teachers’ responses to the questionnaire, it was clear that the vast
majority of teachers believed that minimum standards for language ability should be
a prerequisite for all teachers of English. On the basis of the in-depth case studies
and extensive consultation, it was recommended that in establishing language abil-
ity benchmarks, consideration should be given to benchmarking English language
teachers in the following areas:

1. Reading
2. Writing
3. Listening
4. Speaking
5. Classroom Language Assessment.

It was recommended that the first three areas above be assessed in a formal exami-
nation setting. The fourth area (Speaking) would be assessed in an interview situation
and the fifth area (Classroom Language Assessment) should be assessed directly, in
a live classroom setting.

At this stage, however, the benchmark initiative was still very much prototypical.
Definite recommendations for themanner in which those tests might be implemented
as final versions were not included. Rather, for each test type, a number of general
and specific recommendations were made for ACTEQ and the teacher education and
assessment community to consider.
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Specifications for Benchmark Tasks for the Assessment
of Language

In criterion-referenced assessment, it is important that the reliability of the assessment
tasks is ensured, particularly in a high-stakes form of assessment. It is important
that tasks which are run in parallel (e.g. in multiple assessment administrations)
are as comparable as possible. The consultancy team thus strongly recommended
that rigorous task specifications be used by those appointed to set tasks and applied
by moderation committees once the task specifications had been finally agreed and
formally ratified.

Although the creation of task specifications was not part of the remit for the
1996 consultancy, draft prototype task specifications were provided as a guide to the
benchmark administration body.

It was noted that the prototype task specifications for each of the five areas to be
benchmarked were tentative and would need to be refined over the following months
so that exemplar tasks could be provided for and trialled on teachers who would
attend the pilot assessments in 1997–1998.

Reading and Listening

At this stage, it was necessary to comment on the differences between methods of
assessing speaking, classroom language and writing compared to the assessment of
reading and listening.

Speaking, classroom language and writing are observable instances of human
interactive behaviour. They are sometimes described as ‘productive’ abilities. While
this may be something of an imperfect definition, it is useful to distinguish between
an activity which, in itself, is a product or performance (text or speech) against an
activity which is not (reading and listening).

The usual methods for assessing reading and writing are:

• Indirect methods such as paper-and-pencil tests of comprehension
• Methods in which reading and listening are linked to a related activity such as
speaking or writing. Such an activity, created to provide an opportunity to demon-
strate understanding, is referred to as integrated assessment.

In the initial stages of the benchmarking project, it was suggested that both meth-
ods (paper-and-pencil and integrated assessment) be trialled in the pilot assessments
for teachers of English. The paper-and-pencil tests provide a score.When that occurs,
a cut score has to be decided upon (see Appendix “Methodological Approaches and
Analytical Tools” in Chap. 8 for an explanation of cut scores). This is neither helpful
nor informative because there are neither rating scales nor descriptors which teach-
ers can use for self-assessment or which course providers can use for diagnosis and
feedback. The integrated tests, however, lend themselves to the creation of scales and
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descriptors which have all the advantages described above. The consultants consid-
ered recommending that research be conducted into the creation of rating scales and
descriptors for reading and listening by the Hong Kong-based Standing Committee
on Language and Research (SCOLAR). Such research would entail investigating
whether rating scales and descriptors based on a hierarchical model of reading and
listening skills (e.g. from the lowest, such as recall and recognition to higher order
reading/listening skills involving synthesis and/or analysis, and/or evaluation) could
be developed as a feasible assessment instrument.

In the meantime, the recommendations for reading and listening were that both
paper-and-pencil and integrated tests be used on the pilot assessments and compared
with the results obtained by test takers on the other sub-tests.

Task Specifications (General and Specific)

It was suggested that there should be both general specifications (applicable to many
tasks) and specific specifications for selected tasks.

General Specifications

For benchmarking tasks for the Reading, Listening, Writing Tests and parts of the
Speaking Test components, the texts used should be both authentic (see Bachman &
Palmer, 1996) and related to English language teaching/learning.

Task-Specific Specifications

In the 1996 consultants’ report (Coniam & Falvey, 1996), it was made clear that
the specifications shown below were neither exclusive nor fixed. They demonstrate
types of specification documentation that are required to help task creators produce
comparable tasks and task moderators to moderate them. They are mainly based
on exemplar tasks which were used or created for the collection of data during the
consultancy. Originally provided for benchmark administrators, they are included
here in order to provide readers with a guide to task production.

1. The Writing Test

The UCLES CEELT test was very useful in providing a basis for what was sub-
sequently developed for the Writing Test.
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Title Writing

Purpose To assess teachers’ ability to write connected prose in a writing task
which simulates writing tasks they may have to perform as part of
their job

Constructs to be assessed 1. Organisation and coherence
2. Grammatical accuracy
3. Task completion

Duration of task 30 min

Length of task 300 words

Input format Written stimulus, describing the expected response in terms of
content, register and audience

Scoring procedure Application of scales with associated descriptors

Test type Writing connected prose

Benchmark for lower
secondary teachers of
English

A score of ‘3’ on each of the three scales, viz.:
1. Organisation and coherence
2. Grammatical accuracy
3. Task completion

Appendix D “Writing Test Scales and Descriptors” presents the initial version of
the Writing Test scales and descriptors.

2. The Reading Test

The CEELT Reading Test had face validity because reading comprehension is
assessed within the general context of English language teaching and teachers are
familiarwith it as an assessment instrument. The consultancy team felt some concern,
however, over a CEELT-type test which simply assessed reading comprehension in
terms of a ‘read-the-passage-and-answer-the-questions’ traditional framework. The
English language public examinations in Hong Kong have moved towards a more
communicative framework where reading and listening are assessed, to an extent,
within an integrative framework. For teachers to be assessed in a discretemodewould
be a retrogressive move, it was felt. A number of recommendations were submitted
to ACTEQ for consideration. These included specifications for assessing reading in a
traditional framework aswell as recommendations for further investigations into how
reading might be assessed in a more integrative manner. Two sets of specifications
are provided below.
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Title Reading

Purpose To assess teachers’ ability to read connected prose and respond to
multiple-choice questions

Language focus Understanding of professional text

Duration of task 30 min

Input format Written text of approximately 500 words, taken from an authentic
English language teaching source with written questions requiring a
response which demonstrates an understanding of the text

Scoring procedure Correct/incorrect

Test type Multiple-choice

Benchmark for lower
secondary teachers of
English

A minimum score—to be decided once scores had been matched
against the profile of a large enough sample of typical benchmarked
teachers

Title Displaying understanding of a text

Purpose To assess teachers’ ability to read connected prose and demonstrate
understanding through the production of notes/connected text

Language focus Understanding professional text

Duration of task 30 min

Input format Written text of approximately 500 words, taken from an authentic
English language teaching source

Scoring procedure Application of scales with associated descriptors

Test type Writing notes/connected text in response to questions testing
understanding of an authentic written text about teaching

Benchmark for lower
secondary teachers of
English

A ‘3’ on the five-point scale

3. The Listening Test

The Listening Test faced problems similar to those of the Reading Test. The
CEELT Listening Test, which was used in the 1996 consultancy study, was based
on a text set in the context of English language teaching. The consultancy commit-
tee, as for the Reading Test, felt that a traditional ‘listen-and-answer-the-questions’
framework was inappropriate, for reasons similar to those expressed above about the
Reading Test. A number of recommendations were therefore submitted for ACTEQ
to consider.
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Title Listening and reporting

Purpose To assess teachers’ ability to listen to and understand teachers talking
about language to fellow teachers

Language focus Understanding extended spoken discourse

Duration of task 20 min (listening task of approximately 6–8 min)

Input format (i) Tape recording/video with main points to be relayed by test takers
to peers
(ii) Oral instructions from interlocutor

Scoring procedure Application of scales with associated descriptors

Test type Listening to a taped dialogue and demonstrating understanding by
reporting and responding to prompts from an interlocutor

Benchmark for lower
secondary teachers of
English

A ‘3’ on the five-point scale

Title Listening and responding

Purpose To assess teachers’ ability to listen to and understand teachers talking
about language to students

Language focus Understanding extended spoken discourse

Duration of task 20 min (listening task of approximately 6–8 min)

Input format (i) Tape recording/video of teachers talking to teachers
(ii) Oral instructions from interlocutor

Scoring procedure Application of scales with associated descriptors

Test type Listening to a taped dialogue and demonstrating understanding by
reporting and responding to prompts from an interlocutor

Benchmark for lower
secondary teachers of
English

A ‘3’ on the five-point scale

4. The Speaking Test

As outlined above, the Speaking Test underwent substantial change and develop-
ment throughout the course of the consultancy study. The consultancy team felt that
the major elements trialled for the Speaking Test were appropriate.



5 The Initial 1996 Consultancy Study 65

Title Speaking—Reading aloud

Purpose To assess the teachers’ ability to pronounce effectively and
communicate with an audience when reading aloud

Language focus Pronunciation

Duration of task 2 min—preparation
3 min for task completion

Input format Text of approximately 300 words to be read aloud

Scoring procedure Application of two scales with associated descriptors

Test type Oral interaction—simulation of classroom activity

Benchmark for lower
secondary teachers of
English

A score of ‘3’ on each of the two scales, viz.:
1. Pronunciation, stress and intonation
2. Communication of text to audience

Title Speaking—Talking about teaching

Purpose To assess the teachers’ ability to use English for the purpose of
explaining and interpreting a lesson

Language focus Pronunciation; grammatical accuracy; organisation of spoken
discourse

Duration of task 5 min—preparation
6 min for task completion

Input format (i) Transcript of spoken text describing the lesson to be discussed
(ii) Lesson plan of the lesson to be discussed
(iii) Written rubric for the task

Scoring procedure Application of three scales with associated descriptors

Test type Using written stimuli (transcript and lesson plan) to interact with an
interlocutor

Benchmark for lower
secondary teachers of
English

A score of ‘3’ on each of the three scales, viz.:
1. Pronunciation
2. Grammatical accuracy
3. Organisation and cohesion
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Title Speaking—Professional oral interaction

Purpose To assess teachers’ ability to use English for purposes of professional
oral interaction

Language focus Language of interaction with professional peers

Duration of task 5 min—preparation
15 min for task completion

Input format (i) Written stimulus in the form of authentic student written text
containing typical student errors
(ii) Oral instructions from interlocutor

Scoring procedure Application of two scales with associated descriptors

Test type Sharing the same piece of authentic written text with two peers to
demonstrate the ability to interact with peers in the process of
explaining professional matters

Benchmark for lower
secondary teachers of
English

A score of ‘3’ on each of the two scales, viz.:
1. Interacting with peers
2. Explaining language matters to peers

Appendix E “Speaking Test Scales and Descriptors” presents the initial version
of the Speaking Test scales and descriptors.

5. Classroom Language Assessment

The test type which created most discussion in the consultancy study committee
was the Classroom Language Assessment (CLA). In part, this was because it was
a ‘strong’ performance test (see, e.g., McNamara, 1996). It would not only be seen
to be directly relevant to English language teachers’ work in the English language
classroom, it would also have considerable washback effect. A direct test such as the
CLAwhich would be conducted by assessors, travelling around Hong Kong, visiting
teachers in live classes would be very expensive for Government. In addition, for
issues of CLA reliability as an assessment instrument, double-assessment would be
required.

Title Classroom language assessment component

Purpose To assess teachers’ ability to use English grammatically and with appropriate
pronunciation for the purpose of interacting with students and formal
presentation/exposition

Language focus Language of presentation/exposition; language of interaction with students;
grammatical accuracy; pronunciation

Duration of task A whole lesson

Input format Teachers would be required to demonstrate language competence in presenting to
and interacting with students

Scoring procedure Application of four scales with associated descriptors

Test type A sample of authentic language used by the teacher in a classroom environment

Benchmark for lower
secondary teachers of English

A score of ‘3’ on each of the four scales, viz.:
1. The language of presentation/practice
2. Interaction with students
3. Grammatical accuracy
4. Pronunciation, stress and intonation
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Appendix F “CLA Scales and Descriptors (from Consultancy Study)” presents
the initial version of the Classroom Language Assessment scales and descriptors.

Benchmark Level Recommended

At this stage of the investigation, it was recommended that a benchmark level of ‘3’,
described as ‘moderate ability’ on each scale, should be used to indicate minimum
competence for the following components:

• The Speaking Test component
• The Writing Test component
• The Classroom Language Assessment component
• Integrated tasks for the Reading and Listening Tests which would allow for the
creation of appropriate constructs, scales and descriptors.

Other Recommendations

Gaining Broader Acceptance of the Benchmarks and Benchmark Tests

It was emphasised that the consultancy study was a feasibility study and that trialling
on a much larger scale would be needed before benchmarks could be finalised or
ready for implementation as policy.

A major recommendation therefore was that a representative panel be constituted
to examine the report of the consultancy study and to consider ways in which the
benchmark initiative might be moved forward. It was recommended that the panel be
constituted as a Subject Committee under the Hong Kong Examinations Authority.

Estimating the Amount of Training Required for the English Language
Teaching Force

This was not possible without a larger scale study. A representative pilot study would
hopefully provide amore reliable estimate ofwhat proportion of theEnglish language
teaching force may require training.

Establishing Language Development Programmes

Among the issues discussed above in Chap. 3, issue 3.10 states that the provision
of opportunities for test takers to attend upgrading courses (or enhancement pro-
grammes) is an essential requirement of any high-stakes form of assessment. The
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consultancy study report recommended seeking indications of interest from potential
providers of upgrading/development programmes such as the tertiary institutions and
private bodies, after the publication of the report.

At this point, it is important to note that the benchmark initiative had not been
conceived merely as a test for teachers to pass, be benchmarked and permitted to
continue teaching. Nor was it conceived that failure would lead to disbarment from
teaching English. One very important aspect of the Hong Kong benchmark initiative
was the allocation of substantial resources for teachers at risk to enrol on upgrad-
ing courses. In November 2000, the HKSAR Government announced that HK$240
million (approximately US$30 million) had been set aside for enhancement pro-
grammes—an allocation of HK$13,000 (US$1700) per teacher of English. After
consideration by the English Language Benchmark Subject Committee (ELBSC), it
was recommended that once benchmarks had been finalised, courses of between 100
and 200 h duration be set up.

Criteria for Selection of Test Takers for the Pilot Programme

It was recommended that the following categories of teachers be invited to participate
in the pilot programmes:

• New teachers of English who did not possess either English as a major subject in
their first degree and/or who did not possess an appropriate teaching qualification

• In-service teachers of English who had less than 3 years’ service and who did not
possess either English as a major subject in their first degree and/or did not possess
an appropriate teaching qualification

• In-service teachers of English with more than 3 years’ experience who did not
possess a teaching qualification/had not attended any refresher courses

• Those seeking confirmation of appointment as teachers of English
• Those wishing to be considered for promotion
• Volunteers (the 1996 questionnaire asked for volunteers willing to be assessed and
videoed in the classroom).

Priority as to Who Should Be Benchmarked First

The decisionwho to benchmark first was a policy decision to be taken by theHKSAR
Government. However, by mid-1996, it appeared logical to benchmark the following
categories of teacher first:
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• Those new to the profession, i.e. teachers in pre-service training
• Those seeking either confirmation of employment or promotion
• Those possessing neither formal subject knowledge nor a formal teaching qualifi-
cation.

Implementing the Classroom Language Assessment Component

Since language ability in the live classroom situationmay differ from language ability
in a controlled situation (Coniam & Falvey, 1998), it was considered important to
retain this element within the benchmarking initiative. To exclude CLA from the
suite of benchmarking instruments would remove the opportunity to assess spoken
language both in the classroom and at the higher level of interacting with peers, it
was argued.

It was recommended that various options for operationalising this benchmark
should be considered, as follows:

1. The use of video-recorded lessons, to be assessed by trained assessors
2. A ‘cascade’ scheme whereby a group of trained assessors train other groups who

train further groups responsible for a limited number of schools
3. CLA assessment to be carried out by the Advisory Inspectorate of the Govern-

ment’s Education Department
4. Cross-assessment by ‘benchmarked’ panel chairs of English (panel chairs would

not, in this option, assess teachers in their own schools).

It was recommended that the various methods of operationalising this benchmark
should be the subject of consultation and discussion between ACTEQ, Education
Department, school principals and teachers and other professionals in the field. The
consultants believed that options (2) and (4) would provide the best opportunity
for minimising problems, lowering costs and maximising the washback effects of
implementing this benchmark.

Recruiting and Training Assessors

In order to ensure that reliable standards of assessment could be established and
maintained—particularly for the speaking and classroom language benchmarks—it
was recommended not only to use two assessors for CLA but also, in the long run,
to build up a cadre of benchmark assessors who are regularly exposed to refresher
standardisation sessions.

It was recommended that the bodywhich administers the benchmarkswould even-
tually be responsible for recruiting, training, standardising and updating assessors.
In the short term, the consultants agreed to train the first batch of assessors.



70 D. Coniam and P. Falvey

Exemptions/Renewal of Benchmark

In relation to issue 3.10, decisions about who to exempt and for what reasons were
policy decisions to be decided by the HKSAR Government. The options available
were either one of blanket exemptions for certain categories of teacher or an exam-
ination of cases for exemption on a case-by-case basis. However, in 1996, it was
not felt possible at that time, either to make recommendations on exemptions or
recommend the length of time that a benchmark might remain current.

Professional Body for Teachers

It was generally agreed that the establishment of such a body was vital for the well-
being of teachers’ professionalism with a code of conduct, a code of ethics and
the ability to monitor and upgrade the professional abilities and knowledge of its
members.

Summary

This chapter has discussed the background to the initial consultancy and has shown
how the consultancy investigated the feasibility of benchmarks, and amended and
moderated initial assessment instruments. At the conclusion of the initiative feasi-
bility study, the then-Education and Manpower Bureau proposed the establishment
of an English Language Benchmark Subject Committee (ELBSC), which would be
constituted and conducted in ways similar to other subject committees of the Hong
Kong Examinations Authority (HKEA). The role that the ELBSC took in developing
language benchmarks is now considered further in Chap. 7.
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Appendix A: Original Consultancy Team

Position Institution

Principal investigators

Dr. David Coniam Professor Department of Curriculum and Instruction, The
Chinese University of Hong Kong

Dr. Peter Falvey Senior Lecturer and
Head of Department

Department of Curriculum Studies, The
University of Hong Kong

Consultant investigators

Dr. Stephen
Andrews

Lecturer Department of Curriculum Studies, The
University of Hong Kong

Prof. Lyle Bachman Chair Professor and
Director
Professor

English Language Teaching Unit, The Chinese
University of Hong Kong
Department of TESOL and Applied Linguistics,
University of California at Los Angeles (UCLA)

Ms. Ann Cheung
Yuet Yau

Lower-form Panel
Chair

Immanuel Lutheran College, Tai Po

Dr. Jenny Chung
Sing Ling

Lecturer Hong Kong Institute of Education

Ms. Annie Ho Siu
Wah

Senior Education
Officer
(Administration)

Vocational Training Council

Ms. Christina Lee
Wong Wai

Subject Officer
(English)

Hong Kong Examinations Authority

Dr. Michael
Milanovic

Director of ELT
Division, Head of
Testing and
Development Unit

University of Cambridge
Local Examinations Syndicate, Cambridge, UK

Mr. Roderick Pryde Director English Language Teaching Institute, The British
Council, Hong Kong

Dr. Sima Sengupta Teaching Consultant Department of Curriculum Studies, The
University of Hong Kong
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Appendix B: Talking About Teaching Sub-test

(Preliminary data collection task)

Talking about Teaching

Time for preparation: 5 min
Time for task completion: 6 min
Instructions
The following text is the words of a teacher talking about the lesson she is going to be teaching.
An outline of her lesson plan (matching her explanations) of what will happen in the lesson
accompanies the text. Read through the teacher’s description so that you understand the outline
in order to complete the task below
Task: Your task is to explain this lesson to a colleague (the Interlocutor) using the outline as the
basis for your explanation. Note that while you need to understand what will happen in the
lesson, and you need to understand the outline, you do not need to memorise the teacher’s
explanation of exactly what she will be doing. Try to explain what the teacher is going to do (in
terms of the steps she is going to take, and her aims and materials) in your own words. You will
not be allowed to retain the text while explaining the outline

Jane’s Description of her Lesson

“OK, let me talk you through what I’m going to do in my lesson and how I think it’s going to go.
As you can see the lesson is about describing objects. The focus for the lesson will be about lost
objects - reporting something you’ve lost. This will then lead up to a final piece of listening -
although I haven’t worked this out in detail yet. So my objectives, I would say, are a mix of the
language necessary for describing objects and listening for specific information.
The first part of my lesson will be a lead-in. Here, I’m going to ask students if they have ever lost
anything. Usually somebody’s always lost something, and this helps to bring out useful early
vocab like ‘wallet’ ‘ID card’ etc., and what you do if you have lost something - like reporting it
at the school office, or having to go to the police station. Whatever useful words I get from them
I’ll write up on the board and have all the class repeat.
Then I’ve got a set of 8 pictures that I’ll give out where I’ll ask students to first check that they
know what the name of the objects are - ‘scarf’, ‘video camera’ etc. Then I’ve got some short
descriptions of lost objects - you know, the sort of thing that you might stick on the notice board
in your block of flats to advertise that you’ve lost something. In pairs, students have to match the
descriptions to the pictures.
Next I’ll come to the listening. I think that I’ll use a dialogue - a telephone conversation -
between a Lost Property Office attendant and a man who’s lost a library book, although this is as
far as I’ve got and I haven’t really thought it through yet.”
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Lead-in. Ask Ss if anyone has 
ever lost anything

Put initial vocab on board - 
wallet, thief etc

Choral repetition of new vocab items

Use Ss own 
examples - 

develop vocab

Give own 
example

Give out set of 8 pictures

Give out 8 'advertisements' for 
lost property

Prepare Ss for listening: explain situation - 
phone conversation between Lost Property 
attendant and man reporting loss of book

Ss match descriptions 
with pictures

Check that Ss know what items are

if yesif no

OBJECTIVE: Describing objects (personal effects) 
                      so that you can recognise something you have lost

Warm Ss up 
for

Introduce 
descriptions
of lost objects

Tune Ss in to
pictures

Consolidate what
Ss may have 
offerred

Warm up -
get Ss' ideas

short
written
descriptions

AIM MATERIALS

tape

pictures
of objects
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Appendix C: Student Essay for Discussion of Errors

Task: Read the composition and correct the errors. Identify errors in one paragraph
and discuss possible ways of correcting them. Comment on positive and negative
aspects of the student’s writing.

Sample composition 1 (Topic: My ideal school)
My ideal school have been that item: included air condition for each study room,

the canteen provide good, cheap and variety food, regular-meetings between student
representatives and teachers and more emphasis on sports and other extra-curricula
activities.

First of all, I need my school have a air condition for each study room. When
the summer is coming, the whether will be getting hot. Especially the student after
Physical Education, they would be getting very hot. At this moment the air condition
can available. If without the air condition the student may be lost the interest in
another lesson after physical education. Some time the cold air can make a man
clear. The canteen always provided some bad taste food for the student. In addition,
the food price also very expensive, but no another choice for him. So the student
must to be ate these bad taste food. If the school can provided more variety food for
the student make his own taste will be better.

My ideal school should have a regular meeting twice a week between student
representatives and teachers. I discover that some teacher as well as teach the student.
They lacked a communication with the students. I feel that when the teach more
contact the student, he will be liked his lesson more. If have a regular meeting, they
have the chance to communicate for student and the student can asked the teacher
advice.

Finally, I need my school have more emphasis on sports and other extra-curricular
activities, because many teenages like the sport. So we need more extra-curricular,
supply to him.

Sample composition 2 [Topic: Next month you are going on a summer camp
to Sai Kung with some of your friends. Choose two or three of the activities shown
below that the camp offers, saywhy youwant to do them and howyouwill prepare for
them. (Pictures showing canoeing, rock-climbing, fishing, barbecuing and cycling)]

I am going on a summer camp to Sai Kung with my friends next month. Here are
many activities for choosing by me. I will choose the cycling and the barbecuing.

Cycling is a good sport. I always rid it before I come to Hong Kong. However, I
have never played it a long time. I like it very much so that I use the chance to play
it. Cycling can train my body to get a healthy. Moreover, it can make me gaining
adequate strength. As I am playing it, it can bring me a satisfactory and exciting
feeling. Furthermore, I may see the beautiful sight along the road.

Barbecuing also is a interesting activity. The foods which passing are barbecued
that it is a good food. In addition, barbecuing can increase friendship of my friends
and I. On the other hand, it can teach me much knowledge which can’t learn at the
school. In view of these reasons, so I choose them to play.

Before I play them, I will prepare adequate for them. In the first place, I shall
rent a bicycle from the bicycle shopping. Then, I will play it slowly at the garden or
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park because it is necessary to train a good skill. Besides, I will find the experience
about barbecuing from the books because it is my first time to barbecue. Finally, I
will prepare adequate facilities about them since I must get safely and happy at the
trip.

Sample composition 3 (Topic: as for composition 2)
I will go on a summer camp to Sai Kung with some of my friends next month. I

think I will learn a lot of things during the camp, because I had chosen three activities
to learn, including: canoeing, fishing and cycling.

I chose these because I don’t know how to play them before. I always look another
people to play, because I can’t play them. Therefore I must learning how to play them
well.

Before I go on this camp, I must prepare all the things what I will need. I had
bought a cloth for swimming. My father made a stick for me to learn fishing. Finally,
I had bought some T-shirt and jeans, I know these clothes will suitable for cycling.

Apart from theses things, I must bring so medical and some bandages. If we have
any accident, they will save us. Beside these, I will bring some sun oil, too. Because
I will learn canoeing and fishing at the sea. So, the sun must very bright and it will
hurt my skin.

I had prepared all things which I will need. So, I hope I will have an excited and
wonderful summer camp.
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Chapter 6
The English Language Benchmark
Subject Committee

David Coniam and Peter Falvey

Abstract This chapter details thework of the English Language Benchmark Subject
Committee (ELBSC) in developing,moderating, amending, changing and overseeing
further the work on language benchmark developments.

The English Language Benchmark Subject
Committee—Purpose and Brief

The English Language Benchmark Subject Committee (ELBSC) was convened in
October 1997 under the auspices of the then Hong Kong Examinations Authority
(HKEA) which later became the Hong Kong Examinations and Assessment Author-
ity (HKEAA). Its purpose was to produce language benchmark specifications and
an assessment syllabus for promulgation to Hong Kong teachers of English lan-
guage in preparation for a large-scale pilot exercise—the Pilot Benchmark Assess-
ment (English) (PBAE). The objective of the PBAE was to examine the prototype
benchmark tests which the ELBSC had recommended, and to trial these tests on
as representative a sample as possible of the Hong Kong English language teacher
cohort. The composition of the ELBSC was very broad. The time frame the ELBSC
was given was one year, using the consultancy report (Coniam & Falvey, 1996) as
the starting point for the ELBSC’s initial discussions. There was considerable debate
over the substance of the report. While the majority of the recommendations were
accepted by the ELBSC—that is the areas to be assessed—certain details of how
assessment might be accomplished—the format of the Reading and Listening Tests,
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for example, and the scales and descriptors of the CLA, were not wholly accepted
by the ELBSC. To resolve questions that the ELBSC raised, five Working Party sub-
groups were formed under the ELBSC, each tasked with investigating one of the five
areas to be assessed, namely Reading, Writing, Speaking, Listening and Classroom
Language Assessment.

Pre-PBAE Validation Studies

For some of the test types, validation exercises of the test material, or of the training
and standardisation of assessors were conducted by the consultants, with subjects
consisting of in-service and pre-service teachers at local universities. Eight reports
were produced by the consultants focusing on the validation of the assessment instru-
ments and the training and standardisation of assessors for the criterion-referenced
tests.

The reports contain detailed information on different aspects of the development
of the English Language Benchmarking Initiative. These reports were:

1. Validating the Classroom Language Assessment Component: The Hong Kong
English Language Benchmarking Initiative (Coniam & Falvey, 1998a)

2. Validating the Reading Test: The Hong Kong English Language Benchmarking
Initiative (Coniam & Falvey, 1998b)

3. Piloting the Multiple-Choice Cloze Test: The Hong Kong English Language
Benchmarking Initiative (Coniam & Falvey, 1998c)

4. Validating the Speaking Test: The Hong Kong English Language Benchmarking
Initiative (Coniam & Falvey, 1998d)

5. Pre-pilot Exercise Rewriting and Speaking Components of the English Language
Benchmark Project (Falvey & Coniam, 1998a)

6. Assessor Training and Standardisation for Classroom Language Assessment:
The Hong Kong English Language Benchmarking Initiative (Falvey & Coniam,
1998b)

7. Assessor Training and Standardisation for the Speaking Test: The Hong Kong
English Language Benchmarking Initiative (Falvey & Coniam, 1999c)

8. Assessor Training and Standardisation for the Writing Test: The Hong Kong
English Language Benchmarking Initiative (Falvey & Coniam, 1999d).

The studies will be referred to from time to time in this and the following chapters.
As the list above reveals, no trialling of any material for the Listening Test was

possible. The Listening Test that emerged suffered, not surprisingly, from the defi-
ciencies that are discussed further in this chapter below.
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The Work of the ELBSC

Between October and December 1997, the ELBSC met 32 times. The discussion
and recommendations made by the ELBSC for test types are now described. A
considerable number of amendments and changes—as might be expected—were
made to the original recommendations of the 1996 consultancy feasibility study
report by the ELBSC as a result of their deliberations.

Classroom Language Assessment

The CLA was discussed at length in the ELBSC because it would be a performance-
based test that would take place in a live taught class. While the ELBSC was very
much in agreement with the philosophy behind the use of an authentic test, logistic
concerns were expressed at the administration of a live CLA.

Although English language teachers are used to paper-and-pencil tests, a live
classroom test would be much more threatening. The constructs assessed would
need to be broad in terms of language skills that were assessed, i.e. that they should
not be biased against any particular group—primary versus secondary, for example.
Care also had to be taken that the constructs which were to be established involved
the assessment of language only and not pedagogical skills or personality traits.
Support for the retention of CLA was made in a 1999 Colloquium on English Lan-
guage Benchmarks held in Hong Kong, where Nevo (1999) stated unequivocally that
the inclusion of the CLA in language benchmarking should be retained in spite of
inevitable arguments that it would be costly and time-consuming.

A Working Party for CLA was formed under the main ELBSC to examine the
constructs that the consultancy team had formulated in their original 1996 report
and to examine the constructs, scales and descriptors both for validity and potential
reliability. The Working Party met six times, watched over 20 videos, discussed the
skills and constructs they felt appropriate to English language teachers, and reported
back to the ELBSC.

There was strong agreement that the four constructs that had been formulated
in the Consultancy Report for English Language Benchmarks (Coniam & Falvey,
1996) were the essential English language skills which teachers of English language
required in order to underpin the effective teaching of English. Grammatical Accu-
racy and Pronunciation, Stress and Intonation are the two ‘formal’ elements which
define an English language teacher’s ability in English. The other two elements The
Language of Presentation/Practice and The Language of Interaction are the func-
tional realisations of a teacher’s formal ability in English in terms of communicating
with students and getting things done in the classroom. Scales and their descriptors
were then formed to reflect those skills at various levels of ability.

The four constructs and their associated descriptors of language performancewere
arrived at by the following methods:
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1. Observation of English language lessons on video,
2. Creation of a taxonomy of teacher language tasks,
3. Development of prototype constructs,
4. Moderation of the constructs by experts and practising teachers,
5. Creation of scales,
6. Creation of descriptors for each scale based upon distinct levels of language

performance,
7. Validation of the constructs and descriptors through moderation and empirical

study and
8. Submission of the prototypes to the ELBSC.

After phase (7), Level ‘3’ of the prototype scales was adopted as the tentative
benchmark level. A new Level ‘0’ was added to indicate that no performance in
that skill area was available for grading, e.g. speaking in Cantonese for the whole
lesson. By mid-1998, the specifications of the scales after revision, modification and
amendment were resolved as follows:

1. Grammatical Accuracy,
2. Pronunciation, Stress and Intonation,
3. The Language of Interaction and
4. The Language of Instruction.

The Speaking Test

Specifications

As reported in the validation study of the Speaking Test (Falvey & Coniam, 1999),
the ELBSC agreed, after reviewing the different options proposed in the Consul-
tants’ Report for English Language Benchmarking (Coniam & Falvey, 1996), that
the assessment of speaking was a crucial part of the English language benchmark
assessment procedure.

In addition, the ELBSC eventually decided that some skills must be assessed for
all teachers of English language, e.g. the comparatively difficult and teacher-specific
skill of reading aloud; and the language teacher skill of storytelling or recounting.
The 1996 Consultancy Report proposed three test types and seven separate scales
for the Speaking Test.

Although the ELBSC’S deliberations on the Speaking Test retained the essence of
the consultants’ 1996 recommendations in that the test still consisted of three linked
elements, certain elements and task types were changed.

As can be seen fromTable 6.1, one of the original scales (Pronunciation, Stress and
Intonation) was tested twice in the original proposals so one of those pronunciation
scales was dropped. The test types and scales which the ELBSC accepted and on
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Table 6.1 Scales and descriptors in the 1996 Consultancy Report

Test type Scale Salient linguistic features

1. Reading aloud:
giving instructions

1. Pronunciation, Stress and
Intonation

Sounds, stress, intonation

2. Reading Aloud with Meaning Speed of delivery, pausing,
awareness of audience

2. Talking about
teaching

1. Pronunciation, Stress and
Intonation

Sounds, stress, intonation

2. Grammatical Accuracy Grammatical accuracy, range of
structures

3. Organisation and cohesion Coherence, logical flow of ideas,
relationships between ideas

3. Oral interaction 1. Interacting with Peers Including turn-taking, initiating,
responding, agreeing and
disagreeing

2. Explaining Language Matters to
Peers

Including the use of appropriate
metalanguage, appropriate
examples

Table 6.2 Scales and descriptors proposed by the ELBSC

Test type Scale Salient linguistic features

1. Reading aloud a text 1. Pronunciation, Stress and
Intonation

Sounds, stress, intonation

2. Reading Aloud with Meaning Speed of delivery, pausing,
awareness of audience

2. Telling a
story/recounting a
personal
experience/presenting
arguments

1. Grammatical Accuracy Grammatical accuracy, range of
structures

2. Organisation and Cohesion Coherence, logical flow of ideas,
relationships between ideas

3. Professional oral
interaction

1. Interacting with Peers Including turn-taking, initiating,
responding, agreeing and
disagreeing

2. Explaining Language Matters
to Peers

Including the use of appropriate
metalanguage, appropriate
examples

which the PBAE Speaking Test was based and which are reported here are presented
in Table 6.2.

The six scales and the descriptors that were used in the PBAE are contained in
Appendix E “Speaking Test Scales and Descriptors”, p. 81–85 Chap. 5.
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Assessor Training for the PBAE

An investigation was conducted into the reliability of the Speaking Test assessors.
The purpose of the training was to train and standardise assessors. However, this

also involved conducting an analysis of the assessors’ scores in order to deselect
potentially weak assessors, those who might be too harsh or too lenient or those
unable to apply the scales and descriptors consistently.

The 16 assessors were first given the marking schemes and rating scales and given
time to read and digest them. They were then shown the first set of three applicants
and asked to rate them without discussion. The purpose of this blind rating was to
enable the consultants to observe how much initial variability there was amongst the
assessors. Subsequently, this variability was to be compared with their performance
on the final ratings carried out at the end of the day.

After the first, blind, rating session, the trainee assessors were then given detailed
training for three more full sessions and standardisation feedback and follow-up
after they had given their grades. While there was an initial wide range of marks,
this was reduced through the day’s training to a much narrower range. Assessor-to-
modelmisfitwas also substantially reduced.A detailed description of the training and
standardisation procedure for the Speaking Test is provided in Falvey and Coniam
(2000)

All assessors remarked that they felt the assessor training session had been remark-
ably well organised and that they had benefited in terms of being prepared for assess-
ing teachers on the PBAE Speaking Test. Many of the assessors’ suggestions were
adopted and incorporated into the PBAESpeakingTest. Examples of changes include
the addition of a poem to the prose passage in the Reading Aloud section.

The Writing Test

The ELBSC agreed that the original construct that had been formulated in the Con-
sultancy Report for English Language Benchmarks (Coniam & Falvey, 1996) was
an essential facet of the English language skills which teachers of English language
require in order to underpin the effective teaching of English.

The ELBSC retained the Expository Writing test type reported in this chapter but
increased the number of levels from five to six by making Level 0 a description of
‘no performance upon which to make an assessment’. The ELBSC also introduced
a new test type (Rewriting) with the result that the Writing Test that was used in the
PBAE finally consisted of two test types and five scales (drawn from the original test
type and the new test type).

The new test type was an innovative test of writing awareness and writing skill. It
requires test takers to rewrite a student essay (typically a low-level Secondary 5 [Year
11] essay, written for the HKCEE examination). The purpose of the rewriting task
was to demonstrate that test takers can not only understand the problems associated
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Table 6.3 Scales and descriptors proposed by the ELBSC for the rewriting task

Test type Scale Salient linguistic features

1. Writing
professionally

Grammatical Accuracy Grammatical accuracy, range of structures

Organisation and Coherence Organisation of text, coherence

Task Completion All tasks requested in the stimulus must
be completed

2. Rewriting a
student
composition

Vocabulary and Grammar Grammatical accuracy, range of
structures, appropriate lexical choice

Organisation and Presentation of
Facts/Information

Logical flow of ideas, relationships
between ideas, retention of main
facts/information from the original
student text

with the writing of the composition but also that they have the requisite skills to allow
them to rewrite it in an acceptable/exemplary manner.

The task was trialled and found to work well. Once preliminary descriptors had
been established, a sample batch of rewrites was given to consultants and HKU lan-
guage education specialists who, acting as assessors, were asked to read the rewritten
text and then use the prototype descriptors to assign a benchmark level to each text.
Although, at this stage, little training was given to assessors, the assessors reported
favourably on their ability to operationalise the descriptors. Adjustments were made
to the prototype descriptors based on feedback from these assessors during a pre-
PBAE pilot in 1998. Concurrent validity for the rewriting task was high with the
expository writing task (r � .66, p < .001). Concurrent validity was also high with
the other skills (calibrated MC items—r � .63, p < .001); Speaking Test—(r � .89,
p < .001).

The scales and descriptors used in the PBAE Writing Test are shown in full
in Appendix D “Writing Test Scales and Descriptors“, p. 76–80. A summary is
presented in Table 6.3.

The Reading Test

Reading

It was agreed, as for the Speaking Test, that a basic principle should be that teachers
taking the test must be treated as mature adults and that multiple-choice tasks which
resembled school tests should be avoided as far as possible. Principles laid down by
the ELBSC were as follows:
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1 It should tap higher-level reading skills.
2 It should neither duplicate HKEA school tests such as the HKCEE or HKASLE

examinations nor appear similar to them. (This was for purposes of credibility
and face validity. Teacher informants made it clear that they did not want to see
a battery of tests which appeared to resemble the tests for which many of them
were preparing their students.)

3 It should, ideally, not be in a multiple-choice format. (This criterion was estab-
lished because of the ELBSC’s desire to promote the more modern paradigm of
assessment which eschews large-scale multiple-choice testing.)

4 The material should be authentic.
5 Its topic content should be based on domains that English language teachersmight

encounter in their professional lives, i.e. English language teaching and language
education.

Cloze

The ELBSC also agreed eventually that a multiple-choice element should form part
of the test battery.

Although initially resistant to the inclusion of multiple-choice test items, the
ELBSC finally agreed to the inclusion of a multiple-choice cloze test because of the
reliability such a test might afford the HKEA as an anchor against the Reading Test.
The ELBSC stated, however, that:

1. The items should be integrated into a text type such as a cloze passage and not
consist of discrete point items.

2. Some of the items should test discourse-level skills.
3. The items should be properly pretested.

Following the principle of using authentic material, a number of cloze passages
were prepared for pretesting with as little amendment to their initial state as possible.
Setters and moderators attempted to make as few amendments as possible to the
original in order to provide teachers with the type of text that they could encounter
in their professional lives. Item types included grammar and vocabulary, as do most
cloze tests. However, an effort was alsomade to include items that required test takers
to take the discourse context into account (c.f., Deyes, 1984).
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The Listening Test

It was agreed that the stimulus for the Listening Test should consist of an authen-
tic discussion, based around English language teaching/educational themes. It was
decided not to use a single speaker as thiswould closely represent the academic listen-
ing skills required in a formal lecture. Consequently, a Listening Test was developed
in which answers would be of an open-ended format. One of the ELBSC’s recom-
mendations was that the Listening Test should be delivered in a video rather than an
audio format—the latter being the format adopted by the HKASLE Year 13 Use of
English examination at the time.

A number of formats were experimented with. One of the formats involved the
production of questions based on major themes rather than linear questions which
paralleled the videotaped discussion. Participants in the video were briefed on the
topic and then asked to take a stance on it. Topics covered included the use of
native English-speaking teachers in Hong Kong secondary schools, the medium of
instruction in schools and the role of English in education.

Unfortunately, the innovative video approach to a new test format was not piloted,
due to logistical problems. As a result, the final format of the Listening Test can be
described as a hybrid between a test for English language teachers and a ‘more
demanding’ HKASLE Year 13 Use of English Listening Test. The majority of the
questions generally paralleled the text (as with the Use of English Listening Test).
Some questions did not, however, which required test takers to take a broader per-
spective, and to draw on different sections of the taped discussion. In addition, there
was an attempt to include questions which required answers that drew on more than
factual recall—the general item types used with questions in the HKASLE UE Lis-
tening Test.

As stated above, the wishes of the ELBSC were unable to be followed because
of practical constraints (e.g. finding enough test rooms with video facilities for large
numbers of test takers) so theHKEAdecided that it would not be possible to adminis-
ter the test which had been prepared for use on video via video. Instead, the videowas
converted to an audio tape for the live test. As reported below, this led to problems,
reported by test takers. See also the discussion in Coniam (2001) of the relative lack
of advantage of using video over purely audio as a medium for conducting listening
tests and a further discussion of this topic in the closing chapter, Chap. 18.
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(Produced by the English Language Benchmark Subject Committee for the Pilot Benchmark Assessment (English))
Part 1: Assessment purpose / target group / objectives / language model 
Part 2: Overall statement including a discussion of constructs
Part 3: Major components 
Part 4: Task and question types 
Part 5: Syllabus specifications (number of sections / papers / parts / suggested text lengths / timing 
etc.)

Fig. 6.1 Framework for Pilot Benchmark Assessment (English Language)

From the ELBSC and Its Working Parties to Its Moderation
Committees

By the end of 1997, the ELBSC had agreed on the composition of the benchmark test
battery, and a draft test blueprint was produced. This is now reproduced in Fig. 6.1.

Part 1: Assessment Purposes

Purpose of
assessment

To establish minimum, acceptable levels of language ability for teachers of
English in lower forms of secondary school

Target group All teachers of English in lower forms of secondary schoola

Objectives:
Major

To establish minimum, acceptable levels of teacher language ability in order
to underpin the effective teaching of English in lower secondary school
classrooms

Objectives:
Specific

To establish minimum, acceptable levels of competence in order to deliver the
English language curriculum in the classroom in the specific language skill
areas of:
• Classroom language
• Speaking
• Listening
• Reading
• Writing

Language model A functional model of language (Halliday, 1985) with reference for language
testing to Bachman and Palmer’s 1996 model of language (organisational
[grammatical and textual] and pragmatic [functional and sociolinguistic])
knowledge and strategic (metacognitive strategies) competence

aThe language skills of some upper primary and upper secondary teachers of English will also be
sampled for purposes of comparison with their lower secondary counterparts
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Part 2: Overall Statement Including a Discussion of Constructs

Construct Statement

The sections below contain construct descriptions of the major areas to be benchmarked. It will
be noted that some overlap occurs. The reason for this is that some important language skills are
used in different but relevant contexts of use. All of these contexts of use are deemed important
for the effective practice of English both professionally (e.g., with colleagues and specialists) as
well as in the classroom. Therefore, for example, it will be seen that the assessment of
pronunciation occurs in two contexts—in a reading aloud task and in the context of the
classroom with students. Grammar, likewise is assessed both in written (Writing component) and
multiple-choice cloze form (Reading component) and, in addition, in two different but relevant
spoken forms (speaking to peers/superiors and speaking to students in a live classroom context)

Classroom Language Assessment

To be examined by Education Department Classroom Language Assessors

Authenticity

Areas to be
benchmarked

CLASSROOM LANGUAGE
in which minimum, acceptable levels of ability to communicate with
students appropriately are assessed in the areas of:
• Grammatical Accuracy
• Pronunciation, Stress and Intonation
• The Language of interaction
• The Language of Instruction
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‘Formal’ Assessment: Direct and Indirect

To be examined by Hong Kong Examinations Authority

Authenticity In all cases, authentic texts, or adaptations of authentic
material will be used

Areas to be benchmarked SPEAKING
in which competence is assessed, when interacting with
educated native and non-native speakers, in the language
skills areas of:
• Pronunciation, Stress and Intonation
• Reading Aloud with Meaning
• Grammatical Accuracy
• Organisation and Coherence
• Interacting with Peers
• Explaining Language Matters to Peers

LISTENING
in which competence is assessed by listening to and
understanding educated native and non-native speakers of
English in audio/video recordings. Possible text types would
be discussions, debates, interviews, documentaries and
current affairs programmes which discuss matters broadly
related to education and professional language teaching.
These might be drawn directly from the English language
media in Hong Kong or developed from authentic
interviews, discussions etc.

READING
in which competence in reading and understanding texts of
an agreed appropriate nature and level within the context of
professional language teaching is assessed (e.g., texts taken
from journals such as Modern English Teacher, English
Language Teaching Journal, Curriculum Forum, Practical
English Teacher, as well as fiction and newspaper articles on
relevant topics)
VOCABULARY, GRAMMAR and DISCOURSE
in which minimum, acceptable levels of vocabulary,
grammar, discourse and textual knowledge are assessed in a
cloze procedure

WRITING
in which competence is assessed by means of:
• a stand-alone expository writing task
• rewriting/improving a student composition
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Part 3: Major Components

Classroom Language Assessment

Areas to be assessed Assessment of teacher language skills in a normal classroom working
environment

Components/scales Classroom Language Assessment
To assess teachers’ ability to use English for classroom purposes in the
following ways:
• Grammatically
• With appropriate pronunciation, stress and intonation
in order to demonstrate the communicative language skills which involve:
• The Language of Interaction, i.e.:
– Eliciting
– Responding
– Providing feedback
– The language of classroom management, including:
praising/advising/acknowledging
• The Language of Instruction, i.e.
– Presentation
– Giving instructions
– Signalling

‘Formal’ Assessment: Direct and Indirect

Areas to be assessed • Speaking
• Listening
• Reading, Vocabulary, Grammar and Discourse
• Writing

Components/scales SPEAKING
• Pronunciation, stress and intonation
• Reading aloud with meaning
• Grammatical accuracy
• Organisation and coherence
• Interacting with peers
• Explaining language matters to peers

LISTENING
Open-ended responses to audio/video-recorded spoken discourse

READING
Open-ended responses to texts
VOCABULARY, GRAMMAR and DISCOURSE COMPONENT
Multiple-choice cloze

WRITING
• Organisation and coherence
• Grammatical accuracy
• Task completion
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Part 4: Task/Question Types

Classroom Language Assessment

A live lesson conducted with the teacher’s normal time-tabled class which would include a
display of the language skill areas which have been specified in previous sections

‘Formal’ Assessment: Direct and Indirect

SPEAKING
• An integrated “Reading and Speaking” task consisting of:
– Reading aloud, e.g., narrative, instructions, poem etc., thematically linked to:
– Telling a story/recounting a personal experience/presenting arguments based on a stimulus
provided, e.g., written prompts, an incomplete short story, a set of pictures or the passage for
reading aloud

• Discussing student language problems presented within the context of an authentic student
composition

LISTENING
Open-ended listening tasks based on English language teaching situations or topics of general
educational interest in the form of an exposition, e.g., lecture situation, dialogue or debate with
the following types of question: factual; attitudinal; inferential; gist/summary

READING
• Open ended reading tasks based on a text or texts provided
VOCABULARY, GRAMMAR and DISCOURSE COMPONENT
• Multiple-choice cloze

WRITING
• An argumentative/explanatory/instructional writing task related to the professional or practical
work of an English language teacher OR a writing task related to a text on a relevant language
teaching topic

• Improving a student composition by identifying and solving lexico-grammatical and discourse
problems

Part 5: Syllabus Specifications

Classroom Language Assessment

Paper IV: Classroom Language Assessment
Note: A minimum of 5 days’ notice will normally be given by the assessor(s) to the teacher
Briefing: The teacher will brief the assessor(s) before the class takes place. The briefing will
include information on the students’ previous language learning and teacher language skills to
be demonstrated
Time: 5–15 min, as required by the teacher
NOTE: This part is not assessed
Assessment: Live lesson:
The assessment will take place in a single period. The first 10 minutes of the single period will
not be assessed. This non-assessed section of the lesson will allow the teacher, assessor(s) and
students to get used to each other
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‘Formal’ Assessment: Direct and Indirect

Major elements of the
benchmarking
assessment including:
• number of sections
• number of parts
• text lengths
• timing

PAPER-AND-PENCIL TESTS
This assessment consists of two papers:

This assessment
consists of two
sections:

Paper I Reading and
Writing
• Part 1:
Multiple-choice
cloze

Time: 30 min
Text: approximately
500 words
Items: 20–30
• Part 2: Reading
Time: 1 h
Text(s): One text of
1500–2000 words or
two texts of 750–1000
words each
Questions: about 20 of
various types
• Part 3: Writing time:
1 h 15 min

• Text: Stand-alone
writing task:
stimulus material
will be given as
input for the writing
task, either using the
reading passage in
the reading
comprehension
component or a
different text of
200–300 words.

Text: Improving a
student composition
task—a text of about
200–300 words will
be used

Paper II Listening
• Listening and
responding to an
audio/video
recording(s) which
is/are heard only
once

Time: 1 h
Preparation time: 3–5
min to look at the
question paper
Time for listening and
responding: 30 min
Completion time:
10–15 min
• ‘Text’: One segment
of spoken discourse of
approximately 25–30
min or two segments
of approximately
10–15 min each
Questions: about 20 of
various types

Paper III Speaking
Section A consists of
two parts:
Preparation: 10 min
Examination: 5 min
• Reading aloud a text
which will take a
typical secondary
school teacher of
English one to two
minutes to read
aloud

• Telling a
story/recounting a
personal experi-
ence/presenting
arguments

Section B consists of
one part:
Preparation: 5 min
• Professional oral
interaction

Time: 10 min for
discussion in group
format
Text: a student
composition of about
200–300 words
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As the HKSAR Government wished to press ahead with the specimen material
and prepare for the PBAE (see below), in early 1998 four Moderation Committees
were formed under the aegis of the Hong Kong Examinations Authority to set two
sets of test material for the four paper-and-pencil tests. One set was to be released as
specimenmaterial to teachers; the other setwas to be live pilot testmaterial. A booklet
of the prototype benchmark syllabus together with specimen material was published
in September 1998 by ACTEQ in the syllabus document Syllabus Specifications,
Specimen Questions, Notes for Classroom Language Assessment.

At the same time, i.e. September 1998, the Education Bureau began canvass-
ing schools in an attempt to recruit teachers to participate in the Pilot Benchmark
Assessment (English) , which is discussed in Chap. 7.

Summary

This chapter has discussed the pre-PBAE validation process by the ELBSC on the
different components of the test battery, namely Classroom Language Assessment,
Speaking, Writing, Reading and Listening. The work of the ELBSC contributed
to the development of the Framework for Pilot Benchmark Assessment (English
Language), which states the purposes, format and the structure of the PBAE. Chapter
7 describes the Pilot Benchmark Assessment phase of the consultancy study.
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Chapter 7
The Pilot Benchmark Assessment
(English)

David Coniam and Peter Falvey

Abstract This chapter covers the Pilot Benchmark Assessment (English)
(PBAE)—the test bed for all the constructs, their benchmarks and the associated
assessment instruments which were developed in the two and a half years prior to
its administration. The background to the exercise and the formation of the sample
are first discussed. After this, a brief analysis of each test component is provided.
The chapter rounds off with a brief description of test takers’ reactions to the tests
(analysis of certain questions, as well as a digest of written comments, from the
post-test questionnaire, together with a discussion of key issues from the qualitative
interviews that were conducted with about 10% of the test-taking cohort).

Introduction

The PBAE ran from late 1998 to early 1999, lasting four months because each
teacher was observed twice teaching a live English language class. A Benchmark
Assessment Unit, constituted under the then Education Department and trained by
the consultants, began to assess teachers for the CLA component of the PBAE in
late 1998, finishing all the assessments by early 1999. It involved two visits to over
320 teachers in their own classrooms. The pen-and-paper tests were subsequently
administered in early February 1999.

The PBAE Sample

The PBAE samplewas initially constructed so that it would be representative of lower
secondary teachers of English. After discussionwith ED’s Statistics Section, the total
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Table 7.1 Desirable and actual sample sizes

Type Qualifications Recommended
sample size

Actual number

1 Teacher Cert., Subject-trained, Primary 40 30

2 Teacher Cert., Non-subject-trained,
Primary

40 29

3 Teacher Cert., Subject-trained,
Secondary

55 53

4 Teacher Cert., Non-subject-trained,
Secondary

30 12

5 Degree, Relevant, Secondary 35 33

6 Degree, Relevant, Professional training,
Secondary

35 35

7 Degree, Non-relevant, Secondary 110 86

8 Degree, Non-relevant, Professional
training, Secondary

55 49

Total 400 327

number of teachers for the PBAEwas recommended as 400. Based on this figure, the
ELBSC recommended the use of stratified sampling so that the individual subgroups
of the target population would be proportionately represented in the sample (Hatch&
Lazaraton, 1991). Column 3 in Table 7.1 presents the desired sample of participating
teachers.

The Education Department therefore wrote to all school principals in Hong Kong
asking them to provide detailed information of the English language teachers in their
schools in order to construct the actual sample. The final figure for teachers who
agreed to participate in the PBAE is presented in Column 4 of Table 7.1.

The participation rate for each group (with the exception of Group 4) was higher
than 75%.

Since the PBAE required a representative sample, the presence of self-selecting
volunteering teachers would not be appropriate (Hatch&Lazaraton, 1991; Rosenthal
& Rosnow, 1975).

The PBAE and the 1996 Survey: Comparative Data

The composition of the PBAE sample may be seen in perspective by comparing
relevant demographic data using the 1996 Consultancy Study survey as the anchor
since the 1996 survey obtained data from almost 75% of the practising cohort of
English language teachers in Hong Kong.

Table 7.2 presents figures for the distributions of teachers across Government,
Aided and Private schools.
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Table 7.2 School type

Govt Aided Private Total

1996 survey 858 (9.2%) 8373 (90.2%) 53 (0.6%) 9284

1999 PBEA 18 (5.9%) 268 (88.2%) 18 (5.9%) 304

Table 7.3 Desirable and actual sample sizes

Type Qualifications Number (%) 1999 PBAE Number (%)—1996 q’aire
survey

1 Teacher Cert.,
Subject-trained, Primary

30 (9.1%) 1919 (27.6%)

2 Teacher Cert.,
Non-subject-trained,
Primary

29 (8.9%) 1056 (15.2%)

3 Teacher Cert.,
Subject-trained, Secondary

53 (16.2%) 371 (5.3%)

4 Teacher Cert.,
Non-subject-trained,
Secondary

12 (3.7%) 55 (0.8%)

5 Degree, Relevant,
Secondary

33 (10.1%) 671 (9.6%)

6 Degree, Relevant,
Professional training,
Secondary

35 (10.7%) 845 (12.1%)

7 Degree, Non-relevant,
Secondary

86 (26.3%) 784 (11.2%)

8 Degree, Non-relevant,
Professional training,
Secondary

49 (15.0%) 1255 (18.0%)

Total 327 6956

The PBAE had a much heavier weighting of secondary school teachers than
primary school teachers. As stated above, this matched the objective of the PBAE
whose purpose was to examine how lower secondary teachers performed on the
prototype tasks.

Table 7.3 is a summary of the teacher qualification, primary/secondary distribution
of the members of the PBAE sample. The table presents a final comparison of the
numbers of teachers who participated in the 1999 PBAE and the representation of
the cell type against the total English language teaching cohort in Hong Kong.

The total number of teacherswho initially took part in the PBAEwas 327, although
some dropped out as the PBAE progressed over the four-month period. Table 7.4
presents, by test type, a breakdown of teachers who completed the PBAE, i.e. those
who took the majority of the tests in the battery.
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Table 7.4 Number of teachers taking part in the different test types

Classroom language assessment 297

Reading (Reading comprehension and cloze) 299

Writing 299

Listening 298

Speaking 303

Multiple-choice items 297

Analyses of the Tests Administered in the Pilot Benchmark
Assessment (English)

The test components are discussed under two headings:

1. Criterion-referenced tests (Classroom Language Assessment, Speaking Test,
Writing Test)

2. Analytically marked tests (Reading Test, Listening Test, Multiple-choice Test)

The discussion and analysis within each section encompasses, where relevant,
detail on:

• Analysis of assessor performance (assessor means, inter-rater correlations, Many-
Facet Rasch Analysis)

• Analysis of test statistics (means, item analyses, reliability coefficient, standard
error)

• Analysis of test taker performance.

The PBAE Classroom Language Assessment Component

Introduction

The English Language Subject Benchmark Committee (ELBSC) agreed with and
accepted the four constructs, presented in the Consultancy Report for English Lan-
guage Benchmarks (Coniam & Falvey, 1996):

• Grammatical Accuracy
• Pronunciation, Stress and Intonation
• The Language of Interaction
• The Language of Instruction.

A full description of the validation procedures used for testing the operationalis-
ability of the scales and descriptors was reported in Coniam and Falvey (1998a, b, c,
d). The four constructs, their six scales and their associated descriptors are contained
Appendix G “CLA Assessment Scales and Descriptors (Finalised)” in Chap. 5.
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A Benchmark Assessment Unit was set up under the ED in 1998 to undertake the
Classroom Language Assessment. Training consisted of 30 h, prior to CLA visits,
as well as ongoing standardisation during the visits consisting of:

• seven three-hour seminar-based sessions
• three school visits plus three-hour follow-up sessions
• 15 paired-up visits at the beginning of the assessment period (See Falvey &
Coniam, 1999).

Analysis of Test Taker Performance

As an indication of the overall performance of the cohort, Table 7.5 presents themean
for each scale. (The level recommended by the ELBSC as the potential benchmark
was a Level ‘3’.)

An analysis of performance on the different scales revealed that the majority of
teachers’ scores on the different scaleswere clustered at Levels ‘3’ and ‘4’. 17–18%of
teachers scored at Level ‘5’, indicating that there were some extremely able language
users in the classroom. The scale onwhich fewest teachers failed to reach the tentative
benchmark was Pronunciation, Stress and Intonation.

Table 7.6 presents the numbers of teachers who achieved the putative CLA bench-
mark.

Table 7.5 Means for the four CLA scales

Scale N Mean SD Min. Max.

Grammatical
accuracy

304 3.66 0.87 1.00 5.00

Pronunciation,
stress and
intonation

304 3.69 0.83 1.00 5.00

The language
of instruction

301 3.66 0.87 1.00 5.00

The language
of interaction

300 3.64 0.89 1.00 5.00

Table 7.6 Test takers
achieving a 3 (or better)

No. of scales No. of test takers

On all 4 scales 260 (84.4%)

On 3 scales 19 (6.2%)

On 2 scales 19 (6.2%)

On 1 scale 6 (1.9%)

On 0 scales 4 (1.2%)

Total 308
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Table 7.6 reveals that 84.4% of the teachers observed achieved the prototype
minimally acceptable benchmark grade of ‘3’ on all four scales. The ELBSC had
striven to formulate what the desirable ‘minimum acceptable level of English lan-
guage’ should be for an English language teacher. It would appear, therefore, that
the percentage of teachers achieving the minimum acceptable level was reasonably
high.

Many-Facet Rasch Analysis

With Many-Facet Rasch Analysis, it is possible to compute model-data fit of the
different facets (assessors, teachers and assessment scales in this case) with rather
less data than with traditional analyses such as correlations. See Appendix “Method-
ological Approaches andAnalytical Tools” in Chap. 8 for amore detailed description
and overview of Rasch measurement and Many-Facet Rasch Analysis.

Analysis of the three assessors indicated that all three emerged as lenient, although
more importantly all showed acceptable model fit (Weigle, 1998).

A key issue concerns the extent to which the five levels which constitute each
benchmark scale can be viewed as separate, or whether the levels overlap. If there
is overlap, the boundaries between the levels will be perceived as tenuous. This is
especially important at the crucial boundary between Levels 2 and 3—the benchmark
level.

The analysis in Table 7.7 has also been computed using two standard errors, since
this allows for a 95% level of confidence.

In order to reach the prototype benchmark level, teachers needed to score a ‘3’.
When comparing the two crucial benchmark levels, it can be seen that Level 3−2SE
had a measure of −0.30 logits, while Level 2 +2E had a measure of −3.86 logits.
This difference indicated that there was no overlap between Levels 2 and 3 on the
scale. Model-data fit can be seen from the infit mean square figures in Column 8.
Good fit—indicated by the infit mean squares in Column 8 being in the 0.5–1.5 range
(Weigle, 1998)—could be noted at the crucial levels ‘2’ and ‘3’.

Table 7.7 Scale separation
1 2 3 4 5 6 7 8 ← Column

Level SE −2SE −1SE Measure
(logits)

+1SE +2SE Infit mean
square

5 0.11 7.53 7.64 7.75 7.86 7.97 1.7

4 0.09 4.51 4.60 4.69 4.78 4.87 0.8

3 0.15 −0.30 −0.15 0.00 0.15 0.30 0.7 Benchmark
level

2 0.41 −5.50 −5.09 -4.68 −4.27 −3.86 1.6

1 −7.75 3.0
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Further, it can be seen that at all levels, the +2SE figure of a given level is sub-
stantially below the −2SE figure of the level above, indicating that all the levels can
be seen as distinct and separate.

Summary

The overall results of the PBAE for Classroom Language indicated that the majority
of teachers of English in lower secondary classrooms would reach the minimum
benchmark level if the ELBSC and ACTEQwere to recommend a Level ‘3’ score on
each component. It also indicated the following: that the assessors were reliable; that
the scales and their descriptors worked well; that teachers’ self-evaluations matched
their assessment grades; and, unfortunately, that some teachers should perhaps not
be teaching English.

The PBAE Speaking Test

Introduction

As reported in the validation study of the Speaking Test (Falvey & Coniam, 1999),
the ELBSC agreed, after reviewing the different options proposed in the Consul-
tants’ Report for English Language Benchmarking (Coniam & Falvey, 1996), that
the assessment of speaking was a crucial part of the English language benchmark
assessment procedure. As stated earlier, the reason for retaining a speaking test was
that teacher language performance was observed to be different, even on the same
constructs, when language in the classroom is compared with the use of language
with peers. In addition, the ELBSC eventually decided that some skills must be
assessed for all teachers, e.g. the comparatively difficult and teacher-specific skill
of reading aloud and the language teacher skill of storytelling or recounting. The
Speaking Test that was agreed on for use in the PBAE consisted of three test types,
assessed on six scales. Table 7.8 illustrates.

The descriptors used in the PBAE can be foundAppendix E “Speaking Test Scales
and Descriptors” in Chap. 5.

Implementation of the Speaking Test

The administration of the Speaking Test lasted four days, with two separate sessions
on each day when different test material was used. There were twelve assessors in
six teams. Each team consisted of two assessors.
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Table 7.8 Scales and descriptors proposed by the ELBSC

Test type Scale Gloss

1. Reading aloud a
text

1. Pronunciation, stress and
intonation

Individual phonemes, stress, intonation

2. Reading aloud with
meaning

Speed of delivery, pausing, awareness of
audience

2. Telling a
story/recounting a
personal experi-
ence/presenting
arguments

1. Grammatical accuracy Grammatical accuracy, range of structures

2. Organisation and cohesion Coherence, logical flow of ideas,
relationships between ideas

3. Professional oral
interaction

1. Interacting with peers Including turn-taking, initiating,
responding, agreeing and disagreeing

2. Explaining language
matters to peers

Including the use of appropriate
metalanguage, appropriate examples

Analysis of Assessor Performance

Twelve assessors were used to assess test takers in the Speaking Test. Before they
began to assess, they underwent a detailed training and standardisation programme,
reported in Falvey and Coniam (1999). Using Multi-faceted Rasch analysis as the
analytic statistic, all 12 assessors showed acceptable model fit, with a 1.4 logits
leniency range +0.73 to −0.74.

Analysis of Test Taker Performance

The scores achieved by test takers are presented in different ways below. First, two
sets of descriptive data are presented:

• the mean score for each scale
• a breakdown of the frequency scores for each scale (Table 7.9).

Compared with the CLA, where 84.4% of test takers achieved the benchmark
grade of ‘3’ on all four scales, in the Speaking Test, 41.6% achieved the benchmark
Level of a ‘3’ on all scales.

Table 7.9 Test takers
achieving a 3 (or better)

On all 6 scales 126 (41.6%)

On 5 scales 39 (12.9%)

On 4 scales 42 (13.9%)

On fewer than 4 scales 95 (31.4%)
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Table 7.10 Scales

Measure (logits) Model error Infit mean
square

Assessors

+0.28 0.04 0.9 Pronunciation, stress and intonation

+0.19 0.04 0.9 Reading aloud with meaning

+0.12 0.04 0.9 Grammatical accuracy

−0.06 0.04 1.0 Organisation and cohesion

−0.19 0.04 1.2 Explaining language matters to peers

−0.35 0.04 1.1 Interacting with peers

0.00 0.04 1.0 Mean

+0.22 0.00 0.1 SD

RMSE 0.04; Adj S.D. 0.22; Separation 5.59; Reliability 0.97
Fixed (all same) chi-square: 193.2; d.f.: 5; Significance: .00

Scale Difficulty and Separation

Table 7.10 presents an analysis of the six scales.
As can be seen from Table 7.10, all six scales had good infit mean square values

[0.5–1.5 (Weigle, 1998)], with logit values clustered in a comparatively narrow range
of just over half a logit.

Summary

It could be stated with reasonable confidence that for lower secondary (Years 7–9)
teachers of English, the Speaking Test worked well. Some problems were identified
and solutions sought; e.g., only one assessor (the interlocutor) should face the test
taker; the other assessor should not be in the test taker’s sight-line. And for Task
3 (group interaction) in order to facilitate interaction between the three test tak-
ers; the interlocutor too should move back to signal withdrawal from the three-way
discussion.

The PBAE Writing Test

Introduction

A summary of the Writing Test is presented in Table 7.11.
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Table 7.11 Scales and descriptors proposed by the ELBSC for the rewriting task

Test type Scale Salient linguistic features

1. Writing
professionally

(1) Grammatical accuracy Grammatical accuracy, range of
structures

(2) Organisation and coherence Organisation of text, coherence

(3) Task completion All tasks requested in the stimulus
must be completed

2. Rewriting a
student
composition

(1) Vocabulary and grammar Grammatical accuracy, range of
structures, appropriate lexical choice

(2) Organisation and presentation of
facts/information

Logical flow of ideas, relationships
between ideas, retention of main
facts/information from the original
student text

Analysis of Assessor Performance

Three assessors were used to grade the Writing Test after a detailed training and
standardisation programme (see Falvey & Coniam, 1999). After marking had been
completed, any scripts that showed a discrepancy greater than two bands on the scale
for any task, were given to a fourth assessor who re-graded the flagged scripts.

Many-Facet Rasch Analysis

Ananalysis of the three assessors indicated acceptablemodel-data fit.Measure values
indicated that the three assessors were very similar in their awarding of grades; they
all emerged as lenient, and in a narrow range—from −0.41 to −0.57 logits.

When comparing the two crucial benchmark levels, Level 3 −2SE emerged with
a measure of −0.59 logits, while Level 2 +2E had a measure of −2.86 logits. This
difference indicated that there was no overlap between Levels 2 and 3 on the scale.
Separation could therefore be observed, indicating that the scales were sufficiently
distinct for the effective operation of scales and the operationalisability of their
descriptors.

Further, it can be seen that at all levels, the +2SE figure of a given level is substan-
tially below the −2SE figure of the level above, indicating that all the levels could
be perceived of as being separate, with no overlap between levels.
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Analysis of Test Taker Performance

The scores achieved by test takers are presented in different ways below. It should
be noted that on any scale, the band scores given by two assessors often results in a
partial score, e.g. a score of ‘4’ from one assessor and a score of ‘3’ from the other
assessor would result in a band score of 3.5 rather than a whole band score. Thus, in
the tables below, the band scores are presented as score ranges.

In addition to the analysis presented as mean scores and percentages, some anal-
ysis is presented using multifaceted Rasch analysis, since this method of analysis
attempts to put all elements in the assessment together on a common scale.

Table 7.12 presents the mean for each scale.
As can be seen from Table 7.12, the means for each scale are somewhat lower

than the means awarded to the scales on Classroom Language Assessment. Many
teachers appeared to have had too little time to complete the two tasks. The two tasks
also indicate quite a spread of ability. Given that the ability of teachers ranged from
educated native proficiency to those who are weak, a large SD on the Writing Test
was, perhaps, to be expected.

While on Task 1 (Expository Writing) scores were clustered rather evenly at the
‘3’ and ‘4’ levels, on Task 2 (Rewriting), scores tended to be clustered rather more
at the ‘2’ and ‘3’ levels, indicating that many more teachers appeared to be having
problems with the Rewriting task.

Of all the test takers, only 7.6% (Task 1 (Expository Writing): Organisation and
coherence) and 1.6% (Task 2 (Rewriting): Grammar and vocabulary) scored a ‘5’,
indicating that teacher ability in writing was of a lower calibre than their ability in
oral English (Table 7.13).

If teachers must pass all five scales of the Writing Test to pass the benchmark,
26.4% would have reached the benchmark. 19.1% achieved a ‘3’ on four of the five
scales, and 20.4% obtained a ‘3’ on three scales. This suggests that either the written
English of the majority of the cohort was below a minimum acceptable level, or
that there were problems with test implementation, in particular, the amount of time
allocated for this component. However, it should be noted that writing is the most
difficult language skill at which ESL writers become proficient (see, for example,
Bell & Barnaby, 1984; Bialystok, 1987; Nunan, 1989).

Table 7.12 Means for the five writing test scales

Scale N Mean SD Min. Max.

Task completion 304 3.35 0.86 0 5

Organisation and
coherence

304 3.39 0.89 0 5

Grammatical accuracy 304 2.83 0.92 0 5

Organisation and
presentation

304 2.85 0.86 0 5

Vocabulary and grammar 304 2.62 0.81 0 5
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Table 7.13 Test takers
achieving a 3 (or better)

No. of scales No. of test takers

On all 5 scales 79 (26.4%)

On 4 scales 57 (19.1%)

On 3 scales 61 (20.4%)

On 2 scales 48 (16.1%)

On less than 2 scales 55 (18.4%)

Summary for the Writing Test

A number of issues arose from the implementation of the PBAE Writing Test. Test
takers found that the Writing Test was the most difficult of the criterion-referenced
instruments. It was not clear whether this was because of the problems second lan-
guage speakers (and, incidentally, native speakers too) have with writing, the unfa-
miliarity of test takers with Task 2 and its implied dual purpose, or the relatively
short amount of time allocated to the test.

The PBAE Reading Test

This section describes the results obtained in the PBAE Reading Test. In the Reading
Test, the 19 questions which constituted the test have been broken down into 39
smaller items because some questions required a number of points to be included in
the answer. The results are presented in Table 7.14.

The mean for the Reading Test was 0.46 (SD�6.66)—slightly more difficult
than the multiple-choice cloze test, whose mean was 0.59. The Reading Test mean
was also very close to that obtained in the Reading Test validation study (Coniam
& Falvey, 1998a, b, c, d) where the mean was 0.41. This would suggest that the
difficulty level of the PBAE Reading Test was appropriate for a test intended for use
with teachers.

The majority of the items worked well. Item 22 required test takers to deduce
attitude. It also required test takers to include two pieces of evidence to support their
answer. One of the Reading Test markers commented here that:

Many candidates cannot deduce the attitude of the Principal fromwhat he says and the word,
‘disgruntled’.
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Table 7.14 Test results for the reading test

Number of items 39

Mean 17.9 (45.9%)

Standard deviation 6.66 (17.1%)

Alpha 0.83

Standard error of measurement 2.75 (7.1%)

Mean point biserial correlation 0.48

Good item (good discrimination, good facility) 27

Acceptable item, although easy (good discrimination, high facility)

Acceptable item, although difficult (good discrimination, low facility) 5

Acceptable item (acceptable discrimination, good facility) 4

Marginally acceptable item (acceptable discrimination, low facility) 2

Poor item (low discrimination, low facility) 1

Very few can include both pieces of criticism in their answer, indicating a lack of thorough-
ness.

The worst item was item 12 (0.11 correct; PBC 0.18), which was too difficult and
did not discriminate. As can be seen, however, a test with only one poor item out of
39 is an indication that the test has worked well.

According to Ebel (1965, p. 337), the expected reliability for a 40-item test should
be in the region of 0.67. This is clearly achieved by the PBAE Reading Test with a
reliability coefficient of 0.83. The standard error of measurement was 2.75, or 7.1%.
According to Donlon (1984) as a general guide, the SEM should be below 10%. The
standard errors of measurement of the SAT verbal and quantitative scores have been
reported to be in the range of 29–34 points (Donlon, 1984, pp. 33–34), or 4.4–5.7%
of the score range.

While only a small number of test takers scored the maximum possible on ques-
tions which were marked 2-1-0 or 3-2-1-0, there was a good spread of scores across
the possible range of scores within a question, indicating that test takers were able
to answer part, if not all, of most questions. One-third of the questions had a 10%
omission rate—suggesting that there were perhaps too many questions, or that the
questions were too demanding. This issue was one that would need to be addressed
in future administrations of the benchmark test.
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Table 7.15 Test results for the cloze test

Number of items 21

Mean 12.5 (59.5%)

Standard deviation 3.31 (15.8%)

Alpha 0.68

Standard error of measurement 1.87 (8.9%)

Mean point biserial correlation 0.51

Good discrimination, good facility 12

Acceptable discrimination, high facility 6

Acceptable discrimination, low facility 3

Unacceptable items –

The Multiple-Choice Cloze Test

TheMultiple-choiceCloze Test was included in the battery of tests in order to provide
an ‘anchor’ against which other test instruments might be compared. The results for
the Cloze Test are provided in Table 7.15.

Themean for themultiple-choice Cloze Test was 0.60 (SD�3.31). This compares
very favourably with the pretested cloze tests (Coniam & Falvey, 1998a) where the
means were 0.64 and 0.60, respectively. This would suggest that the difficulty level
is appropriate for a test destined for use with teachers.

As can be seen from Table 7.15, the quality of the items produced was generally
high. In the current cloze test, it was decided that all the items had worked well
enough not to warrant deletion. Item performance was better than in the validation
study of the multiple-choice cloze (Coniam & Falvey, 1998a), where some items
required deletion from the cloze passages.

The PBAE Listening Test

Introduction

The format for the Listening Test developed by the ELBSC involved answers in an
open-ended format, which can be described as a hybrid between a test for English
language teachers, and, as mentioned, a more demanding HKASLE Year 13 Use
of English Listening Test. This is because the majority of the questions generally
paralleled the text but some did not, with the result that test takers had to draw on
what they had heard from different sections of the taped discussion. For purposes of
marking, and in a manner similar to the grading of the Reading Test, it was agreed
that marking should reflect an understanding of content and its inferences only.
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The Evaluation Study

The Listening Test consisted of an audio-taped discussion between two male speak-
ers, on which 19 open-ended questions had been set.

Test Statistics

The test was treated as comprising 70 items, so that a classical item analysis could
be conducted. The results are presented in Table 7.16.

As can be seen from Table 7.16, 24 of the 70 items could be classed as good,
while another 30 were acceptable. Of the remainder, 10 items were poor. Another
six were marginal; however, their facility values were so low, that they would have
to be deleted if the test were a multiple-choice test.

According to Ebel (1965, p. 337), the expected reliability for an 80-item test is
0.80. This is clearly achieved by the PBAEListening Test with a reliability coefficient
of 0.83 for 70 items. The standard error of measurement was 3.30, or 4.7%, well
within acceptable limits (see Donlon, 1984, pp. 33–34 for a discussion of the SEM
in the SAT verbal and quantitative scores).

However, in spite of the high standards of reliability, the acceptable SEMdescribed
above and the consequent 54 good items, it was apparent that the Listening Test
emerged as too difficult—with a mean of 0.33.

Table 7.16 Test results for the listening test

Number of items 70

Mean 22.9 (32.7%)

Standard deviation 9.99 (14.2%)

Alpha 0.89

Standard error of measurement 3.30 (4.7%)

Mean point biserial correlation 0.48

Good item (good discrimination, good facility) 24

Acceptable item, although easy (good discrimination, high facility) 1

Acceptable item, although difficult (good discrimination, low facility) 23

Acceptable item (acceptable discrimination, good facility) 6

Marginally acceptable item (acceptable discrimination, low facility) 6

Poor item (low discrimination, low facility) 10
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Table 7.17 Correlations between test types

Reading Writing Speaking Listening CLA

Cloze 0.541 0.596 0.576 0.590 0.340 PPM

0.000 0.000 0.000 0.000 0.000 Sig. (2-tl’d)

Reading 0.544 0.522 0.669 0.385 PPM

0.000 0.000 0.000 0.000 Sig. (2-tl’d)

Writing 0.696 0.655 0.543 PPM

0.000 0.000 0.000 Sig. (2-tl’d)

Speaking 0.595 0.613 PPM

0.000 0.000 Sig. (2-tl’d)

Listening 0.483 PPM

0.000 Sig. (2-tl’d)

PPM Pearson correlation

Correlations with Other Test Types

Table 7.17 presents the correlations between test types in the PBAE battery of tests.
Correlationswere generally high between all test types, apart from theCLA,where

a moderate (although still significant) correlation existed. Listening and Reading
correlated quite highly at 0.67, and Speaking and Writing at 0.70.

Test Taker Reactions to the Different Test Components

After finishing each PBAE test component, test takers were asked to complete a
questionnaire in order to obtain feedback.

In general, three questions on the questionnaire asked test takers how they felt
about the different test components. Generally, these questions concerned:

1. How valid they felt the component tasks were
2. How easy or difficult they found the component tasks
3. How they rated their performance on the component tasks.

Reactions to the Classroom Language Assessment Test

The questionnaire was completed by 278 of the test takers. After completing the
questionnaire, qualitative data was sought from approximately 10% of the cohort
(30 teachers) who gave in-depth interviews about their reactions to benchmarking,
the PBAE tests and its administrative procedures.



7 The Pilot Benchmark Assessment (English) 121

Table 7.18 Digest of written comments

Category Type of comment Number

Own performance Made mistakes in grammar
Nervous being observed

2
6

Expectations Unsure what assessor is looking for 3

Feedback Not provided after assessment—would be welcome 5

Use of Chinese Should I use it to help understanding—especially in
low-band schools

2

Students Were nervous
Low standard (band 5) who are less responsive

2
5

Assessors One observation not enough to say if can teach suitably 4

On the issue of the authenticity of theCLA, respondents reacted favourably in their
perception, with 45.6% responding that they felt the Classroom Language Assess-
ment was an authentic means of assessment. Written comments which test takers
chose to add were on the whole either critical or defensive. Comments in Table 7.18
are reported on the basis of similar comments being made by more than one respon-
dent.

Reactions to the Speaking Test

On the issue of the validity of the Speaking Test, respondents were divided in their
reaction to the test’s validity, with 24.3% responding that they felt the Speaking
Test was valid; 42.7% had no opinion, and 31.6% felt that the Speaking Test task
was invalid. It is unlikely that the majority of respondents had the metalanguage to
understandwhat ‘validity’ means in terms of assessment. On the question of personal
performance on the Speaking Test, respondents were also balanced in their answers.
19.4% felt that they had performed below average, 59.0% felt they had performed
averagely, and 20.7% felt the test had been easy. Written comments which test takers
chose to add were, in the main, critical (Table 7.19).

Table 7.19 Digest of written comments on the reading test

Category Type of comment No. of
comments

Time Not enough time to finish 6

Subject matter Good passage/relates to career 2

Part 2 very demanding and difficult 4

Ambiguous questions 4

Most Chinese don’t use that kind of language daily 3

Requires specific knowledge in that area 2
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Reactions to the Writing Test

On the issue of the validity of the Writing Test tasks, respondents were quite cate-
gorical in their views of the validity of the test. The majority agreed that the test was
valid.

On the question of test difficulty, opinions illustrated the same weighting. 29.0%
of respondents felt that the test was easy; 56.0% had no opinion, and 12.7% felt it
was difficult.

On the question of personal performance on the Writing Test, 14.3% of respon-
dents felt that they had performed below average, 59.3% felt they had performed
in-between, and 24.0% felt the test had been easy. Written comments which test
takers chose to add were mixed. Seventeen test takers commented that there had
not been enough time to finish the Writing Test section. While seven test takers
commented that the Writing Test was ‘very practical and authentic’, five felt that
it was ‘unrealistic to re-write students’ work’. Two test takers commented on the
inappropriacy of the Writing Test for Primary teachers of English.

Reactions to the Reading Test

On the issue of the validity of the Reading Test tasks, respondents reacted favourably,
with 35.3% responding positively; 42.0% had no opinion, and 20.7% felt that the
reading task was invalid.

On the question of test difficulty, opinions were again very balanced. 22.6% of
respondents felt that the test was easy; 56.7% had no opinion, and 18.7% felt it was
difficult.

On the question of personal performance on the Reading Test, respondents were
also balanced in their answers. Written comments which test takers chose to add
were, in the main, critical.

Reactions to the Listening Test

In contrast with the Reading Test, where half of the responses fell in the middle
‘in-between’ score, few respondents hedged. Most responded either positively or
negatively on the issue of test validity, generally negatively.

On the first question above, respondents were split fairly evenly. On the second
question of level of difficulty, opinions were more consistent than on any other
question: 86.3% responded that the test was difficult.

Responses to the question of personal performance on the Listening Test mirrored
test takers’ perception of the level of difficulty of the test, with 76% feeling that they
had performed below average.
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A large number of respondents commented on: poor sound quality; problems
with the format; difficulty in making out what speakers said; and difficulties in
differentiating between the speakers. This suggests that, given the low mean, the
difficulty that test takers experienced with the Listening Test was due to the nature
and quality of the Listening Test that was produced for the PBAE, not necessarily to
low ability in listening as a skill.

Summary

This section has focused on the validation process of the different components’ of
the PBAE through the analysis of test takers’ and assessors’ performance, Many-
Facet Rasch Analysis, an analysis of correlation of different test components and an
analysis of test takers’ reaction to different components. The analysis shows that the
Level 3 was a suitable benchmark level for Hong Kong English language teachers.
Chapter 8 describes the sensitive and difficult issue of determining benchmarks, once
the pilot study had been completed and analysed.
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Chapter 8
Determining Benchmarks After
the PBAE

David Coniam and Peter Falvey

Abstract This chapter discusses how benchmark levels were determined after the
results of the PBAE were made available to the ELBSC (English Language Bench-
mark Subject Committee); it examines how analytically marked tests may be cali-
brated with criterion-referenced tests and how ‘cut’ scores may be determined for
them.

Determining Benchmark Levels and ‘Cut’ Scores

One of the major issues examined in this chapter is the need to determine a ‘passing
score’ or ‘cut score’ as the benchmark for each of the assessment instruments which
have been developed. A benchmark score may be determined in advance for each
of the criterion-referenced tasks in the battery. Then, when there is a mixture of
criterion-referenced tasks and analytically marked tests, a common scale can be
derived for the analytically marked tests by aligning them with one of the criterion-
referenced instruments, thus identifying ‘cut scores’. The ‘passing score’ which then
corresponds to the benchmark need not be the same for each of the assessment
instruments involved (e.g. the mean). With regard to the criterion-referenced tests,
the ELBSC recommended—through an analysis of desired performance—that the
benchmark passing score be set at Level ‘3’ on each of the five-point scales. The
analytically marked tests—the Reading and Listening Tests—however, proved to be
a problem. One of these various methods of test equating uses expert judgement
(see Nedelsky 1954; Angoff 1984). Essentially, these methodologies involve experts
reviewing test content in order to calculate the degree of agreement arrived at on item
and test difficulty. In reviewing Angoff’s (1984) approach of using expert judgement,
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Fulcher and Davidson (2007) point out that such an approach is relatively easy to
carry out and helps with defining a ‘minimally competent master’, although they
acknowledge that such an approach may encounter validity problems when judges
differ widely in their decisions. In the field of English language, Stansfield, Karl,
and Kenyon (1990) used the expert judgement method on the setting of four tests of
reading and cloze for The Guam Educators’ Test of English Proficiency. As stated
earlier, this method is described in much greater detail by Drave in Section III of this
volume.

Whereas Fulcher and Davidson (2007) consider using expert judgement is more
suitable for dichotomously scored items (i.e. items which are scored as either right
or wrong), the possibility of using expert judgement in open-ended questions has
been explored. Buck (1991) was among the early researchers who investigated the
use of expert judgement in short-answer comprehension questions on an English
language listening comprehension test. In an analysis of the results of 20 experts
(applied linguists and assessment personnel), there was strong agreement among
the experts on the ratings given to items tapping lower-level processing, but less
agreement on items tapping higher-level processing. In a study examining students’
different responses to different text types, Kobayashi (2002) found that a majority
of the expert assessors in the study were able to identify the text types of more than
two-thirds of the passages.

Another procedure involves the use of Rasch measurement (IRT values) to align
the scores of the analytically marked tests with those of the criterion-referenced tests.
In this procedure, the reference scale would be one representing a teacher’s ability to
teach in English. Two procedures were used in the PBAE to investigate how passing
scores might be derived for the analytically marked tests—expert judgement and
aligning using Rasch measurement.

Modelling Cut Scores

Alignment by Means of Expert Judgement

An adaptation of the Angoff method (1984), which uses expert judgement, was
adopted to determine the benchmarks of the three papers which did not use grade
descriptors, namely the Reading Test, the Listening Test and the multiple-choice
Cloze Test.

The first set of tables provided by the HKEA below present the means for the
three tests.

The expert judges’ perceived means for what would constitute a passing score in
Table 8.1a were quite dissimilar, ranging from 0.28 to 0.49. This contrasted with the
item mean for the Listening Test of 0.14. The discrepancy between the two sets of
scores would suggest that on the basis of the judges’ perceptions virtually no one
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Table 8.1 aListeningTest: expert judges’mean scores, bReadingTest: expert judges’mean scores,
c Cloze Test: expert judges’ mean scores

N Min. Max. Mean SD

a) Listening Test

A 47 0.00 1.00 0.47 0.28

B 47 0.10 0.90 0.46 0.26

C 47 0.00 1.00 0.28 0.41

D 47 0.10 0.90 0.48 0.24

E 47 0.10 0.80 0.49 0.18

F 47 0.10 0.80 0.48 0.22

G 47 0.00 0.80 0.36 0.21

Item facility 52 0.00 0.54 0.14 0.12

b) Reading Test

A 36 0.10 0.80 0.46 0.18

B 36 0.10 0.80 0.38 0.19

C 36 0.00 1.00 0.47 0.31

D 36 0.00 0.80 0.34 0.18

E 36 0.10 0.90 0.41 0.18

F 36 0.10 0.90 0.47 0.21

G 36 0.10 0.90 0.47 0.20

Item facility 37 0.02 0.78 0.31 0.17

c) Cloze Test

A 34 0.20 0.80 0.65 0.15

B 34 0.30 0.90 0.59 0.14

C 34 0.00 1.00 0.68 0.28

D 34 0.20 0.90 0.64 0.21

E 34 0.50 0.90 0.75 0.11

F 34 0.40 0.90 0.68 0.16

G 34 0.60 0.90 0.77 0.10

Item facility 34 0.16 0.92 0.63 0.21

should have passed the Listening Test, given that the actual mean, as mentioned, was
0.14.

The results of expert judges in the Reading Test—where the range of the judges’
scores was 0.34–0.47—were similar to the Listening Test although less harsh. The
Reading Test mean was again lower than that of the most lenient judge—judge D,
who estimated that a mean of 0.34 would be necessary to be benchmarked on the
Reading Test.

The Cloze Test emerges as the test type where the judges’ opinions most closely
matched item difficulty—a range of 0.59–0.77 against an actual test mean of 0.63.
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        Item-Person Interaction
        Items            Persons
        Location   Std Error   Location   Std Error
Mean      0.000      0.189    -0.239     -0.040
SD       1.447      1.826    0.860      0.881
Correlations  0.118            0.086
Complete data degrees of freedom = 284.82       171.09

Item-Trait Interaction 
Total Item Chi Sq    1373.283    Person separation index  0.963
Total Degree Freedom   688.000        Cronbach    N/A
Total ChiSq Probability   0.000

Test of Fit Power   EXCELLENT

Fig. 8.1 First reports the overall test calibration results

Summary: Expert Judges’ Ratings

The results of the experts’ judgements were quite varied. This phenomenon matches
the criticisms of some researchers in Cizek’s overview (1996a) of the expert judge-
ment approach to standard setting, particularly those of Shepard (1984). See also
Drave in Section III of this volume for a further discussion of this issue.

Alignment Using Rasch Measurement

This section describes the use of Rasch measurement to align radically different
types of approaches to assessment. As mentioned earlier, in the PBAE, the latent
criterion was taken as a teacher’s language ability to teach in English, with the
different assessment instruments therefore viewed as different manifestations of that
ability. The procedure can therefore be seen to be a valid means of attempting to set
benchmarks for other test instruments in the PBAE.

In order to test the requirement for unidimensionality, test calibration involved
attempting to align the six test types (Classroom Language Assessment, Speaking,
Writing, Reading, Listening and Cloze) onto a single scale. Test calibration was then
performed as follows via the Rasch Unidimensional Measurement Model (RUMM)
package (Andrich, Lyne, Sheridan, & Luo, 1997):

1. Overall conformity of the test items to the Rasch model was first estimated.
2. Degrees of conformity to the Rasch model for each test item were derived.
3. The six subtests were finally aligned by identifying the test scores which corre-

sponded to the same ability.

The following tables and figures present the results of calibration.
Figure 8.1 first reports the overall test calibration results.
The overall fit of the calibration, as indicated in Fig. 8.1, was Excellent, according

to RUMM.
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Fig. 8.2 Calibration for Classroom Language Assessment

For all the subtests, model fit was high, indicated by the fact that, for all tests, on
each figure the groups (the dots in the figures) appeared almost exactly along the line
of the curve, corroborating the summary analysis in Table 8.1 of ‘excellent’ power
of fit.

A sample is presented for the calibration for Classroom Language Assessment
only, to give the reader a visual presentation of the analysis (Fig. 8.2).

Aligning Tests and Identifying Benchmark Levels

Apart from calibrating the results of tests, RUMM also made it possible to align test
score points onto the Rasch scale. Table 8.2 reports part of the results of the test
equating. The table is laid out so that the score down the first column is the score on
the Classroom Language Assessment component. The arrow against ‘12’ represents
the prototype benchmark level for Classroom Language Assessment (assuming that
level ‘3’ was required for each of the four scales).

It can be seen from Table 8.2 that the score from the Rasch calibration analysis
which corresponded to ‘12’ in Classroom Language Assessment was 0.29 logits.
‘12’ in this instance refers to the minimum standard (Level 3) being scored on each
of the four scales—hence 4×3 making 12. This score of 0.29 logits (or the nearest
logit value) could be taken as the potential benchmark score for the other test types.
In order not to fail teachers who would otherwise be benchmarked, it was proposed
that it would be advisable to take the score at the lower end of a particular ability
band.
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Table 8.2 Test aligning results—midpoint ability scores

Score CLA Reading Listening Cloze

Percent
equivalent—scale
‘mid-point’

80.00% 57.89% 42.03% 70.00%

1 −4.77 −4.02 −4.19 −4.6

2 −4.01 −3.28 −3.46 −3.77

3 −3.5 −2.83 −3.02 −3.24

4 −3.07 −2.49 −2.69 −2.81

5 −2.67 −2.22 −2.43 −2.45

6 −2.27 −1.99 −2.21 −2.12

7 −1.86 −1.79 −2.02 −1.81

8 −1.42 −1.6 −1.85 −1.52

9 −0.99 −1.44 −1.69 −1.25

10 −0.56 −1.28 −1.55 −0.97

11 −0.14 −1.13 −1.42 −0.7

12 → 0.29 −0.99 −1.29 −0.43

13 0.74 −0.85 −1.17 −0.16

14 1.29 −0.72 −1.06 0.12

15 2.11 −0.6 −0.95 0.42

16 −0.47 −0.84 0.75

17 −0.35 −0.74 1.11

18 −0.23 −0.65 1.53

19 −0.11 −0.55 2.07

20 0.02 −0.46 2.89

21 0.14 −0.37

22 0.26 −0.28

23 0.38 −0.19

24 0.51 −0.11

25 0.64 −0.02

26 0.77 0.06

27 0.91 0.14

28 1.05 0.22

29 1.2 0.3

30 1.36 0.38

31 1.54 0.46

32 1.72 0.54

(continued)
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Table 8.2 (continued)

Score CLA Reading Listening Cloze

33 1.93 0.62

34 2.17 0.7

35 2.44 0.78

36 2.79 0.86

37 3.24 0.94

38 3.99 1.02

39 1.1

40 1.18

41 1.26

42 1.35

43 1.43

44 1.52

45 1.6

46 1.69

47 1.78

Determining an Overall Benchmark Level for the PBAE
Tests

Introduction

In their deliberations, both ACTEQ and the ELBSC made constant references to the
ways in which a benchmark ‘pass’ might be arrived at, viz.:

Whether a teacher must ‘pass’ all components of every benchmark (i.e. CLA,
Speaking Test, Reading Test [both reading and cloze], Listening Tests and Writing
Test) in order to receive an overall benchmark grading.

Whether a teacher must ‘pass’—within each test type—all the relevant scales of
a certain test component. Consider the Speaking Test, for example, which consists
of six scales. In order to be benchmarked, i.e. achieve a ‘pass’, on the Speaking Test,
test takers would have to achieve the benchmark level of 3 on all six scales.

This section therefore reports how many teachers would pass on each separate
test and on the overall battery of assessment instruments.

Aftermuch deliberation, the ELBSC recommended that passes—for the PBAE—-
would be determined as follows:

(1) the criterion-referenced scale–based tests, i.e. CLA, the Speaking, the Writing
Test.

On these double-marked tests, the ELBSC recommended that a pass should be
determined as reaching the benchmark level (i.e. Level ‘3’) on each scale except for
one, where an average level of 2.5 would be permitted.
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Table 8.3 Test takers passing the different test components

Test
component

Pass mark Pass mark (%) Max poss. Passing Percent (%)

CLA 11.5 47.9 24 259/302 85.8

Speaking 17.5 58.3 30 183/303 60.4

Writing 14.5 58.0 25 119/300 39.7

Listening 13 18.6 70 260/297 87.5

Reading 11 28.2 39 265/298 88.9

Cloze 9 42.9 21 272/299 91.0

Table 8.4 Test takers reaching the ‘overall’ benchmark for English

No. of tests on which the
benchmark was reached

Number Percent

1. CLA 10 3.4

2. Speaking 16 5.4

3. Writing 38 12.9

4. Listening 58 19.7

5. Reading 78 26.5

6. Cloze 93 31.6

Total 294 100.0

(2) the analytically marked tests, i.e. the Listening, Reading and Cloze Tests

On these tests, the ELBSC accepted that Rasch measurement should be used to
determine the cut score, using test takers’ scores on the CLA as the anchor.

The ELBSC also recommended that in order to be ‘benchmarked’, test takers
would need to pass every test.

Calculation of Benchmarks

Table 8.3 summarises the information presented so far in this chapter, laying out
what percent of teachers would be deemed to have passed each test component of
the PBAE.

Table 8.4 now presents the results for the overall benchmark. The figures have
been calculated for those test takers who took all six components of the PBAE.

As can be seen from Table 8.4, if test takers needed to pass every section of every
component test in order to be ‘benchmarked’, only 93 out of the total cohort of 294,
or 31.6%, would reach the prototype benchmark. The following table presents the
picture of test takers’ results by qualification on the different tests.

As Table 8.5 illustrates, all groups performed comparatively well on the CLA
and the analytically marked tests. The best performing group nonetheless was Group
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Table 8.5 Test takers by qualification for each test

Primary or secondary;
academic and/or
professional qualifications

CLA ST WT LT RT CT

1 Pri—T cert,
subject-trained

25/29
(86.2%)

11/29
(37.9%)

2/28
(7.1%)

21/28
(86.2%)

21/28
(86.2%)

21/28
(86.2%)

2 Pri—T cert,
non-subject-trained

19/25
(76.0%)

6/25
(24.0%)

1/25
(3.8%)

13/23
(86.2%)

15/24
(86.2%)

20/24
(86.2%)

3 Sec—T cert,
subject-trained

46/51
(90.1%)

32/51
(62.7%)

19/51
(37.2%)

45/51
(86.2%)

44/51
(86.2%)

44/51
(86.2%)

4 Sec—T cert,
non-Subject-trained

9/12
(75.0%)

6/12
(50.0%)

1/12
(8.3%)

11/12
(86.2%)

10/12
(86.2%)

10/12
(86.2%)

5 Sec—degree, relevant 27/30
(90.0%)

24/30
(80.0%)

17/30
(56.7%)

28/30
(93.3%)

29/30
(96.7%)

29/30
(96.7%)

6 Sec—degree, relevant, PG
prof trg

30/31
(96.8%)

30/33
(90.1%)

25/33
(75.8%)

31/33
(93.9%)

32/33
(97.0%)

32/33
(97.0%)

7 Sec—degree, non-relevant 61/78
(78.2%)

39/77
(50.6%)

27/75
(36.0%)

67/74
(90.5%)

69/74
(93.2%)

70/75
(93.3%)

8 Sec—degree,
non-relevant, PG prof trg

42/46
(91.3%)

35/46
(76.0%)

27/46
(58.7%)

44/46
(95.6%)

45/46
(97.8%)

46/46
(97.8%)

259/302
(85.8%)

183/303
(60.4%)

119/300
(39.7%)

260/297
(87.5%)

265/298
(88.9%)

272/299
(91.0%)

pri primary; sec secondary; t cert teachers’ certificate;PG prof trg postgraduate professional training

6—professionally qualified secondary school teachers with a relevant degree. The
two worst-performing groups were Groups 2 and 4—teachers without a relevant
English language qualification who were not professionally qualified.

Tables 8.6 and 8.7 further highlight the differences between Group 6 and the other
groups.

Table 8.6 illustrates that the group which achieved the highest number of ‘passes’
were secondary school teachers who held a relevant degree and were professionally
qualified (Group 6). In this group, 29 out of 33 (87.9%) achieved the benchmark
specified as ‘all elements must be passed to achieve the benchmark’. The second
highest scoring group, (Group 8), was secondary school teachers holding a non-
relevant degree, but still professionally qualified. In this group, 38 out of 46 (82.6%)
would have reached the benchmark. Of the primary school teachers in the cohort
PBAE, 8 out of 51 (15.7%) would have reached the benchmark.

Table 8.7 is a summary of test takers who passed in all six test components and
those who passed in five out of six components.

Table 8.7 illustrates that the group which achieved the highest number/percentage
of ‘passes’ was secondary school teachers who held a relevant degree and was pro-
fessionally qualified (Group 6). In this group, 21 out of 33 (67.7%) achieved the
benchmark specified as ‘all elements must be passed to achieve the benchmark’.
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Table 8.6 Test takers reaching benchmark

Grp Pri/sec Acad/prof qualification N No. of tests in which benchmarked

1 2 3 4 5 6

1 Pri T cert, subject-trained 28 1 4 4 12 5 1

2 Pri T cert,
non-subject-trained

23 5 3 5 4 5 1

3 Sec T cert, subject-trained 51 2 2 7 9 19 12

4 Sec T cert,
non-subject-trained

12 2 2 4 3 1

5 Sec Degree, relevant 30 4 2 10 14

6 Sec Degree, relevant, PG
prof trg

33 2 2 6 21

7 Sec Degree, non-relevant 73 2 5 9 20 18 19

8 Sec Degree, non-relevant,
PG prof trg

46 5 5 12 24

294 10 16 38 58 78 93

pri primary; sec secondary; t cert teachers’ certificate;PG prof trg postgraduate professional training

Table 8.7 Test takers reaching the benchmark in all tests

Grp Pri/sec Acad/rof qualification Passing in five test
components (%)

Passing in all six
test components (%)

1 Pri T cert, subject-trained 21.4 3.6

2 Pri T cert, non-subject-trained 26.0 4.3

3 Sec T cert, subject-trained 60.8 23.5

4 Sec T cert, non-Subject-trained 33.0 8.3

5 Sec Degree, relevant 80.0 46.7

6 Sec Degree, relevant, PG prof trg 87.1 67.7

7 Sec Degree, non-relevant 50.7 26.0

8 Sec Degree, non-relevant, PG prof trg 78.3 52.2

Legend pri�primary; sec� secondary; t cert� teachers’ certificate; PG prof trg�postgraduate
professional training

Summary of Test Taker Performance

On the individual test types, the range of test takers who reached the prototype
benchmark ranged from 39.7% on the Writing Test to 91.0% on the Cloze Test.

On the basis of being benchmarked (meaning that all tests in the battery must
be passed), it has been illustrated that 31.6% of test takers on the PBAE would be
declared ‘benchmarked’. A final discussion of how well a benchmark pass related to
test takers’ academic and professional background and qualifications revealed that
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the most able group of teachers in the PBAE was secondary school teachers who
held a relevant degree and were professionally qualified.

The PBAE: Internal and External Perspectives
of the Reliability and Validity of Its Results,
and the Representative Nature of the Sample

Before discussing conclusions and recommendations, this section examines the con-
stitution of the sample of teachers that participated in the piloting of the assessment
instruments for the English language benchmark initiative in Hong Kong. A discus-
sion is then presented of the extent to which the sample may be seen to have been
representative of Hong Kong teachers of English. Two issues are addressed in this
section:

• The extent to which the results of the complete PBAE cohort might be viewed as
reliable and valid for all participants in the PBAE—an internal perspective.

• The extent to which the results of the PBAE may be taken as representative of the
wider context of English language teachers in Hong Kong—an external perspec-
tive.

The Representative Nature of the PBAE Sample

A major issue regarding the representative nature of the PBAE sample [discussed
in depth in Coniam and Falvey (2002)] concerned willingness to participate and
volunteering. Coniam and Falvey (ibid) report that of the PBAE sample, approxi-
mately 50% reported that they had volunteered of their own free will to participate,
while 50% stated they had been ‘persuaded’ or ‘instructed’ to participate. Test tak-
ers’ reactions to the test types indicated that willing volunteers were, on the whole,
more positively inclined towards the benchmark test types than were unwilling test
takers who had been instructed to participate. In a comparison of the test scores of
willing volunteers with those of unwilling non-volunteers, however, little in the way
of significance emerged between the test scores for these two different groups. This
lack of significance suggested therefore that the PBAE results—for which the sam-
ple of teachers included those with a wide range of ability and qualifications—could
therefore be taken as being representative of HongKong secondary English language
teachers.
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The Representative Nature of the PBAE Vis-a-Vis the General
Hong Kong English Language Teacher Cohort

The study by Coniam and Falvey (2003) attempted to establish a point of refer-
ence between test takers who sat the PBAE tests and the broader population of
Hong Kong lower secondary English language teachers. The comparison was made
possible because a number of robust test items which had been calibrated with a
representative sample of more than 10,000 Hong Kong Years 7–13 secondary school
students (Coniam, 1995) had been administered to PBAE test takers along with the
five subtests which constituted the benchmark test. Not only had the items been cal-
ibrated against a large number of Hong Kong English language students, a subset
of the items had been included in certain local universities’ entrance tests to Post-
graduate Certificate in Education (PGCE) programmes in English language teaching,
the latter making it possible to extend the Years 7–13 scores further by two more
grades—‘notional’ Years 14 and 15, which would then begin to encompass teacher
ability score levels.

An examination of samples in both the 1998 PBAE and a 1998 PGCE entry test
showed that both groups scored comparably—a t test runbetweenboth groups’ results
showed no significant difference. While the calibrated items were discrete-point
multiple-choice lexico-syntactic/usage items, they could only be taken as a snapshot
of the similarities between the two groups’ abilities in that they did not reflect the
range of abilities which the different benchmark subtests were designed to sample.
Nonetheless, the fact that the two groups’ results were not significantly different
lent support to the assertion that the PBAE sample was reasonably indicative of the
ability of the general population of Hong Kong lower secondary English language
teachers. The mean for the whole cohort of PBAE test-takers (excluding Groups 4
and 6 who were demonstrably better than the rest of the PBAE cohort) was slightly
above that of a notional Year 15 score (notionally equivalent to the second year of a
university undergraduate programme) and similar to that of PGCE applicants. The
external reference-point of the calibrated items thus performed (to a limited extent)
the role of a standardised test.

The PBAE—Conclusions and Recommendations

This section summarises the conclusions and recommendations arising from the
administration of the PBAE. They relate essentially to the test battery and the general
implementation and administration of the benchmark tests.
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Recommendations with Regard to Specific Tests

Speaking Test

Despite the reservations of some teachers in the pilot exercise about reading a poem in
addition to a prose passage, the ELBSC felt that the poem should be retained, mainly
because of the positive washback effects it would have in the language classroom. In
the setting of assessment tasks, while setters and moderators should be reasonably
sensitive to the possible ramifications of certain issues, (e.g. divorce), no topics
should be automatically avoided as long as they are broadly related to education and
professional language teaching. A more detailed discussion of the use of a poem in
the speaking test and its dropping in the revision of the LPATE in 2007 is provided
in the closing Chap. 18.

Writing Test

While Task 2 (rewriting a student composition) might be further improved, the
ELBSC recommended that the task should be retained, but be further split into two
separate tasks consisting of:

(i) identification of problems
(ii) a rewrite to produce a model essay

It was also suggested that the time for the Writing Test (of both Tasks 1 and 2) be
increased from 75 to 90 min.

Listening Test

Although the ELBSC felt that eventually, when the technology had matured, video
would be a better means of input for the Listening Test, they agreed that audio input
should be continued for the next few years. (For a discussion of the use of video or
audio as input for the Listening Test, see Coniam, 2001 and Chap. 18).

Reading Test

The ELBSC noted the problems of grading answers to open-ended questions and felt
that the test might be assessingmore than comprehension because the grammaticality
of answers might influence the marker. Despite this, it was agreed that open-ended
questions should be retained.
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Table 8.8 Cut scores for the criterion-referenced tests

CLA Writing Speaking

No. of scales 4 5 6

Benchmark level 11.5 14.5 17.5

Cloze Test

The analysis of the multiple-choice test in the PBAE revealed that most test takers
who did well in the Reading Test did similarly well in the MC Cloze Test. The
ELBSC recommended that a pass in both the Reading Test and MC Cloze Test
would be required to meet the benchmark.

General Test Recommendations

Test Specifications of the Assessment

TheELBSCrecommended that all the criterion-referenced tests and all the paper-and-
pencil tests should be retained, at least for the first live implementation of benchmark
assessment. The method of using calibrated multiple-choice items should be kept as
‘anchors’.

Calculating a Benchmark ‘Pass’ on the Criterion-Referenced Tests

In determining the ‘pass rates’ in the criterion-referenced tests, the following recom-
mendations were made by the ELBSC:

Where two assessors are used, the mean scores of the two assessors should be
taken as the test taker’s score for each scale.

The cut score for each criterion-referenced test would be determined as achieving
the benchmark level, i.e. a ‘3’ on each scale, with ‘2.5’ permitted on one scale.
Effectively, the ‘cut scores’ are the minimums laid out in Table 8.8.

Aligning Paper-and-Pencil Tests with Criterion-Referenced Tests

In principle, the Rasch measurement model should be used. It was also decided that
analysis using expert judgement would be undertaken to satisfy those who strongly
supported the ‘expert judgement’ method.
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Pretesting

All tests should be pretested before being administered.

General Recommendations

Exemptions

At this stage of the process, no exemptions were recommended for any group of
teachers, because of the possible difficulties in defining what the ‘relevant degrees’
were.

Briefing and Preparation for Teachers

To help teachers better prepare for the assessment, it was recommended that exemplar
materials (e.g. audio/video recording of benchmarkable teachers being assessed for
CLA, or tapescripts of lessons, etc.) should be made available. Another point that
must be clearly communicated to teachers was the issue of teachers overdoing the
use of Cantonese in class, so that there was not enough evidence tomake a judgement
on the teacher’s language ability.

Responsibility for Benchmarking Pre-service Teachers

The ELBSC’s view was that even for the pre-service teachers, all the paper-and-
pencil tests, including the SpeakingTest, should be conducted in a centralisedmanner
by the HKEA (or similar body). In addition, the ELBSC suggested that, resources
permitting, the assessment of pre-service teachers for CLA should also be conducted
by the same team of EDB assessors assessing the in-service teachers.

Test Administration

It was proposed that all teachers would have to take the same set of tests, except for
Speaking, which would be conducted over a few weeks if necessary.

It was felt that Saturdays were in general preferable to holidays, but since all
the paper-and-pencil tests would take a day and a half, or three mornings in total,
administering the tests only on Saturdaymornings would effectively deprive teachers
of three weekends.
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Access to Teachers’ Profile/Results

This was an issue only for the live assessment. The teachers taking the live assess-
ment should be given a profile of their performance and not just a result slip saying
whether they had been benchmarked or not. This profile should be given to teachers
as soon as possible, subject to logistic arrangements, e.g. depending on the size of
the candidature—so that they receive useful feedback on their performance.

Summary

The current chapter concludes Part I and describes how LPATE cut scores were
decided through a modelling process involving both expert judgement and Rasch
measurement. The chapter concluded with recommendations regarding the different
test components and general test administration.

Section I now ends with Appendix “Methodological Approaches and Analytical
Tools”, entitledMethodological Approaches and Analytical Tools. This describes the
major approaches and tools used in Part I in order to better inform readers.

Section II follows with a description of the courses that were created to assist
teachers to develop their skills and reach adequate benchmark levels.

Appendix: Methodological Approaches and Analytical Tools

This Appendix may be viewed as a helpful aid to readers between the background
and the context of the benchmark initiative described in this book. For the initiated,
the section may appear somewhat lightweight, while for those less well versed in
assessment principles and techniques, it might appear to be too difficult so an attempt
has been made to provide something accessible to everyone. While knowledgeable
readers will want to skip elements of this section, further references have been pro-
vided for relative newcomers. The section attempts to provide an overview of the
methodological approaches, both qualitative andquantitative, employed in the bench-
mark/LPATE research studies. It further describes the analytical tools used to aug-
ment those methodologies. Readers are introduced to quantitative survey approaches
and the classical statistics used in those approaches. Studies reported draw on both
Classical Test Theory as well as Rasch measurement, the latter enabling different
facets (e.g. person ability and item difficulty) to be modelled together. Rasch anal-
ysis helps to provide better assessments of performance, enhances the quality of
measurement instruments and provides a clearer understanding of the nature of the
latent trait (Bos, Goy, Howie, Kupari, &Wendt, 2011). Better-informed readers may
wish to refer to sources such as Bachman (2005) or Green (2013), which more fully
explain some of the statistical issues detailed in Appendix.
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Methodological Approaches

1. Quantitative survey approach
2. Qualitative analysis including a Grounded Theory approach

Quantitative Survey Approach

A quantitative survey approach employs questionnaires as the main source of data
collection. It is important to note that for purposes of reliability and validity, question-
naires should go through an iterative process in order to ensure that the questionnaires
that eventually are given to prospective respondents are the best that can be made
available (e.g. Dornyei, 2003). This is done through a process of drafting, scrutiny,
piloting, analysing, re-drafting, re-piloting and eventually administering before final
analysis (see Brown, 2001, pp. 7–12).

Qualitative Analysis Including a Grounded Theory Approach

A qualitative approach to data collection makes use of qualitative data collected
during written responses to questions and oral responses in one-to-one interviews,
group interviews and the oral data from focus groups.

A Grounded Theory approach (Glaser & Strauss, 1967) is commonly used with
qualitative data analysis. It consists of various iterations of analysis involving quali-
tative data. Examples of qualitative data are the product of open interviews (e.g. one-
to-one interviews), what is said in group interviews or focus groups and the written
responses provided by respondents to questionnaires which allow free responses to
written stimuli. Grounded Theory allows researchers to discover theory from data
which has been obtained systematically and then analysed to look for patterns.

Methodological Tools

This section describes the use made of Classical Test Statistics, Rasch measurement,
Rasch models and qualitative data analysis.

Certain studies described in this book have, in themain, usedClassical Test Theory
(CTT) to analyse data—specifically survey data. While the use of CTT enables
statistical significance to be examined, there are inherent weaknesses with CTT
statistics. First, analytical techniques in CTT require linear, interval scale data input
(Wright, 1997). Raw data collected through Likert-type scales, however, are usually
ordinal since the categories of Likert-type scales indicate only ordering without
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any proportional levels of meaning. Applying conventional analysis on ordinal raw
data can therefore lead to potentially misleading results (Bond & Fox, 2007; Wright,
1997). Second, CTT uses total score to indicate respondent ability levels. This results
in person ability estimates being item-dependent; i.e., although person abilities may
be the same, person ability estimates are highwhen items are easy but lowwhen items
are difficult. Similarly, item difficulty estimates are similarly sample-dependent; i.e.,
even though itemdifficulties themselves are invariant, itemdifficulty estimates appear
high when respondents’ competence is low but low when respondents’ competence
is high.

Classical Test Theory (CTT)—often called the ‘true score model’—assumes that
every test taker has a true score on an item if it is possible to measure that score
directly without error. CTT analyses assume, therefore, that a test taker’s test score
is comprised of a test taker’s ‘true’ score plus a degree of measurement error.

An overview of the CTT statistics used in the current set of studies will be briefly
presented below. These can be grouped broadly into Descriptive Statistics (statis-
tics that simply describe the group that a set of persons or objects belong to) and
Inferential Statistics (statistics that may be used to draw conclusions about a group
of persons or objects).

Descriptive statistics used in the studies are the mean (the arithmetical average),
the standard deviation (the measure of variability in the dataset) and the variance
(the average of the squared differences from themean; the standard deviation squared,
in effect.).

Inferential tests may be conceived of as either parametric or nonparametric.
Parametric data has an underlying normal distribution—which allows for greater
conclusions to be drawn since the shape can be described in a more mathematical
manner. Other types of data are all nonparametric.

Parametric and Nonparametric Tests

Parametric Tests

Parametric inferential statistical tests used in the case study have been the t test,
ANOVA and Pearson correlations. These will now be briefly described.

The T Test

The t test is used to compare two population means, with a view to determining if
there is a significant difference between the means. There are two types of t tests,
unpaired t tests (where the samples are independent of one another) and paired t
tests (where the samples are related to each other). A t test is commonly used when
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the variances of two normal distributions are unknown and when an experiment uses
a small sample size [a sample size of 30 subjects is used in the studies as being the
threshold for conducting statistical analysis (Ramsey, 1980)].

Analysis of Variance (ANOVA)

ANOVA is used to compare differences of means among more than two groups.
This is achieved by looking at variation in the data and computing where in the
data that variation occurs (giving rise to the name ‘ANOVA’). Specifically, ANOVA
compares the amount of variation between groups against the amount of variation
within groups.

The Pearson Product-Moment Correlation (PPM)

The Pearson correlation is an estimate of the degree of the relationship between two
variables. The scale runs from −1 through 0 to +1, where +1 shows a total positive
correlation, 0 indicates no correlation, and −1 shows a total negative correlation.

The inter-rater correlation is one application of the PPM, indicating the measure
of agreement between raters of scale-based assessment. Interpretations of correlation
magnitude differ. Friedrich (1999), for example, suggests that a correlation of 0.5
indicates a ‘moderate to strong tendency’.Hatch andLazaraton (1991, p. 441) suggest
a ‘strong’ correlation, as regards inter-rater reliability, be taken as 0.8. Following the
example of Friedrich (1999) and Hatch and Lazaraton (1991), a correlation of 0.5
has been adopted in these studies to indicate a moderate correlation, one between
0.5 and 0.8 as moderate to strong, and a correlation above 0.8 as strong.

Nonparametric Tests

The nonparametric inferential statistical test used in the case study has been the
chi-squared test.

The Chi-Squared Test

The chi-squared test is used with nominal data (where the data fall into ‘categories’,
for example male/female, or Likert scales in the current studies). The chi-squared
tests compare the counts of responses between two or more independent groups and
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determine whether there is a significant difference between expected and observed
frequencies in one or more category.

Significance

All the statistical tests described above—both parametric and nonparametric—pro-
vide a figure regarding the level of significance (the p value) which emerged on the
test. The p value is the probability of the result occurring by chance or by random
error. The lower the p value, the lower is the probability that the event being mea-
sured can be explained by chance. A p value lower than 5% (p <0.05) is generally
accepted as the threshold of statistical significance, although in many cases the 1%
level (p <0.01) indicates a stronger case for arguing for significance (seeWhitehead,
1986, p. 59). A p value>0.05 therefore suggests no significant difference between the
means of the populations in the sample, indicating that the experimental hypothesis
should be rejected. Over the past few decades, there have been a number of contro-
versies about the use/over-use of significance in data analysis. A useful overview is
provided in Glaser (1999, pp. 291–296) and Schneider (https://arxiv.org/ftp/arxiv/p
apers/1402/1402.1089.pdf—accessed July 2017).

Test and Test Item Statistics

Facility Index

The range for an itemwith acceptable facility is taken as being in the range of 0.3–0.8.
(see Falvey, Holbrook, & Coniam, 1994, p. 119ff)

Discrimination Index

An item discrimination (the point biserial correlation) of above 0.3 is considered
‘good’. A discrimination of 0.2–0.3 is considered ‘workable’ while a discrimination
of below 0.2 is considered unacceptable. (See Falvey, Holbrook, & Coniam, 1994,
p. 126ff)

https://arxiv.org/ftp/arxiv/papers/1402/1402.1089.pdf
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Test Reliability

Cronbach’s alpha is a test reliability statistic which is generally the starting point
for determining a test’s worth, with the desirable level (for longer tests, i.e. 80 or
more items) usually taken as 0.8 (see Ebel, 1965, p. 337). With shorter tests, lower
reliability figures are cited; Ebel (1965, p. 337), for example, states 0.6 for 30 items.

Test Mean

An ideal mean for a ‘final achievement’ test (Hughes, 2003, p. 13) should be in
the region of 0.5. Such a mean suggests—as Gronlund (1985) comments—that the
test is generally appropriate to the level of a ‘typical’ or ‘average’ student in the
class or group. A low mean can suggest that the test is too difficult, with a high mean
suggesting that it is too easy (Zimmerman, Sudweeks, Shelley, &Wood, 1990, p. 10).
A mean in the region of 0.5 in general indicates that most students managed to finish
it, i.e. that they did their best and did not simply guess. Further, a mean of 0.5–0.6
indicates that student scores are spread out and maximises a test’s discriminating
power (Gronlund, 1985, p. 103).

Standard Error of Measurement

The standard error of measurement (SEM) indicates the extent to which test scores
match ‘true’ scores because all testswill contain a degree of error.As a general rule, an
SEM below 10%might be considered desirable. On the controversial Massachusetts
Teacher Tests quite a large SEM (17%) was reported—see Haney, Fowler, Whee-
lock, Bebell, and Malec (1999) for a discussion of the problems associated with the
administration of the Massachusetts Teacher Tests—which may be why opponents
of the test felt that its reliability was questionable.

Effect Size

While statistical differences are discussed in terms of statistical significance, standard
deviation units (SDUs) are also provided in certain instances so that the size of the
differences between the two groups may be appreciated. Following Cohen (1988,
pp. 477–478), an SDU of 0.2 indicates a small effect, 0.5 a medium effect and 0.8 a
large effect.
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The Rasch Model and Many-Facet Rasch Analysis

It should be noted that the following sections on the Rasch Model and Many-Facet
RaschAnalysis are not dissimilar to other descriptions of theRaschModel andMany-
Facet Rasch Analysis in some of Coniam and Falvey’s previously published articles
(see, for example, Coniam & Falvey, 2016, 52–55; Coniam & Falvey, 2001). This
is because such descriptions do not need to vary much and often—as below—use
the same metaphor of Rasch measurement being rather like using a ruler in order
to place results on it for measurement purposes. They may appear to be rather long
for the knowledgeable reader, but an attempt has been made to cover the two topics
thoroughly.

In contrast to CTT, the use of the Rasch model (1960, 1980) enables different
facets (e.g. person ability and item difficulty) to be modelled together. First, in the
standard Rasch model, the aim is to obtain a unified and interval metric for measure-
ment. The Rasch model converts ordinal raw data into interval measures which have
a constant interval meaning and provide objective and linear measurement from
ordered category responses (Linacre, 2006). This is not unlike measuring length
using a ruler, with the units of measurement in Rasch analysis (referred to as ‘log-
its’) evenly spaced along the ruler. Second, once a common metric is established for
measuring different phenomena (test takers and test items being the most obvious),
person ability estimates are independent from the items used, with item difficulty
estimates being independent from the sample recruited because the estimates are cal-
ibrated against a commonmetric rather than against a single test situation (for person
ability estimates) or a particular sample of test takers (for item difficulty estimates).
Third, Rasch analysis prevails over CTT by calibrating persons and items onto a
single unidimensional latent trait scale—also known as the one-parameter IRT (Item
Response Theory) model, (Bond & Fox, 2007; Wright, 1992). Latent Trait Analysis
(LTA), a form of latent structure analysis (Lazarsfeld & Henry, 1968), is used for the
analysis of categorical data. Person measures and item difficulties are placed on an
ordered trait continuum by which direct comparisons between person measures and
item difficulties can be easily conducted. Consequently, results can be interpreted
with a more general meaning. Further, as the Rasch model provides a great deal of
information about each item in a scale, its use enables the researcher to better evaluate
individual items and how these items function in a scale (Törmäkangas, 2011).

The Rasch model has been widely applied in educational research, especially in
the field of large-scale assessment (Schulz & Fraillon, 2011; Wendt, Bos, & Goy,
2011). It helps to provide better assessments of performance, enhances the quality
of measurement instruments and provides a clearer understanding of the nature of
the latent trait (Bos, Goy, Howie, Kupari, & Wendt, 2011).
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Many-Facet Rasch Analysis (MFRA) and Data Analysis

MFRA refers to a class of measurement models that extend the basic Rasch model
by incorporating more variables (or facets) than the two that are typically included
in a test (i.e. test takers and items), such as markers, scoring criteria and tasks.

In Hong Kong English language public examinations, test takers’ final grades are
computed directly from markers’ raw scores. While the latter may be adjusted for
mean and standard deviation on the basis of correlations with other papers taken by
the test takers, essentially the result is the raw score. The accuracy of the information
obtained from rawscores has longbeenquestioned,with the problems associatedwith
their use discussed by a number of researchers, with a number of studies commenting
on how the use of raw scores constitutes an imperfect measure of test taker ability
(McNamara, 1996, p. 122; Weir, 2005). Weir (2005), discussing scoring validity
with the need for test results to be as free as possible from measurement error, stable
and consistent over time and reliable, states ‘… if FACETS [a Many-Facet Rasch
Analysis computer program] is not being used in the evaluation of writing tests, I
would want to know why not!’ A study which examined the use of raw scores in
the application of rating scales in the HKCEE 2005 Writing Test (Coniam, 2008)
illustrated how the use of raw scores and measures derived through MFRA could
produce markedly different results for test takers.

As described earlier, in the area of language performance tests (see, e.g., McNa-
mara, 1996, p. 9), the major statistical method of analysis accepted over the past
decade has come to be MFRA, since it allows for situational factors such as marker
severity, prompt difficulty to be modelled and compensated for (McNamara, 1996,
p. 4; Weir, 2005, p. 199). It should be noted that McNamara considers productive
English language speaking and writing tests as weak versions of such tests.

Overall data-model fit in MFRA can be assessed by examining the responses that
are unexpected given the assumptions of the model. According to Linacre (2006),
satisfactory model fit is indicated when about 5% or less of (absolute) standardised
residuals are equal or greater than 2 and about 1% or less of (absolute) standardised
residuals are equal to or greater than 3.

One of the key statistics in MFRA is the infit mean square statistic. This describes
model fit, with ‘fit’ essentially being the difference between expected and observed
scores. Definitions of fit vary. ‘Perfect fit’ according to Bond and Fox (2007,
pp. 285–286) is defined as 1.0, with an acceptable upper limit of fit stated as 1.3.
Weigle (1998) proposes acceptable practical limits of fit as 0.5 for the lower limit
and 1.5 for the upper limit.

Constructs, Scales, Descriptors and Benchmarks

Unlike objective tests or tests which are analytically marked, and for whichmeasures
of reliability and discrimination can be found using the types of statistical packages
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described above, criterion-referenced assessment instruments follow different pat-
terns of quality assurance, procedures, validity and reliability.

The process begins when a construct (the underlying skill, knowledge or perfor-
mancewhich is to bemeasured or assessed) is identified. Bachman and Palmer (1996)
state that the identification of a construct is reached through a process of description
of the purpose of the test; a description of the target language use (TLU); and a
description of the test takers. This activity allows for the description of ‘the precise
nature of the ability we want to measure’ which can be defined abstractly, thus creat-
ing a theoretical definition of the construct which ‘provides the basis for considering
and investigating the construct validity of the interpretations we make of test scores’
(ibid, pp. 88–89).

Once the construct has been identified, the creation of scales for each construct
is attempted. Scales are the component of assessment design which allows raters to
make decisions on the test takers performance. They can be created either dichoto-
mously, with only two levels—e.g. ‘can achieve/cannot achieve the benchmark’ or,
alternatively, by creating different levels for each scale, which is a more complex
undertaking. North (2000) states that:

Scales of language proficiency have become relatively widespread over the past decade
as part of a general movement towards more transparency in educational systems, which
places a higher value on being able to state what the attainment at a given level of language
proficiency means in practice (2000, p. 9)

Each level of a scale indicates the quality of test taker response to the task or
activity they have been asked to attempt. In order to judge the quality of a test taker’s
response, each level requires a description against which the rater can match the
test taker’s performance. The descriptions may relate to the skills, knowledge or
performances that are underpinned by the theoretical construct and its scales. These
descriptions,which are normally text-based, are called descriptors. They are intended
to provide all stakeholders with a clear, accessible understanding of what is required
by the test takers.

Benchmarks are arrived at ideally when all those who are stakeholders in the
assessment development process agree or determine the level on each scale which
is accepted by all as the minimum skill/piece of knowledge/performance which
must be achieved by test takers. Benchmarks can be adjusted upwards on a scale or
downwards on the scale depending on what policy-makers decide is the appropriate
minimum level.

Rating scaleswhich have been developed for purposes of performance assessment
may be classified in different ways. These involve holistic or analytic, primary or
multiple trait perspectives (Hamp-Lyons, 1991; Weigle, 1998), or from what might
be referred to as real-world or ability/interaction perspectives (Bachman, 1990). In
terms of use, the orientation of rating scalesmay then be either towards users, towards
assessors or towards the test constructor themselves (Alderson, 1991). Broadly two
major approaches to rating scale design are identified in the literature.

The first, andmost established, approach comes from a theoretical perspective and
draws on the constructs or abilities to be measured. Under this approach, the rating
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scale is designed on the basis of a measurement model determined by experts in the
field. Experts consider samples of performance data as a post hoc activity—selecting
and identifying samples that typify specific levels on a scale or domain.

The second approach is grounded in a more empirical perspective—making use
of written or oral texts produced by learners which are taken as exemplars of per-
formance. Turner and Upshur’s (2002) binary-choice, boundary definition scales are
possibly one of the most cogent examples of this empirical approach. Under this
method, the scale and the ensuing cognitive process that raters must adhere to are
laid out as a set of repeated branching binary decisions.

Fulcher, Davidson, and Kemp (2011) criticise measurement-driven scales—the
first approach described above—as suffering from ‘descriptional inadequacy’, argu-
ing that scales derived in this manner are insufficiently sensitive to communicative
context or the complexities of interaction that are typically associated with language
use. They suggest that levels of abstraction in such scales are broad and create gulfs
between a score and what the score represents. Making a case for richer descriptions
of contextually based performance, which they argue strengthen the meaning of a
score, and the validity of inferences which may consequently be derived from such
scores, they propose the use of performance decision trees—an extension of Turner
and Upshur’s (2002) boundary definition scales.

Background to Standards Setting

The sections below describe standard setting, especially within shifting paradigms
and discuss the notion of validity in standards setting. Further discussion of this topic
in relation to the LPATE is provided by Drave in Chap. 14.

Changing Attitudes to Standards Setting Within Shifting
Paradigms

Cizek’s (1996a) comprehensive survey of the literature on setting standards and the
methods employed to set standards is still valid even though it was conducted some
20 years ago. It is summarised below for reference.

Early work on standard setting was based on the principle that there was a ‘right
answer’ based on population parameters and that ‘it is the task of standard setting
to find it’ (Jaegar, 1989, p. 492). The certainty about standard setting had shifted by
the late 1970s where some viewed standard setting as both arbitrary and capricious
(Glass, 1978, pp. 253, 258). Cizek, however, cites Block (1978) and Popham (1978)
as among those who opposed this view. They felt that ‘standard setting was not an
arbitrary process, or, at least, that it was not arbitrary in the sense of being capricious”.
An emerging view rejected the population parameter method with, by 1984, Shepard
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stating that ‘The standard we are groping to express is a psychological construct in
the judges’ minds’ (1984, p. 188).

In the 1990s, two definitions of standard setting emerged to replace the ‘parameter
estimation perspective’. They were, first, Cizek’s (1993) procedural definition of
standard setting that ‘focuses on the process’—defined as ‘the proper following of
a prescribed, rational system of rules or procedures resulting in the assignment of a
number to differentiate between two ormore states or degrees of performance”. Here,
the focus is on ‘a process that can be used to rationally derive, consistently apply and
explicitly describe procedures by which inherently judgmental decisions are made’
(Cizek, 1996b, p. 21). Second was Kane’s definition that proposed that the process
of standard setting ‘… draw(s) a distinction between the passing score, defined as
a point on the score scale, and the performance standard, defined as the minimally
adequate level of performance for some purpose … The performance standard is the
conceptual version of the desired level of competence, and the passing score is the
operational version’ (1994, p. 426).

Cizek makes it clear that most of the procedures and rules mentioned are based on
discrete-item tests and that the standard settingmechanisms devised by the American
Educational Research Association (AERA), American Psychological Association
(APA) and theNational Council onMeasurement in Education (NCME) are designed
to prevent bias and to create as much validity as possible for these indirect tests of
ability. However, some of the five basic guidelines have considerable merit and
include, as their primary (basic) standards:

• Standard 1.24—describes how rates of misclassification will vary depending on
the percentage of individuals tested who belong to each category.

• Standard 5.11, 8.6, 10.9—makes information available regarding the rationale
of the test and a summary of the evidence supporting intended interpretations,
including evidence about the validity of the cut.

• Standard 6.9—provides details on the standard-setting method used and the ratio-
nale for setting a cut score, including information about the qualifications of the
participants in the process.

Cut scores are selected points on the score scale of a test. The points are used to
determine whether a particular test score is sufficient for some purpose. For example,
student performance on a test may be classified into one of several categories such
as basic, proficient, or advanced on the basis of cut scores (Zieky & Perie, 2006).

As can be seen, most of these guidelines apply to discrete-item tests where a raw
or standardised score results from sitting the test but where the ‘value’ of that score is
not known except in terms of whether the candidate had passed/failed the test. Three
of the English language benchmark tests have scales and descriptors (the validation
and assessor training of which are described in subsequent chapters of this report)
which have been arrived at by due process, are already transparent to test-takers and
the public and contain the ‘value’ of the score in the descriptor that accompanies each
scale. It was with this in mind that the English Language Consultancy Team and the
English Language Benchmark Subject Committee (ELBSC) at that time turned to
the Code of Practice of ALTE (The Association of Language Testers in Europe) as



8 Determining Benchmarks After the PBAE 151

best representing the work that the benchmark project was attempting to carry out.
ALTE was chosen because, besides focusing on language assessment, it has also
always worked with a mixture of psychometric and performance testing (witness its
long tradition of oral examining and language teacher assessment).

In this context, it is important to note that authorities such as UCLES (now known
as Cambridge Assessment) have, over decades, consistently used direct tests of lan-
guage ability (where, for example, strong emphasis is placed on the training and
standardisation of assessors to enhance reliability in their oral assessments). Such
tests include CEELT (the Cambridge examination in English for Language Teach-
ers—see Falvey & Andrews, 1994) and Cambridge’s range of language proficiency
tests such as the First Certificate in English (FCE), the Preliminary English Test
(PET) and the hundred-year-old Cambridge Proficiency in English Test (CPE).

The American-led tradition, however, has until relatively recently focused on
issues of reliability in their indirect measurement tests (driven by issues of fairness
and possible litigation) while ignoring and excluding major issues of validity raised
through concerns engendered by the testing of performance by indirect methods
(Cizek, 1993, 1996a, b; Greenburg, 1992). As their tests have tended to be paper-and-
pencil norm-referenced tests, they have had to focus on validity constructs (required
because it is notoriously difficult to prove the validity of indirect tests of psychological
constructs) rather than validity itself which comes frommeasurement of performance
in a direct test of ability.

Four of ALTE’s major guidelines for the setting of standards for language are:

1. Provide prompt and easily understood reports of examination results that describe
candidate performance clearly and accurately.

2. Describe the procedures used to establish pass marks and/or grades.
3. If no pass mark is set, then provide information that will help users follow rea-

sonable procedures for setting pass marks when it is appropriate to do so.
4. Warn users to avoid specific, reasonably anticipated misuses of examination

results.

The ALTE guidelines (see http://www.alte.org) are not, in essence, different from
those of the AERA, APA and NCME. They insist on proper procedures and the
provision of accounts of the ‘due process’ that was entailed in setting up the con-
structs, setting specifications, setting and moderating tests, piloting them, sampling
test-takers and explaining to test-takers and other stakeholders what these processes
are and how the passing grades have been arrived at.

Much of this ‘due process’ was detailed in the first consultancy report (Coniam
& Falvey, 1996), eight subsequent reports and their account of the formal pilot, the
Pilot Benchmark Assessment (English) (PBAE).

It should be noted that over the past twenty years, Cizek has added to his 1996
comments by showing, in 2007 (Cizek and Bunch), that essentially the same meth-
ods that he cited in 1996 still apply (e.g. the application of Angoff; Nedelsky and
Ebel) plus others such as The Direct Consensus Method (see Pitoniak, 2003); The
Contrasting Groups and Borderline Group Methods (see Humphrey-Murto, &Mac-
Fadyen, 2002); The Body of Work and Other Holistic Methods (Wyse, Bunch,

http://www.alte.org
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Deville, & Viger, 2014); Hambleton and Pitoniak (2006). The Item-Descriptor
Matching Method (see Ferrara et al., 2008) and The Hofstee and Beuk Methods
(see Wyse & Babcock, 2017).

By 2000, Hambleton (2000) was stating that methods for setting performance
standards on educational assessments using the multiple-choice item format were
well developed and steps for implementation were generally clear (see Livingston &
Zieky, 1982). On the other hand, he stated that standard-setting methods for educa-
tional assessments that include constructed response items such as writing samples
and performance tasks were not as well developed at that time, and none of them
had been fully researched. He added that new methods, improved implementation of
existing methods, and increased efforts to validate any performance standards were
needed.

The Notion of Validity in Standards Setting

On the issue of validity in standard setting, Cizek stated (1996b) that validity “does
not exist outside of the values systems that define what are desirable outcomes: What
is considered ‘reasonable’ or ‘appropriate’ ultimately depends on individual values”
(p. 28).

Messick (1989) attempted to bring some order to this process by proposing a
framework for validating standards where an ongoing process of gathering and eval-
uating evidence helped standard setters to focus onwhether the inferences implied by
application of a cutting score are warranted. The ‘due process’ of reaching consensus
on the criterion-referenced tests by involving large numbers of potential stakeholders
took place throughout the English language benchmark process, not only with the
PBAE but with studies before the PBAE and since the PBAE, all of which helped
to throw light on the benchmarks that were being developed and the standards that
were being ‘recommended”.

Examples of those involved includedACTEQmembers, consisting of both profes-
sional and lay members, PGCE English majors, Refresher Training Course members
at The University of Hong Kong, Masters students (English Majors) at The Univer-
sity of Hong Kong, staff at City University, Hong Kong Polytechnic University, The
University of HongKong, The Chinese University of HongKong and the HongKong
Institute of Education and thousands of teachers who attended seminars organised
by EMB.

In the Consultancy Team, the principal investigators were from The Chinese
University of Hong Kong and The University of Hong Kong with other consul-
tants/investigators drawn from other secondary, vocational and tertiary institutions,
as well as from the UK.
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The consultancy team was constituted in order to reflect a broad spectrum of
expertise and experience in a number of relevant areas:

• Local and international language teacher education experience and expertise
• Local and international language teaching experience and expertise at primary and
secondary levels

• Local and international language educational assessment experience and expertise
• Local and international language educational assessment administrative andorgan-
ising experience and expertise

• Local primary and secondary English teaching.

In the context of setting standards and recommendations, it should be noted that
test developers and subject committees only ‘recommend’ standards. The final deci-
sion is always taken by another stakeholder body—which in this instancewasACTE-
Q—which takes into account all other factors which a test developer might ignore
(such as financial and human resources, socio-political factors, teacher readiness).
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Part II
The LPATE Enhancement Courses

in Hong Kong: The Case
of The Chinese University

of Hong Kong

Barley Mak and Yangyu Xiao

This part gives a full account of the LPATE training courses provided for in-service
English teachers between 2001 and 2006, with a particular focus on the courses
offered by the Chinese University of Hong Kong (CUHK). Part II consists of three
chapters. Chapter 9 introduces the initiative for the training courses and outlines the
structures of training courses. Chapter 10 focuses on the Reading and Listening
modules—the two components assessed by analytic means. Chapter 11 focuses on
the Speaking, Writing, and Classroom language assessment modules, the three
components wholly or partially assessed by scales and descriptors.



Chapter 9
The LPATE Training Courses:
An Initiative to Improve Teacher
Language Proficiency

Barley Mak and Yangyu Xiao

Abstract This chapter serves as an introduction to the LPATE training courses ini-
tiated by the HKSAR Government to provide in-service teachers of English with
developmental and proficiency programmes. The current chapter provides a theo-
retical foundation highlighting the necessity for teacher professional development
through training courses. This chapter then outlines the LPATE training courses pro-
vided for in-service teachers inHongKong between 2001 and 2005. Variousmodules
put on by different course providers and the details of information on these mod-
ules are provided, including purpose of the training courses, the number of trainees
enrolled and the attainment rate across different institutions. The chapter ends with
remarks from trainees to illustrate how the training courses were perceived by course
takers.

Introduction

The Language Proficiency Assessment for Teachers of English (LPATE) is a test of
the standards of English language proficiency for Hong Kong primary and secondary
school English teachers, or those whowish to become teachers of English. The needs
for a benchmark assessment have been introduced in Section I of the current book.
The initiative to introduce the LPATE, however, consisted ofmore thanmerely setting
up a benchmark assessment as the HKSAR Government provided multiple channels
for English teachers to achieve the language proficiency requirement (LPR). LPATE
training courses were one such important avenue in facilitating this requirement.
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The LPATE training courses were an example of such an alternative channel for
eligible teachers to meet the language proficiency requirement. Eligible teachers
included teachers holding a permanent post in public sector schools or local private
primary/secondary schools offering full curriculum, who were teaching English or
would be deployed to teach English. Those eligible teachers who took the training
courses and passed the exit testswere considered to havemet the language proficiency
requirement. Thus, the LPATE training courses were an alternative channel for in-
service teachers before 2000 to reach the benchmark requirement, whereas all new
teachers who joined the teaching profession as from the school year 2001/2002 had
tomeet the language proficiency requirement through either exemption or the LPATE
assessment.

The rationale for setting up the development courses was, in part, due to the
backlash from teachers and their union against the imposition of the LPATE on all
language teachers and where the government wished to show that the LPATE was
not a one-off, stand-alone set of assessments but a comprehensive set of teacher
development initiatives, hence the programmes and the workshops.

The LPATE training courses provided a range of valuable and well-resourced
courses that helped English teachers develop the language proficiency required for
teaching—as a government response to alleviating concerns about potential failure in
the LPATE. The training courses and exit textswere expected to be designed to ensure
that the language proficiency standards achieved or certified by the exit tests in the
training courses and language proficiency standards as laid out by the LPATE were
compatible. The courses and exits tests went through careful moderation and a num-
ber of reviews under a team of moderation panels. Support from various resources
was also provided by the then Education Department to help course providers with
course design, including development workshops, identification and dissemination
of good practice, and the provision of feedback from internal and external examiners.

The LPATE enhancement courses were offered by course providers in both Hong
Kong and overseas. The course providers were English departments or language
centres at seven tertiary institutions in Hong Kong, three overseas universities and
the British Council. These courses offered full support and assistance to language
teachers who needed to improve their language proficiency and meet the language
proficiency requirement. Teachers were allowed to enrol in one or all of the modules
in each programme—whichever best suited to their needs.

The current chapter starts with an overview of the various courses provided by
different course providers. It then focuses mainly on the perspective of one course
provider—The Chinese University of Hong Kong (CUHK). The chapter gives a
detailed description of the five modules provided by CUHK and illustrates how these
modules were intended to help English teachers develop the language competence
expected of them in the LPATE.
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Training Courses for Language Teachers: Background

Importance for English Language Proficiency

English language teaching is a career that requires proficiency, pedagogy and pro-
fessionalism. Recent studies also show English language teachers in Hong Kong
becoming increasingly aware that English language teaching is a career that requires
English language proficiency, subject matter knowledge and pedagogical knowledge
(Coniam, Falvey, & Xiao, 2017; also Chap. 18, this volume). To help second lan-
guage learners develop their language skills, English language teachers must have
adequate and appropriate language proficiency and confidence in teaching English
to students (Andrews, 2003). English language teachers need to provide comprehen-
sible target language input in communicative language teaching, so as to facilitate
teaching English through English in classrooms (Pennington & Hoekje, 2010).

In Hong Kong, it was the case in the 1990s that English teachers, in particular
those in lower band (low student ability) schools, taught English to children through
Cantonese (Mak & White, 1997). In addition, in the light of the small numbers of
English teachers who were professionally trained with subject matter knowledge,
there were worries about low English standards in the local business sector (Tsui,
Coniam, Sengupta, & Wu, 1994). In response to such a situation, the LPATE was
introduced to assess the language proficiency of English teachers in Hong Kong. It
was made a requirement in Hong Kong that after 1997, all primary and secondary
teachers should be degree holders and be professionally trained (Coniam & Falvey,
2013; Lai & Grossman, 2008).

A number of parallels can be cited in the Asian context. In Japan, where the
language proficiency of English teachers has also been a cause for some concern,
the EIKEN (Jitsuyo Eigo Gino Kentei—Test in Practical English Proficiency in
English) has been used as a benchmark test for teachers teaching English at school
level. English teachers are expected to obtain Grade Pre-1 (the EIKEN has seven
levels: from Grade 1—the highest level down to Grade 5—the lowest level) (Eiken
Tests, 2017). In Australian state schools where English is the language of instruction,
the English language proficiency of teachers has been considered to be central to the
quality of education. The Professional English Assessment for Teachers (PEAT)
which consists of four papers (Reading, Writing, Speaking and Listening) related to
a classroom context is another example of a standards test to ensure teachers’ English
language standards (Murray, Riazi, & Cross, 2012). Although PEAT is not merely
set for teachers of English, such a test supports the proposition that teachers need to
have sufficient English language proficiency if they need to teach through English.
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Training Courses for Teacher Professional Development

Teacher professional training has had a considerable positive impact on teachers’
beliefs and behaviours (Borko, Jacobs, & Koellner, 2010). In the specific case of
teacher professional development in English language teaching, research studies
indicate that teachers with more teaching experience and professional training are
more proficient in the language that is available for learners to learn, with a will-
ingness to engage learners in grammatical related issues and an ability to anticipate
learner difficulties (Andrews & McNeill, 2005).

While the LPATEwas established to serve as a benchmark to ensure the standards
of English language teachers, the HKSAR Government also provided upgrading
courses to help English language teachers enhance their English language profi-
ciency. Since the establishment of the Advisory Committee on Teacher Education
and Qualifications (ACTEQ) in 1993, various institutional initiatives (such as the
continuing professional development framework) were developed to encourage and
facilitate teachers to engage in professional development activities (Mak, 2010).

Professional development can be achieved through formal and informal support
activities and courses that are designed to help teachers develop as profession-
als (Coldwell, 2017). The research literature reveals that professional development
courses exert impact on teachers’ professional development. Harris’ (2001) find-
ings with a group of teachers in Hong Kong reveal that professional development is
helpful when teachers reflect on their own practices; professional development and
self-reflection enable them to apply what they have learned to their teaching practice.

Worldwide professional training courses for language proficiency have been pro-
vided to help teachers improve their language proficiency. Considering the specific
needs of Hong Kong teachers, Mak (2013) suggests that taking a degree in English is
likely to help students tomaster grammar and improvewriting skills, and an extended
period of experience living overseas enhances one’s mastery of other aspects of
English language such as idiomatic usage and slang. Pearson, Fonseca-Greber and
Foell (2006) discuss the potential of improving language teachers’ language profi-
ciency through taking degree courses in American universities. They argue that—to
provide more input and help learners maintain standards—upper division literature
and culture courses offered to Years 3 and 4 students in American universities should
be taught in the target language. Pearson et al. (2006) also suggest that the univer-
sities use institutional resources to support students’ language development, by, for
example, providing more exposure to the target language through study abroad pro-
grammes, immersion programmes within the institutions, or the chance for service
learning and extracurricular language activities. Exposure to the target language is
important for future language teachers. In Japan, it is also recommended that the pro-
fessional development of language teachers needs to consider both target language
competence and the language of classroommanagement (Igawa, 2013). In Australia,
preparation courses for Professional English Assessment for Teachers Test (PEAT)
are also provided for teachers from different disciplines and backgrounds, to help
them improve their language proficiency and feel less anxious about the upcoming
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Table 9.1 The LPATE course providers

Location Course provider Courses provided

Hong
Kong

The Hong Kong Baptist University Language proficiency course for teachers
of English

The Hong Kong Institute of
Education—later renamed The
Education University of Hong Kong
(EdUHK)

Core professional upgrading for English
language teachers

The Hong Kong Polytechnic University Language proficiency training course for
serving English teachers

The Hong Kong University of Science
and Technology

Towards excellence: a language training
course for in-service teachers of English
in Hong Kong

The City University of Hong Kong Continuing education certificate in
English language teaching

Lingnan University, Hong Kong English language enhancement course
for school teachers

The Chinese University of Hong Kong Training programme for the English
language proficiency certificate

Hong
Kong

British Council Foundation course in English language
for teachers

Australia University of Queensland English for TESOL professional
purposes

Queensland University of Technology Professional training courses for teachers
of English

test (Murray et al., 2012). The examples above further support the assertion that
while benchmark standards on language proficiency have been introduced in differ-
ent places around the world, respective training courses have also been provided to
help candidates achieve the required standards.

Overview of the LPATE Enhancement Courses

Course Providers

LPATE enhancement courses were offered from the 2000/01 school year until the
2005/06 school year in nine tertiary institutions in Hong Kong, Australia and New
Zealand. A list of course providers and courses provided are summarised in Table 9.1.

As can be seen from Table 9.1, a range of courses was provided to cater for the
different needs of English language teachers, with English teachers able to enrol
in the courses that they felt best fit their own schedules and needs. The training
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courses were intended to help English language teachers meet the language profi-
ciency requirement set out by the Hong Kong Education Bureau in 2000.

Purpose of the Courses

Appendix “Course Providers’CourseDescriptions” presents the brief course descrip-
tions provided by different course providers as stated in the circular memorandum
(No. 562/2000) provided by the Hong Kong Education Bureau.

In general, the language enhancement courses, according to the courses providers,
served the following purposes:

• To enhance the language proficiency of English teachers in the four skills area
(Listening, Speaking, Reading and Writing)

• To support serving English teachers in further developing their language profi-
ciency

• To enhance participants’ competence to function effectively as English language
teachers

• To equip participants with skills which were readily transferable to the teaching
context

• To enable teachers to use English competently in the classroom and in their pro-
fessional interactions

• To promote participants’ language and professional skills mainly but not exclu-
sively related to Hong Kong English classrooms

• To develop participants’ professionalism in language teaching practice.

The purposes mentioned above delivered a strong message that these courses
would enhance English teachers’ language proficiency in the context of English
language teaching and would hopefully extend beyond the confines of classroom
English.

Modules Provided

The course providers offered a range of modules corresponding to the language
requirements of the LPATE. A summary of the modules provided can be found in
Table 9.2.

Generally, the focuses of the training courses in both Hong Kong and overseas
were restricted to fulfilling the syllabus requirements as stated in the LPATE require-
ment (Bridges, 2007). Thus, these courses covered the different aspects of the LPR
which were assessed in the LPATE, namely Reading, Writing, Listening, Speaking
and Classroom Language. The training courses provided English teachers with nec-
essary and sufficient knowledge to meet the required assessment standards (Bridges,



9 The LPATE Training Courses: An Initiative … 165

Table 9.2 Modules provided by different course providers

Course provider Modules provided

Reading Writing Listening Speaking Classroom
Language

Others

The Hong Kong
Baptist University

✓ ✓ ✓ ✓ ✓

The Hong Kong
Institute of
Education (the
now EdUHK)

✓ ✓ ✓ ✓ ✓

The Hong Kong
Polytechnic
University

✓ ✓ ✓ ✓ ✓

The Hong Kong
University of
Science and
Technology

✓ ✓ ✓ ✓ ✓ Error analysis

The City
University of
Hong Kong

✓ ✓ ✓ ✓ ✓

Lingnan
University

✓ ✓ ✓ ✓ ✓

The Chinese
University of
Hong Kong

✓ ✓ ✓ ✓ ✓

British Council ✓ ✓ ✓ ✓ ✓

University of
Queensland

✓ ✓ ✓ ✓ ✓ Project portfolio
independent
learning or
consultation

Queensland
University of
Technology

✓ ✓ ✓ ✓ ✓ Language
experience in
Australia

2007). Since course designers and lecturers adopted a communicative and learner-
centred approach, the training courses were likely to support the development of
English teachers’ communicative competence along with a critical awareness of the
professional language required for language classroom and interaction with other
teachers (Bridges, 2007).

The modules provided by different course providers offered participants different
choices. Participants who chose to take the modules offered by overseas institutions
would have the chance to attend immersion programmes overseas. The immersion
courses overseas were regarded as contributing to English teachers’ speaking and
listening skills as well as intercultural communication ability (Lockwood, 2015).
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Of the ten participating institutions, nine offered courses on all five modules,
except for the Hong Kong Baptist University, which did not offer the classroom
language module. The courses offered at overseas universities provided participants
with language experience through immersion. These modules were tailor-made to
address the needs of language teaching in Hong Kong. The enhancement courses
thus provided a range of opportunities for English language teachers to develop their
language competence in a specific area according to their own needs, with English
language teachers being permitted to enrol for one or several modules of the different
training courses. Further, with a view to catering for the needs of in-service teachers,
the training courses offered by the institutions in Hong Kong were offered on a
part-time basis, ranging from 120 to 230 h—depending on the number of modules
provided. The immersion courses at overseas institutions were offered on a full-time
basis, ranging from six to eight weeks.

The LPATE Training Courses at the Chinese University
of Hong Kong

Themajority of the current section focuses on the LPATE training courses at TheChi-
nese University of Hong Kong (CUHK) where full course materials and supporting
documents are available.

The description and analysis of the LPATE courses at the CUHK are based on
the course materials used between 2004 and 2005 for two reasons. First, the course
materials betweenyears 2004 and2005 are themost complete and comprehensive sets
of courses materials that are still available 15 years after the courses were introduced.
Second, the LPATE courses offered at the CUHKwere basically the same each year;
hence, using the courses from a single year is representative of the other years.

Features of the CUHK Training Courses

As stated in the leaflet outlining the professional development courses for teachers
put on by CUHK, the training programme had the following features:

• The programme was specially designed to meet the needs of the Hong Kong
teachers.

• An interactive task-based approach was adopted.
• Topics and themes used in the training courses were relevant to English teachers’
professional life.

• A supportive learning environment was provided with the security of continuous
assessment.

The courses, in general, were designed to take English teachers up to, or even
beyond, the minimum levels of language ability set in accordance with the language
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proficiency requirement (LPR). The courseswere designed to enhance English teach-
ers’ language abilities, enrich their teaching and improve their professional awareness
and prospects.

Structures of the LPATE Training Courses

At the CUHK, modules were taught face-to-face and involved individual and group
work in a task-based approach. All course materials were based on educational
themes and aimed to extend the four skills of reading, writing, speaking and listening,
to build up language awareness and to promote reflection on the teaching and learning
process. Participants who took these courses were considered to be benchmarked if
they satisfied all the course requirements and passed the exit tests. English teachers
who were benchmarked through taking the LPATE courses were exempted from the
LPATE.

The structure of the courses is presented in Fig. 9.1.
As outlined in Fig. 9.1, the LPATEcourses comprised of fivemodules. Participants

were expected to undertake continuous assessments and exit tests in order to be
benchmarked. The purposes and outlines of the courses are described below, followed
by an explanation of how assessments were conducted.

Fig. 9.1 Procedures for benchmarking
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Reading Module

Thismodule aimed to improve reading comprehension skills and extend participants’
experience of reading. Passages on relevant themes from quality contemporary jour-
nalism and teaching methodology texts were used. Participants performed a variety
of different tasks, involving different reading focuses and strategies.

Writing Module

This module aimed to improve writing skills and extend participants’ knowledge of
pedagogical grammar. Participants carried out a variety of writing tasks based on
a school simulation. This module incorporated detailed consideration of principles
and techniques of error correction, which was then extended into practical grammar
and error correction exercises.

Speaking Module

This module covered the study of phonology and prosody, and the patterns of spoken
discourse. Through detailed study of prose and poetic texts, participants were also
encouraged to relate phrase structure and syntax to reading with meaning. Through
a school-type simulation activity, participants learned to apply their developing lan-
guage awareness in interaction with peers.

Listening Module

Programmes from TV and radio formed the basis of a study of phonological decod-
ing, discourse structure and context- and genre-awareness, to build participants’
confidence in listening to authentic texts. The broadcast programmes shared an edu-
cational theme and included discussions, debates, interviews, seminars and opinion
pieces. Participants performed a variety of tasks based on their understanding of what
they heard.

Classroom Language

Direct instruction, workshops, group work, role-play and micro-teaching were used
to raise awareness of effective classroom language. Participants observed and prac-
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tised dialogues relating to the language of the classroom. These included social and
personal, organisational and instructional language. Participantswere asked to record
a sample of their own classroom discourse and use this text as the basis of a reflective
exercise. Classroom study involved perceiving the link between teaching discourse
and teaching methodology.

Continuous Assessments

Continuous assessments were designed to include a range of different activities and
to cover a range of activities to test various language skills. Instructors followed
a set of procedures for carrying out continuous assessment, which included giving
prompt andmeaningful feedback to participants, following the scales and descriptors
of the LPATE. Where appropriate, participants were given copies of the instructors’
feedback. Originals were kept by the instructors until the final grades were awarded.

Exit Tests

Exit tests closely modelled the LPATE. Exit tests were conducted according to the
procedures of the LPATE. No examination drilling was carried out, and participants
were not given prior warning of the content or themes of the exit test materials.
The time allowed for answering exit test questions was the same as that allowed in
the LPATE, except for the Listening Test. The reason why there was a difference
lay in the fact that the Listening Tests at CUHK used authentic and unedited radio
programme materials, and demanded a higher level of responses than in the LPATE
itself.

In line with the practice at HKEAA, Speaking Test exit tests were assessed by
two examiners. Writing Tests were marked by a third marker where there were
discrepancies in results among different continuous assessment scores.

Marking Schemes

Participants were considered to be benchmarked if they satisfied the assessment
requirement in the courses. For Reading, Writing, Speaking and Listening, contin-
uous assessment grades counted for 50% of the overall final mark. Discretion was
nonetheless applied.Where a participant had improvedmarkedly during a course, for
example, poor scores on the first assessment might be given less weight than assess-
ments in the latter part of the programme. For the Writing module, where time did
not permit all work to be done in class time, consideration was given to the fact that
participants might have received help with work completed outside class—in gen-
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Table 9.3 Course information by module

Paper
1—Reading

Paper
2—Writing

Paper
3—Listening

Paper
4—Speaking

Paper
5—CLA

Total no. of
classes

12 13 11 13 11

Total no. of
participants
who enrolled
for the course

228 279 207 230 202

Total no. of
participants
who
completed the
course

225 268 197 224 192

Total no. of
participants
who passed

191 246 170 209 184

Overall
attainment
rates (%)

84.89 91.79 86.29 93.30 95.83

eral, at home, and these pieces were weighted somewhat less than those completed
in classroom settings.

For Classroom Language Assessment, continuous assessment tasks were used
formatively, and the overall grade was based on the assessment of the class teaching
observed after the course.

The outlines above demonstrate that the LPATE enhancement courses were con-
siderably more than an examination preparation course. The courses used a wide
range of authentic tasks and exercises to help teachers achieve the expected language
requirement and involved participants in reflection on their skills and practices.

Number of Participants and Attainment Rates

Table 9.3 provides an overview of the number of participants and attainment rates
for the six-year period 2001 to 2006, as extracted from the final report submitted to
EDB.

The attainment rates shown in Table 9.3 illustrate that the LPATE enhancement
courses provided a good chance for trainees to develop their English proficiency
up to the expected standards. The overall attainment rates indicate the percentage
of participants who achieved a language proficiency level equal to Level 3 of the
LPATE. Interestingly, Writing had a higher attainment rate than either Reading or
Listening, in comparisonwith the consistently low attainment rate of theWriting Test
in the LPATE (Coniam & Falvey, 2013; Lin, 2001; Appendix B “LPATE Results” in
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Chap. 16 of this volume). It would appear that the training courses offered a good
channel for participants to gradually improve their writing proficiency, especially in
error correction and analysis—a major problem for many LPATE candidates—and
to which considerable attention was paid in the LPATE Writing courses. The high
pass rate across all modules appeared to support the conclusion that LPATE training
courses were a good channel to enhance participants’ language proficiency and help
them meet the language proficiency requirement.

The LPATE Training Workshops

In addition to the LPATE enhancement courses, LPATE training workshops were
also provided for PGDE students at the Chinese University of Hong Kong. These
workshops intended to help participants develop a better understanding of the LPATE
assessment so that the PGDE students had a greater chance of meeting the bench-
mark standards when they had to subsequently sit the LPATE. While the training
programmes were only offered between the years 2001 and 2006, the workshops
continued after 2006 until being finally discontinued in 2011.

The LPATE workshops consisted of six sessions:

Workshop 1: Overview
Workshop 2: Reading
Workshop 3: Writing
Workshop 4: Listening
Workshop 5: Speaking
Workshop 6: Classroom Language Assessment.

In each session, the course lecturer introduced the structure of the test
paper, the major problems identified in the LPATE reports as reported by EDB
(see http://www.edb.gov.hk/en/teacher/qualification-training-development/qualifica
tion/language-proficiency-requirement/lpat/lpat_assessment_reports. html for a list
of the LPATE reports—accessed June 2017).

Focusing on the LPATE reports could inform teachers of the difficulties that
candidates were likely to encounter when taking the LPATE assessment.

Course Evaluation and Feedback

Whereas detailed feedback forms from participants or course providers were, unfor-
tunately, no longer accessible after fifteen years, the current section exemplifies
participants’ feedback from two available resources: (1) figures as obtained in the
2001–2002 course evaluation and (2) participants’ feedback as submitted to the Edu-
cational Bureau in the concluding report. The participants were asked to respond to

http://www.edb.gov.hk/en/teacher/qualification-training-development/qualification/language-proficiency-requirement/lpat/lpat_assessment_reports
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a series of questions and score them on a six-point Likert scale, from strongly agree
(6) to strongly disagree (1). The means of their responses are reported in Table 9.4.

Table 9.4 shows that generally the LPATE training courses were evaluated posi-
tively by course participants across all aspects, including content of teaching, assess-
mentmethods, and communication between teachers and students.Most items scored
above 4, diverging considerably from the mid-point of 3.5, thus indicating strong
acceptance of the proposition, i.e. that respondentswholly accept the argument (Brad-
shaw, 1990; Coniam & Falvey, 2013). In the current study, a “6” indicated a positive
and “1” a negative response; thus, items which scored above 4 were considered to
be strong positive responses. There were no items scoring below 3.5, indicating that
participants generally held positive responses towards the training courses. Positive
responses to items 1, 2, 3, 12, 13 and 14 indicated that lecturers who provided the
training courses provided needed support and taught effectively in the classroom.
Positive responses to items 4, 5, 15 and 16 showed that the training courses were
designed at a level appropriate to participants’ level and were helpful in improving
their language proficiency.

Scores of five items related to the Reading module (items 6−11) and six items
related to the Listeningmodule (items 5−6; items 7−11) were below 4 but above 3.5.
It is possible that the authentic listening materials used in CUHK were challenging
and participants found it difficult to apply to their own teaching. It could also be the
case that since Reading and Listening are receptive skills, it takes time to transfer
such skills to skills that are teachable to students.

However, the generally positive attitudes towards the training courses indicate
that the training courses helped teachers with enhancing their English language pro-
ficiency so that they could meet the required LPR.

The responses from course participants were echoed by written comments pro-
vided by participants in the course evaluation forms. The comments in Table 9.5
were obtained from the final report submitted to the Educational Bureau dated 8
September 2006. This was when the whole training programme came to an end,
after which all English teachers needed to meet the language requirement through
taking the LPATE or by the exemption. LPATE training courses were no longer an
alternative path for English teachers to meet the LPR, whereas LPATE workshops
were still provided to help teachers to improve their language standards to meet LPR.

The comments above provide specific examples of how the training courses helped
English teachers improve their language proficiency. The comments on the Writing
Test, in particular, show that the training courses tackled the difficulties candidates
have in taking the LPATE—correcting and explaining errors to students. Such com-
mentsmay support the high attainment rate in theWriting Test, as shown in Table 9.3.
The positive participants’ responses thus demonstrated how the training courses
helped English teachers develop the language proficiency required for teaching.
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Table 9.4 Course information by module (2001/2002)

Question Reading Writing Listening Speaking CLA

1. I think she/he is genuinely committed to
teaching

4.92 5.07 5.03 5.66 5.50

2. Through her/his teaching, I have come to
understand this subject

4.44 4.82 4.62 5.46 5.23

3. She/he was able to explain difficult
concepts clearly

4.66 4.94 4.87 5.45 5.25

4. My interest in this subject has been
enhanced by his/her method of teaching

4.15 4.54 4.70 5.58 5.06

5. I thought the subject was pitched at a
level suitable for their students

4.16 4.31 3.77 4.93 5.03

6. I thought the subject was covered
comprehensively

4.00 4.03 3.96 5.00 4.80

7. I found the subject matter stimulating 3.99 4.26 4.10 5.06 4.96

8. I found the subject matter interesting 3.87 4.01 3.80 5.11 4.91

9. I think the content will be very useful for
my future education

3.66 4.26 3.62 5.33 5.25

10. I found that my own understanding of
my specialisation has been enhanced by
undertaking the course

3.72 4.32 3.91 4.99 5.04

11. I thought the right amount of reference
material was recommended

3.96 4.17 3.80 4.79 4.73

12. I thought the teacher made good use of
the instructional equipment provided by the
faculty/university

4.20 4.36 4.36 5.00 5.20

13. I think the teachers were sensitive to
students’ responses in class

4.73 4.87 4.76 5.64 5.47

14. I was able to communicate effectively
with the teacher in the learning process

4.37 4.76 4.76 5.45 5.39

15. I thought the assessment methods of the
course assignment/examinations were fair
and appropriate

4.03 4.27 4.27 5.19 4.96

16. I thought the amount of work required
for assessment was reasonable

4.10 4.40 4.40 5.23 4.55

17. As an overall evaluation, I would rate
the teacher’s performance as excellent

4.41 4.85 4.85 5.54 5.17

18. I would recommend this subject to
others

4.03 4.43 4.43 5.28 5.07

Overall mean 4.19 4.48 4.48 5.26 5.08
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Table 9.5 Participant comments identified in the final report

Modules Comments Suggestions

Reading The course enhanced students’ teaching skills
The level of materials was found to be appropriate
Direct quote from a student—“Yes, the course has
inspired me”

More guidance for the
final examination was
requested

Writing The examples on error correction were very helpful
The discussions on writing assignments were found to be
appropriate
Direct quotes from students
“The course has enhanced my knowledge of grammar”
“I am able to explain most of the errors made by my
students”

It would be better if
more examples on
essays could be given

Listening The materials were found to be appropriate
The course contained many useful materials
The ongoing assessments were found to be suitable
The course has enhanced the students’ listening skills
Direct quote from a student—“The course helped me
convey the contents more effectively”

It would be more
encouraging if the
speakers in the videos
can slow down the speed
(pace)

Speaking On teaching materials/contents
The courses contained many useful and stimulating
materials
The level of materials was found to be suitable
The lesson on phonology is interesting
The materials learnt from this course
Direct quote from a student—“If I know more, I can
teach my students more information”

It would be better if the
duration can be extended

CLA On teaching materials/content
Direct quote from a student—“My skill of eliciting has
improved”

The course providers felt that the courses were well organised and the students
had shown interest in learning different topics. As the course providers reflected,
the atmosphere in the workshops was also considered to be satisfactory. As one
student noted, “The organisation and contents of the workshops were excellent and
appropriate. I found the notes concise and helpful. I also appreciated the suggestions
and encouragement from the course director”.

It should be noted that some suggestions (e.g. providing more detailed guidance
on the reading examination, adjusting the speed of an authentic video to suit students’
individual needs) were not realistic. TheCUHKcourse providers, did, however, try to
follow up and integrate participants’ suggestions into their subsequent course design.
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Summary and Conclusion

The LPATE training courses were an integral component of an initiative to improve
English language teachers’ proficiency and help them to meet the LPR set out in the
LPATE regulations. This chapter has provided an overview of the courses provided
across different course providers in Hong Kong. The purposes of the courses, as
stated by the course providers, together with teacher feedback, demonstrate that the
LPATE training courses were professional development courses targeted specifically
at the English language proficiency needed by English language teachers.

The following two chapters—Chaps. 10 and 11—provide a detailed account of
the five LPATE modules and explain how these modules were able to contribute to
English teachers’ language proficiency.

Appendix: Course Providers’ Course Descriptions

Course
provider

Course description

The Hong
Kong Baptist
University

This course aims to provide opportunities for participants to enhance, in each of the
four skills areas, the competence that they need in order to function most effectively
as teachers of English. It will be offered on a part-time basis, over a period of
15 weeks, in evening and (for some modules) Saturday mornings. In Speaking and
Writing, applicants may choose between two alternative modules; these cover the
same syllabus but the modules with more contact time provide additional input and
further practice for teachers who feel that they would benefit from it. Applicants
may choose to take individual modules

The Hong
Kong Institute
of Education

This programme is designed to support serving English language teachers in further
developing their proficiency in the use of professional and academic English by
taking them to recognised level of competence. This is achieved through in-depth
focus on the characteristics and use of the four fundamental language skills in the
context of English language teaching. The programme is modular in design
comprising and integrated professional upgrading. It builds on the foundations of
teachers’ professional knowledge and practical skills, enriching their knowledge
base and introducing them to further applications hereby enhancing their
professionalism as fully qualified English language educators

The Hong Kong
Polytechnic
University

The modular offering at the Centre for Professional and Business English is
designed to target the individual skills of Listening, Speaking, Reading, Writing and
Classroom Language Assessment. They are designed to be flexible, so that teachers
can fit them in around their busy timetables. The individual modules are
thematically based around the common educational concerns of Hong Kong teachers
and authentic materials have been drawn from sources such as the Hong Kong media
and educational journal articles. The language skills development work is
task-based, and it is hope that teachers will find the modules relevant, enjoyable and
helpful in their work as English language teachers in Hong Kong schools

(continued)
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(continued)

Course
provider

Course description

The Hong Kong
University of
Science and
Technology

The course aims at enhancing participants’ proficiency in English with reference to
their specific needs as teachers of English. An important focus of the course is on
equipping participants with skills which are readily transferable to their teaching
contexts. Through face-to-face training and online learning, participants will have
opportunities to deepen their understanding of key concepts, master essential skills,
and reflect on their professional practice in the light of evaluation and feedback by
themselves, their peer and experts in the related language areas. The synergy
between face-to-face training and distance learning will further raise the
effectiveness of learning as well as establish strong rapport between trainer and
participants and among participants

The City
University of
Hong Kong

The course is designed for in-service secondary school teachers of English and
comprises five modules (Listening, Speaking, Reading, Writing, Classroom
Language) which can be taken as a package or individually. The courses aims at
promote participants’ language and professional skills mainly but not exclusively
with reference to the Hong Kong classroom. Modules are designed and delivered by
sympathetic, qualified tutors who have local and international teacher training
experience

Lingnan
University

This is a tailor-made English Language enhancement course for serving primary and
secondary teachers of English. Participants will also be assisted to meet the
language proficiency requirement set by the HKSAR Government. The objectives of
the courses are for participants to:
(a) develop English language oral and written communication skills and gain
confidence in using English in and outside classroom;
(b) engage in ongoing language skills enhancement;
(c) have models for and actively develop professionalism in language teaching
practice; and
(d) meet or exceed the basic language proficiency level for teaching English in
primary and secondary classrooms
There will be an emphasis on expert instruction, reflection, self-development and
communicative activities in a relaxed and enjoyable environment with maximum
flexibility. The course materials have been specifically tailor-made and will include
topical Hong Kong issues

The Chinese
University of
Hong Kong

This programme is designed to develop the English language skills of teachers of
English in Hong Kong in order that participants can meet, and go beyond, the
minimum acceptable level of language abilities as determined by the Advisory
Committee on Teacher Education and Qualifications
This programme will provide instruction in the essential language skills which
teachers of English require in order to be effective in the classroom and in their
general educational setting. While raising levels of language proficiency to meet the
established standards, it will also equip the participants with subject content
knowledge and enhanced language awareness, thus enriching the professional and
personal development of English language teachers

(continued)
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(continued)

Course
provider

Course description

The British
Council

The English Language Enhancement Course for Teachers (ELECT) consists of five
free-standing modules that cover the requirement of Hong Kong Government’s
Language Proficiency Assessment for Teachers. The methodology is communicative
and task-based. The modules are for teachers already close to the language
proficiency requirement. Assessment is through three pieces of work, spread
throughout the period of study. The exit assessment is over 50% of the overall
assessment. Successful candidates meet official government requirement

University of
Queensland

The English for TESOL professional purpose course is designed to enhance the
English language proficiency and accuracy skills of teachers, while at the same time
offering insights into creative and innovative methodology appropriate for teaching
English to students in the Hong Kong school system
The course, with classes delivered in Hong Kong and Australia, provides
opportunities for participating teachers to build up their motivation and confidence
to enable them to completely use English in the classroom and in their professional
interactions. It will also focus on the intensive development of English language
communicative competence and fluency in the four macro-skills of speaking,
listening, reading and writing

Queensland
University of
Technology

The TESOL Unit in the University has an established record of excellence in second
language teacher training and research with many years’ experience in training
teachers from all over the world, including many from Hong Kong. The 8-week
full-time course offers participants the opportunities to go beyond the language
proficiency requirement. The course will allow participants to broaden their
language skills, to deepen their knowledge of the cultural understandings and
contexts relevant to English language teaching and to enjoy the enriching experience
of life both at an Australia university and with Australia family
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Chapter 10
The CUHK LPATE Training Courses:
Reading and Listening

Barley Mak and Yangyu Xiao

Abstract This chapter introduces the Reading and Listening modules of LPATE
training courses provided at the Chinese University of Hong Kong. The two modules
are introduced together in one chapter as both Reading and Listening are assessed in
an analytic manner in the LPATE. The chapter first introduces the two key aspects
assessed in the LPATE Reading and Listening Tests, i.e. cognitive abilities as well
as linguistic skills and knowledge. It then illustrates how the Reading and Listen-
ing modules helped participants achieve the expected language standards by giving
examples of tasks used in the modules, supplemented with the course providers’
interpretations.

Introduction

In theLPATE, bothReading andListeningTests are analyticallymarked.TheReading
and Listening courses are presented in the current chapter. The test items in the
Reading and Listening Tests comprise relatively discrete items, which are used to
assess two main skills or abilities: cognitive abilities, as well as linguistic skills and
knowledge. Thus, a major function of this chapter is to discuss how the development
of the above two aspects in reading and listening are supported in the LPATE training
courses.
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Listening and Reading Comprehension: Background

Existing research literature has discussed the connection between listening and read-
ing skills and how the two skills are related (Lund, 1991;Mecartty, 2000; Park, 2004).
The proponents who assert that there are connections between the two skills believe
that both listening and reading require competence in decoding and comprehension
(Lund, 1991). Decoding is a process to convert audio or written text into basic lan-
guage units, whereas comprehension is a process of combing decoded text with the
listeners’ or readers’ prior knowledge (Lund, 1991). Both listening and reading com-
prehension requires the audience or readers to decode audio or visual input, with the
assistance of their prior knowledge.

It is natural to expect that reading and listening comprehension require linguistic
and lexical knowledge (Mecartty, 2000). Mecartty’s (2000) study of Spanish fourth-
grade students reveals both lexical and grammatical knowledge being significantly
correlatedwith listening and reading comprehension. A complex interaction between
lexical and grammatical knowledge and comprehension has been observed, in that
lexical and grammatical knowledge contribute different amounts to the total variance
in comprehension. The study also reveals that good lexical knowledge contributes
more to comprehension than grammatical knowledge. A further study that supports
the role of grammatical and lexical knowledge is Park’s (2004) study of college
English learners in Korea. On the basis of the test performance in tests of linguis-
tic skills, and reading and listening comprehension tests, Park (2004) reports the
significant effect that linguistic competence exerts on L2 listening and reading com-
prehension. Park’s (2004) interpretation of such a finding supports the proposition
that both listening and reading comprehension have been realised through interpret-
ing and parsing oral and written text. Such comprehension achieved in a bottom-up
way is nevertheless important in comprehension.

Apart from linguistic knowledge and skills, cognitive abilities are also central to
effective comprehension. Yamashita (2015) points out that readers need to have the
cognitive ability to comprehend texts through using the following strategies: skim-
ming and scanning to speed up the reading process; remembering selected informa-
tion in the text; comprehending difficult texts by slowing down the reading process,
or repetitively reading these words and phrases, or backtracking to the previous part
of the texts. To facilitate the cognitive process of understanding reading passages,
readers need to have relevant and basic linguistic knowledge and skills, as well as
relevant background knowledge with the latter facilitating comprehension in a top-
down manner (Park, 2004). Whereas cognitive abilities, and linguistic skills and
knowledge are likely to have different impacts on reading and listening compre-
hension, as the review above indicates, they are two interconnected aspects that are
needed for effective reading and comprehension. Accordingly, these two aspects are
two key aspects assessed in the LPATE.
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Table 10.1 Cognitive abilities in reading and listening

Cognitive abilities

Local processing The ability to retrieve information from phrases and sentences, such as
recognition of numbers, date and time, facts, lexical terms and syntactic
structure

Global processing The ability to obtain the gist of a longer stretch of language such as a
paragraph in a passage, or the language in a speaker’s turn in a conversation

Inferencing Predicting or inferring implicit meanings from lexical items, cohesive
devices or colloquial expressions

Interpreting
language in a
larger context

The ability to interpret language with an understanding of its larger
linguistic context, the physical setting or the social situation

Linguistic skills and knowledge

Conceptual
meaning

The meaning of a word or a group of words—such as words and phrases,
idioms and colloquial expressions

Propositional
meaning

Meaning at the sentence level

Textual and
rhetorical meaning

The arrangement of propositions which form a coherently structured text.
Rhetorical functions include asserting, introducing, justifying and
clarifying, etc.

Pragmatic
meaning

The interactional aspect of communication, for example, the writer’s or
speaker’s intention, action, stance, etc.

Assessment of Reading and Listening in the LPATE

The abilities which the LPATE Reading and Listening tests tap may be seen from
two perspectives: cognitive abilities and linguistic skills and knowledge. Cognitive
abilities include the abilities to process reading texts from four different aspects:
local processing, global processing, inferencing and interpreting language from a
larger context. Linguistic skills and knowledge are needed to extract meanings from
written or aural texts at four levels: conceptual meaning, propositional meaning,
textual or rhetorical meaning and pragmatic meaning. Reading comprehension is a
process whereby readers need to interact with the written texts using reading skills
and their prior knowledge.

Table 10.1 describes and summarises the main components of cognitive abilities
and linguistic skills and knowledge, on the basis of the information retrieved from the
LPATE handbook (Government of the Hong Kong Special Administrative Region,
2000, p. 5).

The Table 10.1 illustrates how the LPATE attempts to assess candidates’ reading
and writing abilities by drawing attention to similar abilities and knowledge required
for reading and listening comprehension.
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The Reading Module

The Structure of the Reading Module

The LPATEReading courses were designed in such a way as to enhance participants’
cognitive abilities and linguistic skills and knowledge as assessed in the LPATE. The
Reading module comprised four units: (1) reading skills; (2) reading processes; (3)
reading for pleasure; and (4) textual organisation, as Table 10.2 outlines.

The following subsections will draw attention to how the reading tasks laid out
in Table 10.2 support the development of the cognitive abilities and linguistic com-
petence expected in the LPATE assessment.

Reading Skills

As stated in Table 10.2, five aspects of reading skills were practised in the reading
module: (1) identifying view points; (2) understanding the structure of a text; (3)
identifying facts and opinions; (4) textual cohesion and (5) guessing meaning from
context. The section below exemplifies how the relevant reading tasks were used to
practice respective reading skills using selected examples. An interpretation of how
these tasks contribute to the development of cognitive abilities, linguistic skills and
knowledge is also provided.

Table 10.2 An overview of the focus of the reading module

Units Major focuses of each unit Relevant tasks

Reading
skills

Identifying viewpoints Tasks 1, 2, 3 and 4

Understanding the structure of a text Tasks 5 and 6

Identifying facts and opinions Tasks 7, 8 and 9

Textual cohesion Tasks 10, 11 and 12

Guessing meaning from context Task 13

Reading
processes

Understanding the secrets of reading Tasks on reflecting on secrets of reading

Decoding syntactic structures Tasks 14

Identifying top-down and bottom-up
concepts in a text

Tasks 15

Reading for
pleasure

Understanding literal and metaphorical
language

Task 16

Skimming book reports to provide
guidance for students

Task 17

Textual
organisation

Understanding how lexical families
help achieve textual cohesion

Tasks 18 and 19

Understanding different ways of textual
organisation

Tasks 20, 21, 22 and 23
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Table 10.3 Identifying viewpoints

Reading
passages

Reading an article “How come when our students graduate, they can’t compete and
do their jobs properly” and discuss the viewpoints put forward in the article

Task 1 Identifying different people’s viewpoints

Do you agree with the opinions put forward by the senior educators and civil
servants?
Whose viewpoint is being presented here? Is it the opinion of the writer or that of
the senior educators or civil servants?

Task 2 Understanding writer attitude

Analyse how negative attitudes are communicated by the writer
Find where the writer draws an analogy. Explain the analogy
Identify the speech of Tai Hay Lap on items of vocabulary that are heavily negative
in their connotation

Task 3 Discussing readers’ own views

Do you agree with the following statement?
This is an example of a piece of journalism which presents a negative view of the
Hong Kong education system; the journalist does not give any personal opinions,
but presents highly critical statements of those involved in the discussion

Task 4 Interpreting writer tone

Senior educators, civil servants and executive councillors on the commission took
turns to denounce the elitist and examination based system that made their careers
What is the function of the underlined phrases? How would you describe the
writers’ tone here?

Identifying Viewpoints

The four tasks on identifying viewpoints offered participants opportunities to inter-
pret language in both a larger context (Task 1 and 3) and a local context (Tasks 2 and
4). In the larger context, Task 1 required participants to develop an understanding of
the viewpoints of different people whereas Task 3 required participants to discuss
their own views. In the local context, Tasks 2 and 4 expected participants to identify
and understand an analogy or a specific phrase used in the text.

In terms of linguistic skills and knowledge, the tasks tapped pragmatic meaning
in texts (Tasks 1 and 3), as well as the conceptual meaning of words and phrases
(Tasks 2 and 4). On thewhole, the tasks attempted to tap different aspects of cognitive
abilities and linguistic skills specified in the LPATE handbook (Government of the
Hong Kong Special Administration, 2000) (Table 10.3).
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Table 10.4 Understanding the structure of a text

Reading
passages

Reading an article about Hong Kong employers’ employment preferences (based on
a survey conducted by the Open University of Hong Kong) in the South China
Morning Post and complete the tasks below

Task 5 Dividing the text into sections

If you were to divide this text into sections, how many parts do you think it would
have? Suggest sub-headings for the sections

Task 6 Identifying the advantages and disadvantages of different approaches to learning

In groups fill in the following table according to the information given in the text

Advantages Disadvantage

Web-based learning

Lecturer-based learning

Understanding the Structure of a Text

Two tasks on understanding the structure of a text expected participants to become
aware of how information is organised and structured in a reading text (see Table
10.4). More specifically, Task 5 expected participants to work out how propositions
were arranged coherently in a structured text; Task 6 required participants to identify
two key aspects in the reading text, i.e. advantages and disadvantages of web-based
learning and lectured-based learning. Participants were likely to notice how key
information was organised in a passage by identifying such information. Both tasks
addressed the cognitive abilities at a global level; to complete the tasks, participants
needed to understand the rhetorical and pragmatic meanings of the language.

Identifying Fact and Opinion

Table 10.5 illustrates three tasks on identifying fact and opinion. In these tasks,
participants were expected to distinguish what facts were and what opinions were
(Task 7); they also needed to identify how evidence was used to support opinions
(Task 8) and how writers express their opinions using hedging (Task 9).

The ability to distinguish fact from opinion indicates that readers can understand
the true meaning of the authors as well as the hidden message behind it (Che, 2002).
Such ability is important towork out the real purpose of a reading passage. To identify
facts and opinions, participants need to understand the pragmatic meaning of a text,
and how language, such as words and expressions, is used to indicate the purpose of
the writer and the stance the writer holds.
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Table 10.5 Identifying fact from opinion

Task 7 Distinguishing facts from opinions

In this text, identify some examples of FACTS and OPINIONS

Task 8 Using evidence to support opinions

Sometimes opinions are stated as facts because the speaker has evidence to back up
his/her opinion. e.g., “If you combine Web-based and lecture-based instruction,
students tend to do better”
What is the evidence in the text to back up this statement?

Task 9 Identifying words to show attitudes

Find some examples from the text of tentative conclusions

Textual Cohesion

Textual cohesion is related to how words, phrases and sentences in a text are linked
together to expressmeaning, aswell as how ideas aremade explicit in a text (Graesser,
McNamara, Louwerse, & Cai, 2004). The abilities to understand how a text is coher-
ently constructed facilitate the comprehension of the text (Ozuru,Dempsey,&McNa-
mara, 2009). Tasks 10–12 addressed the issue of cohesion by drawing attention to
how paragraphs are meaningfully connected together in a text (Table 10.6).

The three tasks made explicit how cohesion may be achieved through connect-
ing sentences in a meaningful manner, in addition to other strategies, such as using
cohesive devices. Tasks 10 and 11 were likely to urge participants to think about the
connection, whereas Task 12 allowed participants the chance to practise developing
coherence texts through rearranging jumbled sentences. In terms of cognitive abili-
ties, these tasks addressed the processing of texts at a global level and interpreting
language in a larger context, into an understanding of the whole structure of the text.

Table 10.6 Textual cohesion

Task 10 Understanding a passage from the opening paragraph

Read the opening paragraph from a newspaper article and decide what it is about

Task 11 Understanding how meaning is conveyed in a text

Read the next paragraph and predict how the writer weaves this piece of
information about a 15th century painter into the article, in the second paragraph

Task 12 Connecting jumbled sentences

Read jumbled sentences from a text. Try to recreate the paragraph by rearranging
these sentences
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Guessing Meaning from Context

Guessingmeaning from context is a global reading skill. In reading a text, it is natural
that readers may encounter unfamiliar words whose meaning they need to interpret
from the context. Guessingmeaning from context is ametacognitive skill that readers
can use to cope with a lack of vocabulary knowledge in reading bymaking inferences
through contextual clues (Zhang, 2001). It is common for second language learners
to meet unfamiliar words in reading. In comparison to checking the meaning of every
word, guessing meaning from context is likely to facilitate and speed up the reading
process (Zhang, 2001).

Task 13 provided a chance for participants to experience how meanings of words
can be derived through making inferences (see Table 10.7). The task was likely to
raise participants’ awareness that they could cope with difficulties in reading through
guessing and making inference.

To sum up, the unit on reading skills provided the opportunity for participants
to practise, use and develop their reading skills. The selected tasks or task extracts
above demonstrate how such reading skills were enhanced through reading tasks.
These reading tasks, while developing participants’ own reading skills, were also
intended to raise awareness of how different reading skills may facilitate reading
comprehension in their own students.

Reading Processes

Theunit onReading Processeswasdesigned to drawattention towhyandhow readers
comprehend texts. The unit started with raising participants’ awareness of why and
how people comprehend a text; after which the module focused more specifically on
‘decoding syntactic structures’ and ‘top-down and bottom-up concepts in reading’.

Table 10.7 Guessing meaning from context

Task 13 Guessing the meaning of words from the context

Example (by Barton, 2002, There is more to life, in the Guardian):
Try to keep healthy. Don’t stay up late into the night surviving on fizzy cola, endless
cups of coffee and three packets of Maryland cookies as you wade through all those
mathematical formulae
What does ‘wade through’ mean:
(a) Work systematically; (b) complete on schedule; (c) struggle to get through; (d)
fail to finish
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The Secrets of Reading Comprehension

The session on reading processes started from a piece of awareness-raising text with
the topic of ‘understanding the secrets of reading”. Participants were provided with
three texts focusing on three secrets of reading, namely ‘the magic of print’, ‘the
magic of language’ and ‘the magic of general knowledge’, which are the three key
aspects of knowledge a reader should have in order to understand the text.

The text on ‘the magic of print’ demonstrates that it would be difficult for people
to understand a series of symbols, such as ‘D.o.c)…f. J7toAoLay+!D.’; similarly,
it would also be difficult for those who only know English to understand a Russian
edition of the Old Testament. The text aimed to raise participants’ awareness that
readers need to know symbols of the text they read in order to understand them.

The text on ‘the magic of language’ further demonstrated the truism that people
need to understand the language if they are to read in that language. Thus, they
need to know more than the letters of the language. This understanding includes
understanding the meaning of words, the way in which words are put into sentences,
paraphrases and passages. The most effective way to improve reading, according to
the text, is to read more or to read more diverse and difficult texts.

The text on the ‘the magic of general knowledge’ informed participants that read-
ers need relevant knowledge to understand a text. For example, a teacherwho does not
skateboard may well find such terms as ollie, pop, fakie, grind, goofy somewhat puz-
zling. Similarly, students need to read more and more diverse texts, in order to enrich
their knowledge about general knowledge. The requirement in general knowledge
echoeswhat has beenmentioned in the literature review that readers need background
knowledge to facilitate understanding (Park, 2004).

To sum up, this introductory session on the reading process aimed at making the
reading process explicit to participants, through reading. The session drew partic-
ipants’ attention to three key aspects they need to understand the reading passage:
the written language as a set of symbols, the meaning of the language and relevant
subject knowledge. The importance of this approach is that the participants bene-
fited in two ways: first, they themselves improved and becamemore aware of reading
skills; second, they became much more aware of what their students go through in
the reading process and become exposed to the kinds of tasks that will help their
students.

Decoding Syntactic Structures

Reading comprehension also requires decoding the syntactic structures (Hedge,
2003), which means that readers need to have linguistic knowledge of a language.
A study of fifth- grade students in the USA revealed that children’s syntactic aware-
ness is closely associated with their reading fluency (r� .625) and their reading
comprehension performance (r� .816); thus, poor syntactic awareness corresponds
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Table 10.8 Decoding syntactic structures

Task 14 Understanding the role of syntactic structures

Read the following nonsense passage and then see how many of the questions you
can answer. (Jane Willis’s nonsense passage experiment, from Willis 1981,
Teaching English through English, p. 150)
“The grifty snolls cloppered raucingly along the unchoofed trake. They were clary,
so they higgled on, separately. “Ah, chiwar kervay,” they squopped rehoply. “Mi
psar Quaj!” “Quaj!” snilled one, and filted even jucklier”.
(a) Where did the snolls clopper?
(b) What was the trake like?
(c) Why did they higgle on?
(d) Why did they clopper raucingly?
(e) What did they do separately?
(f) Would an unchoofed trake be easy or difficult to drive a car on?
(g) Did the snolls travel quietly or noisily? How do you know?
(h) What was the name of the place they were going to?
Discussion:
Did you understand the passage?
How many of the questions were you able to answer? Which questions?
Discuss why you were able to answer some questions and not others?
What has this nonsense exercise shown you about writing comprehension questions
on reading passages?

to poor reading fluency and poor reading comprehension (Mokhtari & Thompson,
2006). Task 14 in Table 10.8 illustrates the role of syntactic structures in reading
comprehension.

The above task on the nonsense language text provided a chance for participants
to think about why they can respond to some of the reading comprehension ques-
tions even though they do not have a complete understanding of the passage. English
teachers who took the course realised that while they were able to answer the ques-
tions depending only on recognising the word classes and syntactic structures, they
were not able to answer the questions assessing the actual meaning of words. The
task also made participants aware how far they may understand a text by paying
attention to syntactic structures.

Top-Down and Bottom-Up Concepts in Reading

Top-down and bottom-up reading are two aspects of metaphorical modes of read-
ing which are related to how comprehension is carried out (Grabe, 2008). More
specifically, the stereotypical discussion of top-down and bottom-up reading pro-
cess regards reading letter by letter, word by word, and sentence by sentence, as
the bottom-up reading process, whereas a top-down reading process is a process by
which readers are clear about the reading goals, actively control the comprehension
process and are able to look for relevant information to achieve the comprehension
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Table 10.9 Identifying top-down and bottom-up concepts in a text

Task 15 Identifying top–down and bottom–up concepts in a text

You are going to read a section of a chapter on reading skills from Steven M.
McDonough 1995 Strategy and skill in learning a foreign language
Your task is to complete a table, identifying various concepts from this text (as
shown below) as being more associated with ‘top down’ or ‘bottom up processes’

(a) Skillful decoding
(b) Relating information to a reader’s
prior knowledge
(c) Text driven
(d) Concept driven
(e) Rapid, context free word recognition
(f) Higher level ‘guessing game’ strategies
(g) Reciprocal perceptual/cognitive
process

(h) The use of language specific
knowledge
(i) The use of pre-existing knowledge of
text structures
(j) Predicting and anticipating events and
meanings
(k) Recognition of syntactic structure
(l) Inference of meaning from a wider
context

goals (Grabe, 2008). However, no reader is a pure bottom-up reader or top-down
reader. Effective readers are able to use both processes to facilitate comprehension.
Table 10.9 illustrates the task related to top-down and bottom-up reading processes.

Task 15 was essentially an awareness-raising exercise. After reading the text,
participants had the opportunity to reflect on the reading process and relate these
different strategies to a top-down or a bottom-up approach.

Reading for Pleasure

Reading for pleasure is one of the most common purposes for reading. The strategies
needed for reading for pleasure are different from reading for academic purposes
or reading to answer test questions. The following sections demonstrate the process
involved in reading for pleasure using two examples.

Literal and Metaphorical Language

Reading texts may contain both literature and metaphorical language. When doing
reading comprehension, readers need to infer themetaphorical meaning of an expres-
sion from time to time. It is believe that second language learners who aremore aware
of metaphorical language aremore likely to approach reading cognitively, affectively
and pragmatically in a more effective way (Boers & Lindstromberg, 2006).

Participants in the reading module read a piece of contemporary journalism from
the ‘features’ section of a newspaper. As this piece of news was in a section deal-
ing with issues such as culture, arts, travel and lifestyle, it contained a number
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Table 10.10 Literal and metaphorical language

Task 16 Understanding literal and metaphorical language

Sample text
(extract)

This list is not intended to be definitive. It is merely a jumping-off point, a
place to start exploring the world of books. In recent years publishing for
children has become a growth area. The shelves of bookshops, but not, alas,
our cash-starved libraries-are stuffed with new titles and classics. Where to
begin? How to choose? We hope that this list will help you and your
children and teenagers plunge in and develop your own taste and own likes
and dislikes
(Selected from: Dickens to Dahl: the classic reads, in the Guardian)

Reading
comprehension
questions

Read the passage and try to explain the literal and metaphorical meanings
of the following words and expressions:
Cash-starved libraries
Stuffed with new titles
Plunge in

of metaphorical expressions. Table 10.10 presents a selected text and the related
metaphorical expressions.

In the reading tasks, participants were expected to work out the meanings of the
metaphorical phrases, drawing on the context of the reading passage for meaning.
Such a skill is needed for reading stories, novels and literature.

Skimming Book Reports

Skimming helps readers pick out relevant and useful information. Participants were
asked to skim-read a series of book reviews so that they might be able to provide
guidance to students in their extra-curricular reading. Such an activity was authentic
andmimicked the situation that English teachersmight encounter in their classrooms.
To complete the task, participants needed to process information at a global level
and retrieve the most relevant information (Table 10.11).

With the assistance of the key information as listed in the table, participants were
able to derive the information they need and practice the skill of skimming. Through
doing this task, they would, it was hoped, become aware of how and where to quickly
retrieve the information that they need.

Table 10.11 Skimming book reports to provide guidance for students

Task 17 Skimming book reports to provide guidance for students

Skim-read a series of book reports and summarise the following information:
Title Genre Themes Age group 

appeal to? 
Who might it espe
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Textual Organisation

Textual organisation relates to how coherence in a reading passage is achieved at
lexical, sentence and paragraph levels. Tasks 18 and 19 were on the topic of cohesion
at lexical level (see Table 10.12). More specifically, the tasks were about how words
with similar or different meanings were used together to achieved coherence. Task
18 demonstrated an example of similarity, and Task 19 presented an example of
difference.

Tasks 18 and 19 drew attention to the issue of ‘lexical families’. A good command
of such skills may help participants guess the meaning of the words from context if
they are not familiar with the word meanings in a text.

Tasks 20–22 focused on textual cohesion at the sentence level and above (see Table
10.13). At the sentence level, cohesion is achieved through different ways of textual
organisation, through using vocabulary with different meanings (e.g. from general to
specific meanings or words indicating the logical sequence of sentences). Reading
texts can be coherently connected through vocabulary indicating the different logic
of the texts, which include: describing an event from general to specific (Task 20),
describing an event in time sequence (Task 21), indicating the cause and effect
relationship in a text (Task 22) and indicating the contrasting relationship between
sentences (Task 23).

Table 10.12 Textual cohesion

Task 18 Lexical families: related meanings

Reading
comprehension
questions

At the lexical level, writers often pair words and expressions with similar or
related meanings, or even create groups of three similar expressions
Complete the blanks below:
‘Disruptive’, ‘violent’ and ‘abusive’ are words used to describe children
and _____ who are suspended or _____ from school. But aggression and
_____ call for more than just _____ and exclusion
List of words: abuse, expelled, young people, punishment

Task 19 Lexical families: similar or different

Reading
comprehension
questions

Try to decide whether the missing words should be similar to or in contrast
to the underlined word or expression in the text
I don’t think smacking should be banned. It is a form of discipline. If there
wasn’t smacking a lot more children would be _____. The government
can’t choose to control how a parent brings up their child. It’s only when
smacking turns into abuse that they should be concerned and step in and do
something
The missing word is similar/different
The word could be _____
Answer: Contrast: out of control
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Table 10.13 Different ways of achieving textual organisation

Task 20 From general to specific reference

Analyse the two sentences below and give examples of ‘general’ and ‘specific’
references
“I started getting involved with drugs when I was about 12. I began sniffing nail
varnish at home and then started on amphetamines”
“Then the school put us in touch with The Children’s Society. Straight away they
arranged for Ryan to see one of their workers. The change was almost immediate.
He calmed down a lot and was more ready to control his temper. Now he counts to
ten if he begins to feel angry, and it works”

Task 21 Temporal sequence

Underline all the words which show the time sequence
I was eight when my stepdad started sexually abusing me. It went on for years
before I had the courage to tell mum. Then she didn’t believe me. I ran away from
home time after time. I ended up in a children’s home. Because I was the youngest
there, the others bullied me. None of the adults seemed to care. In the end, I ran
away from there too

Task 22 Logical sequence—cause and effect

Notice how, in this text, the events of the girl’s life seem to have a clear
cause-and-effect relationship
The streets were the only place to go. I got to know other homeless people. They
gave me drugs that made me forget everything that had happened to me. I also met
men who offered me money in return for sex. What could I do? I had to live. I was
even arrested and convicted for soliciting

Task 23 Logical sequence—contrast

Identify the turning point in the following paragraph
The root of the problem was that Ryan felt he was doing everything wrong. He
never received praise for anything he did. Working with the Children’s Society
changed that. He did the things he enjoyed and was good at. We also saw that we
had to encourage him. This built up his confidence, and he realised he could be well
behaved too

Summary

In summary, a variety of tasks were provided in the Reading module to enhance par-
ticipants’ reading abilities in terms of both cognitive abilities and linguistic skills and
knowledge. These included retrieving information at local and global level; under-
standing how information is organised and structured in a text; understanding the
textual and rhetorical meaning of the text; distinguishing fact from opinion; guess-
ing meaning from context; decoding syntactic structures; understanding literal and
metaphorical meaning of the language and skimming to locate relevant information.
The explicit focus on reading process was likely to raise participants’ awareness of
the reading process through reading.

The reading tasks used in the Reading module were related to education or were
familiar to language teachers in Hong Kong. The reading tasks were authentic and
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were likely to help participants to meet the language standards they needed for
teaching in a Hong Kong context.

The Listening Module

The Structure of the Listening Module

In the LPATE Listening Test, candidates are expected to listen to texts of various
types which include discussions, debates, interviews and documentaries. These text
types are of various genres, accents and speed. It is noted that candidates need to
understand both the factual details and to derive a deep meaning from the content.
In response to the expectation of the LPATE, the training courses thus attended to
both micro-listening skills and macro-listening skills, as well as providing practice
on a range of text types.

The listening module consisted of seven sessions. Table 10.14 summarises the
focus of each session and respective tasks used to address such a focus.

The following sessions elaborate how the LPATE listening modules supported
participants’ listening abilities using examples from the course.

Table 10.14 Overview of the sessions in the Listening module and listening tasks

Sessions Focus of the sessions Relevant tasks

Phonological, grammatical, syntactic
and semantic skills

Foundation skills for listening Tasks 1–7

Micro-skills in listening Discriminating and identifying
sounds and syllables

Tasks 8–22

Macro-skills in listening Predicting, inferring, recognising
cohesive device and following a
longer stretch of text

Tasks 23–25

Following an argument Recognising the structure of an
academic talk and reflecting the
process of listening to academic talk

Task 26

Understanding attitudes and opinions How authors’ attitudes and opinions
are expressed and supported by
relevant evidence

Tasks 27–28

Drawing comparisons Extracting main issues and
identifying key points of differences
and similarity

Task 29

Current topics in education Listening to issues related to
education issues

Task 30
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Foundation Skills for Listening

In order to understand a listening text, a listener needs to have basic language skills,
which include phonological, grammatical, syntactic and semantic skills.

Phonological Skills

Phonological skills consist of a broad awareness of sounds, within which people can
identify and manipulate small units of language, such as words, sounds and rhymes.
In the LPATE training courses, English teachers practised a range of exercises to raise
their phonological awareness. The English teachers listened to a series of sentences
and were then asked to distinguish singular and plural nouns (Task 1); distinguish
present and past tense (Task 2); distinguish whether the definite or indefinite article
was used (Task 3). Selected test questions are presented in Table 10.15.

The three tasks above attended to the most fundamental competence in distin-
guishing words with similar sounds. Such tasks addressed cognitive abilities at local
level and the linguistic competence in retrieving meaning at the level of words.

A further exercise on distinguishing sounds is presented in Table 10.16 where
participants needed to use phonological as well as grammatical knowledge.

Table 10.15 Phonological awareness

Task 1: Distinguishing singular and plural forms

They sent us the missing parts.
They sent us the missing part

Task 2: Distinguishing present tense from past tense

He stays near the river
He stayed near the river

Task 3: Distinguishing the definite from the indefinite article

Why don’t you read a newspaper?
Why don’t you read the newspaper?

Table 10.16 Combining sound, tense and grammar

Task 4 Listen and identify how many words are missing. Try to write down what you
hear. Check that what you’ve written makes grammatical sense

Sample questions She took _____ river
They _____ stream

Transcripts She took a bath in the river
She took the path to the river
They rowed the boat up the stream
They lowered the boat into the stream
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Task 4 illustrates how listeners may use grammatical clues if they are not sure
of the exact words they heard. Task 4 trained English teachers’ listening skills in
distinguishing sounds of phonemes and develop grammatically correct sentences.

Grammatical, Syntactic and Semantic Skills

Research evidence shows that both native speakers and English language learners use
a variety of clues to assist with comprehension. These clues include semantic clues
(i.e. information provided by the context), syntactic clues (i.e. information provided
by the grammatical structure of the sentences) and prosodic clues (i.e. information
provided by the intonation and stress pattern of the sentences) (Berne, 2004). Thus,
grammatical, syntactic and semantic skills are closely related to effective listening
comprehension. Research studies show that native speakers and more advanced lan-
guage learners rely more on semantic clues than syntactic clues and prosodic clues
(Conrad, 1985; Ellis, Johnson, & Harley, 2000).

The LPATE training courses attempted to raise English teachers’ awareness of
how to use grammatical (Task 5), syntactic (Task 6) and semantic clues (Task 7) to
comprehend the listening passages by engaging teachers in doing a number of tasks.
The tasks and sample test questions are listed in Table 10.17.

The message implied in the above three tasks is that listeners may make seman-
tically correct inferences using semantic clues, when they are not sure of what they
have heard. Task 5 shows that sentences should first be grammatically correct. In
completing Task 6, participants were encouraged to make use of the subject–verb-
(object) structure of the sentence. Thus, syntactic clues would be helpful in assisting

Table 10.17 Using grammatical, syntactic and semantic clues

Task 5 Which of the following is more likely to be the message?

He’s a guest in the house
He’s a guested in the house
She trussed the chicken and roasted it
She trust the chicken and roasted it

Task 6 Using syntactic clues to connect sentences together

The short passage you are going to hear contains the following:
a picture/a portable phone/the Titanic/a lifeboat/the lavatory/a night to
remember/the Atlantic/trauma
How might these words be linked together?
After you listen, note down all the verbs that have been used

Task 7 Which sentence is more likely to be the message?

She rained for a long time
She reigned for a long time
He has carry-on luggage only
He has carrion luggage only
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the completion of listening tasks. Task 7 indicates that when sentences are grammat-
ically and syntactically correct, attention should also be paid to the meaning of the
sentences and see if the meaning makes sense.

In terms of cognitive abilities, all three tasks assess the cognitive abilities at the
local level. In terms of linguistic skills and knowledge, these three tasks go beyond
the conceptual meaning of words and phrases and pay attention to the meaning at
the sentence level.

Micro- and Macro-Listening Skills

On the basis of the taxonomy of micro-skills in listening developed by Richards
(1983), Brown (2007) developed a list of micro- and macro-skills in listening. The
micro-skills pertain to skills at the sentence level, whereas macro-skills attend to
skills at discourse level (Brown, 2007). Brown (2007) believes that being aware of
such a taxonomy of skills would help English teachers to know what kind of skills
the listeners need in order to acquire effective listening strategies. A list of micro-
and macro-listening skills is presented below:

Micro-Skills

1. Retaining chunks of language of different lengths in short-term memory;
2. Discriminating among the distinctive sounds of English;
3. Recognising English stress patterns, words in stressed and unstressed positions,

rhythmic structure, intonational contours, and their role in signaling informa-
tion;

4. Recognising reduced forms of words;
5. Distinguishing word boundaries, recognise a core of words, and interpret word

order patterns and their significance;
6. Processing speech containing pauses, errors, corrections, and other performance

variables;
7. Processing speech at different rates of delivery;
8. Recognising grammatical word classes (nouns, verbs, etc.), systems (e.g., tense,

agreement, pluralisation), patterns, rules, and elliptical forms;
9. Detecting sentence constituents and distinguish between major and minor con-

stituents and
10. Recognising that a particular meaning may be expressed in different grammat-

ical forms.
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Macro-Skills

1. Recognising cohesive devices in spoken discourse;
2. Recognising the communicative functions of utterances, according to situations,

participants, goals;
3. Inferring situations, participants, goals using real-world knowledge;
4. From events, ideas, etc., described, predict outcomes, inferring links and connec-

tions between events, deduce causes and effects, and detect such relations such as
main idea, supporting idea, new information, given information, generalisation,
and exemplification;

5. Distinguishing between literal and implied meanings;
6. Using facial, kinesic, body language, and other nonverbal cues to decipher mean-

ings, and
7. Developing and using a battery of listening strategies, such as detecting key

words, guessing the meaning of words from context, appealing for help, and
signaling comprehension or lack thereof.

(Brown 2007, Micro- and macro-skills of listening comprehension, p. 308).
The above list illustrates how micro-skills involve the skills focusing on under-

standing the meaning of chunks of language as well as recognising the pronunciation
of such chunks. Micro-skills focus more broadly on the meaning of an utterance in
a context. The next section summarises the listening exercises practicing different
listening skills on the LPATE courses.

Micro-Skill Listening Tasks

Table 10.18 lists a range of micro-skill listening tasks. These tasks addressed the
following micro-skills in listening. More specifically, participants were expected
to identify the missing words through relating the missing words to the respective
pronouns (Task 8), relating the missing words to what had been mentioned (Task 9)
and paying attention to verb tense (Task 13). Participants were also asked to identify
larger stretches of sentence and put them in the right order (Task 11).

Generally, the above listening tasks attended to language at a micro-level by
expecting participants to note down details in the listening passages.

Macro-Skill Listening Tasks

Table 10.19 presents three tasks used in the session on macro-listening skills. By
doing Task 15 and Task 16, the participants had the opportunity to practise predicting
what happened in the listening text and what speakers were probably talking about.
Task 16, in particular, allowed participants to practise the abilities to detect links
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Table 10.18 Micro-skill listening tasks

Task 8 Pronoun referents

Sample
questions

Sentence 1
“it”-

Sample
transcripts

Sentence 1: I was listening to the Learning Curve programme last week and I found
it very interesting because of my own situation

Task 9 Words or phrases which refer to something else that has been said

Sample
questions

Caroline Downs on the problems of getting appropriate education for an autistic
child. Mike Collins, of the National Autistic Society, is with me. How typical is
_____, Mike?

Sample
transcript

Caroline Downs on the problems of getting appropriate education for an autistic
child. Mike Collins, of the National Autistic Society, is with me. How typical is that
problem, Mike?

Task 10 Identifying related words and ideas

Sample
questions

In the following extract you will hear an explanation of “highly structured approach”
to learning in this school. Listen for four examples of “highly structured approach”

Task 11 Identifying cohesion

Sample
questions

The following clauses are utterances from the talk on Autism. Put them in the right
order and write down the links that connect them to each other
Autistic children often have a lot of energy
At assembly, the children jog
(The children) Go through what they call their posture exercise routine
The school puts great emphasis on physical exercises

Task 12 Supplying missing words

Sample
questions

_____ went _____ initially and _____ expectations, _____. “Well, _____
expectations _____.”

Sample
transcript

When I went to see the school initially and we were talking about expectations, they
said “Well, we have expectations of the children.”

Task 13 Listening to the tape and identify the time markers and tenses of the verbs

Sample
questions

David _____ (identify) with children his own age group. He _____ (identify) with
adults, or actually very young babies. _____ David _____ (start) this school, a most
amazing thing _____ (happen)

Sample
transcript

David has never identified with children his own age group. He identifies with
adults, or actually very young babies. As soon as David started this school, a most
amazing thing happened

Task 14 Cloze

Sample
questions

MC: I think it’s identified one of the cornerstones of good _____ for children with
autism, and that is _____. We heard in the interview how _____ that is and certainly
in _____ successful school setting for children with autism, structure is the
cornerstone

Sample
transcript

I think it’s identified one of the cornerstones of good practice for children with
autism, and that is structure. We heard in the interview how important that is and
certainly in any successful school setting for children with autism, structure is the
cornerstone
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Table 10.19 Macro-skill listening tasks

Task 15 Pre-listening discussion

In small groups:
1. Think of some reasons for listening to the video “learning about learning”: in
what circumstance would you be listening to such a talk?
2. From your own life, think of one GOOD learning experience and one BAD
learning experience. Describe these in your group. Have you any idea what made
these experiences good or bad?
3. If you could ask several experts some questions about the learning process, what
would you ask them? List your questions

Task 16 Matching the questions and answers in a listening text

1. Participants are given eight answers given by an interviewee-David Gardiner and
are asked to predict what questions were asked; then they listen to a listening text
with questions only, and re-arrange these answers in the correct order, according to
the questions asked
2. Then participants are given a list of interviewer’s questions and match them with
the answers given by David Gardiner in the early part of the task

Task 17 Shadowing a spoken text

1. Looking at the transcript, try to repeat after the speaker the exact words you
heard. Continue until you feel comfortable with the speed of the recordings and can
follow easily
2. Now put away the transcript and do the same thing by listening what the speaker
says and repeating it: wait until the speaker has said two or three words, then start
“shadowing”

between different stretches of sentences, by identifying themes, cohesive devices
and organisational markers. Task 17 expected participants to comprehend the general
meaning of the listening text and follow the text, by shadowing a piece of text.

Listening Tasks Incorporating Both Micro-
and Macro-Listening Skills

In the training courses, there were also tasks integrating both micro- and macro-
listening skills on topics familiar to English language teachers. These tasks included
listening tasks on different topics, including academic talk (Task 18), understanding
attitudes and opinions (Task 19), identifying different views in debate (Task 20),
comparing schools and explaining differences to parents (Task 21) and listening task
on educational issues (Task 22).

Task 18 focuses on taking notes and reflecting on how an academic talk is struc-
tured, to convey the meaning to the audience, as shown in Table 10.20. Three macro-
listening skills are addressed in Task 18—‘making prediction before listening’,
‘detecting information from the listening text’ and ‘recognising how information
is organised in the text’. Through taking notes of sub-headings as well as key issues
under specific headings, participants could develop their capacities in identifying and
collecting key information. Such skills are needed in situations such as attending lec-
tures, professional development courses, or even school meetings. The post-listening
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Table 10.20 Making predictions and detecting information from the text

Task 18 Listening to a presentation on the topic of ‘learning about learning’

Pre-listening 1. Think about the reasons for listening to such a text
2. Discuss good and bad teaching experiences

Taking extensive notes A. Listen to the first principle: new learning is shaped by learner’s
prior knowledge
Pay attention to how the presenters convince the listeners of the
credibility of the theory. For example, discrediting other theories of
learning? Or giving examples or evidence of their theory?
B. Now we come on to the principle: “Learning is closely tied to
particular situations”
Think back to your purposes for listening. You may be attending a
lecture to help you write an assignment, or you may be engaging in
staff development. In any case, you will only get one chance to
listen
Write down some sub-headings and take notes
C. Listen to the principle-“successful learning involves the use of
numerous strategies”
List below all the THINKING SKILLS you can come up with
List below all the LISTENING SKILLS you can come up with:

Post-listening 1. Note down ways these principles could impact your classroom
teaching
2. Note down ways these principles could impact YOUR
classroom teaching if you implemented them
3. Note down any ways you think these principles apply to
listening activities such as you have just done

tasks related the listening text to participants’ own teaching experience by asking
them to reflect on how the strategies mentioned in the listening texts can be used in
participants’ own teaching. This indicates that the training module is closely associ-
ated with English language teaching thus having the potential to improve proficiency
of English language teachers.

Tasks 19 and 20 were two tasks on understanding attitudes and opinions. Task 19
below aimed to help participants understand attitudes and opinions using various sub-
tasks, including summarising main arguments, evaluating attitudes on a five-point
scale, note-taking, identifying supporting information and listening out for speaker
mood.These sub-tasks tried to help participants practice their ability to summarise the
main arguments and interpret the attitudes of the speakers. The micro-listening skills
addressed were recognising communicative functions of the text, grasping the main
ideas of utterance, inferring links between information (such as general and specific
information). Micro-listening skills were also practised, for example, inferring the
words showing the attitudes of speakers through stress and tone. In Task 20, micro-
listening skills were practised through gap-filling exercises. Macro-listening skills
were practised through noting down the required information (Table 10.21).
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Table 10.21 Understanding attitudes and opinions

Task 19 Listening to an extended statement of opinion. Follow the argument and
understand the attitudes of the speaker

Summarising
main arguments

Listen to the talk given on the radio by David Mellor on ‘the
Olympics’. After listening once, get together in groups and try to
reconstruct what the speaker’s main point(s) is/are
The speaker believes that………
He thinks………
He argues that………

Evaluating
attitudes

Using the following charts to mark how you rate the speaker’s
attitudes
Agree disagree
The speaker has strong opinions
5_____4_____3_____2_____1
The speaker is persuasive
5_____4_____3_____2_____1

Note-taking Now listen to the talk about ‘the Olympics’ again. This time the
recording you hear will have some pauses in it. You should take
notes on what you hear in each segment, but there is no need to
write down every word. Your aim will be to separate the main
points from the supporting detail

Identifying
supporting
information

For rhetorical reasons the speaker makes several broad
generalisations. Identify and note the examples, statistics and
arguments which he uses to support the statements

Listening for the
speaker‘s mood

1. Listen and mark on the transcript below what you can hear:
(a) Strong stress on particular words
(b) High tone/pitch on certain words
2. Identify from the transcript examples of:
(a) positive and negative adjectives
(b) emotional words
(c) colourful language
(d) the speaker making the talk more personal
Listen to the next segment and comment on it. Try to identify
where the speaker express:
(a) Surprise; (b) a sense of injustice; (c) a sense of struggle and
hard work; and (d) disapproval

Task 20 Listening to debate in role

Gap-filling
exercises

You may remember that _____ _____ _____ _____, we dutifully
trumpeted _____ _____ _____. Its aim was to get more people
_____ _____ _____ and show parents how to _____ _____ _____
in these skills. (Selected extract)

Note-taking Make notes on this programme regarding the following
information:
How does Fantasy Football work?
What is its aim?
What is the advantage of it?
How does it involve maths?
How do the students at the school feel about it?

Information-gap
listening
exercises

Divide into two groups “Wolfes” and “Whites”. One group of you
will listen to the points made by Professor Alison Wolfe, the other
group to those made by Professor John White. Make notes and
prepare the points as if you are Professor Wolfe or Professor White
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Table 10.22 Drawing comparisons

Task 21 Listening to how parents choose secondary schools in English in order to make
a comparison with the process of choosing schools in Hong Kong

Taking longer
notes

Listen to the discussion and note as many points as you can
understand in the following headings:
Things to do before visiting a school
Things to look for while visiting a school
Other factors to consider

Making
comparisons

Imagine a parent from England is coming back to Hong Kong and
needs to know how to get their child into a secondary school here.
Based on the information you have heard in the discussion, tell the
parent in what way the system is similar here, and in what way it is
different

Task 21 is closely related to English language teaching in Hong Kong (see Table
10.22). Participants were asked to compare different ways of selecting schools and
presenting this to parents. Through drawing comparisons, participants were expected
to extract main issues and identify key points of difference or similarity. To complete
this task, participants needed to use macro-listening skills such as recognising the
communicative function of a text, and inferring connection between events. After
listening, participants were also expected to tell a parent the differences between the
educational systems in Hong Kong and in England. Such an exercise made the task
more authentic and participants had the chance to use what they had learned from
the listening tasks and texts.

Task 22 in the listening module was on current topics in education (see Table
10.23). Micro-skills involved in Task 22 were recognising words through blank
filling; and identifying grammatical mistakes in a text. Macro-skills in listening
are grasping the main ideas, inferring speaker opinion and identifying connections
between ideas. Such a task was educational related, and it provided an additional
opportunity for participants to practise listening skills they used throughout the
course.
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Table 10.23 Current topics in education

Task 22 Current topics in education

Blank filling But first, the school and _____ _____ _____. Over the last couple of weeks,
_____ has been a focus of attention in the education world. The RNIB
published research showing that _____ and _____ _____ youngsters are
_____ at school and college (extract).

Understanding the
speakers’
experience

Richard tells of having attended 4 different schools. Listen to Richard’s
story and fill in some of the details of these.
The schools he went to:
His experience there/why he left:
What do you think his experience taught him?

Understanding the
speaker’s opinion

Richard’s opinion
Where does Richard think money should be spent? Identify both general
and specific information of Richard’s opinion.
How does he justify his opinion?
How much time and money does he think needs to be spent?

Understanding
education issues

What is the government policy/trend that Libby refers to?

Identifying the
mistakes in a
transcript

Listen and identify mistakes in the following transcript.
But first- new kinds of school closer perhaps to business and industry than
to the armed service ethos. In the league tables and top-scoring secondary
school in English was the Thomas Telford School in Shropshire where
many of its GCSE pupils got six or more ABC grades.

Post-listening
discussion

What do you think ‘inclusive’ education should mean for teachers?
What do you think ‘inclusive’ education should mean for disabled students?
What do you think ‘inclusive’ education should mean for other students at
the school?
What are the pitfalls of inclusive education?

Summary and Conclusion

To sum up, the above tasks exposed English teachers to a range of listening task
types and allowed them to practise their listening skills in comprehending the general
meaning of a passage, as well as in catching the details of a passage, which address
all four aspects of cognitive abilities as prescribed in the LPATE handbook (Govern-
ment of the Hong Kong Special Administration, 2000), i.e. local processing, global
processing, inferencing and interpreting language in a larger context. To complete
these tasks, participants needed linguistic skills and knowledge to derive concep-
tual meaning, propositional meaning, textual and rhetorical meaning and pragmatic
meaning from the text.

The Reading and Listening modules were designed as a response to enhance par-
ticipants’ cognitive abilities and linguistic skills and competence thatwere prescribed
in the LPATE Handbook. These two modules exposed participants to a large number
of authentic tasks that were related to educational context and address reading skills
and listening skills in a comprehensive way. The tasks provided the opportunity to
enhance different aspects of cognitive abilities and linguistic skills and knowledge
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(see Table 10.1). Thus, the two modules were intended to develop and enhance the
Reading andListening abilities that proficient English language teachers should have,
in order to meet the Language Proficiency Requirement (LPR) as. These modules
also had the potential to raise participants’ awareness of the skills and strategies that
are needed for second language learning. It was also the hope that the English teacher
participants might apply these strategies in their own English language teaching.

The Chap. 11 describes and discusses the other three assessment areas in the
LPATE training courses: Writing, Speaking and Classroom Language.
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Chapter 11
The CUHK LPATE Training Courses:
Writing, Speaking and Classroom
Language

Barley Mak and Yangyu Xiao

Abstract This chapter focuses on the Writing, Speaking and Classroom Language
Assessment modules—the three areas that are assessed by scales and descriptors in
theLPATE.The scales anddescriptors adopted in eachLPATEpaper, namelyWriting,
Speaking and Classroom Language Assessment, are first introduced, followed by a
presentation of tasks thatwere used in differentmodules. This chapter focuses on how
these tasks aided the development of the scales assessed in the LPATE, thus helping
participants meet the LPR. From a wider perspective, this chapter describes how
an enhanced grasp of the Writing, Speaking and Classroom Language Assessment
modules may contribute to teacher professional development.

Introduction

The Writing, Speaking and Classroom Language Assessment papers in the LPATE
assess candidates’ production of written and oral language. The three tests are
assessed by scales and descriptors which are central to competence in writing, speak-
ing and teaching English through English in classrooms. It should be noted that
although all sections of the Writing Module were criterion-referenced and assessed
by means of scales and descriptors during the period described in this section, the
LPATE revisions of 2006 amended the scoring patterns of the Writing Module in the
changes that were made to the module and its assessment. Some forms of analytical
marking were introduced in the revision process and promulgated once the revised
version was implemented. These changes are described more fully by Urmston and
by Drave in Section III.
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As stated, the current section focuses on three modules—Writing, Speaking and
Classroom Language Assessment. Tasks on the three modules are presented, and
attention has been paid to show how these tasks enabled participants to enhance
their language proficiency, as well as to satisfying the LPR as stated in the relevant
scales of theGovernment’s LPATEhandbook (Government of theHongKongSpecial
Administration, 2000).

Assessing Writing, Speaking and Classroom
Language—Scales, Descriptors and Levels

Developing scales and descriptors for language assessment is a development in
language assessment, motivated by a need to produce more transparent and commu-
nicable test results than a numerical score (Hudson, 2005). Scales and descriptors
are used in various criterion-referenced benchmark language tests, such as the Cana-
dian Language Benchmark and the Common European Framework (Hudson, 2005).
Scales and descriptors are helpful to both raters and language learners. Rating scales
can facilitate raters to make evaluation decisions in a more reliable and manageable
manner by providing raters with categorisations that raters can use (Lumley, 2002).
Scales and descriptors are also helpful for curriculum design by offering a scaled
summary of qualitative aspects of language use (Little, 2005).

Scales and descriptors vary according to aspects of language skills that are
assessed (e.g. assessment of writing versus assessment of vocabulary). A brief sum-
mary of scales and descriptors of the three papers are presented in Table 11.1, with
a detailed account of these scales and descriptors presented in Appendix A ‘The
LPATE Writing Test—Assessment Scales Before 2007’. The scales and descriptors
can be seen to relate to aspects particularly relevant to English language teachers’
language proficiency, rather than language proficiency in general.

Table 11.1 Overview of scales and descriptors in the LPATE

Writing Test Speaking Test Classroom Language
Assessment (CLA)

Scale 1 Grammatical accuracy Pronunciation, intonation
and stress

Grammatical accuracy

Scale 2 Organisation and
coherence

Reading aloud with
meaning

Pronunciation, intonation
and stress

Scale 3 Task completion Grammatical accuracy The language of
interaction

Scale 4 Ability to identify and
correct errors

Organisation and
cohesion

The language of
instruction

Scale 5 Ability to explain errors Interacting with peers

Scale 6 Explaining language
matters to peers
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There are similarities in the scales upon which performance in Writing, Speaking
andClassroomLanguageAssessmentwas evaluated.All three papers pay attention to
grammatical accuracy. Two papers relate to oral performance—Speaking and CLA
include a Pronunciation, Intonation and Stress scale. The Speaking and Writing
Tests include an Organisation and Coherence scale, as in both papers candidates are
expected to organise their oral or written presentations logically and coherently.

On each assessment scale are there five levels (Level 1–Level 5). Level 5 is the
highest level, which indicates that candidates have high language proficiency in the
language assessed on a specific scale; Level 1 is the lowest level, indicating that can-
didates have little awareness of the respective language requirement, or demonstrate
little capacity to meet the requirement. An example of the five levels for ‘Grammati-
cal Accuracy’ in the Writing Test is presented in Appendix B ‘The LPATE Speaking
Test—Assessment Scales Before 2007’.

The Writing Module

LPATE Writing Test and Assessment Scales

The Writing Test consists of two parts: Part I: Expository Writing; and Part II: Error
Correction and Explanation. There were some modifications to the Writing Test
when the LPATE paper was revisited and revised in 2007 (See Urmston, Chap. 14).
Table 11.2 outlines the structures of the LPATE Writing Test before and after 2007.

As shown in Table 11.2, from 2007 onwards, three major changes were effected
in the LPATE Writing Test:

Table 11.2 LPATE Writing Test before and after 2007

The LPATE Writing Test before 2007 The LPATE Writing Test after 2007

Task
types

Part 1: Task 1 Expository writing
Text: a text up to 200 words as a stimulus
Task: Each candidate is given either a
primary-focused task or
secondary-focused tasks, depending on the
teaching focus of the candidates at the time
of application
Part 2: Task 2A and2B Correcting and
explaining errors/problems
Tasks: candidates are asked to correct
10–15 specified errors/problems in a
student’s composition. They are then asked
to explain a selection of these
errors/problems

Part 1: Task 1 Composition
Text: a text up to 200 words as a stimulus
Task: Part 1 requires candidates to write
one text of about 400 words (e.g.
expository, narrative, descriptive, etc.) on a
topic familiar to Hong Kong teachers (but
not necessarily on education)
Part 2: Task 2A and 2B Correcting and
explaining errors/problems.
Task 2A expects students to detect and
correct errors in a student’s composition of
appropriately 300 words
Task 2B expects candidates to explain
errors and problems in the format of
gap-filling

Table adapted from: Education Bureau of HongKong, 2007; Government of the HongKong Special
Administrative Region, 2000
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1. The topics for the writing task went beyond a purely teaching context.
2. Candidates were expected to have the capacity to write different text types apart

from solely expository writing.
3. Instead of having to explain errors in a student text, candidates had to complete

a separate task on error correction through gap filling.

The similarity lies in that both papers assess the candidates’ capacity to produce
a piece of writing and to identify and explain errors to students. The first aspect is
closely related to candidates’ own writing proficiency, whereas the second aspect
relates to candidates’ grammar-related pedagogical content knowledge. The struc-
ture of both LPATE papers echoes a recent study on teachers’ perception of the
LPATE—with the study indicating that qualified teachers need both language profi-
ciency and pedagogical content knowledge to demonstrate that they are professional
teachers (Coniam, Falvey, & Xiao, 2017).

As the LPATE training courses were provided between the years 2001 and 2005,
the courseswere designed tomeet theLPATE requirement before 2007.Asmentioned
in the introduction, analytical marking was carried out for the new Task 2 from 2007.
The scales and descriptors of the LPATE Writing Test before 2007 are summarised
and presented in Appendix A ‘The LPATEWriting Test—Assessment Scales Before
2007”’. Scales 1–3 were used to assess the ‘expository writing’ task, by focusing on
Organisation and Coherence, Grammatical Accuracy, and Task Completion. Scales
4 and 5 were used to evaluate tasks on correcting and explaining errors/problems,
by focusing on whether candidates were able to identify the errors and their capacity
to explain the errors.

Awareness-Raising: Understanding the Writing Criteria

The Writing Module started with an awareness-raising exercise on understanding
the criteria used to assess writing in the LPATE Writing Test. An understanding
of the criteria was therefore intended to provide a prospective perspective so that
participants would be able use the expected criteria, therefore being able to better
shape their work (Sadler, 2005).

Participants taking the coursewere asked to study five expositorywriting samples.
Such an approach—using writing exemplars—has been reported as a successful
strategy in teacher professional development in that it helps teachers develop insights
into teaching and assessing writing (Limbrick, Buchanan, Goodwin, and Schwarcz,
2010). Studying exemplars also enables English teachers to understand what writing
at different levels looks like, as well as how to decide levels of different writing.
Participants were asked to match five sample essays with five sets of grades, drawing
on the scales and descriptors in the LPATE. Such an exercise was likely to raise
participants’ awareness of criteria and standards of the LPATE writing, before they
approached specific writing tasks.
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Simulation Writing Tasks

Simulation writing tasks was another approach used in the Writing Module. Simula-
tion tasks create settings and tasks in such a way that they represent what are thought
to be pertinent aspects of the real-life context (Shohamy, 1995). In second language
education, simulation tasks are considered to generate rich authentic language, thus
leading to active student engagement, and enabling students to use second language
in the target culture (Oxford, 1997). Simulation tasks are also used in second lan-
guage teacher education, as such tasks can be considered as authentic samples of
pedagogical practice (Andrews, 2002). In the training module, the simulation tasks
allowed English teacher participants to practise coping with situations that were
likely to take place in real school settings, such as writing minutes, developing a
discussion paper and writing an article for a newspaper, as Table 11.3 elaborates.

The three simulationwriting tasks in Table 11.3 provided participantswith authen-
tic settings to write about. More specifically, Task 1 was about taking the minutes
of a meeting. The simulation was that participants held a panel meeting to discuss
students’ work, as they indeed do at school, and took minutes of the panel meeting.
Task 2 required participants to write a discussion paper to be submitted to the prin-
cipal, on the basis of letters of complaint written by parents on writing instruction.
Task 3 expected participants to write an opinion piece to a newspaper, in response to
a criticism of the school’s marking policy. Pre-task activities, including both lectures
and discussion on the writing topic, were provided to facilitate the writing process.
Such processes simulate the experience of writing that participants were likely to
experience in school, thus making these writing tasks more authentic.

Participants’ writing products were assessed according to Scales 1, 2 and 3 of the
LPATE Writing Test, namely Organisation and Coherence, Grammatical Accuracy
and Task Completion. It was intended that participants would become more aware
of how to develop their writing to meet the expected standards as stated in the scales.

Error Correction

In the LPATE assessment, candidates were asked to correct errors in students’ writing
and explain errors to students. As error correction emerged as one of the weakest ele-
ments in the LPATEWriting Test from the perspective of candidate performance, the
training module was developed to help participants develop strategies for correcting
errors and provide them with practice in error correction.
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Table 11.3 Simulation writing tasks

Task 1 Writing minutes

Background The principal of St. Luke’s secondary school was concerned about the English language
standards in the school after the school recently changed to CMI (Chinese Medium of
Instruction). The school board decided that priority must be given to promoting English. At the
end of the year, the principal decided to publish a newsletter to show how successful this year’s
theme has been. The newsletter, which will be sent to parents, included examples of student
work. As there will not be space for a lot of student work to be shown, you have to decide which
texts will be included

Pre-task A lecture on ‘how to write minutes of a meeting’
Gap filling exercises on writing a minute

Simulation Participants were given a set of “student” work, poems and stories, and instructions to hold a
panel meeting to discuss the production of a school newsletter. Participants were divided into
groups of 8 and given role cards (teacher A to E, secretary 1–2, and a chairman). They held a
discussion and notes were taken

Writing task The writing task is to write up the minutes of the meeting

Task 2 Developing a discussion paper

Background Your school has received two letters from parents with conflicting views on how student writing
should be marked (whether teachers should mark every mistake or not). The principal has
instructed the members of the English panel to re-examine its policy on marking and to prepare
for a meeting to discuss the issues involved, at which a whole-school policy on marking will be
adopted

Pre-task Letters and extracts to be read at home

Simulation There have been letters from parents complaining about the English department’s marking
policy. These letters were handed out, plus some other short extracts about error correction from
teaching methodology textbooks

Writing task Participants were asked to write a discussion paper to prepare for a meeting with the principal
where the department’s marking policy will be decided. A discussion paper should present the
various options for error correction and marking, and should consider the pros and cons of these
options. This paper should not propose one solution, but put forward ideas for discussion and
final agreement by the department together with the principal

Task 3 Writing an article for a newspaper

Background A letter has appeared in the newspaper, accusing the school of laxity in its marking. You have
been asked to write a response for publication in the paper. You should bear in mind that this will
be read by the general public as well as teachers. It will be of particular interest to parents. You
should write in a way that is appropriate to this audience. You should also present your points in
such a way that people will be attracted by the subject, and their interest maintained

Pre-task A lecture on developing a newspaper article and using reporting verbs
Studying the format and style of newspaper articles in local educational supplements

Simulation A letter has appeared in the newspaper, complaining about the school’s marking policy.
Participants were asked to write a response for publication in the local English language paper

Writing task In this task, you have to direct yourself at a different audience, including the general public,
teachers and parents of school-aged children. Pay attention to the style of a newspaper article;
look at the ways it attracts and maintains readers’ attention. Look at the types of language used:
is it jargon known only to professionals, or more common terms?
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Reviewing Grammatical Items

The training course on grammar started with a review of useful grammatical terms,
to help participants review English grammar they would have probably learned at
school or university. The grammatical items reviewed included nouns, pronouns,
adjectives, verbs, verb tenses, prepositions, adverbs, determiners, sentence structures
and clauses. The explicit revision on grammatical terms was intended to help partici-
pants to become familiarised with grammatical terms which could be used to explain
grammar to students in the classroom. As English is not only the medium of instruc-
tion but also the objective of teaching, a good command of language knowledge is
therefore necessary (Elder, 2001; Elder & Kim, 2014). Grammatical knowledge is a
key aspect of teachers’ content knowledge, as English teachers need to explain gram-
mar to second language learners. In Section I of this volume (Coniam and Falvey,
Chap. 1) concerning the initiatives for the introduction of the LPATE, it was noted
how in Hong Kong in the 1990s a large proportion of English teachers were not
subject-trained. In the context of the enhancement programme, it was therefore felt
that an overview of grammatical items would provide all in-service English teacher
participants with the chance to refine their grammatical knowledge.

Explaining Grammar to Students

The training module on grammar included a demonstration of how grammatical
mistakes may be corrected, supported with exercises on error correction. Table 11.4
demonstrates language used to explain grammatical mistakes to students; four error
correction and explanation tasks are presented in Table 11.5 as examples. Table 11.5
does not include all examples but rather serves as an example of howerror explanation
was practised in the training module.

Along with the explanations of grammatical items outlined above, there were
grammatical exercises on correcting students’ errors in writing and explain gram-
matical errors to students. Table 11.5 presents two such examples—on attributive
clauses and on comparison, respectively. It was intended that these two examples
would provide an insight into how error correction might be practised in the Writing
Module.

The four example tasks on attributive clauses and on comparison give a flavour
of the kinds of grammatical exercises participants conducted in the classroom. The
tasks allowed participants to practise correcting errors, as well as to explain errors. To
complete these tasks, participants needed to have relevant subject-matter knowledge
as well as pedagogical content knowledge, so that they would be able to explain error
correction to students in ways that were accessible and understandable. The exercises
provide focused training on different aspects of English grammar, thus enhancing
participants’ capacity to identify and correct students’ mistakes.
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Table 11.4 Explaining grammatical mistakes to students

Grammatical
items

Problem areas

Relative clauses Redundant relative pronoun
I agree that dating which is very time consuming
Missing relative pronouns leading to double sentences
Heroes and ordinary mortals are both human beings, they need to eat and sleep
That or which instead of who to refer to people
This is nothing for those students which are from a rich family, but what
about the poor ones?

Pronouns Missing pronouns
I want to keep it as a pet, but I am afraid my mother won’t allow ˆ
Wrong case
Can you get he for me please?

Comparison Double comparison
I think a long and dull life is more preferable to a short exciting one
Missing comparison words
Today people in Hong Kong are ˆ overweight and unfit than ever before

Negatives Correlative constructions (neither…nor…/not…either/none…neither)
She is not tall and not fat
Modals
Students are no need to bring mobile phones to school

Possessives Redundant possessive
Most school’s don’t hold dances because they do not want to encourage dating
Missing possessive
I am sure this will improve Hong Kong competitiveness
Time expressions
I have seven days holiday in December

Sentence
structure

Double sentences
The old woman did not say anything, she seemed every angry
Incomplete sentences
When a woman gets married. The woman must obey her husband
Faculty parallelism
I think a good teacher must have a good sense of humour, responsible and care

Word order Adjectives
She has dark big eyes
Compound subject
Last week I and my friends went camping on Cheung Chau

Summary

The Writing Module consisted of two parts—expository writing and error correc-
tion—broadly mirroring what was assessed in the LPATEWriting Test. The sessions
on expository writing were intended to train participants to write in school settings
through tasks simulating what would happen in schools. With regard to error correc-
tion, the training modules offered the chance to review grammatical items, as well
as providing exercises for participants to correct and to practise explaining errors
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Table 11.5 Sample error correction tasks

Task 4 Correcting the errors involving relative clauses

Read the sentences from student compositions given below carefully. Some have
errors involving relative clauses and some are correct. If the sentence is wrong,
correct it. If it is correct, put a

√
on the line

In contrast, if someone who only stays at
home, it is boring

(1) _____

She doesn’t like girls they are more
beautiful than she is

(2) _____

I saw a woman that was buying some fruit (3) _____

Task 5 Explaining errors to students (attributive clause)

Correct the errors in the following students’ sentences, and discuss, in your own
words, more fully the error problems
1. For some countries which too far from the equator, farming is not possible
Analysis: _____
2. But there are many parents that disapprove of their children dating
Analysis: _____

Task 6 Correcting errors involving comparison

Read carefully the sentences from student compositions given below. Some have
comparison errors and some are correct. If the sentence is wrong, correct it. If it is
correct, put a

√
on the line

And I felt that beautiful morning like a
wonderful dream

(1) _____

Singapore has a better infrastructure than
Zhuhai

(2) _____

The creature looked liked very angry (3) _____

The restaurant got so hot that some people
became angrier

(4) _____

Task 7 Explaining errors to students. (comparison)

Correct the errors in the following students’ sentences, and discuss, in your own
words, more fully the error problems
1. People in these poor countries don’t have much money to spend as so Hong Kong
people
_____
2. Students who get better grade in the examination should be allowed to go to
university
_____

to their students. It will thus be appreciated that while the Writing Module targeted
specifically the requirements as stated in the LPATE, it also attempted to impart and
develop the knowledge needed by English language teachers.
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The Speaking Module

LPATE Speaking Test and Assessment Scales

The Speaking Module was designed to fulfil the LPATE requirement before 2007 (a
revision of the LPATE was conducted in 2007). A comparison of writing tasks in the
LPATE Speaking Test before 2007 and after 2007 can be found in Table 11.6.

As shown in Table 11.6, from 2007, the reading of a poem was removed from the
Speaking Test (see Urmston, Chap. 14 and Falvey&Coniam, Chap. 18, this volume).
The CUHK Speaking Module, as provided in development courses between 2001
and 2005, still included a component on ‘reading aloud a poem’.

Three speaking topics were included in the training module ‘first day at school’,
‘pioneering journeys’ and ‘social and professional interaction’. Within each topic, a
range of tasks targetted at enhancing participants’ speaking proficiency fromdifferent
aspects was used. These tasks included reading a poem, reading a prose passage,
phonology tasks, recounting a story, expressing view points, and speaking in groups.
These tasks focused on speaking proficiency in line with the six scales specified in
Table 11.1 and Appendix B ‘The LPATE Speaking Test—Assessment Scales Before
2007’).

Speaking Tasks in the Training Module

Altogether 36 speaking tasks were used in the training module. A summary of
these 36 tasks on three topics are listed in Table 11.7 (first day at school), Table
11.8 (pioneering journeys) and Table 11.9 (social and professional interaction). In
each table, the purposes of the tasks and scales upon which these tasks were evalu-
ated are presented. The tables show that these tasks covered all six scales, namely
Pronunciation, Reading Aloud with Meaning, Grammatical Accuracy, Organisa-
tion and Coherence, Interacting with Peers, and Explaining Language Matters to
Peers, as stated in Table 11.1. These scales shared similarities with the three levels
of oral proficiency identified by Iwashita, Brown, McNamara, and O’Hagan (2008)
in assessing oral language proficiency in the pilot TOFLE iBT, namely linguistic

Table 11.6 The LPATE Speaking Test—before and after 2007

The LPATE Speaking Test before 2007 The LPATE Speaking Test after 2007

Task types Part 1: Task 1A Reading aloud a poem
Task 1B Reading aloud a prose passage
Task 1C Telling a story/recounting an
experience/presenting arguments
Part 2: Task 2 Group interaction

Part 1: Task 1A Reading aloud a prose
passage
Task 1B Recounting a personal
experience or presenting arguments
based on a stimulus
Part 2: Task 2 Group discussion
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resource (grammatical accuracy, grammatical complexity and vocabulary), phonol-
ogy (pronunciation, intonation and rhythm), and fluency (pause, repair, speech rate
and number of syllabus produced in the utterance). An additional aspect in the LPATE

Table 11.7 Speaking tasks and their aims—first day at school

Tasks Purposes of tasks Scales
addressed

Poem: ‘First day at school’ by Roger McGough

Task 1 Reading a children’s poem to
explore meanings, word-play and feelings

To help participants to read a poem with
understanding and expression

Scale 2

Task 2 Practising elements of stress and
intonation

To help participants to read the poem
aloud so that it can be clearly understood

Scale 1

Task 3 Identifying short and long vowels To raise awareness of the basic spelling
rules

Scale 1

Task 4 Making a recording of a reading of
‘First day at school’ by Roger McGough

To allow participants to demonstrate that
they can read aloud a selected text with
meaning and in such a manner that it
would arouse the interest of the listeners

Scale 2

Prose ‘My first day of school’ Ladies’ home journal Sept. 1998

Task 5 Talking about an episode in the
past

To help participants develop oral fluency
in recounting an experience

Scale 4

Task 6 Reading aloud examples of
authentic spoken English in a group,
focusing on attitudes and feelings
expressed by the speaker

To help participants become familiar with
the rhythms and idioms of spoken
discourse, and give practice for scale
2—reading aloud with meaning

Scale 2

Task 7 Studying examples of authentic
English and abstracting pattern of usage

To build language awareness, in particular
related to tense used in talking about the
past, the difference between spoken and
written styles, and transitional words and
phrases

Scale 3

Task 8 Transforming a text from present
tense to past tense

To practise accurate grammatical use Scale 3

Task 9 Recording a short informal speech
remembering your first day as an English
teacher

To demonstrate the ability to recount an
episode from the teachers’ own
experience in a coherent manner, using
appropriate tenses and transitions

Scale 4

Phonology
IPA and phonetic transcription
Voiced and voiceless consonants
Task 10 Reading a phonetic transcription
in IPA (International Phonetic Alphabet)

To assess participants’ knowledge of the
International Phonetic Alphabet

Scale 1

Task 11 Matching spellings with
articulation charts

To identify the phonemes of English from
their conventional spelling

Scale 1

Task 12 Deriving a phonological rule for
the information of words with –s and –ed
endings

To show that phonological processes are
regular and can often be captured by
simple principles

Scale 1
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SpeakingModule focused on how participants communicate and interact with peers.
This aspect was specifically relevant to the LPATE Speaking Test.

The first 12 tasks were intended to strengthen participants’ oral competence, as
assessed by Scales 1–4 in the LPATE. These tasks were built on school-related
themes and drew attention to the following skills: reading aloud with understanding,
reading with accurate pronunciation and grammatical use and recounting one’s own
experiences.

Tasks relating to ‘social and professional interaction’ are presented in Table 11.9.
These tasks were more advanced in term of the complexity of the language required;
they were also more closely related to participants’ daily encounters in teaching.

It will be noted that Scales 5 and 6 were the two major scales that were practised
in Unit 3, where participants had the opportunity to practise ‘Interacting with Peers’
(Scale 5) and ‘Explaining Language Matters to Peers’ (Scale 6). Similar to tasks used
in theWritingModule, simulation tasks and role-plays were used so that participants
could practise spoken English in real lifelike situations.

Six speaking tasks are presented in Table 11.10 as an illustration of how different
speaking tasks were used to address each of the six assessment scales. Whereas the
samples do not represent all the tasks that were used in the training modules, they
give readers a flavour of how different scales were practised and addressed in the
Speaking Module.

As Table 11.10 shows, Task 12 focused on Pronunciation, Stress and Intonation;
the task expected participants to transcribewords into IPA (the International Phonetic
Alphabet) as their tutor read out different words. Thus, participants needed to have
both a good knowledge of IPA as well as an understanding of how sounds are related
to pronunciation.

Task 1 was a task on ‘Reading Aloud with Meaning’. After reading a poem,
participants needed to answer a series of questions which would help them relate
meaning to the way they read the poem. Participants were also asked to think about
where to pause—in order to make the meaning clearer to the audience.

Task 8 expected participants to practise reading out a passage in a grammatically
accurate way. Although the task only required participants to transform present tense
into past tense, the task was intended to remind participants about the need to pay
attention to tense while speaking.

Task 21 asked participants to plan a talk before making the talk, thus drawing
attention to how a talk should be coherent and properly organised.

Task 27 drew out explicitly patterns of conversations in different school situations,
as well as ways to tackle difficulties in conversation. This task provided a chance for
participants to practise communicating with peers, as well as raising participants’
awareness of potential obstacles in conversations and how they might be dealt with.

Task 32 was a group discussion task where participants were expected to explain
their ideas to their peers.

The above six examples illustrate how tasks with different focuses were used
in the LPATE training module to enhance participants’ competence in speaking.
More importantly, these tasks drew explicit attention to the key issues in effective
speaking—thus raising participants’ awareness about ways to improve their oral
English.
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Table 11.8 Speaking tasks and their aims—pioneering journal

Tasks Purposes of tasks Scales
addressed

Talk: Reminiscences of migrating to Australia

Task 13 Listening to the reminiscences
of a migrant to Australia in the 1950s
and take notes

To identify the stage of talk Scale 4

Task 14 Analysing the transition in the
text

To identify cohesive devices Scale 4

Poem: In the desert
Prose: Overseas Chinese
Task 15 Analysing a poem’s syntactic
structure in groups

To observe the different relationship
between parts of complex and
compound sentences

Scale 3, 5.
6

Task 16 Marking the pauses and run-on
in a poem and suggesting ways to read it
aloud

To read aloud with meaning Scale 1, 2

Task 17 Reading aloud “where did the
overseas Chinese come from”

To demonstrate ability to read aloud
with meaning, with clear pronunciation.
To apply what has been learnt about
sentence structure to use correct
phrasing in reading aloud

Scale 1, 2

Using meta-language

Task 18 Constructing a parallel text in
the group

To reinforce grammar and
meta-language, and practise discussing
language matters with peers

Scale 3, 6

Task 19 Completing a blank cloze in
groups

To demonstrate understanding of
English syntax by reconstructing a text

Scale 3, 6

Constructing narrative

Task 20 Constructing a simple narrative
based on a sentence

To use relative clauses and embedded
structures to embellish a story

Scale 3

Task 21 Giving a short talk about a
migrant journey

To practise a talk from notes structuring
the narrative round stages and key words

Scale 3, 4

Phonology
The vowels of English: Pure vowels and diphthongs

Task 22 Distinguishing and producing 3
vowel phonemes in English

To learn to distinguish three similar
phonemes in English (/e/, /ei/ and /æ/).
These three phonemes create
considerable difficulties for Cantonese
speakers

Scale 1

Task 23 Practising vowel production To make a clear distinction between
words with similar vowel sounds

Scale 1

Task 24 Transcribing into IPA one verse
of the poem “in the desert”

To recapitulate and consolidate what has
already been learned about English
vowels. Provide a starting point for new
material on vowel length in English

Scale 1
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Table 11.9 Speaking tasks and their aims—social and professional interaction

Tasks Purposes of tasks Scales
addressed

Group dynamics

Task 25 Warming up. Free form
discussion, asking for advice

To focus attention on some of the
features of natural conversation and
discussion

Scale 5

Task 26 Conventions of conversation To understand the different rules of
conversation in Cantonese and in English

Scale 5

Task 27 Social behaviour in
conversations

To understand the social and
interpersonal factors affecting
communication in conversations

Scale 5

Task 28 Roles in discussions To understand the roles people should
play in discussion

Scale 5

Task 29 Role-play card game To practise performing certain essential
functions in discussion
To identify language used to perform
these functions

Scale 5

Task 30 Observing turn-taking in
authentic speech

To understand how native speakers take
turns to talk, and compare it with the
average dialogue in a text book

Scale 5

Simulation
Choosing books as class readers

Task 31 Reading aloud from selected
texts

To practise reading aloud with meaning. Scale 1, 2

Task 32 Justifying your choice of texts
used as textbooks for primary and
secondary school students

To practise expressing one’s views and
justifying the explanation

Scale 5, 6

Task 33 Reaching an agreement in the
group

To practise negotiation and reaching an
agreement

Scale 5, 6

Phonology
Difficulties for Cantonese speakers

Task 34 Pronouncing initial single
consonants

To practise consonants difficult for
Cantonese speakers

Scale 1

Task 35 Practising the/s/ and /esh/sounds
in a variety of phonological
environments

To distinguish the two similar sounds Scale 1

Task 36 Voiced and voiceless final stop To understand and distinguish the voiced
and voiceless final stop

Scale 1

Task 37 Distinguishing l and r To increase participants’ awareness of
the articulation of these two sounds

Task 38 Reciting a short poem To practise reading aloud with meaning Scale 1
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Table 11.10 Sample speaking tasks
Scale 1: Pronunciation, stress and intonation

Task 12 Deriving a phonological rule for the formation of words with –s and –ed endings

Listen to your teacher’s pronunciation of the following words. Transcribe them into IPA, paying careful attention
to the sounds used in the added inflections
Hops, rises, bathed, pages, called, cats, carted, laughs, roamed, waifs, waves, helped, watches, balls, poked,
sings, laughed, loves, faced, kisses, wished, paths, watched, hobs, loved, cads, homes, praised, needs, paged,
pays, rained, seeks, tags, banged, hears, fines, cared, wishes, paid, raided, keeps, catches, docks, begged, dogs,
stabbed, bathes, hates, robs, beiges

Scale 2: Reading aloud with meaning

Task 1 Reading a children’s poem to explore meanings, word-play and feelings

Poem: First day at school (by Roger McGough)
A millionbillonwillion miles from home
Waiting for the bell to go (To go where?)
Why are they so big, other children?
So noisy? So much at home they
Must have been born in uniform
Lived all their lives in playgrounds
Spent the year inventing games
They don’t let me in. Games. They are rough, that swallow you up

Answer the following questions:
1. Who is the speaker in this poem?
What things tell us that this is a child speaking?
What experience is he/she describing?
2. Listen to the tutor reads the poem aloud and mark where there are pauses and where lines run on. How helpful
is the punctuation?
3. Explain the relationship between lines 5, 6 and 7.
4. Which things do you think give the child a feeling of comfort?
5. Try reading the poem aloud in your group, thinking about how you want it to sound

Scale 3: Grammatical accuracy

Task 8 Transforming a text from present tense to past tense

Read the following passage and transform it into past tense
I live in a small village which has only one school—it’s more than a mile outside the village, in the country side.
My friends and I usually walk to school—it can be very wet and cold in winter, but there’s no other way to get
there. We love it when it snows a lot and school’s closed. There is one bus but it doesn’t leave the village until 9
a.m., which is when school starts, so if we took that we’d be late. The walk to school is uphill all the way. It’s
hard work when the wind is in your face

Scale 4: Organisation and cohesion

Task 21 Give a short talk about a migrant journey

Think up the basic outline of a story you want to tell about a journey. It may be a story of a family member or
someone you have heard of, or your own story if you have had such an experience. Write the outline down the
page the same way as you wrote your sentence. Add in some other parts you want to tell as notes and asides
(This task is assessed according to Scales 3 and 4.)

Scale 5: Interacting with peers

Task 27 Social behaviour in conversations

Free discussion:
How is it decided who will speak in these different types of verbal interaction? e.g., staff meetings; department
meetings; committee meetings; groups of colleagues having lunch together
What social and interpersonal factors lie behind any differences?
Suggest ways of dealing with the following conversational difficulties
Someone who always dominates the conversation
A situation where you find yourself the only person talking
A situation where you have an idea but everyone else is talking so much that you can’t get a word in

Scale 6: Explaining language matters to peers

Task 32 Justify your choice of texts used as textbooks for primary and secondary school students

Group discussion
Decide as a group which text you will choose to be the class reader. You should consider all the extracts, and be
prepared to present your decision to the other groups, explaining why you have chosen this particular text and
saying why you would not use the others. Quote from the texts to back up your own view. (This task is assessed
according to scales 5 and 6.)
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Summary

The Speaking Module in the LPATE training courses provided a series of tasks
to address the six scales assessed in the LPATE Speaking Test. These tasks were
intended to support participants in improving their language proficiency through
providing the opportunity for practice and through raising their awareness of the
diverse set of elements associated with what can be broadly termed ‘effective speak-
ing’.

The Classroom Language Module

LPATE CLA Paper and Assessment Scales

The Classroom Language Assessment (CLA) paper expects teachers to demonstrate
their ability to communicate to studentswith appropriate grammar andwith appropri-
ate pronunciation, stress and intonation. The CLA paper consists of the assessment
of two live lessons on two separate school days. The assessment is conducted by
two assessors, with each assessor observing a single class teaching period. The CLA
intends to assess language ability rather than teaching methodology. It should be
noted that after the 2007 revision of the LPATE, the compulsory assessment of two
lessons ceased, and was replaced by one assessment plus a number of randomly
selected assessments (see Drave, Chap. 14; Falvey & Coniam, Chap. 18).

Language ability in the CLA is assessed on four scales, namely (1) grammatical
accuracy, (2) pronunciation, stress and intonation, (3) the language of interaction,
(4) the language of instruction. A description of these scales and descriptors can be
found in Appendix C ‘The LPATE CLA Paper—Assessment Scales Before 2007’.
The Language of Interaction and The Language of Instruction are the two main
aspects of language ability specifically related to language teaching. Grammatical
accuracy and pronunciation are embedded in the assessment of both The Language
of Instruction and The Language of Interaction.

An Overview of Classroom Language Tasks

Table 11.11 outlines CLA tasks and on which scales these tasks were assessed. These
tasks offered participants the opportunity to practise their classroom language: the
purpose of each task is outlined in Table 11.11 alongside the nature of different
tasks. Participants worked in small groups on each task, with group work rather than
micro-teaching being used in the classroom language module, as it was felt that
regular group work was more likely to offer participants a greater opportunity to
practise different aspects of classroom language. As the course participants were all
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Table 11.11 Classroom language tasks and their purposes

Tasks Purposes of tasks Scales
addressed

Task 1 Understanding the scales and
descriptors for CLA

To raise awareness of the different
purposes of the language we use in the
classroom

Scale 3 and 4

Task 2 Understanding the scales and
descriptor for CLA

To appreciate the differences between
Form and Function in the CLA scales

Scale 1 and 2

Task 3 Analysing the stages in a lesson To identify the language signalling
different stages of lessons

Scale 4

Task 4 Practising introducing stages of
the lesson

To practise the language of introducing
different stages of lessons

Scale 3 and 4

Task 5 How we communicate with our
students (pause, stress and intonation)

To understand the effects of pause,
stress and intonation on the language
teachers use to give instruction to
students

Scale 2 and 4

Task 6 How we communicate with our
students (hand gestures)

To understand the gestures teachers
use to communicate with students

Scale 4

Task 7 How we communicate with our
students (stress, rhythm and gestures)

To understand how language and
gestures can be used together to
communicate with students

Scale 2 and 4

Task 8 How we communicate with our
students (positive and negative
language)

To practise ways of using positive and
negative language to discipline
students

Scale 4

Task 9 Using various language to
manage and discipline class

To practise ways of using different
language to manage and discipline
students

Scale 4

Task 10 Discussion about the teaching
of grammar

This task will lead participants to think
about their own attitude towards the
teaching and presentation of grammar

Scale 1 and 4

Task 11 Analysing a segment of a
video recording of a pre-service
teachers

This task will help participants think
about different approaches to the
presentation of teaching points

Scale 4

Task 12 Commenting on the different
types of presentations

To understand the effects of different
ways of presenting

Scale 4

Task 13 Observation of recorded
elicitation techniques

This task will lead participants English
teachers to think about what they are
doing when they elicit language

Scale 3

Task 14 Assessing various method of
elicitation

To identify and evaluate elicitation
techniques

Scale 3

Task 15 Promoting oral interaction
with and among students

To help participants English teachers
think about activities that can promote
oral interaction with students

Scale 3

Task 16 Question types To practise different question types and
think about the different responses that
might be elicited by different question
types

Scale 3

(continued)
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Table 11.11 (continued)

Tasks Purposes of tasks Scales
addressed

Task 17 Responding to students’
answers

To identify the responding strategy that
can elicit correct answers

Scale 3

Task 18 Jigsaw reading session:
sharing opinions on error-correction

To encourage reflection on the
decision-making processes involved in
correcting errors

Scale 3

Task 19 Planning patterns of
interaction in the classroom

To help participants English teachers
think about the language needed for
different patterns of interaction

Scale 3

in-service teachers, they were also asked to reflect on their classroom language when
they taught in their own classes.

The different purposes of the tasks above demonstrate that The Language of
Interaction (Scale 3) and The Language of Instruction (Scale 4) were two major
areas of focus in the CLA module. The practice of the first two scales, namely
Grammatical Accuracy (Scale 1) and Pronunciation, Stress and Intonation (Scale 2)
were embedded in tasks on the languageof interaction and the languageof instruction.
The following parts illustrate the tasks which were used to develop the above four
scales, using selected classroom language tasks.

Understanding the Classroom Language Assessment Criteria

Similar to the Writing Module, the CLA module started with a session which aimed
at enhancing participants’ understanding of the scales and descriptors of the CLA
paper. Participants had the chance to study classroom samples, which they could
relate to the scales and descriptors developed for the LPATE; they also reflected
on their own understanding of the role of classroom language in English language
teaching, as shown in Table 11.12.

In Task 1, participants were given a range of classroom activities and asked to
categorise them either as ‘The Language of Interaction’ or as ‘The Language of
Instruction’. Task 1 was intended to enable participants to reflect on their own class-
room experience and thus becomemore aware of the two functions (i.e., the language
of interaction and the language of instruction) of their classroom language. In Task 2,
participants worked on a series of classroom situations and evaluated them in terms
of on which scales the responses from teachers might be problematic. With the assis-
tance of specific examples, Task 2 could therefore be seen to help with understanding
of which scale a teacher’s classroom language might be evaluated on.
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Table 11.12 Sample task on understanding the CLA scales and descriptors

Task 1 Distinguishing between ‘The Language of Interaction’ and ‘The Language of
Instruction’
Look at the extract from Syllabus Specifications for the Language Proficiency
Assessment. Categorise these following activities as either ‘the language of
interaction’ or ‘the language of instruction’, according to your understanding of the
CLA
Asking the students to be quiet
Announcing the purpose of today’s lesson
Telling the students to take out a different book
Introducing a new grammar structure
Giving the answers to an exercise completed earlier
Answering a student’s question about what you taught yesterday
Correcting a student when s/he gives a wrong answer
Asking questions to find out if students have understood the lesson
Commenting on a student presentation
Encouraging a student to try to answer

Task 2 Distinguishing Form and Function in the CLA scales

Scale 1 (Grammatical accuracy) and Scale 2 (Pronunciation, Stress and Intonation)
are designed to assess the FORM of what the teacher says, whereas Scale 3 and 4 are
designed to assess how well and appropriately the teacher’s language fulfils its
FUNCTION. Read the scales and discuss the following examples of teacher
utterances. Are these good examples? Identify the utterances that have problems, and
say which scales would be referred to in each case
The teacher asks, “who has bring the story book today?” The students all put up their
hands to show they have
The teacher repeated says the word “children” as [t�idin]
The teacher says, “If I added the past participle to this phrase, what difference would
it make to its meaning?” to a low level F2 class
A shy student has given an answer. It is slightly wrong. The teacher wants her to try
again and get the right answer. S/he says, “No. Wrong. Do it again, now”
A student says, “I forget bring my book.” The teacher says, “You forgot to bring your
book? Well, can you share with your partner?”

The Language of Instruction

Three key aspects assessed in the Language of Instruction include: signalling, giving
instructions and presenting.Thematerial used to develop and build on these elements
of language will now be briefly outlined.

Signalling

Signalling is a classroom strategy which involves indicating the stage of a lesson
by using appropriate language signals. Before completing Task 3—analysing the
stages in a lesson—a range of techniques on signalling the different stages of class
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Table 11.13 Tasks on signalling the stages in a classroom

Task 3 Analysing the stages in a lesson

Watch the highlights of an English class and identify the stages in the lesson. Make a
brief note to describe each stage

Task 4 Practising introducing stages of a lesson

In groups of 4 or 5, get one copy of the jumbled lesson plan. You need to:
Step 1: Re-order the jumbled lesson plan and
Step 2: Compare your lesson with another group (member), then think of the next step
in the lesson
When you have completed this, appoint one person in the group as the “teacher”, and
practise how you would lead your students from one stage of the lesson to the next.
You should try to ensure they understand your instructions, and, if you think it is
necessary, that they can see the relationship between parts

from Willis’ (1981) Teaching English through English were introduced to the par-
ticipating English teachers. These included a wide set of language examples related
to classroom organisation (such as greeting, starting or ending a lesson, checking
attendance, instructions on using equipment). These examples provided participants
with resources that they would consider using in their own classrooms as ways of
signalling the changes in the stages of a lesson.

Participants worked on two tasks related to signalling: Task 3—analysing the
stages in a lesson and Task 4—practising introducing stages of a lesson, as shown in
Table 11.13.

Task 3 aimed at raising participants’ awareness of how teachersmight use different
language signals at different stages of lessons. Task 4 offered the authentic experience
of practising introducing a lesson.

Giving Instructions

English teachers need to give instructions when conducting activities, giving home-
work, and managing classrooms. Effective instruction communicates meaning and
also creates impact; the language of instruction also needs to be modified so that it
suits the ability level of students. Tasks 5–9 demonstrate how different aspects of
language support giving instruction in the classroom (see Table 11.14).

Task 5 focused on intonation, stress and pause. Intonation, stress and pause can
impact on communication as they bear a communicative load, act as grammati-
cal cohesion, as well as having a pragmatic function (Pickering, 2001). A study
comparing the native-speaking teaching assistant and ITAs’ (International Teaching
Assistants) intonation in class settings show that ITAs’ presentations and the ways
they talk to students indicated a limited number of negotiations with students (Pick-
ering, 2001). Task 5 aimed at helping teachers become aware how pauses, stress and
intonation may help with communicating meaning to students.
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Table 11.14 Instruction giving tasks

Task 5 Intonation, stress and pausing

English teachers first complete a pre-task by listening to three classroom extracts and
marking down: (1) where the teacher pauses; (2) stressed words; and (3) intonation
patterns

Task 6 Hand gesture: Match the following gestures with their meanings

Sit down, please; Stand up, please; Listen; Quite, please; Watch and listen; Watch;
Everyone; Say it quietly, please; Say it louder, please; Say the whole sentence, please

Adapted from: Garden, B and Gardner, F. (2000) Oxford Basic Classroom English,
Oxford: Oxford

Task 6 focused on hand gestures. In classrooms, learners interpret teachers’ ges-
tures in conjunction with verbal language input in order to learn successfully (Sime,
2006). In the training module, participants were given a series of pictures and poten-
tialmeanings of gestures andwere asked tomatch the pictureswith the accompanying
meanings. Task 6 thus drew explicit attention to how hand gestures may be used to
express meanings.

After developing an understanding of how classroom language may be used in
different ways to produce different impacts, participants were also asked to work on
a series of commands in the classroom, and to express similar meanings in a different
way. Participants listened to a recording of a series of commands and commented on
whether the words indicated a mild or a strong command. Such a practice enabled
teachers to extend their classroom language and think of different ways of talking to
students.

For primary and junior secondary students, it was suggested that simple phrases
and expressions might be more appropriate—so that students might understand them
more easily. As for advanced students, simple commands can be built upon with a
view to providing more variety and to familiarise students with different types of
language. Hence, one focus of the CLA course was centred on helping teachers to
practise extending simple language so that it would cater to the needs of students of
different levels.
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Table 11.15 Presenting tasks

Task 11 Analysing a segment of a video recording of a pre-service teacher

1. Read the benchmarking criteria for Scale 4 of the CLA component (language of
instruction)
2. Watch the segments of language presentation conducted by pre-service teachers in
their teaching practice. Make notes on the content of the lesson: what is happening in
each stage? Describe the approach to presenting teaching points
As you watch the teachers presenting a new language point in their classrooms, note
down the stages they go through. The following notes will help you

Task 12 Commenting on different types of instructions

Comment on the different types of presentations used by the teachers. Consider the
clarity of the explanations, the coherence of the presentation, the level of
understanding required by the students, the degree of involvement of the students, and
the meaningfulness of the explanations. Also consider the planning required by the
teacher, and the unknown factors involved when presenting new materials

Presenting

Presenting involves organising spoken language so that information is presented
to learners in a coherent and accessible way, e.g. explaining a grammar point, a
vocabulary point or a concept. Two sample tasks are provided in Table 11.15.

The Language of Interaction

Effective interaction in the second language classroom is likely to facilitate student
learning, thus contributing to learning from two possible angles: first, students com-
plete the tasks successfully, with the assistance of teachers; and second, students
achieve a level of independence, due to the learning experience received in the first
aspect (Gibbons, 2003).

There is a wide variety of studies on the language of interaction—for example,
on the language of teachers, teacher and learner beliefs, factors which shape the
interaction, social and cultural background, and psychological aspects (Tsui, 2001).
With regards to the languageusedby teachers, issues needing to be considered include
teacher questions, learner responses, teacher feedback, and turn-taking behaviour
(Tsui, 2001). In the LPATE courses, the language of interaction was assessed from
three aspects: eliciting, responding and giving feedback.
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Table 11.16 Sample eliciting task

Task 14 Assessing various methods of elicitation

Watch the video and evaluate each elicitation technique:
(a) What is the teacher trying to elicit from the students in each extract
(b) How successful is the teacher on each occasion
(c) Which technique works best and why?
(d) Which lessons require the students to give the most complex responses? Which the
least complex?
(e) Which eliciting techniques brought out the most meaningful responses? Which the
least?
(f) Which brought out the most structured responses?

Eliciting

Eliciting strategies include asking questions, modifying or reformulating a question,
providing clues and hints in order to help students provide an appropriate response,
as well as encouraging students to ask questions and respond to each other. Table
11.16 demonstrates an eliciting task.

The above task was intended to raise teachers’ awareness of the effects of eliciting
techniques and to what extent these techniques were helpful, so that English teachers
might consider how these techniques might be used in the classroom.

Table 11.17 Sample tasks on promoting interaction among students

Task 15 Promoting oral interaction with and among students

Task
description

1. Consider the following questions:
(a) How much do your students speak in class?
(b) How do you prepare speaking activities in class?
(c) What particular problems do your students have with speaking in class?
In what ways do you encourage real communication to take place in your lessons?
2. Below is a list of activity types designed to help learners develop oral fluency.
Think of an example of each type from your own experience
(1) Information gap; (2) ranking; (3) jigsaw; (4) guessing; (5) problem-solving; (6)
role-play; (7) group discussion; (8) task-based activity; and (9) prepared speech

Task 16 Question types

Task
description

1. Display and reference questions
Participants read two sets of questions-display and reference questions along with
the responses they elicit. Then they are asked to think about the following
questions:
What are the advantages and disadvantages of using “display” and “reference”
questions?
What kinds of questions do you use in classroom?
2. Participants studied different types of questions and the answers that the
questions elicited
3. Participants were given a set of answers and were asked to write questions to
elicit these answers
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In addition to eliciting a response from an individual student, English teachers also
need to promote interaction among students. Task 15 is a general task on promoting
responses among students whereas Task 16 focuses specifically on questioning, as
Table 11.17 illustrates.

Questioning is an important strategy in the classroom that elicits responses from
students. Tsui (2001) suggests that teachers should modify their questions if they fail
at first to elicit responses, paraphrase difficult words and simplify the syntax if the
questions are too complex. Tsui (ibid) believes that teachers should study samples of
effective and ineffective questions by watching videos of their own lessons. In this
vein, Task 16 illustrates a task on using questioning as an eliciting strategy.

Responding and Giving Feedback

In the classroom, teachers need to respond to students in various ways: seeking
clarification, giving confirmation, and asking for repetition. They are also expected
to provide feedback and comment on students’ responses. Table 11.18 demonstrates
two tasks outlining responding to students and giving feedback.

Table 11.18 Responding and giving feedback tasks

Task 17 Responding to students’ answers

Read the following samples of student-teacher interaction. Identify teachers’ aims in
each segment:
1. T: Have you got any ambitions? What is your ambition?
S: Nurse
T: You want to be a nurse. (to another student) Yours? Yes, you. Yes, have you got any
ambitions? (students laugh) Nothing? (to another student) You
S: A teacher
T: To be a teacher. O.K
2. T: What is the reason?
S: Because he can play tennis and also ping-pong, also drive the sports and mm he can
speak German
T: She can speak

Task 18 Jigsaw reading session: sharing opinion on error correction

1. Participants read three texts on three ways of correcting students’ errors in spoken
language. Then they discuss how students’ errors in spoken English should be
corrected
2. After your reading, reflect different ways of correcting errors. Work in groups and
complete the sentences below:
(a) Teachers should interrupt learners who have made a mistake or error when…
(b) Teachers might wait until later to give feedback when…
(c) Some errors should be left uncorrected by the teacher, for example, …
(d) Teachers can help learners to self-correct by…
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Task 17 was an awareness-raising exercise. Task 17 allowed participants to read
examples of teachers eliciting language from students with the objective of becoming
aware of how different classroom language elicits different responses from students.

Task 18 provided the opportunity for participants to discuss ways of providing
feedback on students’ errors and for them to reflect on strategies concerning correct-
ing students’ errors in different situations.

To sum up, the tasks in the CLA module focused mainly on Scale 3 (The Lan-
guage of Interaction) and Scale 4 (The Language of Instruction). These tasks had the
potential to raise participants’ awareness about using their own language for different
purposes in the classroom through exposing them to different examples and chances
for practice.

Summary and Conclusion

TheWriting, Speaking andClassroomLanguageAssessmentmoduleswere designed
to help participants fulfil the LPR of the LPATE by focusing on the respective assess-
ment scales laid out in the LPATE handbook (Government of the Hong Kong Special
Administration, 2000). The tasks provided in the three modules were closely asso-
ciated with using language in classrooms and provided participants with various
opportunities to practise the language used in the school and classroom contexts.
These tasks also raised participants’ awareness of their written and spoken language
in the context of teaching, thus contributing to the development of their language
proficiency in the school context.

We now move on to Section III.

Appendix A: The LPATEWriting Test—Assessment Scales
Before 2007

Scales Descriptions

Scale 1 for Task 1 Organisation and coherence
(Aspects assessed in this scale include: the development of ideas; the
extent to which propositions are justified and elaborated or illustrated
with examples to enhance meaning; the extent to which the text is
coherent; the extent to which the text displays full audience awareness
and appropriate register)

Scale 2 for Task 1 Grammatical accuracy
(Aspects assessed in this scale include: the extent to which grammatical
structures are accurate; the extent to which a wide range of structures are
used)

(continued)
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(continued)

Scales Descriptions

Scale 3 for Task 1 Task completion
(Aspects assessed in this scale include: the extent to which the content
demanded of the writer by the task is presented; the extent to which the
task is fulfilled; the extent to which the writers display sensitivity to the
audience)

Scale 4 for Task 2A Correcting errors/problems in a student’s composition
(Aspects assessed in this scale include: the language ability to identify
and correct errors; the ability to deal with complex discourse-level errors;
the percentage of errors that have been corrected)

Scale 5 for Task 2B Explaining errors/problems to students
(Aspects assessed in this scale include: the language ability to explain
errors; the ability to explain complex discourse-level errors; the
percentage of errors that have been fully and appropriately explained)

Table adapted from Syllabus specifications for the language proficiency assessment for teach-
ers—English language, 2000

Appendix B: The LPATE Speaking Test—Assessment Scales
Before 2007

Scales Descriptions

Scale 1 for Task 1A
and 1B

Pronunciation, Stress and Intonation

Scale 2 for Task 1A
and 1B

Reading aloud with meaning
(which includes: speed of delivery and pausing; sensitivity to the text and
to the audience; and the use of paralinguistic features to communicate the
text)

Scale 3 for Task 1C Grammatical accuracy
(which includes: accuracy in grammatical structures and the range of
structures)

Scale 4 for Task 1C Organisation and cohesion
(which includes: the use of means for connecting utterances; how
relationship among concepts and ideas are expressed, signalled, and
whether there is confusion; flow of ideas in discourse; the range of
vocabulary used)

Scale 5 for Task 2 Interacting with peers
(which includes: the ability to talk easily, confidently and knowledgably
with peers in a professional manner; control over the conversational
strategies of initiation, turn-taking, responding and disagreeing; ability to
keep discussion focused)

(continued)
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(continued)

Scales Descriptions

Scale 6 for Task 2 Explaining language matters to peers
(which includes: the ability to organise discourse or explain a students’
language problems to peers; control over and familiarity with a wide
range of appropriate meta-language without confusing peers; ability in
producing appropriate examples to illustrate explanations; whether
explanations are coherent and easy to follow)

Table adapted from Syllabus specifications for the language proficiency assessment for teach-
ers—English language, 2000

Appendix C: The LPATE CLA Paper—Assessment Scales
Before 2007

Scales Descriptions

Scale 1 Grammatical accuracy
(which includes: the accuracy of grammatical structure; the occurrence of
inaccurate expressions)

Scale 2 Pronunciation, stress and intonation
(which includes: the accuracy of pronunciation; whether and to what extent there
are first language characteristics; sentence stress and intonation patterns; and the
effectiveness of communication)

Scale 3 The language of interaction
(which includes: the level of linguistic awareness and sensitivity to student
responses; the ability to react in an appropriate linguistic manner to students’
initiation; the language ability to be aware of and to react to students’ responses
even if these are incomplete or lacking in coherence; and whether and to extent
teachers have language problems that impede communication)

Scale 4 The language of instruction
(which includes: the ability of using English as the language of presentation; the
ability to organise discourse and use appropriate signalling devices in order to
alert students to the various stages of a presentation; and whether and to what
extent classroom instructions are clear, comprehensible, and appropriate for the
level of the class)

Table adapted from Syllabus specifications for the language proficiency assessment for teach-
ers—English language, 2000
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Appendix D: Levels and Descriptors for Scale
2—Grammatical Accuracy in Writing

5 Grammatical structures are always accurate, with no occurrence whatsoever of
non-idiomatic or other inappropriate expressions. There is access to a wide range
of structures, which can be invoked at any time. Any ‘mistakes’ that occur can be
categorised as lapses rather than systematic errors

4 Grammatical structures are mostly or always accurate. In isolated instances,
non-idiomatic or otherwise inappropriate expression may occur but
communication is never impeded

3 Grammatical structures are greatly accurate but errors may occasionally occur
when more complex structures are attempted. Comprehension is seldom impeded.
Some complex structures are attempted

2 Grammatical errors occur regularly and may sometimes impede the readers’
understanding. Few complex structures are attempted

1 Most of the texts contain grammatical errors, causing comprehension to break
down completely at times. Access to basic structures is clearly adequate and
communication with reader is often impeded

Table adapted from Syllabus specifications for the language proficiency assessment for teach-
ers—English language, 2000, p. 53
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Part III
The LPATE: A High-Stakes

Assessment in Operation
(2001–2007)

Alan Urmston and Neil Drave

This section, consisting of four chapters, looks at the development and adminis-
tration of the LPATE from the perspective of two HKEAA officers, one former and
one current.

The LPATE was launched as a public examination in March 2001 for serving
teachers of English in Hong Kong primary and secondary schools who had to attain
the Language Proficiency Requirement (LPR) before September 2005. The first two
chapters—Chaps. 12 and 13 by Urmston—report on the operation of the LPATE
during the crucial years of 2001 to 2005, and the review/revision project that was
carried out once the deadline for the attainment of the LPR by serving teachers had
passed. The third—Chap. 14 by Drave—extends the detail reported in Chaps. 12
and 13 with a specific focus on standards setting at the HKEAA, while Chap. 15,
also by Drave, examines perceptions of the LPATE in the media.



Chapter 12
The Operation of the LPATE (2001–2005)

Alan Urmston

Abstract This chapter looks at the operationalisation of the LPATE from its launch
in 2001 through to 2005, when the decision wasmade to revise the Assessment. After
an initially slow start, where approximately 400 candidates took the Assessment,
perhaps because teachers embraced the possibility that the Education Department
(as it was then)would not enforce the LPR, the LPATEwent from strength to strength,
with the candidature increasing steadily to over 2000 each administration, resulting
in the HKEAA administering the Assessment twice per year (March and September)
from 2003 to 2005. The chapter describes the technical aspects of test design and the
operational complexities of running theAssessment in themidst of clear opposition to
it from stakeholders. Issues to be discussed include the sociological and educational
impact and consequences of such a high-stakes assessment.

Introduction

Amidst concerns over falling standards of language proficiency of students in Hong
Kong, which emerged during the late 1980s and early 1990s, recommendations were
made by the Hong Kong Education Commission in its Report No. 6 (Hong Kong
Education Commission, 1995) that:

… minimum language proficiency standards should be specified for all new teachers to
ensure that they can teach competently through the chosen medium of instruction; and that
all new Chinese or English language teachers should, as from a certain cut-off date, be
required (a) to have a high level of academic attainment in Chinese or English, and (b) to
have completed satisfactorily professional training in the teaching of Chinese or English as
a subject. (p. viii)
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In this regard, the Commission passed to the Government’s Advisory Commit-
tee on Teacher Education and Qualifications (ACTEQ) two proposals for action to
address the issue of the language competency of serving teachers:

1. Levels of language and professional competence (‘benchmark’ qualifications) to
be established for all language teachers [Note 1];

2. Minimum language proficiency standards to bemet by all teachers in their chosen
medium of instruction.

(Falvey & Coniam, 1997, p. 17.)
Following these recommendations, in April 1996, two teams of consultants were

engaged to develop language benchmarks for teachers of English and teachers who
teach through themedium of English, and for teachers of Chinese and Putonghua and
teachers who teach through the medium of Chinese [Note 2], respectively (Falvey
& Coniam, 1997). This chapter will look briefly at the development of the LPATE
(as this has been discussed previously in Coniam and Falvey (2013) and Section IV
of this volume) and then go on to describe the implementation of the Assessment
from the perspective of a Subject Officer of the HKEAA responsible for it between
September 2001 and July 2005.

Timeline of Development of the LPATE (English Language)

Figure 12.1 presents a brief chronological account of the key stages in the develop-
ment of the Language Proficiency Assessment for Teachers (English Language) or
LPATE Government of the Hong Kong Special Administrative Region (2000).

As a result of the initial study looking at the requirements for a benchmark test
of English language for teachers (Coniam & Falvey, 1996), recommendations were
made that there should be a five-point scale of proficiency, to be known as the
Benchmark Levels or later the LPATE Levels, and that the middle point on the
scale, i.e. Level 3, should be the actual benchmark or minimum standard required
for a teacher to be able to teach English in primary and secondary schools. There
was some discussion as to whether there should be a higher standard required for
secondary teachers given, on average, the higher demands on the proficiency level
at which teachers would need to teach at secondary level. In the end, it was decided
that adopting a different standard would prevent teachers teaching in primary schools
who had attained the required level for primary teaching (but not secondary) from
moving into the secondary sector, unless they retook the LPATE or otherwise attained
the required level for secondary. Formore discussion on the setting of the Benchmark
Levels, see Section I (this volume).
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April 1996 ACTEQ decides that the language benchmarking project should initially deal with the language 
proficiency of lower-secondary school teachers of English Language. Consultants embark upon 
study to determine requirements of benchmark test of teachers’ language proficiency.

July 1996 Publication of consultants’ report (Coniam and Falvey, 1996) recommending that the benchmark 
test should comprise the following components:
(1) Formal tests of Reading, Writing, Listening, Speaking
(2) Direct assessment of classroom language

September 1996 Consultants’ report accepted by ACTEQ. English Language Benchmark Subject Committee set up 
under the auspices of the Hong Kong Examinations Authority (HKEA) (renamed Hong Kong 
Examinations and Assessment Authority (HKEAA) in July 2002) to finalise specifications, task 
types and associated descriptors for pilot exercise, known as Pilot Benchmark Assessment 
(English) (PBAE).

January 1998 Moderation Committees set up by HKEA to develop tests of Reading, Writing, Listening and 
Speaking for PBAE.

November 1998 
– January 1999 

Hong Kong Education Department carries out Classroom Language Assessment component of 
PBAE. 

February 1999 Pen-and-paper tests of PBAE carried out by HKEA.
September 1999 Submission of PBAE report and recommendations to ACTEQ setting out criteria for testing 

instruments, scales and associated descriptors for testing instruments and establishing benchmark 
levels.

February 2000 –
March 2000

After further pilot tests of primary and upper secondary English teachers, consultants recommend 
that one set of scales and tests be used for all primary and secondary teachers of English 
Language. The recommendation subsequently endorsed by ACTEQ and accepted by Government.

June 2000 Government announces that teachers who have received appropriate training in the teaching of 
English will be exempted from taking the LPATE.

November 2000 Publication of Syllabus Specifications for the Language Proficiency Assessment for Teachers 
(English Language) (Government of Hong Kong Special Administrative Region, 2000).

March 2001 First administration of the LPAT
June 2001 Release of results of LPAT 2001
September 2001 This author took over as Subject Officer of LPATE
March 2002 Second administration of LPAT

Fig. 12.1 LPATE Timeline

The First Administration of the LPATE

The first administration of the LPATE was carried out in March 2001; the results are
shown in Table 12.1.

The first noticeable aspect of the results shown in Table 12.1 is the relatively
low number of candidates, considering that approximately 13,000 English language
teachers in Hong Kong schools would need to attain the Language Proficiency
Requirement (LPR) before the end of 2005–2006 school year, either through the
LPATE, through Government-approved training courses or by exemption due to

Table 12.1 Results of LPATE 2001

Paper Number of candidates Number achieving
level 3 or above

Percentage achieving
level 3 or above (%)

Reading 398 341 86

Writing 387 129 33

Listening 376 257 68

Speaking 351 178 51

Classroom Language 93 83 89
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Table 12.2 LPATE
candidature (2002–2005)

Administration Candidature

2002 (March) 708

2003 (March) 1968

2003 (September) 2739

2004 (March) 2177

2004 (September) 1494

2005 (March) 1115

2005 (September) 1445

2006 (March) 953

already being subject-trained. Thus, the LPATE had not proved to be very popular
with English language teachers. There were several possible reasons for this, one of
which was that teachers were adopting a ‘wait and see’ approach to the initiative in
the hope that the HKSAR Government would backtrack and abandon the initiative.
There were other reasons, of course, and these will be discussed later in this chapter.
As it turned out, though, the candidature increased dramatically over the next four
years, as shown in Table 12.2.

In 2003, the Hong Kong Education Department instructed the HKEAA to pro-
vide two administrations of the LPATE per academic year from 2003–2004 through
2005–2006—the deadline for teachers to attain the LPR (Fig. 12.1).

Test Development

Test development at the HKEAA (or HKEA as it then was) follows a standard
approach in which each paper or test (for the LPATE there were, and still are,
four) is developed separately by a team consisting of a Chief Examiner, a Setter and
two Moderators. The Subject Officer as was (now called Assessment Manager—a
HKEAA employee) serves as secretary to this team, or moderation committee as it
is known. In September 2001, the moderation committees for the LPATE (for the
Reading,Listening,Writing andSpeakingTests)weremostly already in place, having
worked on the 2001 tests. Themembers of themoderation committees for the LPATE
were drawn from Hong Kong tertiary institutions, particularly those which provided
English language teacher education programmes and were subject to approval from
the LPATE Subject Committee [Note 3]. The process of test or paper development
is quite standard and can be represented by the flow chart in Fig. 12.2 (see also Choi
& Lee, 2009).

The above process, assuming a test administration in March, would normally
begin in May or June of the previous year. This author took over the role of Subject
Officer in September 2001, meaning there was not sufficient time to go through the
whole process of test development to have a full set of tests ready by March 2002.
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Fig. 12.2 HKEAA process of test paper development

Therefore, it was fortunate that in the process of development of the March 2001
tests, a reserve set had been prepared. This set then became the March 2002 set and
the moderation committees worked on ‘polishing’ the tests to ensure that they would
be ready to be administered in March 2002. After the administration of the LPATE
inMarch 2002, including the post-administration tasks of marking, standard-setting,
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Table 12.3 Pre- and post-testing of LPATE (2002–2005)

Date Pre- or post-test For LPATE administration

November 2001 Pretest March 2002

November 2002 Pretest March 2003

November 2003 Post-test Sept 2003

December 2003 Pretest March 2004

April 2004 Post-test March 2004

June 2004 Pretest Sept 2004

December 2004 Pretest March 2005

June 2005 Pretest Sept 2005

result reporting and appeals marking, the preparation process for the March 2003
administration began. Having gone through the full process of test development,
administration, marking, and reporting in 2002–2003, it was announced by the Edu-
cation Department that from the start of the 2003–2004 academic year, there would
be two administrations of the LPATE per year, in September and March, until the
deadline by which all serving teachers should have met the Language Proficiency
Requirement, i.e. the start of the 2006–2007 academic year. The reasoning behind
this movewas that teachers needed to be providedwithmore opportunities to take the
Assessment given the anticipated rush to attain the LPR by the deadline. This essen-
tially doubled the workload of the LPATE team and made producing high-quality
tests that much more difficult. The moderation process relies on the participation
of part-timers, mainly teacher educators and university teachers, so most of the test
development work was done in the early summer, when teaching had finished and
before moderation team members went away on summer holidays. Then, prototype
tests were made ready for pre-testing in November or December.With the increase to
two administrations per year, the schedule had to be revised and operations squeezed.
The schedule of pre-testing during this period, shown in Table 12.3, is indicative of
this.

Pre-testing of the LPATE was done for two main purposes:

• For trialling of tests and test items to ensure that the prototype tests of Reading,
Writing and Listening were of the required level of difficulty and that test items
and tasks met specifications of standards in terms of reliability.

• For standard-setting: the prototype tests of Reading and Listening were admin-
istered to a cohort of test takers who also did ‘anchor tests’ of these skills for
which the standards had previously been set. A process of test equating was then
carried out using Many-Facet Rasch Analysis (MFRA) to provide information on
potential cut scores for the Expert Judgement Panel, which would meet to set the
test standards after the live tests had been administered [Note 4].

There were two occasions on which post-testing rather than pre-testing was done
(see Table 12.3):
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November 2003—it was not possible to carry out pre-testing in June 2003 (for
the Sept 2003 tests) due to the outbreak in Hong Kong and elsewhere in East Asia
of Severe Acute Respiratory Syndrome (SARS), so instead, the papers underwent a
more extensive process of trialling in Hong Kong and for standard-setting, post-tests
were carried out on the Reading and Listening Tests in November 2003.

April 2004—pre-testing in December 2003 (for the March 2004 papers) involved
significantly fewer test-takers than the numbers expected, so while there proved to
be adequate numbers to provide trials of the test papers, to gather sufficient data for
standard-setting, post-tests were carried out on the Reading and Listening Tests in
April 2004.

LPATE Test Design

The design structure of the LPATE as used from 2001 until 2006 is shown in
Tables 12.4, 12.5, 12.6, 12.7 and 12.8.

TheReadingTest, as shown inTable 12.4, consisted of twoparts, amultiple-choice
cloze and a reading comprehension section. The setting,marking and standard-setting
of this paper were relatively straightforward and typically around two-thirds of test
takers achieved a Level 3 or above on the Test.

Candidates found the Writing Test to be the most challenging, with typically
between 30 and 40% of candidates achieving an overall Level 3 or above. The main
difficulty for most candidates was in Part 2, in which they had to correct a selection

Table 12.4 Design of LPATE reading test

Test specification Assessed skills/abilities/scales Proficiency requirement
determination method

Part 1: Multiple-choice cloze
(30 min)
One text of up to 750 words or
two tests of no more than 800
words. Approx. 25 items

Cognitive abilities:
• local processing
• global processing
• inferencing
• interpreting language in a
larger context

Test papers were marked
analytically and candidates
awarded a score. Cut scores for
the five proficiency levels were
determined by a combination of
Rasch equating [Note 5] and
expert judgement [Note 6]. Each
candidate was then assigned a
proficiency level of 1–5
according to these cut scores.

Part 2: reading comprehension
(60 min)
One text of 1500–2000 words or
two texts of 750–1000 words
each on topics relevant to
English language teaching and
education. Approx. 35 items in
20–30 questions of various types
including open-ended short
questions, table or diagram
completion tasks and
multiple-choice items

Linguistic skills and
knowledge:
• conceptual meaning
• prepositional meaning
• textual or rhetorical meaning
• pragmatic meaning
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Table 12.5 Design of LPATE writing test

Test specification Assessed skills/abilities/scales Proficiency requirement
determination method

Part 1: task 1 expository
writing (approx. 60 min)
A text, relevant to teaching, of
up to 200 words was used as
stimulus for a writing task of
approximately 300 words

Part 1
• Organisation and coherence
• Grammatical accuracy
• Task completion

Test papers were marked
independently by two markers
who assigned proficiency
levels (1–5) according to
descriptors on the five scales
indicated. Candidates were
assigned the means of these
levels

Part 2: tasks 2A and 2B
correcting and explaining
errors/problems in a student’s
composition (approx. 60 min)
Candidates were asked to
correct 10–15 specified
errors/problems in a student’s
composition. They were then
asked to explain a selection of
these errors/problems

Part 2
• Detection of errors at the
morphosyntactic and
discourse levels

• Explanation of errors at the
morphosyntactic and
Discourse Levels

Table 12.6 Design of LPATE listening test

Test specification Assessed skills/abilities/scales Proficiency requirement
determination method

Listening and responding to
one or more segments of
spoken discourse of
approximately 30 min on a
topic relevant to English
teachers. Total time approx. 60
min with 5 min preparation
and 10 min writing-up time
Question types included
open-ended short questions,
table or diagram completion
tasks, multiple-choice items,
post-listening written
responses at or above sentence
level

As for the reading test As for the reading test

of the errors in a student’s composition and then explain some of those errors. In
fact, a breakdown of the results shows that candidates performed relatively well on
the correction task (approximate pass rates of 70%), but relatively poorly on the
explanation task (approximate pass rates of 35%). Although it is difficult to draw
conclusions as to the reasons for this discrepancy given the unknown composition of
the candidature, it was widely reported that language teachers in Hong Kong adopted
a product approach to the teaching of writing and tended to over-correct students’
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written work and offer little in the way of explanations of errors (Pennington &
Cheung, 1995; Tsui, 1996). As the Chief Examiner of the Writing Test in 2001
commented:

Candidates found this task hard, particularly 2B (explaining errors). Markers commented
that the answers displayed a worrying lack of understanding of how English works. There
was a tendency in 2B simply to describe the correction made in 2A without any attempt at
generalisation or explanation. This suggests that many teachers have a restricted competence
and lack awareness of the full range of English structures.

As this part of the Writing Test involved not just a certain level of language pro-
ficiency but also language and pedagogical content knowledge, candidates who had
not received training in language found it difficult. However, the education author-
ities in Hong Kong believed that this innovative test was an assessment of a valid

Table 12.7 Design of LPATE speaking test

Test specification Assessed skills/abilities/scales Proficiency requirement
determination method

Part 1: individual (10 min
preparation+5 min
assessment)
Task 1A reading aloud a prose
passage
Task 1B reading aloud a poem
Task 1C telling a
story/recounting an
experience/presenting
arguments

Part 1
• Pronunciation, stress and
intonation

• Reading aloud with meaning
• Grammatical accuracy
• Organisation and cohesion

Candidates are assessed
independently by two
assessors who assign
proficiency levels (1–5)
according to descriptors on the
six scales indicated.
Candidates are assigned the
means of these levels

Part 2: group interaction (10
min preparation+10 min
assessment)
Candidates discuss language
problems in a student’s
composition

Part 2
• Interacting with peers
• Explaining language matters
to peers

Table 12.8 Design of LPATE Classroom Language Assessment

Test Specification Assessed skills/abilities/scales Proficiency requirement
determination method

Candidates were assessed on
their language use during a live
lesson in their school. Each
candidate was visited twice by
a different assessor each time.
Each lesson consisted of one
period (approx. 30–40 min)
preceded by a briefing of 5–15
min, which was not assessed

• Grammatical accuracy
• Pronunciation, stress and
intonation

• The language of interaction
• The language of instruction

Candidates were assessed as
for the speaking test on the
four scales indicated
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requirement of English language teachers and helped to distinguish the LPATE from
other, more generic English proficiency tests or assessments.

The Listening Test, in common with the Reading Test, proved to be reasonably
straightforward to set, mark and standard set, though not necessarily to administer,
given the complexities inherent in delivering all large-scale listening tests. The Test
itself normally consisted of one long listening text, based on an authentic interview,
which had been modified to fit the items constructed and re-recorded using voice
artists. The difficulty came with delivery, though this was not specific to the LPATE.
Since 1995, the HKEAA has utilised the services of Radio Television Hong Kong
(RTHK) to broadcast the listening tests of the major public examinations, something
that RTHK was rather reluctant to do by all accounts. This method relied on can-
didates bringing their own radio, and reception of the signal was often a problem,
resulting in a large number of candidates requesting they be moved to the special
room where the test recording was played through a standard CD player. For the
LPATE (and the LPAT-Putonghua), given the smaller candidature, the recording was
(and still is) played through a public address or loop system in examination centres.

During the original consultation process in which the different tests of the LPATE
were developed and piloted, it was decided that there should be tests of Reading,
Writing, Listening and Speaking as well as Classroom Language, to reflect the target
language use (Bachman & Palmer, 1996) domains of English teachers in English
teaching contexts. The decision to assess separately Speaking and Classroom Lan-
guage was made for the following reasons:

Although Speaking is also assessed as one of the components of classroom language perfor-
mance… it was decided to include an independent speaking test because teacher language
performance has been observed to be different in the classroom compared to the language
used among peers…. It is clearly not sufficient to judge the grammar, accuracy, pronunci-
ation, stress and intonation of teachers merely on the language used in a lower secondary
English language classroom. They must also be able to demonstrate a much higher level of
language proficiency in other situations. It is important that the English language teacher is
given an opportunity to demonstrate competence in a wide range of vocabulary and gram-
matical structures in professional settings. (Coniam & Falvey, 1998, p. 3)

In terms of test construct, the Speaking Test tasks were designed to replicate as
far as possible the kinds of tasks that teachers needed to perform in their daily work.
In Part 1 of the Test, candidates read aloud a prose passage and a poem and were
assessed on their Pronunciation, Stress and Intonation and on their ability on the
Reading Aloud with Meaning scale. A consistent issue throughout the development
and administration of the Speaking Test was the legitimacy of including a poem as a
text type, and indeed the need to include these tasks as candidates were also assessed
on pronunciation, stress and intonation during another component of the LPATE, the
ClassroomLanguageAssessment. The decision to include these tasks in the Speaking
Test was taken as it was considered that teachers of English must be able to serve as a
model of English use for their students at the level of an educated Hong Kong user of
English, and a legitimate means of achieving this is by reading aloud to the students.
As candidates of the Assessment were free to choose the tasks that they performed
during the Classroom Language Assessment and might well have avoided having
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to read aloud to their class, it was felt necessary to include the reading aloud tasks
in the Speaking Test. The choice of a poem as a text in addition to a prose passage
was controversial but was found to be a good discriminator between candidates
of differing abilities and provided assessors with the opportunity to measure each
candidate’s ability to deal with different types of text. Assessors were made aware
of the fact that reading poetry aloud is a difficult skill, even for native speakers, and
this was borne in mind during the assessor standardisation process and during the
assessing itself. It was the hope of the test administrators that there would be some
washback into English language classrooms with teachers taking the opportunity to
read aloud more often to their classes. This issue is revisited in the next chapter.

The third task in Part 1 of the SpeakingTest required candidates to speak on a given
topic for a period of about two minutes, during which they were assessed on their
Grammatical Accuracy and Organisation and Cohesion. It was the one task which
required candidates to demonstrate the ability to construct discourse and present it
accurately and cohesively to a potential audience, as they might need to do when
presenting in English to colleagues. Themain issue to emerge regarding this task was
the choice of topic andwhether sensitive topics should be avoided.The test developers
felt that adult candidates and assessors should be able to deal with sensitive topics.
However, feedback from assessors after the live administrations of the test indicated
that they felt that it was unfair for some candidates to have to deal with such topics
as death, illness, sex or other social issues while others might not have to do so.
Given the high-stakes of the LPATE, when candidates were likely to be under great
stress while taking the Test, it was considered that any extra source of stress should
be avoided. To some extent, the test setters took the cultural characteristics of Hong
Kong Chinese candidates into account when choosing topics and some topics that
expatriate (i.e. Western) candidates may have had no problem discussing might have
been considered taboo in Chinese culture. For this reason, the topics chosen were
generally restricted to educational and language issues.

Part 2 of the Speaking Test brought candidates together in groups of three or four
to discuss the errors in a student’s composition and tested their ability to interact with
colleagues in English in the kind of professional setting that might occur outside of
the classroom. This part of the Speaking Test proved to be the least difficult for
candidates in terms of the proportion of them achieving the required Level 3 on
the five-point scale of proficiency on the two scales of Interacting with Peers and
Explaining Language Matters to Peers. However, this did emerge as the part of the
Test that concerned assessors the most as they had to assess each of the candidates
in the group on the two scales as individuals, while at the same time considering the
dynamics of the group. For example, the discussion may have been dominated by
one candidate who was more confident than the others or was so eager to project
themselves that they did not allow the others a chance to speak. In such cases, the
assessor had to decide whether to intervene in the discussion to allow the other
candidates a chance. While on the one hand it could be argued that part of the skill of
interaction is to try to participate, on the other if a candidate is stopped from doing
so, then it is not a fair assessment. While the task tried to simulate a real staff room
discussion, it was an assessment and assessors had to assess a performance.
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It was in Part 2 of the Speaking Test that candidates were tested on their ability
to discuss the errors in a students’ composition using appropriate metalanguage,
and it was argued that this meant that within the Speaking Test candidates had to
display not just speaking proficiency but also knowledge of the language of teaching.
While competent English speakers could score highly on the first five scales on the
test, without knowledge of the metalanguage and the ability to identify and discuss
grammatical errors, they could not score well on Explaining Language Matters to
Peers. It was this that perhaps made the LPATE Speaking Test unique as a test of
language-specific oral proficiency. The Speaking Test was thorough in its demands
on candidates and on assessors and normally took place over a five-day period. Each
day consisted of two sessions, with two groups of four students being tested in each
session, spread over three test centres. It required as great an effort of organisation to
administer as it did to develop the tasks and train the assessors. Normally, between
40 and 50% of candidates attained Level 3 or above on the Speaking Test.

TheClassroomLanguageAssessmentwas officially Paper 5 of theLPATE, though
it differed from the other four papers in that it was conducted independently by the
Education Department (later the Education Bureau) and could not be described as
a ‘paper’ or a ‘test’ at all, rather it was (and still is) an assessment of teachers’ use
of English within their own classroom. For this reason, unlike the other components
of the LPATE, the CLA could only be taken by serving teachers. The CLA attracted
little attention maybe because the attainment rate for Level 3 or above was normally
at around the 90% mark.

Sociopolitical Aspects of the LPAT

The LPATE proved to be a controversial initiative in its early days, evidenced by
the extensive coverage given to it by the media. For an in-depth discussion of how
the Hong Kong media have reported the LPATE, the reader is referred to Drave
(Chap. 16, this volume). Opposition to the Assessment by some teachers, who saw
it as an affront to their professionalism, emerged initially because of uncertainty
over the ways in which it was going to be carried out, which teachers would need
to sit for it and what the consequences would be if they did not (Coniam & Falvey,
1999). The Government’s use of the threat of expulsion from the profession should
teachers not be able to achieve the prerequisite standard angered teachers and led
to calls for the LPATE to be boycotted, culminating in demonstrations against the
Assessment, organised by the Hong Kong Professional Teachers’ Union, in May and
June 2000 (South China Morning Post, 28 May 2000; 11 March 2000). The current
author, as SubjectOfficer, twice appeared on theRadio TelevisionHongKong current
affairs talk show Back Chat to respond to criticisms, mainly from the Professional
Teachers’ Union, that the Assessment was unfair and unreliable, and from members
of the public that English teachers in Hong Kong lacked the necessary proficiency
to teach. The related issue of public perceptions of the value of the LPATE as an
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instrument of change in English language education in Hong Kong is explored by
Drave in Chap. 17.

Yet despite reports in the press of unease among teachers, research showed that the
majority of teachers supported it in principle. Of a total of 9179 teachers surveyed
in 1996, 83% agreed or strongly agreed that there should be agreed on minimum
standards of language ability for English language teaching purposes (Coniam &
Falvey, 1996, 1999). In addition, support for the initiative was expressed by parents
and members of the business community (Ho, 2000; South China Morning Post, 11
March 2000). Amid conflicting opinions, theGovernment tried to give the impression
of being open to the needs of the public, but the public’s needs and aspirations varied
widely. Students, teachers, parents, principals, school governors, teacher trainers
and others in the field all had different perspectives on the ways that education
should be organised (Evans, Jones, Rusmin, & Cheung, 1998) and how and when
new educational initiatives or reforms should be introduced. Governments often try
to compromise and choose ‘the path of least resistance’ when deciding education
policy, seeking, as Morris (1995) says, to preserve their status and, in some cases,
social order. In a further relaxation of the Government’s stance on the issue, the
announcement was made in 2001 that proposals to eventually require all teachers
who teach their subjects through the medium of English (and not only teachers of
English or Putonghua) to reach a benchmark level of proficiency in the language
would be abandoned (South China Morning Post, 4 June 2001).

Collective action by teachers played a large part in determini ng the development
of the LPATE initiative. As Fullan (1991) argues, without the complete involvement
of teachers, educational innovation is bound to fail. By showing teachers that it was
prepared to listen to their concerns, the Government attempted to involve teachers
more in the decision-making process. At the same time, the Government stood firm
in its resolve to continue with the Assessment, with the aim of raising standards
of language teaching, an aim which clearly had the support of most of the people
of Hong Kong. Teachers did eventually become more accepting of the Assessment,
as the increase in candidature and the reduction in press coverage of the results
showed. As with any reform or innovation, a period of resistance is expected during
the diffusion process before enough potential adopters of it, in this case the teachers,
become persuaded to adopt it due to the factors within the innovation that facilitate
change (Henrichsen, 1989; Rogers, 1995). Such factors relevant to the LPAT included

Relative advantage—improving standards.
Flexibility—Teachers could opt to do the Assessment or one of the training

courses or a combination of the two, for which they received Government fund-
ing (see Mak & Xiao, this volume).

Trialability—Teacherswere given a set time period to reach the required standard
and so could take the Assessment as many times as they wished until they reached
the required standard (although they only received funding for their first attempt).

Status—Teachers achieving the required proficiency level, whowould previously
have had no English teaching qualification, could gain de facto qualified English
teacher status. In addition, teachers reaching overall Level 4 could be considered
for promotion to head of department, and this feature (not officially sanctioned by
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the Education Bureau) has resulted in the continued popularity of the LPATE and
a perception that the teaching profession has been professionalised (see Coniam,
Falvey & Xiao, Section IV, this volume).

In addition to the action of teachers leading to changes in the implementation
details of the LPAT initiative, feedback from candidates led to modifications in the
tests themselves. Examples of suchmodificationswere in the ListeningTest, inwhich
more pauses were included and less writing in answers to allow candidates more time
to process the input; and in the Speaking Test, in which the order of reading of poem
and prose passage was reversed so that candidates read the passage first as it was
considered less challenging as a first task in the test. However, these changes were
little more than cosmetic and it became clear as the LPR deadline approached, that
a more substantive revision would be needed.

Conclusions

The Language Proficiency Assessment for Teachers endured a number of teething
problems during its development, from initial recommendation, through consulta-
tion, piloting and implementation to consolidation. It proved difficult at times to
separate the technicalities of assessment from the sociopolitical baggage that the
LPAT initiative carried. The Hong Kong Examinations and Assessment Authority
and the Education Bureau were at the forefront of pushing through this innovative
reform initiative. What has been shown is that given time and the cooperation and
contribution of the major stakeholders, i.e. the teachers, the Assessment became a
successful benchmark of language teachers’ proficiency in the Hong Kong context.

As has been discussed in this chapter, there was initially strong opposition to
the LPAT initiative, in particular to the LPATE. Experienced teachers of English felt
threatened by having to prove themselves when inmany cases they had been teaching
English for many years. They felt that their professionalism and ability were being
challenged and through representative organisations like the Professional Teachers’
Union (PTU) demonstrated their objections to the initiative publicly, bringing the
issue of English language standards to the forefront of public consciousness partic-
ularly during the period of 2000–2002. That this raised attention put pressure on
the test developers is undoubted. It goes without saying that the HKEAA adopted
(and still does) very careful, thorough and innovative test development procedures
for every public examination, though it is also fair to say that the enhanced public
attention paid to English language examinations in general and the LPATE, in partic-
ular, meant that the tests themselves were scrutinised for perceived faults in design
or errors in production. In addition, the design of the LPATE itself caused some dis-
concertion as the ‘minimum competence’ model meant that candidates had to attain
Level 3 on each component test, including the parts of the Writing and Speaking
Tests that assessed subject knowledge.

The public attention paid to the LPATE faded as the Assessment and the LPR
policy became more accepted and embedded within the local education system,
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consistent with established conceptions of educational change. As the deadline for
serving teachers to attain the LPR approached, questions began to be asked about the
future of the LPATE, essentially, would it still be needed? The EDB felt that there
was a need to retain the Assessment for new teachers of English as an option for
schools who may need to reposition teachers who might have been trained to teach
other subjects, and for those entering the profession directly from teacher education.
The acceptance of the LPATE by schools meant that in many cases schools began to
require an LPATE Level 3 (or even 4) even when novice teachers had already been
subject trained. In addition, schools began the practice of requiring an LPATE Level
4 for promotion purposes, so that heads of department would need to show a higher
proficiency level. While this ensured the continuation of the LPATE, it had become
clear that EDB would need to revisit the design of the LPATE test components and
carry out some research into it and enact necessary revisions so as to appease critics
of the Assessment. This revision process will be described in the following chapter.

Notes

1. The term “benchmark” was used initially to refer to the language proficiency
level or standard that the Government of Hong Kong wished language teachers
to attain. This term became widely used to refer to the proficiency level(s) and
the test or assessment itself and is still in use today, although the official name
of the Assessment is the LPATE (English Language) or LPATE. (For a detailed
discussion of benchmarks in language proficiency see Falvey and Coniam (1997)
and Coniam and Falvey (1999). In this paper, “benchmark” will be used in the
context of describing the development of the LPATE as it was the term in use at
that time.

2. In terms of education inHongKong, the termChinese refers to spoken Cantonese
and Standard Written Chinese. Putonghua (or Mandarin) is taught as a separate
subject in Hong Kong secondary schools.

3. Each public examination has a Subject Committee which oversees its operations,
the membership of which is representative of the stakeholders involved. In the
case of the LPATE, this meant school teachers, teacher educators, university
professors, school principals and education officials.

4. It was acknowledged that this process had its limitations given that the tests
equated with the anchor tests were the prototype versions rather than the final
versions, but as the standard-setting took these results as advisory, it was consid-
ered acceptable. For more on the LPATE standard-setting procedures, Urmston
(Chap. 13) and Drave (Chap. 14) of this volume.

5. Rasch measurement was used to equate the scores on the test with the scores on
the anchor test of a sample group of test-takers. The Rasch analysis provided a
commonmetric againstwhich the performance of all test-takers could bemapped.
From this, cut scores for the test were determined, as they aligned with those of
the anchor test. Formore on the LPATE standard-setting procedures, seeUrmston
(Chap. 14) and Drave (Chap. 15) of this volume.
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6. A modified Angoff Method (Angoff 1971) was used whereby a panel of experts
reviewed the test content to arrive at agreement on item difficulty and thereby
determine the score that a minimally competent teacher should achieve on the
test, i.e. the passing or benchmark score. This score was then assigned as the cut
score for Level 3 on the 5-point scale of proficiency. The process was repeated to
obtain cut scores for the other levels of the Assessment. This is explained more
fully in Chaps. 14 and 15.
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Chapter 13
The Revision of the LPATE

Alan Urmston

Abstract This chapter documents the revision of the Language Proficiency Assess-
ment for Teachers (English Language) (LPATE). The chapter provides details of the
first two stages of the revision project: the review of the LPATE papers and Syllabus
Specifications (Government of the Hong Kong SAR, 2000); and the pilot tests and
subsequent analysis of results carried out on the revisions proposed in the review. The
body of the chapter consists of the details of the review and information concerning
the procedures and methodologies used during the pilot tests as well as the results
from the tests and the consequent analysis of the results required in order to both
validate the new versions of the tests and to ensure consistency with the previous
versions. The chapter closes with recommendations as to the implementation of the
new versions of the tests based on the findings from the review and the pilot testing.

Introduction

In January 2005, the Education Bureau issued a Consultancy Brief entitled Revi-
sion of the Language Proficiency Assessment for Teachers (LPAT) (English Lan-
guage/Putonghua). This document stated that:

The LPAT, being a high-stakes assessment, has attracted concern from the public
regarding candidates’ performance in various LPAT papers since its first adminis-
tration in 2001. In the course of post-mortem reviews of previous administrations of
LPAT, the Subject Committees have made a number of recommendations for revising
and improving the assessments for the consideration of the LPAT Main Committee.
At its meeting on 9 December 2004, the Main Committee endorsed the proposal of
revising the LPAT and agreed that:
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• Suitably qualified and experienced professional consultants should be engaged
to undertake the revisions.

• As the LPAT has gained public recognition over time, it is important that any
revisions made should preserve the form and face validity of the assessments.

• The revised LPAT is to be used after the 2005/2006 school year, by which time
all serving teachers should have attained the LPR and the revised assessments
would affect new teachers only. Education Bureau (2005, p. 3)

The LPAT Main Committee [Note 1] therefore approved revisions to the LPAT
(English Language) (LPATE) beyond the 2005–06 school year, and the HKSAR
Government invited interested parties to submit proposals to select a suitable team to
carry out the revisions. As a result of this process, a research team led by the current
author was selected to carry out the revisions. In accordance with the agreement
between the Government (represented by the LPAT Team) and the revision team, the
first task of the revisions was to carry out a review of the existing LPATE and its
Syllabus Specifications. Following the review, new test versions (for the Reading,
Writing, Listening and Speaking Tests) as well as for the scales and descriptors (for
CLA, and theWriting and Speaking Tests) were developed and piloted in early 2007.

This chapter first presents a description of the review of the LPATE and Syllabus
Specifications leading to the recommendations of revisions to be carried out. The
chapter then describes the development of pilot versions of the revised test papers,
the processes involved in the pilot testing and the analysis of the results from the
pilot testing. The chapter describes the recommendations made for revised testing
and administrative procedures to enable the successful implementation of the revised
test versions and outlines the work done in the final stage of the project, in which
revised test specifications (for EDB/HKEAA use), together with Candidate Guide-
lines, would be produced.

Review of the LPATE and Syllabus Specifications

The two major parts of the review of the LPATE (the ‘Assessment’) and Syllabus
Specifications were a survey of major stakeholders and an analysis of the tests/tasks
administered during the period between 2001 and 2007, which consisted of a total
of nine separate administrations [Note 2]. As a first stage in the review, the major
stakeholder groups in the Assessment were identified as follows:

• Teacher candidates;
• School principals;
• Teacher educators;
• Test developers;
• Markers/assessors;
• Classroom Language Assessment (CLA) assessors
• LPATE Subject Officers (past and present).
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Table 13.1 Focus group
discussion participants

Participant type Number

Teacher candidates 2

School principals 4

Teacher educators 5

Test developers 4

Test markers/Assessors 1 3

Test markers/Assessors 2 4

LPATE past and present Subject Officers 3

Total 25

To gather the views of these stakeholders on the LPATE and the potential ways
in which it might be revised, it was decided to hold focus group discussions that
would examine both the issues surrounding the LPATE that were specific to each
group, and those that were of a more general nature. It was anticipated that the views
of these stakeholders would serve as the basis for the consideration of revisions
to the Assessment. A total of 25 participants attended seven different focus group
discussions, as can be seen from Table 13.1.

All of the focus group discussions were audio recorded (with the participants’
consent) so that a summary of the main points made in the discussion might be
prepared.

Further, to gather the views of a larger sample of stakeholders, a questionnaire
survey (see Appendix A “LPATE Performance Descriptors: Writing (Part 1: Com-
position)”), encompassing teachers and principals from approximately 100 primary
and secondary schools, was carried out from December 2006 to February 2007. The
results of this questionnaire study were used to further inform the review. The ques-
tionnaire was sent bymail to 100 schools in HongKong. The schools were selected to
be a representative sample of all primary and secondary schools in terms of location,
banding and medium of instruction (Chinese or English). A total of 77 completed
questionnaires were returned—77% being a very high return rate for a postal survey
without incentive (see, e.g. Blumberg, Fuller & Hare, 1974; Denscombe, 1998). In
their returns, the majority of respondents (84%) were in agreement that the Syllabus
Specifications should be revised.

In the second stage of the review, the team examined available data on the
tests/tasks from the LPATE previously administered. These data included the pre-
vious tests/tasks themselves, including marking schemes and examiners’ reports;
candidate scores; item analysis of test/task results; and other information as pro-
vided by personnel from the Hong Kong Examinations and Assessment Authority
(HKEAA) responsible for various aspects of the LPATE. One administration of the
LPATE (March 2004) was selected to conduct a detailed analysis of candidate scores
on the four different components of the Assessment. This administration was chosen
for two reasons: there were more data available on this administration than on any
of the others, and this administration had the highest candidature (3725). The data
used and the analytical procedures carried out on them are described in Table 13.2.

The analysis of test/task data was carried out selectively with the purpose of
clarifying/supporting the points raised during the focus group discussions. A sample
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Table 13.2 Data analysis Procedures (from results of LPATE 2004 (March))

Data used Procedures carried out Purpose

Reading

Raw scores of
candidates on
Parts 1 and 2

Correlation between Part 1 and Part 2 Determine relationship—Are they
measuring similar traits?

Correlations with other components Determine relationships amongst test
components

Question paper Item content analysis Describe construct being measured

Listening

Raw scores of
candidates

Correlations with other components Determine relationships amongst test
components

Question paper Item content analysis Describe construct being measured

Writing

Raw scores of
test takers on
Parts 1 and 2

Correlations between the five scales
of performance

Determine relationships amongst
scales

Correlations between Part 1 and Part
2

Determine relationships between
writing parts

Correlations between scales of
performance on writing and other
components

Determine relationships amongst
scales and test components

Many-Facet Rasch Analysis Investigate how the tasks, scales of
performance and markers vary from
expected norms

Question paper Item content analysis Describe construct being measured

Speaking

Raw scores of
candidates

Correlations between scales of
performance

Determine relationships amongst test
components

Many-Facet Rasch Analysis Investigated how the tasks, scales of
performance and markers vary from
expected norms

of raw score data from approximately 400 candidates was used for this analysis.
Where appropriate, findings from the analysis were incorporated into the discussion
of the revisions made to each component of the Assessment to clarify or support
points raised. When considering the points rose in the group discussions and the
questionnaire study, the team looked at the evidence from the analysis of test/task
data together with other sources of information, such as their own experience of
the LPATE and their own professional judgements as experienced practitioners in
English Language assessment. Resulting recommendations were put forward for
considerationby theLPATTeamfor the revisionof theLPATE.The recommendations
that were endorsed by the LPAT Team are labelled as Revisions and are presented
as such, for example:

Revision: TheMultiple-Choice Cloze component was to be removed from the
Reading Test
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Chapter Structure

The subsequent part of this chapter now examines and discusses each of the compo-
nent papers of the LPATE in turn. In the analysis, the revisions endorsed by the LPAT
Team are first presented together with supporting discussion. Details are then pro-
vided of the development of new versions of the component papers and the piloting
of them.

The Pilot Tests

As a result of the review of the LPATE, recommendations were made as to how the
tests and assessments should be revised and there ensued a period of test development
and moderation in early 2007 in which new test specifications were drafted and the
new test versions were piloted. In parallel with the development of the test versions
was the revision of the scales and descriptors for the criterion referenced tests of
Writing (Part 1), Speaking and CLA. During the development of the new versions,
the recommendations from the reviewwere supplemented by the extensive individual
experience of the team members as Chief Examiners, Setters and Moderators of the
LPATE, and in the case of the Project Manager, as Subject Officer at the HKEAA
from 2001 to 2005.

Procedures

The Pilot Tests of the revised LPATE test components were conducted at the Hong
Kong Polytechnic University (HK PolyU) and at the University of Hong Kong
(HKU). In the Pilot Tests, test takers were required to take both the new versions and
current or ‘old’ versions of the test components to establish comparability between
the new and the existing versions [Note 2].Details of the tests are shown inTable 13.3.

In the design of the Pilot Tests, the test takers for the tests of Reading,Writing and
Listening conducted at HK PolyU were divided into three groups. Each group did
two new components and two of the 2003 (March) components. It was not feasible
for all test takers to do both versions of each of the three components in one day.
In the tests conducted at HKU, the test takers took those components that it was
felt needed extra numbers—the new version of the Reading, Writing and Listening
Tests—plus the 2003 (March) version of the Listening Test. It was considered that
the numbers were sufficient to carry out test data analysis with a reasonable degree
of reliability. Details of the various analysis procedures carried out are given in the
sections devoted to the individual components.
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Table 13.3 Pilot tests Test component No. of
test takers

Reading (Pilot) 72

Reading 2003 (live exam, March) 103

Writing (Part 1) (Pilot) 116

Writing (Part 1) 2003 (live exam, March) 52

Writing (Part 2) (Pilot) 116

Writing (Part 2) 2003 (live exam, March) 52

Listening (Pilot) 89

Listening 2003 (live exam, March) 66

Speaking (Pilot) 94

Reading (Pilot) 29

Writing (Part 1) (Pilot) 41

Writing (Part 2) (Pilot) 41

Listening (Pilot) 40

Listening 2003 (live exam, March) 26

Participants

Though the LPATE is an open assessment in the sense that the general public can
enter provided that they meet the entry criteria, the target candidature is teachers (or
prospective teachers) of English in primary and secondary schools in Hong Kong.
With this in mind, the revision team attempted to recruit a combination of pre-service
teachers from the Hong Kong Institute of Education (HKIEd—now the Education
University of Hong Kong) as well as some serving teachers to take part in the pilot
tests. It was felt that the HKIEd would provide both the most suitable test takers
and test-taking venue for the tests. Given the likely change in the demography of the
candidature of the LPATE after the deadline of the start the 2006–07 school year for
all serving English teachers to have attained the Language Proficiency Requirement,
to a majority of pre-service teachers, it was considered appropriate to use pre-service
teachers as participants in the pilot testing.

The following sections discuss in detail the different components of the LPATE,
outlining the development of the new versions, the piloting of them and the analysis
of the results of the piloting leading to the validation of each component.

The Reading Test

In its original design, the LPATE Reading Test consisted of two sections: a multiple-
choice cloze section and a reading comprehension section.
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Part 1: Multiple-Choice Cloze

Though the focus group participants expressed little opinion on this section of the
Reading Test, it was the view of the revision team that it should be removed.Multiple-
choice (MC) cloze is not obviously a test of reading, and as such there is no rationale
for its inclusion [Note 3]. It was not considered to be a good model of assessment
for teachers, especially given the changes to the curriculum that are in progress.
Amongst the shortcomings of this test method are that it requires the candidates to
make choices amongst language presented to them, rather than to produce evidence
of their ability to make sense of a text themselves, or to complete a text using their
own active vocabulary or grammatical knowledge. Furthermore, it was felt that the
standard-setting procedure would be more straightforward if this part of the paper
were removed, leading to greater transparency and reliability [Note 4].

Revision: TheMultiple-Choice Cloze component was to be removed from the
Reading Test

The revision team conducted a content analysis of sample MC cloze components
from previous administrations of the LPATE. The analysis suggested that the focus
of items in this component was on:

• Lexical choice and knowledge, including collocation, colloquial and idiomatic
expressions;

• Grammatical knowledge, including use of articles, prepositions, verb forms; and
• Cohesion, including conjunctions, lexical reference (pronouns, substitution).

Items covering these aspects of knowledgewould be included in Part 2 (the reading
comprehension component), as bothMC and constructed response questions. Closed
constructed response items can be used where there is only one possible answer,
making marking simpler and more reliable, while still requiring candidates to supply
the linguistic items themselves, rather than choosing from alternatives provided by
the test developers. For example, candidates might need to complete a paraphrase of
a sentence or idea in the text [Note 5].

Part 2: Reading Comprehension

In the early versions of the Reading Test, texts were chosen which adhered quite
rigidly to the topic areas outlined in the Syllabus Specifications; i.e., they were
teaching- or language-focused. Later, more varied, though related, topics were cho-
sen. It was felt necessary to do this to retain a certain ‘freshness’. However, the
moderation committee had been concerned about the relevance of certain texts to
both primary and secondary focus candidates and had had to consider when choos-
ing passages whether it would be reasonable for primary teachers to be reading such
passages or articles. It was felt that while the skills required were applicable to both
primary and secondary candidates, the platform, i.e. the texts, may not have been.
This is related to what teachers actually do read rather than a perception of what they
should read.
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In general, it was felt that texts should be relevant to teachers and should not
advantage or disadvantage any particular subgroup.However, at the same time, topics
could be chosen that would bewithin the sphere of interest of language teachers, even
if they were not specifically about language or teaching. The view of the revision
team was that fundamentally texts should be relevant to teachers or relevant to the
work teachers do within and outside the classroom. It was important to include a
range of different topics in the Reading Test, rather than a single topic because of the
cumulative effect on performance of using a single topic, which tends to undermine
both the reliability and the validity of the test results, since those candidates to whom
a topic is more familiar, interesting or accessible will gain increased advantage as the
test progresses, while a corresponding disadvantage is suffered by those who find a
topic less familiar, interesting or accessible.

Revision: A variety of unlinked topics were to be included in the Reading
Test

If the MC cloze were to be removed, it made sense to include three texts in the
Reading Comprehension section: one extended text on an education-related topic,
and two shorter texts, on more general topics, and representing different genres.
This would address many of the concerns raised in the focus group discussions
(as described above), as well as those raised over the years by the LPATE Subject
Committee, related to the need for the Test to include a range of topics as well as a
range of genres.

Revision: TheReadingTest was to include three textswith a total word length
similar to the existing total of around 1500 words

As with the existing Reading Comprehension component, education-related texts
were considered suitable for this part of the Test. One extended text would be related
to education as this kind of reading is relevant to teachers’ ongoingprofessional devel-
opment. Topics and texts would also relate to those teachers are likely to encounter
when working with students in the classroom. This would broaden significantly the
range of topics to be included in the Reading Test, as many of them would be of a
very general nature.

Revision: A variety of text types were to be included in the Reading Test
The revision teamwas of the opinion that it would be useful to retain one extended

prose passage, as mentioned above, but other texts should be short, to ensure variety.
In their daily work with students, teachers are required to use a variety of text types,
and it is therefore important to represent variety, as far as possible in the Reading
Test. Possible text types identified were:

• Narratives (relevant to literature, students’ personal and creative writing, intensive
reading schemes);

• Arguments (related to persuasive texts of all kinds, both written and read by teach-
ers and students);

• Descriptions (relevant to many education-related materials);
• Dialogues (relevant to literature, written interviews);
• Explanations (represents the language of textbooks).
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Some additional text types, such as procedures or reports, are relevant to teachers,
but it was thought that these may be hard to incorporate, as it is often difficult to write
good items based on such texts, given the limitations in reading skills or operations
that readers need to engage in when reading such texts (or item intents—see below).
For example, texts which are mainly factual in nature include little in the way of
interpretation or inference. [For an in-depth treatment of the development of Reading
Tests, the reader is directed to Alderson (2000) and Hughes (2003)].

Development and Piloting of the Reading Test

Based on the recommendations above, a new Reading Test was developed consisting
of three reading texts with a word length of approximately 1600 words. The texts
covered topics as varied as the energy use of large computer servers, the effect of
the Chinese calendar on the birth rate and the problems faced by teachers in regard
to bullying in schools. The revision team considered these topics to be (a) of interest
to English teachers and/or (b) the kinds of texts that they would be likely to use in
their teaching.

A list was produced of the skills/subskills being tested by each item on the paper
so as to form a checklist to ensure that a range of skills was being tested. The term
subskills may be a kind of shorthand for what the tests or tasks try to test. This term
needs elaboration, as it is not just subskills that we need to describe. Item intent
might be a more appropriate term and has been used previously in the context of
labelling the what it is that items are designed to test (e.g. Filipi, 2012). This term
has the advantage of expressing what the test or task is designed to test, rather than
making a guess about how the candidate responds to tasks. The use of item intent
allows for a description of what candidates at different levels are typically able to
do. The item intent should try to include a description of features which contribute
to an item’s ease or difficulty.

Revision: More explicit guidance was to be provided for test developers in
writing items, for example, by providing a description of ‘item intents’—for test
developers to be more confident that a sufficiently wide range of features of the
construct of reading is tested in each paper produced.

For the pilot version of the Reading Test, a variety of test items was produced
designed to attain an accurate and reliable measure of the test takers’ reading com-
prehension. a list of item intents for this test is shown in Appendix B “LPATE
Performance Descriptors: Speaking”. Most the items were dichotomously scored,
while a small number were partial credit. A total of 101 test takers took the test, with
the test papers marked by an experienced LPATE Reading Test marker who was also
a member of the Reading Comprehension moderation committee. The results of
the test were analysed using the one-parameter Rasch model, on the basis of which
decisions were made as to which test items should be omitted from the test prior to
standard setting. The results of the analysis of the test (after omission of unacceptable
items) are shown in Table 13.4.
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Table 13.4 Test results for
the reading test

Number of items in initial version of test 62

Number of items (after item deletion) 52

Number of test takers 101

Maximum raw score 52

Mean 28.2
(54%)

Standard deviation 6.13
(12.3%)

Internal consistency (Cronbach’s alpha) 0.72

Standard error of measurement 3.26
(6.5%)

The test results’ analysis showed that with a mean percentage score of 54%, the
test was of a suitable level of difficulty for the intended test takers (see Gronlund,
1985, p. 103). Test reliability—Cronbach’s alpha—was 0.72, which was comparable
to figures typically achieved for previous LPATE Reading Tests. The figure observed
in the trialmay have been affected by the relative homogeneity of the test taker sample
(as evidenced by the relatively low standard deviation) as well as by the lack of stakes
attached to the trial, for trial participants (they had engaged in no practice for the
test, and their studies and careers would be unaffected by the results). The standard
error of measurement was below 10%. See also Drave, Chap. 15, this volume.

Standard Setting

Maintaining a consistent standard across different versions of the Test is extremely
important. This had been achieved previously by equating a newTestwith an ‘anchor’
version of the Test and by Expert Judgement (modified Angoff procedure). The
revision teamconsidered this to be an appropriatemethodbut flaweddue to significant
differences between the anchor test and the later versions of the paper. A more
accurate process, which is analogous to the use of an anchor test, but with some
important differences, was suggested. (See Eckes, 2009, for a practical guide to the
use of anchor tests in standard setting.)

Revision: A different approach to standard setting was to be adopted for the
Reading (and Listening) Tests using a single scale of items rather than a fixed
anchor test.

A trial group (pre-test or post hoc) would complete two versions of the test. These
would be analysed using Rasch measurement. The analysis would place all items
from both versions onto the same (logit) scale. Previous Reading Tests could be used
to establish comparability with past standards. A passing level on the (logit) scale
would be set using present standard-setting procedures. Future versions of the paper
would be equated to this scale by a similar process.
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----------------------------------------------------------------------------------------------
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Fig. 13.1 Item map for the Reading Tests

To this end, the results from both the old version of the Reading Test [2003
(March)] and the new version were compared. As the Rasch model aligns items on
a single scale of difficulty, it was possible to derive cut scores on the new version
of the test by comparison with the cut scores on the old version. The results of the
Rasch analysis of both versions of the Reading Test are shown in Fig. 13.1.

Figure 13.1 shows the item map for the Reading Tests. The items from both the
test versions were plotted together. Items highlighted were from the new version of
the Test, with partial credit items indicated (e.g. 24a, 24b). As the cut scores for the
old version were already known, it was possible to draw lines across the map at the
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Table 13.5 Cut scores for
the reading test from Rasch
analysis

Level Score range suggested by Rasch analysis

5 48–52 (max.)

4 40–47

3 23–39

2 16–22

1 0–15

Table 13.6 Final cut scores
for the reading test by Expert
Judgement

Level Score range provided by Expert Judgement

5 44–52 (max.)

4 38–43

3 24–37

2 17–23

1 0–16

points on the logit scale which corresponded to the boundaries between levels. The
cut scores for the new version of the Test could then be extrapolated. For example,
the cut between Level 2 and Level 3 for the old version was at 33/34 marks, so the
number of items below the line dividing Level 2 and Level 3 should be at least 33
for the old version of the Test. In fact, it was 34, as there were three items at the
same logit value. As error of measurement is taken into account during the Expert
Judgement exercise, it is better to be conservative in the allocation of cut scores at
this stage. The number of items on the new Test below this line added up to 22.
Therefore, the cut score for Level 3 could be estimated to be at around 23 marks. The
same procedure was carried out for the other proficiency levels, and the following
cut scores for the new Reading Test were estimated (Table 13.5).

In accordance with the methods of standard setting employed by the HKEAA
for the LPATE, these cut scores were taken into account by the members of a panel
of Expert Judges when setting the standards for the new version of the Test. After
completion of the Expert Judgement exercise, the final cut scores for the Reading
Test were agreed upon and are shown in Table 13.6.

On the basis of the cut scores recommended by the Expert Judgement panel, the
following is a breakdown of the results of the pilot test in terms of attainment of
proficiency levels.

Table 13.7 shows that around 79% of the Pilot Test test takers attained Level 3 or
above on the new version of the Reading Test.

Table 13.7 Proficiency levels in reading attained by pilot test test takers

Levels 5 4 3 2 1 3 or above

No. of test takers 2 6 72 18 3 80

Per cent (%) 2 6 71 18 3 79
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Test Procedures

Pre-testing is essential for theReadingTest as itemanalysis allowsobjective decisions
to be made on revision of the items before the paper is administered to its target
population. In addition, when developing the Test, the marking process always has
to be considered. Principles of marking need to be published so that candidates are
aware of them.

The revision team agreed with the test developers that the existing procedures for
test development adopted by the HKEAA worked well and should be retained.

Revision: The current procedures of test development including pre-testing
were to be retained.

Summary of Revisions to the Reading Test

Based on the recommendations to emerge from the review of the LPATE, a new
Reading Test was developed, piloted and standardised. The new Test consisted of
52 items. The Test had three sections of Reading Comprehension involving three
separate reading passages and would serve as a sample for future administrations of
the LPATE and as such would be included in revised Guidelines for Candidates.

The Listening Test

The consensus of opinion from stakeholders who took part in the review was that the
Listening Test was both difficult and involved a complex variety of skills, and that it
was not always clear what was being tested, though it was acknowledged that over
time the paper had been improving. The inclusion of more speakers, for example,
made for more interaction and hence was a more realistic test than previous (when
there had been just two speakers—an interviewer and interviewee) and ought to
discriminate better. In addition, efforts had been made to cut down on the amount of
writing a candidate needed to do, though a balance had to be made between different
item types for reliability.

It was also felt that there should be some ways of making the test more natural,
such as by using video input rather than just audio as the present format had received
many complaints that it was an unrealistic task (as all listening tests are). In addition,
the topics chosen for the Listening Test, in a similar vein to the Reading Test, could
be varied, so long as they did not advantage some candidates over others. In fact, a
variety of topics is essential to obtaining reliable measurement of the trait of interest.
In addition, using linked topics compounds any effect of background knowledge,
candidate interest/motivation, etc., as the test continues. De-linking each section of
the listening allows independent measurement of each candidate’s ability to respond
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to the items specific to each piece of stimulus, untainted by performance on previous
items (or lack of concentration, or any other confounding, irrelevant factors).

Revision: Different (more than one) and unrelated topics were to be included
in the Listening Test.

It was considered that the test should include three or more separate sections
covering different topics. It should be possible to draw on sections from RTHK tran-
scripts or recordings, for example [Note 6], to provide a suitable source of stimulus
material from which listening texts may be developed. The change in the target test
population, from serving teachers to pre-service teachers, made it feasible and appro-
priate to cover a much-expanded range of topics. As for the Reading Test, it was felt
that candidates should be encouraged to listen to a variety of sources of English that
they may well use in their teaching.

Some suggested topics forListeningwere: the environment; animals; sport; health;
transport; shopping; parks; holidays; fashion; popmusic; TV;movies;mobile phones;
technological developments—although care would need to be taken with regard to
specialist vocabulary.

The question was asked as to why the recording was only played once, one that
has been discussed frequently in research into the assessment of listening proficiency
(e.g. Buck, 2001;Geranpayeh&Taylor, 2008). It was felt that there existed a trade-off
between authenticity in listening to the recording once only and lack of authenticity
in the nature of the tasks that had to be carried out. However, it was considered that
this was still a fair and valid way of testing listening. Comments were also made
about the speed of the recording and that in recent years it had appeared to get
faster. In fact, the rate of delivery had not changed significantly over the life of the
LPATE, suggesting that this was not an explanatory factor in differential candidate
performance.

Revision: Features of listening such as topic, rate of speech, characteristics
of speaker and item type were to be specified more explicitly in order to define
more accurately the constructs being measured.

The specifications should cover:

• Number of listening texts (3 or 4 distinct texts);
• Variety of topics;
• Variety of speakers;
• Lengths of texts (increasing in length and perceived difficulty);
• Rate of delivery in words/minute;
• Interaction/text types (talkback, monologue/explanation, interview, conversation,
etc.).

Participants considered that there should be clearer guidelines for the test devel-
opers to work from rather than relying on the intuition of the moderation committee,
who had long experience with the test. As for the Reading Test, there should be a
description of the intent of each item on the paper that the test developers could work
with.
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Development and Piloting of the Listening Test

The revisedListeningTest as used in the Pilot Testsmade use of three different spoken
texts: an English Language learning webcast; a radio chat show on spoiled children;
and a radio talk onAmerican English. The revision team considered these topics to be
(a) of interest to English teachers and/or (b) the kinds of spoken texts that they would
be likely to use in their teaching. A variety of test items was produced designed to
attain an accurate and reliable measure of the test takers’ listening comprehension. A
list of item intents for this test is shown in Appendix C “Item Intents for the Revised
Listening Test”. Most of the items (29) were dichotomously scored, on which test
takers could score ‘1’ or ‘0’, while four of the items were partial credit, on which test
takers could score ‘2’, ‘1’ or ‘0’ marks. The total number of marks or maximum raw
score on the test was 69. A total of 129 test takers took the test, with the papersmarked
by an experienced LPATEListening Testmarker. The results of the test were analysed
via Rasch, and decisions were made as to which test items should be omitted from
the final version of the Test. Two dichotomously scored items were omitted based
on the facts that their item statistics (discrimination and facility indices) were below
acceptable levels. In addition, three partial credit items were reduced from 2-point
scoring items to dichotomous, 1-point scoring items for the same reason. The results
of the analysis of the Listening Test (after omission of unacceptable items) are shown
in Table 13.8.

The test results’ analysis shows that with a mean percentage score of 56%, the
test was of a suitable level of difficulty for the intended test takers, the mean score
usually being in the 55–60% range. The internal consistency, which is a reliability
figure equivalent to Cronbach’s alpha, was 0.84, comparable to the reliability figures
obtained from previous administrations of the LPATE Listening Test.

Table 13.8 Test results for
the listening test

Number of items in initial
version of Test

69

Number of items (after item
deletion)

64

Number of test takers 129

Maximum raw score 64

Mean 36.0 (56%)

Standard deviation 8.73 (13.6%)

Internal consistency
(Cronbach’s alpha)

0.84

Standard error of measurement 3.49 (5.45%)
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Table 13.9 Final cut scores
for the listening test by Expert
Judgement

Level Score range provided by Expert Judgement

5 54–64

4 45–53

3 31–44

2 17–30

1 0–16

Standard Setting

The revision team adopted the same standard setting procedures as for the Reading
Test, and the results, after Expert Judgement, are shown in Table 13.9.

Summary of Revisions to Listening Test

Based on the recommendations to emerge from the review of the LPATE, a new
Listening Test was developed, piloted and standardised. The new Test consisted of
64 items. The Test had three sections of Listening Comprehension involving three
separate spoken texts. The Test would serve as a sample for future administrations
of the LPATE and would be included in forthcoming Guidelines for Candidates.

The Writing Test (Part 1)

Previously, in Part 1 of the Writing Test, candidates had to write an expository text.
The view of the revision team was that the expository text had become somewhat
formulaic or predictable and that it was necessary to vary the text types required.

Revision: Candidates were to continue to write one text in Part 1 of the
Writing Test, but the text should no longer be restricted to expository only.

As with the Reading Test, the texts that candidates were required to write should
have reflected the kinds of texts that they might encounter as a teacher. This should
not be limited to those that they may need to write themselves, but also to those that
they may require their students to write. The ability to perform themselves the tasks
that they set for their students should be a requirement for a teacher. Possible text
types identified were:

• Narrative;
• Description;
• Explanation;
• Procedure;
• Report;
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• Mixed genre (e.g. a letter, complaining about something, involving recount and
argument, resolution of a problem).

The revision team also believed that varying the text types required would have a
beneficial washback effect on teachers as they would no longer simply practise one
type of writing to prepare for the LPATE.

Development and Piloting of the Writing (Part 1) Test
and Scales and Descriptors

In response to the above recommendations, a newwriting taskwas developed, requir-
ing candidates to write a descriptive/discursive text on relationships. This task was
piloted on 157 test takers, and their scripts were double marked by experienced
LPATE markers.

The participants in the focus group discussions pointed out that there was a need
to revise the Scales and Descriptors for Writing due to the overlap between Scale 1
(Organisation and Coherence) and Scale 3 (Task Completion). This overlap meant
that for Scale 3, there had to be a set number of clearly defined tasks that the candidates
were asked to address and how well they did this was then made the basis for the
score given for this scale.

Writing Part 1 also did not discriminate particularly well. The Many-Facet Rasch
Analysis of the LPATE 2004 (March) data showed there to be 2.98 separate levels
of ability (reliability of this separation�0.90). With five levels of performance, this
was clearly of concern. What it indicated was that markers worked mostly within
the Levels 2–4, seldom awarding Levels 1 or 5. This may have been a reflection
of the candidature, or it may have indicated that attention needed to be paid to the
descriptors with a view to working with markers to see how they might be modified
to achieve greater separation and hence reliability of measurement.

Revision: The scales and descriptors for Part 1 of the Writing Test were to
be revised.

In accordance with this recommendation, the Scales and Descriptors for Writing
were revised to take into account the concerns expressed by stakeholders during the
review. The main changes can be summarised as:

• The removal of the ‘overlap’ between the scales ofOrganisation andCohesion and
Task Completion with regard to sensitivity to the text and audience. The criterion
Tone and Style was to be included in Task Completion.

• The addition of Lexical Accuracy and Range to the Grammatical Accuracy scale
to account for use of vocabulary.

• The change of format from a summary description paragraph to bullet-point form
for ease of use by markers.

During the marking process, the scales and descriptors were amended to take into
account the opinions of the markers.
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Table 13.10 Measure of difference in test versions of writing (Part 1) tests

Fair Average Measure (logits) Model error Infit mean square

New test 2.9 −0.04 0.08 1.0

Old test 2.9 +0.04 00.18 0.8

Mean 2.9 0.00 0.13 0.9

SD 0.0 0.04 0.05 0.1

RMSE 0.14 Adj S.D. 0.00 Separation 0.00 Reliability 0.00
Fixed (all same) chi-square: 0.2 d.f.: 1 significance: 0.65

In order to answer the question of whether the new task and the revised scales
and descriptors were comparable in level of difficulty as well as in the constructs
of writing that they were describing, a Many-Facet Rasch Analysis of the Pilot Test
results was conducted. In the analysis, the results of both versions of the Writing
Test, the new version and the 2003 (March) version, were analysed together. The
FACETS output provided information on the Rasch model of the data that had been
input and allowed for a single dimension on which the facets of test taker ability,
marker behaviour (relative harshness or leniency) and task and item difficulty could
be calibrated. In the case of the Writing Test, ‘item’ refers to the scores on the
criteria ofOrganisation and Cohesion,Grammatical and Lexical Accuracy and Task
Completion.

FACETS allowed comparisons of the two versions of the Test to be made with a
view to seeing to what extent the two tests were measuring the same abilities in the
same way. Table 13.10 shows the FACETS output for the two test versions.

Table 13.10 shows that there was no significant difference in the two test versions,
with the new version recording a logit measure of difficulty of −0.04 compared to
that of the old version of 0.04. This means that the test takers on average found it
as easy to score on the new test version as on the old. The analysis also showed
the model data fit of each test to be close to 1.0 and that the tests were therefore
performing well.

FACETS also allows for comparisons to be made of the differences in the items
being measured, in this case, the criteria of Organisation and Coherence, Grammat-
ical and Lexical Accuracy and Range and Task Completion. Table 13.11 shows the
analysis.

Table 13.11 shows that the criterion of Grammatical and Lexical Accuracy and
Range proved to be the most difficult for test takers to score well on with logit
measures of 1.11 for the new test and 0.75 for the old test. This is consistent with
observations of the ways that candidates typically perform on the LPATE Writing
Test as well as on most second language writing tests. To put it another way, raters,
especially experienced ones (as these were), tend to rate language accuracy more
harshly than other criteria (Barkouai, 2010). The other criteria were close in terms
of measure across the two test versions, but as the model data fit for each criterion
was within the range of 0.5–1.5 logits, it was considered that these criteria were
performing as they would be expected to. Hence, the conclusion to be drawn was
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Table 13.11 Measure of differences in testing criteria

Fair Average Measure (logits) Model error Infit mean square

OC (New test) 3.0 −0.39 0.13 0.8

GA (New test) 2.7 +1.11 0.14 1.1

TC (New test) 3.0 −0.86 0.13 1.2

OC (Old test) 2.9 −0.16 0.31 0.6

GA (Old test) 2.8 +0.75 0.30 0.9

TC (Old test) 3.0 −0.45 0.31 0.7

Mean 2.9 0.00 0.22 0.9

S.D. 0.1 0.70 0.09 0.2

RMSE 0.23 Adj S.D. 0.66 Separation 2.80 Reliability 0.89
Fixed (all same) chi-square:127.8 d.f.:5 significance: 0.00
Random (normal) chi-square: 5.2 d.f.:4 significance: 0.27
Key: OC�Organisation and Coherence; GA�Grammatical and Lexical Accuracy and Range;
TC�Task Completion

that the revised Writing (Part 1) Test was equivalent in terms of constructs being
measured to the previous versions.

It was decided to use the revised Scales and Descriptors for Writing for marking
of both the old and new test versions as fundamentally the standard is set by the test
setters and by the markers. If the markers found the scales and descriptors inclusive
of the constructs that they were familiar with as LPATE markers and which they saw
evidence of in the test taker’s writing, and they found the scales and descriptors easy
to use, then that would make for reliable marking. The revision team worked closely
with the team of LPATE markers on the development of the scales and descriptors,
and these were modified throughout the process of marking until the final version
was agreed upon. In terms of equivalence with the existing scales and descriptors, for
those test takers who took both the old and new tests, the following score correlations
were found:

Table 13.12 shows that the scores across the two test versions correlated reasonably
well (and were statistically significant) considering the small sample size and taking
into consideration the improved scale content of the revised scales and descriptors
and the differentways that the constructs had been defined. To conclude, assuming the
markers of future administrations of the LPATE remained the same and went through

Table 13.12 Correlations between scores for test takers who took both writing tests (n �29)

Organisation and
Coherence

Grammatical and
Lexical Accuracy
and Range

Task Completion Test Mean

Correlations 0.49* (p �0.000) 0.56* (p �0.000) 0.36* (p �0.000) 0.57* (p �0.001)

*Correlation significant at 0.01 level (two-tailed)
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similar training and standardisation procedures, the revised scales and descriptors
should provide for more accurate and reliable measurement of writing ability.

The revision team recommended that the scales and descriptors in their revised
form should not be provided for candidates as theywere designed to be used by testers
and may have been open to misinterpretation. Instead, a modified and simplified
version was provided for candidates.

Test Result Reporting

To gain a better picture of the performance of a particular test version, the FACETS
output is most easily interpreted by viewing the ‘All-Facet Vertical Rulers’ on which
all the elements involved in the test—test takers, markers, criteria and scores—are
aligned along the same logit scale. To illustrate this, the All-Facet Vertical Ruler for
the revised Writing (Part 1) Test is shown in Fig. 13.2.

Figure 13.2 shows the distribution of test takers along the scale of ability in the
second column, with each * representing 2 test takers. The markers are shown in
the third column and it can be seen that they varied in degrees of leniency, with
Marker E the most harsh (1.75 logits) and Marker F the most lenient (−2.38 logits).
Under normal operational circumstances,more training and standardisationwould be
required, perhaps even removing the outliers (Raters E and F), though differences can
be accounted for when using MFRA as the test taker receives a ‘Fair Average’ score
rather than an ‘ObservedAverage’, the latter being the raw score. Any variation in the
facets of marker, task or criteria are modelled by the programme and compensated
for. (For a full discussion of the use of raw scores and Rasch-generated Fair Average
scores in test result reporting, see Coniam (2008a, b). With the current practice of
reporting the mean raw score given by two markers, there is no way to account for
differences in marking harshness in particular, other than the processes of marker
training and check marking that were carried out at the time. It was the opinion of
the revision team that the LPATE should adopt the use of Rasch modelling and Fair
Average scores to both aid the process of test analysis and in the reporting of test
scores.

Recommendation: Test results for the LPATE Writing (Part 1) Test were to
be reported as a Fair Average score using MFRA rather than the mean score
given by two markers.

It was possible to report a Fair Average score for each criterion of writing and an
overall Fair Average score for the Test. This would contrast with the then existing
process of reporting the mean scores given by each marker on the separate scales
of performance and requiring the candidate to attain a Level 3 or above on each
scale in order to reach the Language Proficiency Requirement. The effect of using
Fair Average rather than observed or raw scores would be to reduce the number of
false negative and false positive results for individual candidates, rather than to have
a dramatic effect on the overall proportions of those passing or failing the Test. To
investigate how the reporting of scores using the twomethods might affect the results
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-----------------------------------------------------------
| Measure | Test taker | Test | Marker | Criteria | Scale |
-----------------------------------------------------------
+  10     + *.         +      +        +          +(5) + 
|         |            |      |        |          |       |
|         |            |      |        |          |       |
+   9     +            +      +        +          +       +
|         |            |      |        |          |       |
|         | *.         |      |        |          | ----- | 
+   8     +            +      +        +          +       +
|         |            |      |        |          |       |
|         | .          |      |        |          |       |
+   7     +            +   +        +          +       +
|         |            |      |        |          |       |
|         | *.         |      |        |          |       |
+   6     + .          +      +        +          +       +
|         | **         |      |        |   | 4     |
|         | *          |      |        |          |       |
+   5     +            +      +        +          +       +
|         | **.        |      |        |          |       |
|         | .          |      |        |          |       |
+   4     + *          +      +        +          +       +
|         | ***        |      |        |          |       |
|         |            |      |        |          | ----- | 
+   3     + ****.      +      +        +          +       +
|         | . |      |        |          |       |
|         | ****       |      |        |          |       |
+   2     + **.        +      +        +          +       +
|         | .          |      | E      |          |       |
|         | *******    |      | |          |       |
+   1     + **         +      +        + GC       +       +
|         | *.         |      | A      |          | 3     |
|         | ******.    |      | B      |          |       |
*   0     * .          * T1   *        *       *       *
|         | **.        |      | D      | OC       |       |
|         | *********. |      |        | TC       |       |
+ -1     + .          +      +        +          +       +
|         | *******    |      |        |          |       |
| | .          |      |        |          | ----- | 
+ -2     + ***        +      +        +          +       +
|         | **.        |      | F      |          |       |
|         | *.         |      |        |          |       |
+ -3     + *. +      +        +          +       +
|         | *.         |      |        |          |       |
|         | .          |      |        |          |       |
+ -4     + *.         +      +        +          +       +
|         |            |      |    |          |       |
|         | .          |      |        |          |       |
+ -5     +            +      +        +          +       +
|         |            |      |        |          |       |
|         | .          |      |        |          | 2     |
+ -6     + .          +      +        +          +(1)    +
-----------------------------------------------------------
| Measure | * = 2      | Task | Marker | Criteria | Scale |
-----------------------------------------------------------

Key: OC = Organisation and Coherence
GA = Grammatical and Lexical Accuracy and Range
TC = Task Completion

Fig. 13.2 Summary measure of all facets on Writing (Part 1) Test
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that the candidates received, the results from theWriting (Part 1) Test were processed
using FACETS to obtain Fair Average scores. The results are shown in Table 13.13.

Table 13.13 shows the numbers of test takers attaining the various levels for the
Writing (Part 1) Test when calculated by the different methods [Note 7]. On a purely
observed average of two markers’ scores and requiring test takers to attain Level 3
or above on each scale, 43% would have attained the required proficiency level. If a
Fair Average on each scale were used, then this figure would have increased slightly
to 46%. If, however, the Fair Average scores on all three criteria had been used,
approximately 73% of the test takers would have obtained Level 3 (on the basis of
2.8 or above) or 52% (on the basis of 3.0 or above). This shows that it was the policy
of minimum competence on each criterion that had penalised candidates and kept
the attainment rate down, rather than the actual ability of the candidates, an issue
discussed by Coniam and Falvey (2001).

In practice, with larger test populations, greater numbers of markers and possibly
different tasks, the use of Fair Average scoring would allow a more balanced and
fairer assessment of candidates’ proficiency. Further, the existing practice of allowing
candidates one Level 2.5 providing all other scores were at least at Level 3 to attain
the LPR would no longer be necessary as allowance was made for error within the
Fair Average reporting.

Table 13.13 Comparison of numbers of test takers attaining different levels on writing (Part 1) test
when calculated by Observed or Fair Average (n �157)

Levels 5 4.5 4 3.5 3 2.5 2 1.5 1 3 or above

OC

Observed
Average

0 7 12 29 67 29 12 0 1 115 (73%)

Fair Average 0 6 11 26 73 25 14 0 1 116 (74%)

GA

Observed
Average

0 5 9 15 53 35 38 1 1 82 (52%)

Fair Average 0 5 12 10 72 17 40 0 1 99 (63%)

TC

Observed
Average

3 7 24 31 47 22 21 0 1 112 (71%)

Fair Average 3 6 26 27 50 23 21 0 1 122 (77%)

Overall

Observed
Average

68 (43%)

Fair Average 73 (46%)

Key: OC�Organisation and Coherence; GA�Grammatical and Lexical Accuracy and Range;
TC�Task Completion
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Summary of Revisions to Writing (Part 1) Test

Based on the recommendations to emerge from the review of the LPATE, a new
Writing (Part 1) Test was developed and piloted. The results of the test were analysed
andmeasures to ensure the fair reporting of candidates’ performances recommended.
The new test would serve as a sample for future administrations of the LPATE and
would be included in forthcomingGuidelines for Candidates. The revised Scales and
Descriptors for Writing would be included in the LPATE Specifications for use by
test developers and markers. A simplified version would be provided for candidates.

The Writing Test (Part 2)

Perhaps unsurprisingly, it was Part 2 of the Writing Test that generated the most
discussion during the review process. The focus group participants were unclear as
to whether teachers’ professional knowledge should be tested. On the one hand, this
part of the LPATE tested the application of language to teaching-specific genres,
but on the other it was felt to be too far removed from language proficiency to be
included. Some of the typical comments on this part of the test were as follows:

• Though explaining errors is part of the skills required of a teacher, should they be
tested here?

• What is being tested, is it the knowledge or the ability to express that knowledge?
• The fact is that candidates have now had many years to learn how to do the
tasks but the attainment rates have not improved indicates some problems with the
validity of the tasks.

• How often do primary or secondary teachers need to write explanations of errors?
• You can’t have a public test that has a pass rate of 30–40 per cent.
• The question is of whether Task 2A is a reading rather than a writing skill. Cor-
rection is usually not difficult for candidates.

• The scales and descriptors for Task 2 are not used as the nature of the tasks requires
the use of a marking scheme and set cut scores.

Participants agreed that Task 2A (Error Correction) contained a reasonable choice
of item types and should be retained since the Correction of Errors is a necessary
skill for language teachers.
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Revision: Task 2A of the Writing Test was to be retained.
Error correction was considered a necessary part of English teachers’ daily work,

and the penalisation of incorrect changes may have had a beneficial washback effect,
in signalling to teachers the need to exercise discretion in their use of the red pen.

The stakeholders felt unsure, however, as to whether it was proficiency that was
being tested in Task 2B (Error Explanation) or capacity or content knowledge. There
was some doubt as to whether teachers should have such knowledge and whether the
LPATE should test it. As provision for this was now available elsewhere in terms of
teacher education and subject knowledge courses, it may not have been necessary
to include it any more. Some of the stakeholders even felt that the metalanguage
involved in Task 2B of the Test was to a certain degree less advanced than that taught
in teacher education programmes, so questioned the need to test it. No evidence was
produced for this assertion.

For Part 2 of the Writing Test as a whole, MFRA of performance levels attained
on a previous version [2003 (March)] showed there to be only 2.53 separate levels
of ability (reliability of separation�0.87). The error terms were large, mostly over
one logit. The conclusion was that this part of the Test was poor at discriminating
amongst candidates, partly because each candidate was scored on only two features
of language (scoring categories) and, more importantly, a single task that could
be analysed. A clearer picture of the reliability of this task would be obtained if
individual items on this component were analysed, in the same way as was done in
the Reading and Listening Tests.

The analysis of previous test/task data showed a correlation of 0.32 between
Writing Part 1 mean score (aggregate across the three scoring criteria) and Task
2B. This is very low for two components of a language proficiency test, especially
two components which both aim to address the same part of the construct, in this
case, writing. Correspondingly, the correlation between Part 1 mean score and Task
2A was 0.49, a much higher figure. Taken together, these figures suggest that error
correction represents a rather different aspect of writing.

It was therefore felt that a different approachwas needed if candidates’ knowledge
of language were to be tested. The more objective Task 2A had proven to be a
satisfactory task for measuring candidates’ ability to recognise and correct errors.
However, Task 2B, where markers needed to interpret the explanations of candidates,
had proven to be less reliable, as markers frequently had difficulty understanding the
candidates’ explanations due to other factors (e.g. lack of coherence). This meant
that it was unclear as to whether candidates’ ability to explain errors was being
judged. It was therefore suggested that Task 2B become a more objective type of
task, requiring less interpretation from markers, with short answer items designed to
measure candidates’ knowledge of English.

Revision: Task 2B of the Writing Test was to be redesigned incorporating
more objective items such as short answer or gap-fill.

The revision team did not entirely agree with the participants in the focus group
discussions that the future candidature of the LPATE would already have been tested
in areas of metalinguistic knowledge and the ability to explain errors to students and
felt that it was necessary to retain a task that tested these areas.
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An additional advantage of this type of task would be that the two tasks in Part
2 would become de-linked, allowing for more reliable measurement. Also, it would
now be possible to use the item-based nature of Part 2 to carry out Rasch-based
standard setting as outlined for the Reading and Listening Tests. This would help
maintain the same standard across different versions of the Test.

Revision: The link between Task 2A and 2B of the Writing Test was to be
removed.

This section of the Test was item-based, and as such a marking scheme was
used. The design of the marking scheme had gone through a series of refinements to
enhance the reliability of the marking such that the old LPATEWriting Scales 4 and
5 and the descriptors that went with them were no longer used.

Revision: The scales and descriptors for Part 2 of the Writing Test were to
be removed.

A description of the required standard could be produced by describing the item
types that candidates at that level are typically able to answer correctly. Informing
candidates that a revised, more objective procedure would be used to set cut scores,
considering the relative difficulty of the particular set of items included on the version
taken by each candidate would enhance the face validity of this part of the LPATE.

Development and Piloting of the Writing (Part 2) Test

When designing the new version of the Writing (Part 2) Test, the revision team
followed the recommendations listed above. The test consisted of a student’s com-
position with numbered items as before, however, instead of the test takers being
required to correct all items and then explain some of the same items, in the new
version they had to correct the first nine items and then explain the remaining nine.
(In each task, answers to the first of the ten items were given as examples.) This
removed the link between the two tasks which had been a major criticism of Part 2 of
the Test. In addition, in the new Task 2B, the candidates would need to complete the
explanations of the errors/problems by filling in blanks in the explanations. A major
criticism to emerge from the reviewwas the difficulty that markers had in interpreting
the explanations given by candidates. In addition, it had been a common complaint
from candidates that the requirements for the explanation of errors/problems were
unclear. The revised format made the requirements clearer and allowed for easier
and therefore more reliable marking.

The 157 completed papers from the Pilot Tests were marked by experienced
LPATE markers, and during the marking process, possible answers to every item
were considered and the marking scheme expanded and refined. A variety of test
items was produced designed to attain an accurate and reliable measure of the test
takers’ ability to recognise, correct and explain errors/problems. A list of the item
intents for this task is shown in Appendix D “Item Intents for the Revised Writing
(Part 2) Test”. All items were dichotomous ‘right’ or ‘wrong’ items on which test
takers could score ‘1’ or ‘0’ marks. The total number of marks or maximum raw
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Table 13.14 Test results for the writing (Part 2) test

Task A Task B Overall

Number of items 9 9 18

Maximum raw score 20 20 40

Mean 11.7 (58%) 10.8 (54%) 22.5 (56%)

Standard deviation 2.6 (13%) 3.6 (18%) 5.3 (13%)

Internal consistency 0.60 0.70 0.75

Standard error of
measurement

1.60 (8%) 1.98 (10%) 3.58 (9%)

score on each task was 20. The results of the test were analysed using the Rasch
software, enabling decisions to be made as to which test items should be omitted
from the test prior to standard setting. In fact, it was decided that no items should be
omitted, though a small number of items were modified for clarity to enhance their
reliability prior to the final version of the Test being published. The results of the
analysis of the Writing (Part 2) Test are shown in Table 13.14.

The test result analysis showed that with mean scores of 58% on Task A and 54%
onTaskB, the test was of a suitable level of difficulty for the intended test takers. (The
mean score on an LPATE Writing (Part 2) Test was typically in the 60–70% range
for Task A and 55–60% for Task B.) The internal consistency (reliability) figures of
0.60 for Task A and 0.70 for Task B were relatively low and possibly affected by
the low number of items on each task and the relative homogeneity of the test taker
sample [Note 8]. The reliability of these tasks was improved through modification of
some of the items before the test was published. In addition, it shows that pre-testing
of this part of theWriting Test was essential. The standard error of measurement was
again acceptable, being below 10%.

Standard Setting

It was proposed that in future administrations of the LPATE, the standard for each
new version of theWriting (Part 2) Test be set though a process of Expert Judgement,
using procedures similar to those used for the Reading and Listening Tests. This was
the only way in which the standard could be maintained across different versions and
different administrations of the Test. To do this, the results from both the old version
of the Writing (Part 2) Test [2003 (March)] and the new version were compared.
Using the Rasch model to align items on a single scale of difficulty, cut scores on
the new version of the Test were derived by comparison with the existing, fixed cut
scores on the old version [Note 9].

After completion of the Expert Judgement exercise, the final cut scores for the
Writing (Part 2) Test were derived and are shown in Tables 13.15 and 13.16.
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Table 13.15 Final cut scores
for writing (Part 2) Task A by
Expert Judgement

Level Score range provided by Expert Judgement

5 19–20

4 16–18

3 13–15

2 8–12

1 0–7

Table 13.16 Final cut scores
for writing (Part 2) Task B by
Expert Judgement

Level Score range provided by Expert Judgement

5 18–20

4 15–17

3 12–14

2 8–11

1 0–7

Summary of Revisions to Writing (Part 2) Test

Based on the recommendations from the review, a new Writing (Part 2) Test was
developed, piloted and standardised. The new Test consisted of 18 items with a total
raw mark score of 40. The Test had two sections: Correction of Errors/Problems;
and Completion of Explanation of Errors/Problems in a Student’s Composition. The
Test would serve as a sample for future administrations of the LPATE and would be
included in forthcoming Guidelines for Candidates.

The Speaking Test

Tasks 1A and 1B—Reading Aloud (Prose and Poetry)

The majority view of the stakeholders who took part in the review was that the
inclusion of the poem in Part 1 of the Speaking Test was frequently discouraging to
candidates and should be removed. Sometimes, the poems were difficult to interpret
and to read, and sometimes not representative of the kinds of poems that are used
in classrooms. Despite this potential drawback, it was felt that reading aloud is a
relevant skill for teachers (the big book approach requires it for primary teachers
as does training students for the Hong Kong Speech Festival for secondary), and
they may not manage it very competently. It therefore had relevance in this Test, by
sending amessage to teachers that this kind of language skill is valued.While reading
a prose passage is relevant, response to poetry is very personal and its interpretation
requires higher-order skills. Poems have multiple meanings, and assessment of the
understanding of a poemwould be necessary before deciding how to read it. Another
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text type could be chosen, or it might be possible to have one text instead of two.
This would impact on the third task in Part 1 (Task 1C), making it easier to control
the timing.

The remark was made also that it was becoming more difficult to find suitable
poems, especially as they could not be used more than once. As each administration
of the Speaking Test required up to 12 different versions of the test and therefore 12
different poems, and this had to be done twice each year (between 2003 and 2005),
it was proving to be a challenge for test setters.

Revision: The reading of a poem was to be removed from the Reading Aloud
section of the Speaking Test.

Removing the reading of a poem would leave the reading of a prose passage only.
It was considered that provided there was a sufficient sample for the assessors to
make a judgement, then the task was satisfactory. It was recommended to reduce the
length of the reading aloud task, so it could be completed within the 60s. It was also
recommended that the content of the reading aloud passage be accessible in meaning
to the candidates and reflect the level of language they could expect to actually be
reading aloud in their classes. It was considered that texts of a literary genre, such as
sections of narratives, descriptions, dialogues, etc., were most suitable as these were
the kinds of texts that teachers read to classes and were consistent with the language
arts approach promoted in the curriculum for schools.

A paragraph of 90–100 words would be expected to provide a sufficient sample
for assessors to assess the features of interest in this task: pronunciation, intonation,
stress patterns and pausing. Some of the tasks used in the past included only a
limited range of sentence forms. It would be useful to include question forms (to
allow assessment of rising intonation, for example); information in parentheses (to
allow assessment of ability to indicate supplementary information, for example); and
shorter sentences.

Task 1C—Telling a Story/Recounting
an Experience/Presenting Arguments

Most stakeholders agreed that Task 1C was a valuable task and should be retained.
The only issue raised regarded timing, and it was felt that it should be fixed, rather
than being influenced by the amount of time the candidates took for Tasks 1A and
1B. In the past, candidates had sometimes had insufficient time to complete the task,
making it difficult for assessors to assess features of the discourse such as coherence
and organisation. It was considered essential that sufficient time was made avail-
able for all candidates to complete the task (taking into consideration the logistical
considerations involved in test administration).
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Revision: The allotted time for Task 1C in the Speaking Test was to be stan-
dardised.

It was felt that this task should be retained because it was necessary to include
one task where candidates are required to produce an extended piece of discourse,
in which their ability to organise content coherently, as well as associated language
skills, could be assessed. The specifications should include a requirement for this task
to draw on the ability to demonstrate higher-order language proficiency: providing
relevant information, coherent structure and abstract and reflective language rather
than features such as ‘safe’ concrete descriptions or recounts, or predictable topics.

A wide spread of assessor severity was observed in the Speaking Test data analy-
sis. In order to improvemeasurement of candidates’ language proficiency, in addition
to ensuring that rater training and standardisation was done properly, it was recom-
mended that the revised Test makes the rating task easier for assessors to manage and
the above measures were designed to achieve that. A further measure was to remove
the thematic link between the tasks of Part 1. This would hugely increase the range
of texts and tasks available, allowing far more flexibility to test developers.

Revision: The thematic link between tasks in Part 1 of the Speaking Test was
to be removed.

As with all components of the LPATE, thematic links would be removed. Such
links increase any topic bias effect and result in less effective and reliable measure-
ment. The material should be relevant and if possible motivating for candidates to
interact with, but the first requirement should always be good measurement.

Part 2: Group Interaction

As with Part 2 of the Writing Test, the participants expressed the view that Part 2 of
the Speaking Test, the group interaction task, gave rise to the question of whether
it was content knowledge or proficiency that was being tested. Further, it seemed
that candidates sometimes had a set of prepared responses that enabled them to sat-
isfactorily complete that part of the Test. According to respondents, this had led to
a negative washback effect, in that instead of teachers engaging more in discussions
with colleagues, they were memorising stock phrases and strategies. While it was
still considered valid to have a discussion, the candidates should not be judged on
metalanguage. It would be better to have different kinds of stimuli for them to dis-
cuss. There should be the possibility to move away from a discussion of errors to a
discussion of different genres or text types.

The existing task focused more on content knowledge (pedagogy) than language
proficiency. Similar arguments applied here as were presented for the revision of the
Writing Test. Testing these features was not appropriate for a language proficiency
test, and it was questionable how far the existing test format allowed a valid assess-
ment of these skills. Correlations showed that this part of the Test was measuring a
different ability from the taskswhich obviously relate to language ability (0.49–0.54).
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The correlation between criteria within Part 2 was high (0.75), but correlations with
other Speaking Test scores were low.

Another problem identified with the existing test format was that it may have
advantaged candidates who spoke first, leaving little for later speakers to say about
the studentwork.Thegroup interaction task shouldbemore relevant to the assessment
of language proficiency and should allow a fair contribution from all candidates.

The critical linguistic skill in the existing task was described in Scale 5—inter-
action ability. This was in contrast to Scale 6, which focused on metalinguistic and
pedagogical knowledge. In this category of assessment, it was most helpful to break
interaction down into more explicitly described components, for the benefit of can-
didates, assessors and users of the results. Interaction involves seeking and providing
information, playing a cooperative and not overly dominant role, and ensuring that
the task is completed.

A fundamental function of teaching is eliciting information from students, and
responding to students’ questions. Although the appropriateness of the way teachers
interact with students was assessed in the Classroom Language Assessment (CLA),
it was considered necessary to assess how well teachers can ask for and provide
information, without the added complexity of the classroom situation.

Revision: A new task, involving an information gap, was to be included in
the Speaking Test in place of the group interaction task.

A new task was proposed, involving an information gap, taken by test takers
in groups of three (or four, where necessary). This task type was considered to
have several advantages. A basic form of the task could easily be manipulated to
produce numerous variations while retaining an essentially comparable task. The
design should allow for the task to be completed by groups of three or groups of four
test takers. Possible topics included:

• Planning an excursion, meeting a range of constraints;
• Dealing with student behaviour;
• Discussing a student’s learning problems;
• Planning a school open day, fair, sports day, parent’s evening, etc.
• Discussing a response to examination results; and
• Responding to enquiries from parents.

The purpose of the group interaction task would be described on the information
card of each group member so that the discussion could be initiated by any of them.

Scales and Descriptors for Speaking

A revised task for Part 2 would require new scales and descriptors to be produced.
The revised scales would cover the two following components:

1. Eliciting Information. Asking questions (including clarifying information pro-
vided by others, feedback, echoing, encouraging other to say more) and con-
tributing sufficiently to this aspect of the interaction;
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2. Providing Information. Answering questions clearly, relevantly, cooperatively
and contributing sufficiently to this aspect of the interaction.

In order to score well on this task, candidates would need to both provide and
seek information.

Revision: The scales and descriptors for Part 2 of the Speaking Test were to
be revised to reflect the new task.

In addition to revising Scales 5 and 6 to take account of the new task, the other
scales should be re-examined to make them easier for assessors to use. Collectively,
it was hoped that these changes should make it easier for assessors to produce scores
in which they had confidence, and hence improve the reliability of the paper.

Other Issues

The recommendation was made that should resources be available to implement it,
and the Speaking Test should be video-recorded. This would enable more accurate
rating of performances and would supply a ready-made source of sample perfor-
mances for assessor training. In fact, the HKEAA revealed that plans were under way
for future speaking assessments to be video-recorded. The hope was that HKEAA
would trial the feasibility of doing this for LPATE with a view to the Speaking Test
being video-recorded from 2008 onwards.

Other comments on the Speaking Test are summarised below:

• For reliability, the number of assessors should be reduced. This might occur nat-
urally due to reduced candidature.

• The assessment should be held at weekends to avoid tiredness.
• Self -access assessor training packs are suggested.

Development and Piloting of the Speaking Test

The revision team took the above recommendations from the review into account
when designing the revised Speaking Test. The requirement to read a poem was
removed from the Reading Aloud section, denoted as Task 1A. In this part of the
Test, candidates would now be required to read a prose passage only. The prose
passages were chosen with a view to including more ‘literary’ type texts which
would be more likely to be read aloud to students. In addition, the former Task 1C,
now denoted as 1B, in which candidates were given a topic to talk about, was de-
linked from the reading aloud task in terms of topic, so that candidates would not
be doubly penalised (or advantaged) due to any unfamiliarity (or familiarity) with
a single topic. The recommendation to standardise the allotted time for this task
was explored. However, after careful consideration, it was decided that for logistical
reasons, it would be very difficult to set a standard time for both Task 1A and Task
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1B given the variations in text length and complexity as well as reading speed of
the candidates. It would also require the assessors to reset the clock after Task 1A.
The logistical procedures of the Speaking Test had matured thanks to the expertise
of the HKEAA staff that run it and it was felt that the procedures should remain the
same wherever possible. It was also felt that retaining a total time of five minutes
for both the tasks in Part 1 of the Test would enable the flow of candidates to remain
as is, while at the same time allowing plenty of time for the full assessment of each
candidate’s performance in Tasks 1A and B.

In Part 2 of the Test, the group interaction, initially four sets of taskswere designed
along the lines stated above and trialed on a small group of test takers. The feedback
from assessors and test takers was that by providing a certain amount of information
and requiring them to extract other information from each other resulted in a situation
where it was unlikely that any test taker would fail to complete the task. Moreover, it
was found that test takers would read each other’s task notes to obtain the information
they needed. There were also concerns that by appointing roles to the candidates,
there may be issues of fairness as some roles may put one or more candidate at an
advantage over the others. Hence, it was decided to provide a more general scenario
so that they could explore it themselves and as eachwould have the same information,
issues of fairness would not arise. Such tasks would also be much easier to design.
The 94 test takers who took part in the Pilot Tests did one (or more) of four different
tasks. A total of 10 experienced LPATE Speaking Test assessors took part in the
Pilot Tests. Each test taker was assessed by one assessor initially. All performances
were video-recorded and then each performance was assessed a second time from
the video recording by a different assessor.

The Scales and Descriptors for Speaking were revised to take into account both
the new design of Part 2 of the Test and the concerns expressed by stakeholders
during the review. The main changes can be summarised as:

• The addition of ‘Lexical Accuracy and Range’ to theGrammatical Accuracy scale
to account for use of vocabulary;

• The replacement of the existing Scale 6 (Explaining LanguageMatters to Peers) to
a new scale (Discussing Teaching Matters with Peers) to reflect the revised group
interaction task;

• The change of format to a more inclusive point form for ease of use by markers.

During the assessing process the scales and descriptors were amended to take into
account the opinions of the assessors.

The major change in the Scales and Descriptors for Speaking was in Scale 6.
The focus of this scale would now be on the quality and relevance of the candidates’
contributions to the discussion, rather than on their perceived knowledge of language
and/or pedagogy. The task aimed to simulate the kind of discussion that teachers of
English are likely to engage in practice, where they would need to contribute in staff
meetings held in English. Feedback on the scales and descriptors from the assessors
who took part in the Pilot Tests was very positive and they found them easier to use
and clearer than the existing scales.



13 The Revision of the LPATE 289

Table 13.17 Measure of differences in testing criteria for Speaking Test

Scale Fair Average Measure (logits) Model error Infit mean square

Pronunciation 3.0 −0.06 0.14 1.0

Reading 3.0 +0.11 0.14 0.8

Grammar 2.9 +0.38 0.14 0.7

Organisation 3.1 −0.42 0.14 1.0

Interaction 3.0 +0.05 0.14 1.2

Explanation 3.0 −0.05 0.14 1.1

Mean 3.0 0.00 0.14 1.0

S.D. 0.1 0.24 0.00 0.2

RMSE 0.14 Adj S.D. 0.19 Separation 1.37 Reliability 0.65
Fixed (all same) chi-square: 17.1 d.f.: 5 significance: 0.00
Random (normal) chi-square: 5.0 d.f.: 4 significance: 0.29
Key: Pronunciation�Pronunciation, Stress and Intonation; Reading�Reading Aloud with Mean-
ing; Grammar�Grammatical and Lexical Accuracy and Range; Organisation�Organisation and
Cohesion; Interaction� Interactingwith Peers; Explanation�ExplainingTeachingMatters to Peers

In order to answer the question of whether the new tasks and the revised scales
and descriptors were comparable in level of difficulty as well as in the constructs of
speaking that they were describing, a detailed analysis of the Pilot Test results was
carried out via Many-Facet Rasch Analysis. In the case of the Speaking Test, ‘item’
refers to the scores on the six scales on which test takers’ speaking proficiency is
measured, in this case, the criteria of Pronunciation, Stress and Intonation; Reading
Aloud with Meaning; Grammatical and Lexical Accuracy and Range; Organisation
and Cohesion, Interacting with Peers; and Explaining Teaching Matters to Peers.
Table 13.17 shows the analysis.

Table 13.17 shows that the criterion of Grammatical and Lexical Accuracy and
Range proved to be the most difficult for test takers to score well on with a logit
measure of 0.38. This is consistent with observations of the ways that candidates
typically performed on theLPATESpeakingTest.Organisation andCohesion proved
to be the easiest scale to score on with a logit value of −0.42, again consistent with
typical performance of candidates in the Speaking Test. The other criteria were very
close in terms of measure but as the model data fit for each criterion was within the
range of 0.5–1.5 logits, it was felt that these items were performing as they would
be expected to.

These findings accord with those observed in other studies (see Pollitt & Hutchi-
son, 1987; Falvey & Coniam, 2000)—where the most demanding scales tend to be
those involving the formal ‘expressive’ categories (Pollitt & Hutchison, 1987, p. 75)
of syntax, lexis, spelling.

TheMFRA analysis also provided information on the different task versions used
in the Pilot Tests and these are shown in Table 13.18.

Table 13.18 shows some differences in the level of difficulty of the test tasks
used. This was expected as the revision team wished to gain a measure of the types
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Table 13.18 Measure of differences in test tasks

Version Task Fair Average Measure
(logits)

Model error Infit mean
square

1 1A 3.0 −0.01 0.18 1.0

1B 3.0 +0.01 0.18 1.1

2 3.0 +0.00 0.18 1.2

2 1A 3.0 +0.24 0.17 0.8

1B 3.1 −0.24 0.17 0.8

2 3.0 +0.00 0.17 1.2

3 1A 3.0 +0.03 0.20 1.0

1B 3.3 −0.88 0.20 0.7

2 3.2 −0.72 0.20 1.2

4 1A 2.8 +0.71 0.33 0.7

1B 3.0 +0.14 0.36 1.0

2 2.8 +0.72 0.36 1.0

Mean 3.0 0.00 0.22 1.0

S.D. 0.1 0.45 0.07 0.2

RMSE 0 0.24 Adj S.D. 0.39 Separation 1.64 Reliability 0.73
Fixed (all same) chi-square: 44.1 d.f.: 11 significance: 0.00
Random (normal) chi-square: 10.4 d.f.: 10 significance: 0.40

of task that were most suitable for use in the revised Speaking Test. For Task 1A,
version 4 was themost difficult reading aloud task, with a logit score of 0.71. The text
chosen was the most literary of the four and involved both dialogue and idiomatic
expression. For Task 1B, version 3 stood out as being the easiest task (logit value
−0.88). In this task, the test takers were required to talk about learning strategies.
Possibly the education focus of this task allowed the test takers to construct responses
from memory based on their knowledge of the topic and the particular lexis used
to describe it. For Task 2, version 3 (school outing) was the easiest and version 4
(student discipline) the most difficult. The analysis provided very useful information
on the task types to be included in future Speaking Tests.

Test Result Reporting

As for the Writing Test, it was recommended that Rasch modelling be used for the
Speaking Test—to both aid the process of test analysis and in the reporting of test
scores and that the use of Fair Average scoring would allow a more balanced and
fairer assessment of candidates’ proficiency.
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Summary of Revisions to Speaking Test

Based on the recommendations to emerge from the review of the LPATE, a new
Speaking Test was developed (in four versions) and piloted. The results of the Tests
were analysed and measures to ensure the fair reporting of candidates’ performances
recommended. The new Test would serve as a sample for future administrations
of the LPATE and would be included in forthcoming Guidelines for Candidates.
The revised Scales and Descriptors for Speaking would be included in the LPATE
Specifications for use by test developers and markers, while a simplified version
would be provided for candidates.

The Classroom Language Assessment

During the review process, a focus group discussion was held with eight Classroom
LanguageAssessment (CLA) assessors. In addition, the revision teammetwith about
twenty faculty members from the English Department of the Hong Kong Institute
of Education, who used the Scales and Descriptors for CLA when assessing their
own trainee teachers. All provided views on various aspects of this component. The
main areas for discussion were training of assessors, logistical arrangements and the
scales and descriptors.

Training of Assessors

Assessors felt that there should bemore training and standardisation. At the time they
had half-day refresher sessions, which they found very useful, but they expressed the
view that a full-day of training, as is done for the Speaking Test, would give them
more confidence. In addition to new assessors being given training, they felt that all
assessors should be trained/retrained regularly.

Revision: More regular training for CLA assessors was to be implemented.
There was a consensus that the feedback that they received from the LPATETeam,

in terms of both oral feedback and assessment statistics, was very useful and they
hoped that this would continue.

Logistical Arrangements

The assessors were able to relate instances where there had been breakdowns in
communication resulting in them arriving at a school to carry out an assessment,
only to be told that the teacher had taken sick leave or that another assessor had been
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assigned. Such instances were quite rare but nonetheless annoying. The possibility
of reducing the number of visits to each teacher by one was raised, which might have
gone some way to alleviating this problem. Instead of each teacher being visited
twice, they could submit one video recording for assessment in addition to having
one visit from an assessor. This was found to have been effective by LPATE course
providers.

Therewere felt to beother advantages of video recordingof assessments, including
the saving of manpower, the archiving of performances and the potential of being
able to use recordings for training purposes.

Scales and Descriptors

The assessors all referred to the scales and descriptors when assessing and felt that
in general they were comprehensive. However, they felt that it might be possible
to break them down into a more ‘user-friendly’ bullet-point style. This especially
applied to the Language of Interaction scale which is very detailed.

Revision: The scales and descriptors for CLA were to be revised.
Discussion in terms of assessment procedures centred on the use of the Scales

and Descriptors for the CLA. The points made are summarised below:

• The addition of lexical accuracy and range to the old grammatical accuracy scale
so that the new domain is called Grammatical and Lexical Accuracy and Range;

• The revision of the pronunciation descriptors making ‘native-speaker like’ not a
requirement for a high score in favour of ‘comprehensibility’;

• The expansion and emphasis in Scale 3 The Language of Interaction to address
the need for candidates to be genuinely interacting and providing feedback to
students and not just standing in the front of the class asking a series of ‘display’
type questions;

• The expansion and the emphasis in the Scale 4 The Language of Instruction to
address the need for candidates to present and explain ‘content’ as well as to
manage the process or activity in the classroom through instructions;

• The need for both Scales 3 and 4 to make an explicit statement about previously
observed practices of ‘rehearsing’ the lesson before the assessor arrives and/or
reading instructional language verbatim from the course book or PowerPoint slide;

• The change of format to a more inclusive point form for ease of use by assessors;
• No change in Scales 3 and 4 as it was felt that this would be too radical a change.

The following section describes the procedures that were carried out during the
revision of the scales and descriptors.
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Revision and Piloting of CLA Scales and Descriptors

Based on the feedback gained from the discussions with CLA assessors, a revised
version of the scales and descriptors was prepared. These were presented to members
of the LPATE Team and minor revisions made.

A CLA training meeting was convened with EDB part-time assessors as well as
those who had been previously involved in the approved provider group carrying out
CLA assessments in schools.Members of the LPATE revision teamwere also present
at this meeting and participated in the calibration and assessing of a number of CLA
video lessons [Note 10]. At this meeting the changes to the CLA descriptors were
discussed and there was agreement that these should assist assessors in making the
assessing easier. Three video-recorded lessons were then assessed using the revised
scales and descriptors for standardisation purposes. By the end of the session there
was agreement between assessors as to a fair set of scores for each of the assessed
teachers. It was agreed that all those who had been standardised at this meeting
should return to assess a number (10) of videoed lessons using the revised scales and
descriptors. The results of the assessment were analysed using FACETS revealing
that even with a small number of assessments, differences in assessor behaviour
emerged. Assessors 1–3 (part-time assessors employed by the EDB) tended to be
stricter in their assessing and 4–6 (assessors from one of the LPATE course providers)
more lenient. In terms of criteria, Pronunciation, Stress and Intonation proved to be
the one on which the teachers scored most highly and Language of Instruction the
least.

Seven of the videoed lessons (A–E, H and J) had previously been assessed on the
existing scales and descriptors and correlations between the scores given to them on
the existing scales and those given on the revised scales are shown in Table 13.19.

Table 13.19 shows that the scores given on the seven lessons on the old scales and
descriptors correlated reasonably well with the scores given on the revised scales and
descriptors (thoughonlyPronunciation, Stress and Intonationwas statistically signif-
icant) considering the small sample size and taking into consideration the improved
scale content of the revised scales and descriptors and the different ways that the
constructs had been defined. Assuming the assessors of future administrations of the
LPATE remained the same and they went through enhanced training and standard-

Table 13.19 Correlations between scores for lessons assessed on old and new scales and descriptors
(n �7)

Grammatical
and Lexical
Accuracy and
Range

Pronunciation,
Stress and
Intonation

Language of
Interaction

Language of
Instruction

Test Mean

Correlations 0.58 (p �
0.169)

0.86* (p �
0.013)

0.54 (p �
0.214)

0.43 (p �
0.338)

0.75 (p �
0.053)

*Correlation significant at 0.05 level (two-tailed)
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isation procedures, the revised scales and descriptors would provide more accurate
and reliable measurement of speaking ability within the classroom.

It was recommended that as for both the Writing and Speaking Tests, the scales
and descriptors in their revised form should not be provided for candidates as they
were designed to be used by testers and may have been open to misinterpretation.
Instead, a modified and simplified version would be provided for candidates.

Test Result Reporting

As with Writing (Part 1) and Speaking, it was considered possible to report a Fair
Average score for each of the criteria of CLA and an overall Fair Average score for
the assessment. This would contrast with the existing process of reporting the mean
scores given by each assessor on the separate scales of performance and requiring the
candidate to attain a Level 3 or above on each scale in order to reach the Language
Proficiency Requirement.

Summary of Revisions to Classroom Language Assessment

Based on the recommendations to emerge from the review of the LPATE, new
Scales and Descriptors for CLA were developed and piloted. The revised Scales
and Descriptors for CLA would be included in the LPATE Specifications for use by
test developers and markers. A simplified version would be provided for candidates.

The modified and simplified versions of the revised LPATE specifications for the
Writing, Speaking and Classroom Language Assessment benchmarks are provided
in Appendices Ea “LPATE Performance Descriptors: Writing (Part 1: Composi-
tion)”, Eb “LPATE Performance Descriptors: Speaking” and Ec “LPATE Perfor-
mance Descriptors: Classroom Language Assessment”.

Conclusions

This chapter has described the revision of the LPATE, in which revised tests, tasks
and scales and descriptors were piloted based on the recommendations to emerge
from the review of the Assessment. Revised LPATE assessment components and
associated procedures and documents were produced based on the results of the Pilot
Tests. Revised documents for both candidates (CandidateGuidelines) and assessment
developers (Test Specifications) along with sample performances of all components
were produced. The major changes made to the Assessment and endorsed by the
Education Bureau are summarised below.
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The major concern regarding the Reading Test was inclusion of the multiple-
choice cloze passage and so this was removed and replaced by another reading
passage and questions. This meant that there would be three reading passages of
differing topics and genres to both ensure that only reading comprehension was
being tested and candidates would have more opportunities for a fresh start (Hughes,
2003) and potential topic bias could beminimised. A similar consideration wasmade
regarding the Listening Test, which previously had consisted of one long recording,
usually an interview with one or two academics, with associated items. This was
remodelled so that future tests would consist of three recordings on different topics,
drawn fromauthentic sources and involving different speaking ‘events’, such as panel
discussions, conversations and lectures. In addition, recommendations were made to
reconsider the method of standard setting of the Reading and Listening Tests to one
in which the standards of new versions of the tests would be equated to a fixed scale
established using the Rasch model, rather than the existing practice of test equating
with an anchor version. In fact, as will be explained in Chap. 16, the HKEAAdecided
to retain the method of standard setting by using the 2003 (March) papers as anchors
and equating new versions of the Reading and Listening Tests to these.

Several revisions were made to the Writing Test, which would now be consid-
ered as two separate papers, Part 1 (Expository Writing) and Part 2 (Correcting and
Explaining Errors/Problems in a Student’s Composition). The main changes made
to Part 1 were to expand the possible task types that candidates would be asked to
write and to revise the scales and descriptors for rating to take account of the fact
that different writing genres would be produced. Part 2, in which candidates had
to identify, correct and then explain a number of perceived errors or problems in
a mock student essay, was reconstructed so that error/problem correction (Task A)
and explanation (Task B) were to be done on different items, thereby removing the
link between the two tasks. With Part 2 now becoming an item-based test, the same
standard-setting measures adopted for the Reading and Listening Tests were adopted
for this part of the Writing Test.

The Speaking Test underwent quite a major revision: the somewhat controversial
inclusion of reading a poem in Part 1 was dropped, leaving the reading aloud task
to consist of a prose passage only. Further, the task in which candidates had to
deliver a monologue on a particular topic would have its timing standardised, unlike
previously in which candidates were given five minutes to deliver the poem, prose
and monologue. In Part 2, where previously candidates had to discuss the perceived
weaknesses and errors in a mock student composition, concerns that this was testing
language knowledge rather than speaking abilitywere addressed by changing the task
to more of a school-related one. Following the revisions, candidates were expected
to engage in a meeting-like scenario in which they discuss plans for school events,
policies, issues, etc. As with the Writing Test Part 1, the scales and descriptors for
rating of the Speaking Test were revised. This was also the case in the Classroom
Language Assessment.

The revised version of the LPATE was accepted by the Education Bureau and
was launched to candidates in March 2008. In the following chapter, Neil Drave,
Manager of Assessment Development for the LPATE at that time, describes how the
changes were incorporated into the LPATE.
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Appendix A: LPATE Revision Questionnaire

Revision of the Language Proficiency Assessment for Teachers (English Lan-
guage) (LPATE)

LPATE Evaluation Questionnaire
Dear Principal/Teacher,
We have been commissioned by the EMB to conduct a revision of the Language

Proficiency Assessment for Teachers (English Language) (LPATE). We would like
to invite you to participate in this project because your experience and opinions are
valuable input to help us carry out the revision. This questionnaire will take you
approximately 20 min to complete. The information collected will ONLY be used to
inform on the proposed revisions.

If you have any inquiries about this survey, please feel free to contact us. Our
email addresses and numbers are listed below. Thank you very much for your help
with this project.

The LPATE Revision Project Team
Hong Kong Polytechnic University

I. Professional Information (for research purposes only)

Please tick (✓) the appropriate box(es) or respond as indicated:

Please tick ( ) the appropriate box(es) or respond as indicated:

1. Professional training:   Dip Ed. □ Cert. Ed. □ B.Ed. □

Other (please specify)

2. Teaching experience:  years  

3. Current teaching level:    Primary   □ Secondary □ Other (please specify)

4. Current post: Panel Chair □
English teacher □
Native English teacher □
Teacher of subject(s) other than English □
No current post □
Other (please specify)
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II. Experience of taking the LPATE

5. Which papers have you taken and when? Tick (✓) the appropriate box(es).

Paper 2001 2002 2003
(Mar)

2003
(Sept)

2004
(Mar)

2004
(Sept)

2005
(Mar)

2005
(Sept)

2006

Reading � � � � � � � � �
Writing � � � � � � � � �
Listening � � � � � � � � �
Speaking � � � � � � � � �
CLA � � � � � � � � �

6. If you have taken any of the papersmore than once, please indicate your reason(s)
for doing so.

To attain the passing level (Level 3) �
To attain a higher level (Level 4 or above) �
To improve my results �
Others (please specify):

III. LPATE Test Components

7. Please respond to the following by ticking (✓) the appropriate boxes.

Relevance Strongly
agree

Agree Disagree Strongly
disagree

(a) The skills
tested in this
paper are
relevant to
what the
teacher uses
in his/her
job.

Reading MC cloze � � � �
Comprehension � � � �

Writing Expository writing � � � �
Error correction � � � �
Error explanation � � � �

Listening � � � �
Speaking Reading aloud a poem � � � �

Reading aloud a prose � � � �
Giving opinions � � � �
Group interaction � � � �

CLA � � � �
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You may elaborate on your responses to the above. (e.g. nature/type of
task/question, topic of input text, difficulty of the task, etc.)

8. Please respond to the following by ticking (✓) the appropriate boxes.

Reflection of skills Strongly
agree

Agree Disagree Strongly
disagree

(b) The
results
from this
paper
reflect
accurately
a teacher
candi-
date’s
ability.

Reading MC cloze � � � �
Comprehension � � � �

Writing Expository writing � � � �
Error correction � � � �
Error explanation � � � �

Listening � � � �
Speaking Reading aloud a

poem
� � � �

Reading aloud a
prose

� � � �
Giving opinions � � � �
Group interaction � � � �

CLA � � � �

You may elaborate on your responses to the above. (e.g. nature/type of
task/question, topic of input text, difficulty of the task, etc.)
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IV. The LPATE Syllabus Specifications and Guidance Notes for Candidates

9. Please respond to the following by ticking (✓) the appropriate boxes.

Strongly
agree

Agree Disagree Strongly
disagree

(a) The Syllabus and Guidance Notes helped me to
prepare for the tests.

� � � �
(b) The scales and descriptors for Writing, Speaking and
CLA helped me to understand the requirements for these
papers.

� � � �

(c) The Syllabus and Guidance Notes should be revised. � � � �

You may elaborate on your responses to the above items (a), (b) and (c) below.

V. LPATE Administration

10. Please indicate how satisfactory you found the LPATE administration proce-
dures by ticking (✓) the appropriate boxes.

Very satisfactory Satisfactory Unsatisfactory Very
unsatisfactory

(a) Registration � � � �
(b) Briefing
seminar

� � � �
(c) Test
arrangements

� � � �
(d)
Announcement
of results

� � � �

Youmay elaborate on your responses to the above items (a), (b), (c) and (d) below.

VI. Additional information

11. Do you have any other opinions on the LPATE that you would like to express?

Thank you for taking the time to do this questionnaire.
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Appendix B: Item Intents for the Revised Reading Test

Item Intent No. of items

Locating/identifying:

Information making a simple inference 3

The referent of a cohesive device 2

A synonym for an idiomatic or uncommon expression using contextual cues 2

Both parts of a comparison in a specified paragraph in the presence of
conflicting information

1

A synonym for a linking phrase in context 1

A synonymous match in the presence of competing information 1

The referent of a cohesive device which links ideas across paragraphs 1

The meaning of an uncommon word from the context 1

The altered meaning of a familiar word in context, making connections across
a paragraph

1

The reason for a specified phenomenon in a paragraph 1

Explicitly stated information given in adjacent sentences 1

Suggestions for action made by an author, embedded within text 1

Agreement or inconsistency/opposition between each of a series of statements
and arguments put forward in a text

1

Lexical clues to identify relevant section of text and interpret potential effects
of actions

1

An aspect of an author’s complex attitude on an issue 1

Interpreting:

An idiomatic expression using contextual cues 6

Information in a specified paragraph 3

Information in a specified paragraph in the presence of competing information 1

The intent or effect of a metaphor 2

The meaning of two metaphors 1

The meaning of an unknown word using contextual clues 1

The underlying meaning/implications of a familiar word used metaphorically
in a specific context

1

A colloquial expression using tone and other contextual clues 1

An attitude implied in a specified paragraph 1

Atypical use of uncommon lexical expression in context 1

The perspective taken in a specified part of the text 1

Reason for and effect of including comparison to body outside text 1

Understanding:

(continued)
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(continued)

Item Intent No. of items

The main point of a specified paragraph which contains idiomatic expressions 1

The meaning of a common word used idiomatically, and demonstrating this
understanding by finding a synonym in the text

1

The underlying criticism made in a specified paragraph 1

The main message of a specified passage by interpreting idiomatic language
through contextual clues

1

The meaning of a linking phrase in context 1

The effect and purpose of a pun 1

Irony embedded in a paragraph 1

Connections across a paragraph to understand point of reference 1

Reflecting:

On and evaluating overall content of an article, giving own opinion about
suitability of title

1

On intent of fairly common textual convention (ellipsis, repetition) 1

Extracting:

Two main messages from a grammatically challenging sentence, using own
words to explain these main messages

1

Explaining:

The likely reason for an image included with the text by recognising its
relevance to the subject matter

1
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Appendix C: Item Intents for the Revised Listening Test

Item Intent No. of items

Locating/identifying

Specific information 9

Information about the speakers 4

Information in the presence of competing information 4

Two metaphors mentioned by speaker 2

Lexical use by the speaker 1

Interpreting:

The reason for a specified phenomenon given by the speaker 8

The perspective taken on a specified issue 5

The speaker’s point of view 3

The intent or effect of a metaphor 2

The meaning of an unknown word using contextual clues 1

An idiomatic expression using contextual cues 1

The reasoning of the speaker 1

The intention of the speaker 1

Understanding:

The speaker’s point of view 3

An illustration intending to make a point 2

Summarising:

Main ideas from a section of text 6

Extracting:

Required information from conflicting information 3

Explaining:

Actions reportedly taken by the speaker in certain circumstances 1
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Appendix D: Item Intents for the Revised Writing (Part 2)
Test

Item Intent Item No.

Task A

Incorrect prepositional phrase 2

Lack of plurality in noun 2

Incorrect preposition 2

Incorrect formation of past tense 3

Use of incorrect participle 3

Incorrect use of comparative adjective 4

Incorrect verb formation 4

Incorrect tense 4

Incorrect verb choice 5

Use of unnecessary preposition 5

Incorrect word order 5

Incorrect formation of pronoun 6

Incorrect choice of lexical item 6

Use of incorrect part of speech 6

Unnecessary pluralisation of gerund 7

Use of run-on sentence 7

Omission of definite article 7

Use of incorrect participle to form past continuous tense 8

Omission of verb 9

Use of incorrect verb 10

Task B

Incorrect use of infinitive 11

Incorrect use of adverb 12

Lack of subject–verb agreement 12

Omission of relative pronoun to introduce relative clause 13

Use of infinitive instead of participle in forming past continuous tense 14

Incorrect formation of past perfect tense 15

Use of run-on sentence 15

Use of inappropriate conditional sentence through incorrect
conjunction

16

Use of incorrect prepositional phrase 17

Incorrect choice of verb 18
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Appendix Ea

LPATE Performance Descriptors: Writing (Part 1: Composition)
(Note: The descriptors are for illustrative purposes to help candidates to grasp the
skills required at each level. They are a simplified version of the scales and descriptors
used by assessors in the assessment of performance in the LPATE.)

ForWriting (Composition), candidates are assessed on the following three scales:

• Organisation and Coherence (OC)
• Grammatical and Lexical Accuracy and Range (GLAR)
• Task Completion (TC)

The following descriptors indicate what candidates are expected to be able to do
at each level on this task.

5 OC Writes a completely coherent text such that ideas and information flow in a
smooth and natural way. Makes use of appropriate language to ensure
cohesion and logical links between ideas

GLAR Demonstrates control over a range of grammatical structures and vocabulary,
including idiomatic expressions

TC Addresses all elements of the task, with elaboration and illustration where
appropriate

4 OC Writes a coherent text such that ideas and information flow in a mostly
smooth and natural way. Makes use of appropriate language to aid cohesion
and logical links between ideas

GLAR Demonstrates control over a range of grammatical structures and vocabulary,
including idiomatic expressions, though with occasional mistakes

TC Addresses all elements of the task, with some elaboration and illustration

3 OC Presents ideas and information in a generally clear way. Links ideas together
using mostly appropriate language

GLAR Demonstrates a limited control over grammatical structures and vocabulary

TC Completes the task with minor omissions

2 OC Presents ideas and information in a way that makes it difficult for a reader to
follow. Does not link ideas effectively

GLAR Demonstrates a very limited control over grammatical structures and
vocabulary

TC Fails to address one or more major requirements of the task

1 OC Presents and links ideas and information in a way that is very difficult to
understand

GLAR Demonstrates no control over grammatical structures and vocabulary

TC Does not complete the task
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Appendix Eb

LPATE Performance Descriptors: Speaking
(Note: The descriptors are for illustrative purposes to help candidates to grasp the
skills required at each level. They are a simplified version of the scales and descriptors
used by assessors in the assessment of performance in the LPATE.)

For Speaking, candidates are assessed on the following six scales:

Part 1 Task 1A: Pronunciation, Stress and Intonation (PSI)
Reading Aloud with Meaning (RAM)

Part 1 Task 1B: Grammatical and Lexical Accuracy and Range (GLAR)
Organisation and Cohesion (OC)

Part 2: Interacting with Peers (IP)
Discussing Educational Matters with Peers (DEMP)

Please refer to the DVD entitled Language Proficiency Assessment for Teachers
(English Language): Speaking and Classroom Language Demonstration for sample
performances.

The following descriptors indicate what candidates are expected to be able to do
at each level on each task.

Task 1A: Reading Aloud

5 PSI Reads in a fully comprehensible way with no systematic errors in
pronunciation and uses stress and intonation in a very natural way

RAM Uses speed and pausing in a very natural way to convey the meaning of the
text.

4 PSI Reads in a comprehensible way with few systematic errors in pronunciation
and uses stress and intonation in a mostly natural way

RAM Uses speed and pausing in a mostly natural way to convey the meaning of the
text

3 PSI Reads in a generally comprehensible way, though may make errors in
pronunciation. Uses stress and intonation to convey meaning, though may
occasionally sound unnatural

RAM Uses speed and pausing to convey the meaning of the text, despite sounding
occasionally unnatural or inappropriate

2 PSI Does not read in a consistently comprehensible way due to errors in
pronunciation, stress and intonation and speech is frequently hesitant

RAM Does not convey the meaning of the text effectively through the use of speed
and pausing. May be monotonous or overly dramatic

1 PSI Makes frequent errors in pronunciation, stress and intonation which cause
confusion for the listener

RAM Speed and/or pausing are not used in any consistent way. Does not convey the
meaning of the text
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Appendix Ec

LPATE Performance Descriptors: Classroom Language Assessment
For Classroom Language Assessment, candidates are assessed on the following four
scales:

• Grammatical and Lexical Accuracy and Range (GLAR)
• Pronunciation, Stress and Intonation (PSI) ;
• The Language of Interaction (L-Int);
• The Language of Instruction (L-Instr).

The following descriptors indicate what candidates are expected to be able to do
at each level.

5 GLAR Always able to use an appropriate range of grammatical structures and
vocabulary accurately

PSI Speaks in a fully comprehensible way with no systematic errors in
pronunciation and uses stress and intonation in a very natural way to convey
meaning

L-Int Maintains very smooth interaction with students using a range of effective and
appropriate language

L-Instr Presents and explains lesson content clearly and naturally and provides clear
instructions

4 GLAR Uses an appropriate range of grammatical structures and vocabulary mostly
accurately

PSI Speaks in a comprehensible way with few systematic errors in pronunciation
and uses stress and intonation in a mostly natural way to convey meaning

L-Int Usually maintains smooth interaction with students using a range of effective
and appropriate language

L-Instr Usually presents and explains lesson content clearly and naturally and
provides clear instructions

3 GLAR Uses a range of grammatical structures and vocabulary generally accurately,
though with occasional errors

PSI Speaks in a generally comprehensible way, though may make errors in
pronunciation. Uses stress and intonation to convey meaning, though may
occasionally sound unnatural

L-Int Generally able to interact with students using appropriate language

L-Instr Usually presents and explains lesson content and provides instructions
effectively, though may at times sound repetitive and unnatural

2 GLAR The range of grammatical structures used is limited and consistently
inaccurate. Vocabulary is limited

PSI Does not speak in a consistently comprehensible way due to errors in
pronunciation, stress and intonation and speech is frequently hesitant

(continued)
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(continued)

L-Int Does not interact with students effectively due to limited appropriate language

L-Instr Often does not present or explain lesson content or provide instructions
effectively

1 GLAR A very limited range of grammatical structures and vocabulary is used. Fails to
convey meaning due to frequent grammatical errors

PSI Makes frequent errors in pronunciation, stress and intonation which cause
confusion

L-Int Does not interact with students due to a lack of appropriate language.

L-Instr Fails to present or explain lesson content or provide instructions effectively

Notes

1. TheLPATMainCommitteewas the overseeing body responsible for the running
of the LPAT (English Language) and LPAT (Putonghua). It consisted of rep-
resentatives from Government (Education Bureau), the Hong Kong Examina-
tions and Assessment Authority, tertiary institutions (including universities and
teacher education providers), school principals, school teachers and employers
from the public and private sectors.

2. There were single administrations per year in 2001, 2002 and 2006 and two
per year in 2003, 2004 and 2005. The final administration of the LPATE in its
existing form took place in 2007.

3. For the purposes of comparing performances and standards between the new
versions of the test components and the existing ones, the Reading, Writing
and Listening Tests from March 2003 were used (with permission from the
HKEAA). These tests were administered to a cohort of approximately 2000
candidates. The test papers have remained secure since then as publication of
the LPATE question papers did not commence until after the September 2003
administration.

4. Studies of performance on multiple-choice cloze exercises in language tests
have shown that these types of exercise do not provide evidence of being able to
measure distinct skills or abilities. (For studies of the effectiveness of multiple-
choice cloze exercises, see Hale et al., 1988; Abraham & Chapelle, 1992).

5. Currently, during the Expert Judgment standard-setting exercise, the judges
make decisions based on the evidence of candidates’ performance by looking
at live scripts. For the multiple-choice cloze, they were unable to do this and
had to take as a reference point the mean score of all candidates on the multiple-
choice cloze part of the paper. This potentially compromised the integrity of the
process.

6. Another possible item type was the C-test, where the first letter or two of the
required word is provided. This would, however, have required a considerable
amount of investigation to see how well this kind of item worked in the Hong
Kong context.
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7. Radio Television Hong Kong (RTHK) is the public broadcasting service of
Hong Kong.

8. For Fair Average scores, which are reported to one decimal place, a Level 5
was awarded to those attaining a score of 4.8 and above; a Level 4.5 to those
scoring 4.3–4.7; a Level 4 to those scoring 3.8–4.2, and so on.

9. No reliability figures are available for previous LPATE Writing (Part 2) Tests.
For the 2003 (March) test used in the Pilot Tests, reliability figures of 0.46 for
Task A and 0.56 for Task B were returned.

10. The cut scores for Writing (Part 2) of the LPATE were fixed, with candidates
being required to get 60% of items correct to attain Level 3 on each of the two
tasks. This equated to a score of 12 out of 20.

11. The video performances were supplied by the Centre for Professional and Busi-
ness English of the Hong Kong Polytechnic University.
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Chapter 14
Maintaining Standards in the Indirectly
Assessed Components of the LPATE

Neil Drave

Abstract This chapter discusses how standards are maintained in the indirect (ana-
lytically marked) components of the LPATE. It should be remembered that two of
the five LPATE components are wholly direct (performance) tests of teacher lan-
guage skills, as is Part I of the Writing component. The remaining two components
of the LPATE, the Reading and Listening Tests, plus the parts of the Writing Test
which concern errors, are marked analytically. It is important to reconcile the two
modes of marking. This chapter shows how cut scores are created for the analytically
marked components of the LPATE and describes the standards-setting mechanism
for the English language LPATE. The LPATP (for Putonghua) employs a different
standards-setting mechanism. An earlier version of this chapter was presented at
the 36th International Association for Educational Assessment (IAEA) Conference,
Bangkok, Thailand (2010), andwas distributed electronically as ‘Keeping up appear-
ances: maintaining standards in HongKong’s LPATE’. The PDF is available at http://
www.iaea.info/papers.aspx?id=78.

Introduction

Since its introduction in 2001, the LPATE has been a high profile, and often con-
troversial, part of the HKSAR Government’s strategy for raising English teaching
standards and making the profession more ‘professional’ (Qian, 2008; Drave, 2006).
LPATE was the first standards-referenced assessment offered in Hong Kong and
paved the way for the adoption of standards-referenced reporting (Great Schools
Partnership, 2017) in the Hong Kong Diploma of Secondary Education (HKDSE),
the suite of public examinations taken by the majority of school leavers, which was
implemented in 2012.
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The gate-keeping function of the LPATE, its high profile within the educational
community and its pioneering reporting method make the LPATE an important and
influential assessment. It is therefore crucial that the standards which its candidates
must meet are well thought out, clearly articulated and reliably implemented from
year to year.

In this chapter, the current LPATE standard setting and maintenance mechanisms
are described, focusing on the setting of cut scores in the indirectly assessed papers,
and then evaluated in light of current research. The chapter concludes with a list of
issues which need to be consideredwhen setting standards. These issues have already
been touched on in Section I, Chap. 8.

Direct and Indirect Components of the LPATE

Of the five LPATE components, theWriting Test, Part 1 (Composition), the Speaking
Test and CLA are direct performance assessments which employ explicitly defined
scales and descriptors. The method of setting the standard in these ‘productive’ skills
is quite straightforward: samples of performance from previous years (e.g. candidate
compositions, videos of Speaking Tests) are reviewed by senior examiners, who
decide what level they demonstrate, and these are then shown to new markers in
standardisation and training sessions. The aim is to ensure that the observed per-
formance is matched with the descriptors at each scale level and that the required
standard does not change from year to year.

The other LPATE papers (Reading, Writing [detection and correction of
errors/problems] and Listening) are pen-and-paper tests which give rise to numeri-
cal scores. The original proficiency levels for the papers were defined by a panel of
experts using data from the PBAE, administered in 1999 (Coniam & Falvey, 1999).
There were revisions to the format of the LPATE in 2007, and these necessitated a
re-setting of the standards, which was undertaken using the same procedures as are
currently used for the LPATE (see below). It is therefore the equivalents of these
levels which need to be identified for the tests in each administration to ensure that
the prevailing standards match those which are publicly available.

LPATE employs a ‘conjunctive’ rather than a ‘compensatory’ scoring method
(Zieky & Perie, 2006, p. 10; Hambleton & Pitoniak, 2006, p. 450), meaning that a
candidate has to pass all scales in all papers to be benchmarked: there is no provision
for failure on one scale to be compensated for by a pass on another. Conjunctive
methods are considered appropriate for tests of separate language skills (Zieky &
Perie, 2006, p. 10) since it is fair to expect a candidate to be competent in all areas
and because the LPAT is a high-stakes test of teacher language ability. The LPATE
employs within-paper conjunctive scoring, a practice which may lead to lower pass
rates than compensatory methods (Coniam & Falvey, 2001), which has to be taken
into consideration when setting standards.
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Standard Setting (Maintenance) Methods

The task of the ‘standards-maintaining’ exercise (Bramley & Black, 2008, p. 3) for
the LPATE paper-and-pencil tests is to identify points on a score scale that divide
the observed test score into classifications on a five-point scale. Decisions have to
be made as to what score ranges are considered equivalent to LPATE Levels 1, 2,
3, 4 and 5, i.e. what the cut scores should be (Kane, 2001, p. 55) in order to ensure
that the 2008 standards are maintained in subsequent years. There is no foolproof
way of making these classification decisions, and all methods have their strengths
and weaknesses (Cizek, 2001; Hambleton & Pitoniak, 2006). For example, any score
is subject to measurement error, including cut scores. There are also political and
other pressures on test administrators, meaning that the process of determining cut
scores may be as much political as it is educational (Zieky, 2001, p. 46; Kane, 2001,
p. 58; Cizek, Bunch, & Koons, 2004, p. 32). Nevertheless—or perhaps because of
this—setting cut scores is a crucial task.

It is common to categorise standard setting methods into those based on judge-
ments about test questions and of test takers’ work (Hambleton & Pitoniak, 2006;
Zieky & Perie, 2006; Cizek et al., 2004). Test questions are the focus of the Nedel-
sky Method for multiple-choice items, the Bookmark Method, in which items are
ordered according to difficulty, and the Ebel Method, which requires judgements
about item relevance and importance as well as difficulty. Candidate work is moni-
tored in the Borderline and Contrasting Groups Methods, as well as in the Body of
Work Method, in which holistic ratings are given to ‘response booklets’ containing a
number of test-taker performances. LPATE draws upon both categories of methods
(item- and candidate-focused) to maintain its standards.

LPATE Practice

The two methods of determining cut scores in the LPATE are Expert Judgement
and Rasch Analysis. The Expert Judgement Method (which might more properly be
termed a ‘procedure’ since it can be used with a number of methods) is a variation
of the Extended (or Modified) Angoff Method (Hambleton & Pitoniak, 2006; Zieky
& Perie, 2006), used for many purposes, including linking language tests to the
Common European Framework of Reference for Languages (CEFR) (Tannenbaum
&Wylie, 2009), the certification of doctors in the USA (Morrison, McNally, Wylie,
McFaul, & Thompson, 2009; Clauser, Mee, Baldwin, Margolis, & Dillon, 2009),
and of medical translators in Japan (Kozaki, 2004). In this method, a panel of expert
judges is asked to estimate the proportion of target examinees that would probably be
able to answer correctly each of the test items. For the LPATE, the target examinees
are minimally competent teachers of English in Hong Kong schools. The proportion
assigned to each item may also be conceptualised as the probability that a single
target examinee can answer a particular item correctly. The judges’ estimations are



314 N. Drave

expressed in the form of a numerical value between zero and one: ‘0.65’ would mean
a 65% probability of a correct response for example. A cut score is then obtained
by summing these values across all items. The Angoff Method originally required
simple ‘Yes’ or ‘No’ responses and was tailored toMC items, but the modification of
requiring percentages has proven to be very suitable for constructed-response items
(Cizek, 1993, 1996; Berk, 1986, 1995; Hurtz & Auerbach, 2003).

This extended Angoff Method is supplemented in two ways in the LPATE: first,
by providing descriptive test statistics and other relevant data (e.g. normative or
impact figures); and second, by giving judges an opportunity to directly review live
candidate scripts (cf. Hambleton & Pitoniak, 2006, p. 447).

Before the judgesmake their final decision onwhat cut scores to recommend, they
are given additional data in the form of cut scores suggested by a one-parameter IRT
(Rasch) analysis. Rasch hasmany uses in the social sciences (Bond&Fox, 2001) and
iswidely used for setting educational standards (e.g. in pharmaceutical examinations,
Jackson, Draugalis, Slack, Zachry, &D’Agostino, 2002). Rasch analysis is described
more fully in Appendix A ‘Methodological Approaches and Analytical Tools’ in
Chap. 8 at the end of Section I. The LPATE test-equating data come from common
person equating of pretests and anchor tests, the results of which are extrapolated
to the live versions of the tests. Rasch can be used to provide data which might
help judges decide on their probabilities, such as item difficulty figures (Bond, 2003,
p. 191; MacCann & Stanley, 2006; Tiratira, 2009), but in the LPATE it is used only
for test equating.

The current LPATE maintenance procedure may be summarised as follows:

1. Pretesting

An anchor test is administered for each LPATE indirect paper in tandem with a
trial version of the live test (with more items). The anchor is publicly available
and the cut scores for each level clearly stated (Education Bureau, 2010). Two
or more versions of the pretests are prepared to ensure that data are obtained for
all sections of the test and that there is less chance of adjacently seated pretest
candidates copying from each other.

2. Test equating

After marking the pretest, and the deletion of unsuitable items, common person
test equating is undertaken. Using the RUMM computer program, the pretest
candidates’ scores on both tests are converted to logits (Bond & Fox, 2001; Luo,
Seow, & Chew, 2001; Yu & Popp, 2005). The logit values which correspond to
the published (anchor) Levels 2, 3, 4 and 5 cut scores are extrapolated to the live
tests. First, the logit values which correspond to the appropriate cut scores on
the anchor test are identified. Second, the same logit values on the live test are
identified. Third, the live test scores which correspond to these logit levels are
read off and recorded for later use.
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3. Statistical analysis

When the live test has been administered andmarked, test statistics are calculated.
The most useful for standards-maintenance purposes are the measures of central
tendency, the IF index (item facility, i.e. percentage correct) and the ID index
(item discrimination, i.e. how well each item was answered by the best and worst
candidates).

4. Expert Judgement meeting

An Expert Judgement exercise (in the form of a round-table meeting) is then
carried out to:

1. Gather information from a source other than the Rasch analysis to help deter-
mine the cut scores.

2. Ensure that the determination of the cut scores for the three papers is trans-
parent to, and monitored by, members of different stakeholder groups. This
is important because it ensures that the process has face validity.

The expert group normally has between 10 and 15 participants, which is an opti-
mal number (Zieky & Perie, 2006). It includes primary and secondary school
principals and teachers, lecturers from tertiary institutions, representatives from
committees which designed and moderated the test papers and representatives
from the HKSAR Government’s Education Bureau, which originally commis-
sioned the LPATE.
Judges are sent an information pack containing the test papers and instructions
and asked to work through the papers as if they were candidates before they
attend the Expert Judgement exercise. Each panel member then estimates the
probability of a just-qualified teacher answering each item correctly, as described
above. The estimates are entered into a spreadsheet, outliers are removed, and
the probabilities summed to give preliminary cut scores.
The expert panel begins by setting the cut score for Level 3 on one of the papers
(normally the Reading), as Level 3 is the crucial ‘benchmark’ level.
The panel is first presented with the probability scores of all members and the
preliminary cut score for Level 3 derived from theAngoffMethod. The cut scores
of individual panel members are compared with the cut scores suggested by the
Rasch analysis. If the results of the panel are reasonably coherent and deemed
close enough to the Rasch scores, the process ends and the panel makes a firm
recommendation to the approving body. If the results of the panel are reasonably
coherent but not close to the Rasch cut score, there are two options:

1. The panel provides an explanation to support its recommendations; or
2. The panel may revise their item probabilities.

If the second of these options is chosen, additional information is provided to the
panel to help them decide whether to change their probabilities (e.g. test statistics
from the live administration, impact data on how different cut scores would affect
the passing percentage). A new cut score is calculated, after removing outliers,
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and presented to the panel for their consideration. If there is still a difference
between this figure and the one suggested by the Rasch procedure, or if there
is little difference but the panel so wishes, samples of performance awarded
different raw scoresmay be viewed. Judgesmay be directed to consider candidate
performances on items at certain levels of difficulty (as defined by different item
facility scores). A cut score is then decided upon, taking into account a one or
two mark margin of error (depending on the paper), which is incorporated to
account for the fact that a cut score has a standard error (Jaeger & Mills, 2001,
p. 329). This procedure is then repeated for all the levels on all the papers.

Certain features of the procedure used in LPATE are known to lead to greater inter-
expert consistency. Such features include discussion among judges, the opportunity to
re-rate and the availability of item statistics and impact data. Giving judges access to
test data leads to more realistic judgements as they then know how all the candidates,
not just minimally competent ones, have actually performed (Zieky & Perie, 2006,
p. 10). It also ensures that there is less of a mismatch between expert judgements
of what candidates can do (which may be more or less prescriptive, as discussed
below) and what they actually can do. In some contexts, however, these features may
be considered as ‘contaminating the procedure’, (Zieky & Perie, 2006; Zieky, 2001,
p. 37), and they may give rise to standards which are more conservative than they
might otherwise be (Cizek, 2001, p. 11).

Strengths of the Current Method

The main strengths of the current LPATE standards-maintenance procedure are as
follows:

1. The method has been used for many years, and all those involved know the
process thoroughly. It therefore requires minimal (re)training to use.

2. The expert group is relatively stable, with a low turnover of members from year
to year, and has representatives from the major stakeholder groups.

3. The group members have relevant subject knowledge and professional expertise,
so they are able to make informed judgements (Cizek et al., 2004, p. 34).

4. The Extended Angoff Method leads to a single, clear-cut score for each level,
which provides a firm foundation for subsequent discussion.

5. The process has objective (i.e. statistical) and subjective components, which
provide a check on each other.

6. The process involves consideration of pretest and live test information, as well as
impact data, which gives the judges all they need to make principled and realistic
decisions about cut scores.

7. The process—at least at the meeting stage—is efficient because much of the
time-consuming work (e.g. assigning probabilities, test equating) is done before
the actual standard setting process gets underway.
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8. The entire process conforms to (most of) the commonly accepted guidelines for
good standard setting practice (see Hambleton & Pitoniak, 2006 for a list).

Issues

While the above procedure is generally satisfactory, and usually runs smoothly, there
are some issues to consider when implementing it to ensure the best possible out-
comes.

1. Difficulty of Judging Probabilities

a. The Angoff Method is not easy to implement as it relies on experts’ ability to
internalise and apply standards from year to year as they operationalise the
concepts of ‘benchmark level’ and ‘just-qualified candidate’ (Zieky, 2001,
pp. 35–37; Jaeger & Mills, 2001, p. 335; Bramley & Black, 2008, p. 9).
Judges’ estimations of difficulty may be inaccurate. There is some research
evidence, for example, that easier items are systematically judged to be more
difficult than they really were, and vice versa (Hambleton & Pitoniak, 2006).
This problem cannot be completely solved but is certainly mitigated by the
use in LPATE of different sources of evidence about candidate performance.

b. Judges may not be clear about their task as they are not normally asked
to make probability judgements. A useful indication of whether the judges
understand what they have to do is to look at the probabilities assigned to
MC items, which for a four-option item should be≥0.25 i.e. 1 divided by the
number of choices (Zieky & Perie, 2006, p. 14). Even if a candidate were to
guess the answer to an MC item, they would still have a one in four chance
of getting it right, so logically the judge’s probability cannot be less than one
in four, or 25%.

2. Gate Keeping

Since the LPATE is a test for teachers, with teachers and teacher trainers on the
expert panel, some members may be prescriptive rather than descriptive when
making judgements; i.e., they may assign probabilities according to what they
think candidates should be able to do rather than what they are probably capable
of. Prescriptivismcan be used to set cut scores, but it leads to high standards, as the
experts exercise their perceived gate-keeping function (Hambleton & Pitoniak,
2006, p. 442). It is important, therefore, to discuss this issue openly and to caution
against excessive strictness when briefing the expert panel members.

3. Groupthink

Like anygroup, an expert judgement group is subject to ‘groupthink’ (Janis, 1972)
whichmanifests itself as behaviour consistentwith a belief that anydecisionmade
by a group is inherently and necessarily better than that made in another way.
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This may lead to a rejection of the Rasch evidence, for example, or to the stifling
of dissenting voices in the group discussion phase. To counteract this tendency,
caremust be taken to respect the opinions of all judges, even thosewith dissenting
opinions.

4. Pretesting and Ras(c)h Decisions

The cut scores provided by Rasch analysis are useful only in so far as the pretest
and test equating data are reliable. While the HKEAA has confidence that they
are, constant vigilance is required in this regard and care must be taken to ensure
the following:

(a) The pretest candidate population is large and heterogeneous enough to
enable accurate calibration of items (Hambleton & Jones, 1993).

(b) Candidates are motivated to answer to the best of their ability.
(c) Each test item discriminates equally (Henning, Hudson, & Turner, 1985).
(d) Items are pitched at an appropriate level of difficulty for the pretest candi-

dates, so that item difficulty can be reliably estimated (Bond & Fox 2001,
p. 58).

(e) The marking of the anchor test is consistent from year to year.
(f) The live test is marked in the same way as the pretest.

Additionally, any lack of understanding of the Rasch model could lead to inap-
propriate interpretation of its results or to judges simply ignoring them.

5. Judging Candidate Proficiency

The final stage of the expert judgement process is often the viewing of candidate
work, particularly when setting cut scores for levels other than Level 3. There
are various matters to be taken into account when engaging in this practice.

(a) Because of the relatively small candidature, there are only a small number
of scripts at particular mark levels, particularly at the top and bottom of the
ability range. It may therefore be difficult to get a sense of the quality of
candidate performance at each level.

(b) LPATE is not wholly a criterion-referenced test, and therefore, it is difficult
to give a definite point of mastery/non-mastery which would correspond to
a ‘benchmark’ level.

(c) Descriptors are widely considered to be a useful tool for guiding the view-
ing of candidate scripts/performances and making judgements about them
(Cizek et al., 2004, p. 34; Alderson, 1995, p. 76; Zieky & Perie, 2006;
Kane, 2001, p. 56). The HKEAA uses these for the LPATE components
which assess productive proficiency (Writing Part 1, Speaking, CLA) but
not for other components because it is felt that any set of descriptors would
be too general to be useful for analysing a candidate’s performance on an
item-based test. Care must be taken, therefore, to ensure that judgements
are made by comparing candidate performance to the ‘putative standard’
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which has emerged from previous discussion, rather than simply to other
candidates, which would contravene the spirit of the standards-referenced
assessment method.

(d) Due to time constraints, there may be a tendency to look only at certain key
items, whichmay then become the de facto criterial items for benchmarking.
This tendency may be exacerbated by the fact that scripts are presented to
themeeting on a computer screen rather than on paper in the LPATEmeeting
as this means that judges’ attention at any one time is focused on a specific
part of a script.

(e) Judges must be made familiar with the criteria used to judge candidate
answers so that they do not make judgements based on irrelevant criteria
(e.g. handwriting).

6. Leader Integrity

The person who leads the standard setting process provides the data and leads the
discussion is in a very powerful position and can influence the ultimate outcome
of the process. It is therefore a matter of the utmost importance that this person
is reliable. Usually, the Assessment Manager from the HKEAA leads the setting
process. It is vital that they are independent and do not have a vested interest
in seeing a certain proportion of candidates pass and that they keep a record
of the process which can be scrutinised. Many of the issues mentioned above
can be managed if the standard setting process is handled with integrity and
professionalism.
A further issue concerns consistency across papers. The use of theAngoffMethod
involves summing the scores on items to arrive at a cut score and therefore pro-
duces a standard which is compensatory (Hambleton & Pitoniak, 2006, p. 450);
candidates can be weak in one of the three passages used to test Reading, for
example, but as long as they are strong enough in the other passages they can pass,
as there is just one cut score. However, the direct tests of Writing and Speaking
are not compensatory (or are so in a very limited sense). Different papers are
therefore treated in different ways. There is a need for more research on the con-
sequences of this and on how to ensure that the standard of English proficiency
required by different papers is similar.

Conclusion

In this chapter, the process ofmaintaining standards for the threeLPATEpaperswhich
use cut scores has been described. Given the high-stakes nature of the assessment,
it is important that the method adopted is undertaken with great transparency and
rigour. There is no perfect procedure, of course, and the one currently used is not
without its issues. The HKEAA is confident, however, that the current practice is
theoretically defensible and effectively monitored and that it gives rise to standards
which are quite stable from year to year.
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The following chapter in this section examines the impact of the LPATE through
the eyes of the media and the possible consequences of this perspective on whether
LPATE has been able to promote educational change. It foreshadows and contrasts
with some of the discussion in Section IV which is based on hard data rather than
writers’ opinions.
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Chapter 15
Misconceptions of the LPATE
in the Media: Perspectives
on Educational Change

Neil Drave

Abstract This chapter presents research into public perceptions of the value of the
LPATE as an instrument of change in English language education in Hong Kong.
The chapter reviews media coverage of the LPATE from the years in which the
Assessment was most important (2003 to 2007) in the sense of certifying the largest
number of serving English teachers. It reviews the press coverage afforded to the
LPATE (including letters to the editor, with some opinion pieces), summarising the
concerns of the various contributors, but also critically analysing the media dis-
course. The chapter reflects on the nature of good teaching, as well as on the rela-
tionship between the worlds of high-impact educational assessment and the popular
press. Earlier versions of this chapter were presented at the 9th Academic Forum on
English Language Testing in Asia (AFELTA), Taipei, Taiwan (2006) and appeared
in the Proceedings (pp. 18–40) as ‘The Language Proficiency Assessment for Teach-
ers of English (LPATE) as an instrument for educational change’; and at the 10th
EALTA conference, Istanbul, Turkey (2013), under the title ‘Hong Kong’s Language
Proficiency Assessment for Teachers: an impact study’. The PDF is available at
http://www.ealta.eu.org/conference/2013/programme.html.

Introduction

In its emphasis on standardisation, rigour, security and reliability, as well as the
fact that it is a one-off, summative-style test which does not give direct feedback
to candidates, the LPATE is a non-developmental ‘high-stakes assessment’ (Diez,
2002, pp. 73–74). It is similar to assessments administered by the USA’s National
Council for the Accreditation of Teacher Education and its Interstate New Teacher
Assessment and Support Consortium, both large accreditation bodies employing
well-defined standards which teachers must meet if they are to achieve certification
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(Diez, 2002). LPATE resembles the ‘competency tests’ (of literacy and numeracy)
which are administered to all prospective teachers in the USA and elsewhere, nor-
mally on entry to and exit from teacher education and/or certification programmes
(Brookhart & Loadman, 1995). In such accreditation initiatives, assessment may be
regarded as one tool for effecting improvements in teaching and (consequently) of
learning, particularly within what Moore (2004) calls the discourse of the teacher as
‘competent craftsperson’.

Other chapters in this volume, particularly in Section IV, describe data-based
research on the direct educational impact of the LPATE, from the perspectives of
education policy and language pedagogy. This chapter describes research which
sought to address the question of the impact of the LPATE indirectly, through the
lens of media discourse: how has the assessment been presented by and in the media,
and what have been the possible consequences of this on whether the LPATE has
been able to promote educational change?

In the following section, the data and methodology of the study are described.
The discourse framework of Moore (2004) is used to place the data in the context of
wider debates about teachers and teaching. The chapter ends with brief comments
on the relationship between assessment and educational impact, commenting on the
connections and contradictions between the two areas.

Methodology

In seeking to analyse the impact of the LPATE, English language newspaper items
published betweenDecember 2003 and July 2012were scrutinised, a period covering
twelve LPATE assessments (see Appendix ‘English Language Newspaper Articles
December 2003–July 2012’). This period was chosen because it was felt that only
after several iterationswould the ‘true’ impact of the assessment have emerged, hence
the decision to neglect pieces published within the first two years of the LPATE’s
operation. The majority of items come from 2004, 2005 and 2006, which was when
the candidaturewas at its highest. As described in Section I, the LPATEwas originally
scheduled to run for five years, ensuring that all teachers who needed to do so would
have time to attain the required ‘benchmark’ level in all papers before the beginning
of the 2006–07 school year (in September 2006) [Note 1]. As a result of policy
decisions, the last test in the original format took place in February 2007, after which
the assessment was revised and offered annually to new teachers only. Since 2012,
there has been no significant media discourse about the assessment, which suggests
that it is no longer controversial and has been accepted by teachers, a conclusion
corroborated by the data presented in Section IV of this volume.

English language media reports are widely recognised as the most authoritative
source of information for many in the Hong Kong educational community, and many
people use them if they wish to reach an international audience or set an agenda, so
these constitute a source of useful and reliable information on public perceptions (see
Habermas, 1966, 1991, 1993). Media is a lens not a mirror. Naturally, the inclusion
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of Chinese language data would have made for a more complete study but this was
beyond the scope of this project.

The data were gathered using WiseNews, a widely used news search service,
and contained letters to the editor (N � 23), opinion pieces (N � 9) and hard news
(N � 22) from five prominent Hong Kong English language newspapers and one
online news source, as well as two questions posed to the Legislative Council and the
response to them. Of the 55 pieces, seven were written by (self-identified) teachers,
nine by academics, 23 by journalists, two by civil servants working for the Hong
Kong Education Bureau and two by the Manager (formerly the ‘Subject Officer’) at
the HKEAA responsible for running the LPATE. Fifteen were classified as generally
positive in their attitude towards the assessment, while 27 were negative and 13
were balanced, non-committal or not evaluative in nature. An academic article on
the impact of the LPATE (Glenwright, 2002) supplemented these data.

The analytical approaches adopted were broadly within the traditions of content
analysis, in which categories are created and occurrences of items counted, and
critical discourse analysis (Fairclough, 1995), in which presentation style is analysed
for linguistic and pragmatic features which might influence the way the discourse is
interpreted.

Change Models

Many models of how behaviour can be changed to emphasise the importance of
affective factors, such as belief, in the change process (e.g. Fullan & Stiegelbauer,
1991). It is possible to get a sense of such factors by looking at editorials, letters and
news items, the documents of the ‘public sphere’ (Habermas, 1966, 1991, 1993).
According to Habermas, in eighteenth-century Europe, the market economy gave
rise to a formalised notion of public opinion which provided an oppositional force
to the hegemony of the (parliamentary) monarchies. Groups of citizens gathered
together, often in coffee shops, to talk about matters of public importance and in
this way formed a sphere of influence which allowed the issues of the day to be
freely debated. There were four distinctive features of this (idealised) sphere: (1)
individuals came together, (2) around issues of general interest, (3) without concern
for social status and (4) in order to achieve rational consensus by means of critical
discussion (Calhoun, 1992; Fraser, 1993). The role of this public sphere was to
‘amplify the pressure of problems, that is, not only detect and identify problems
but also convincingly and influentially thematise them, furnish them with possible
solutions, and dramatise them in such a way that they [were] taken up and dealt with
by parliamentary complexes’ (i.e. the real decision-making bodies; Habermas, 1966,
p. 359).

There has never been a perfectly unbiased and egalitarian sphere, as Habermas
later admitted, and the coffee shop has been supplanted by formal and informal
media organisations and online communities. Newspapers (in print and online) now
provide one of the most important forums for public debate, but they also have to
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sell themselves, and they do this by various techniques, including sensationalising
stories. Nevertheless, the prominence and reception of ideas in the sphere act as a
general barometer of public opinion, which in turn forms an important check and
balance on the power of governments. The HKSAR Government is a case in point.
It is aware of criticisms of the lack of a popular mandate for its policy makers and
that the Legislative Council (which is only partly elected) is unrepresentative of the
views of the general public. It has therefore sought the opinions of ‘the people’
directly on a number of controversial issues in recent years, including such matters
as harbour redevelopment and smoking in restaurants. Indeed, that it is not elected
probablymakes the governmentmore sensitive to public opinion, even to the extent of
wishing to directly influence public opinion polling [Note 2]. Lacking recourse to the
flexibility and freedom offered by a popular mandate, it must participate in a day-by-
day process of consensus building. It is therefore probable that the Education Bureau
(EDB), which administers education policies, is fully cognisant of, and sensitive
to, the public reception given to its policies and regards public comment as a fair
reflection of the success—or otherwise—of policy implementation.

There are alternative theories of how the media influence ideas in society. Herman
and Chomsky (1988), in their classic study, promote and exemplify a ‘propaganda’
model in which the media ‘inculcate and defend the economic, social and political
agenda of privileged groups that dominate the domestic society and the state.’ They
do this by deciding what gets into the media in the first place, what makes news, as
well as by the way stories are framed and the amount and quality of the information
which is allowed to be printed. The argument is that this is done consistently, not to
reflect the flow of issues but to deliberately exclude certain perspectives and prevent
some voices from being heard.

This may seem to be an extreme opinion but, at the very least, it is clear that the
media select what is to be published (i.e. it exercises a ‘gatekeeping’ function; see
Watson, 1998 for a summary); Letters to the Editor are an example of this practice. In
covering certain aspects of a topic at the expense of others, it is possible to influence
which aspects of the issue become prominent and which are ignored by the public
(Watson, 1998, pp. 112–113).

It has been proposed that decisions about what kinds of stories make news depend
on the notion of news values (Watson, 1998). A story is more likely to be published
if it has certain characteristics (Watson, 1998), for example:

• Frequency—stories which have an appropriate timescale for news production are
favoured.

• Amplitude—the more dramatic or impactful a story, the better.
• Unambiguity—issues which are simple, or which can be simplified, are favoured.
• Negativity—bad news is more newsworthy than good news.
• Personification—human interest stories are newsworthy.
• Eliteness—the opinions of society’s elite are more newsworthy than those of other
people.
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Once a news story has been chosen, issues of distortion and replication come into
play (Watson, 1998, p. 122).

The relationship between the media, public opinion and reality is complex and
contested. The media provide an outlet for the public to express their views, but it
is up to the media themselves to decide which opinions get expressed, how these
are edited and what ‘news’ stories appear. As shown in the Findings section below,
these factors have influenced what has appeared in print about the LPATE, with the
esoteric nature of assessment being an additional, complicating factor.

Findings

The findings are presented belowunder thematic headingswhich relate to (1)whether
the LPATE is perceived as an isolated initiative or part of a coordinated package of
educational reforms; (2)whether the assessment is felt to have hadpositive or negative
consequences; (3) the quality (accuracy, level of sophistication) of the contributions
to the media debate; and (4), from a critical perspective, the linguistic techniques
used to present information. The remarks do not consistently distinguish between
hard news and other kinds of writing except obliquely in referring to writers of
opinion pieces and Letters to the Editor as ‘contributors’. It is noteworthy that the
former Permanent Secretary for Education and Manpower, Fanny Law, is on record
as saying that the LPATE is an example of a reform which was well planned ([14]).
[Note 3]

Attempting to Understand the Intended Impact of the LPATE

What was the intended impact of the LPATE? As described in Section I, the Assess-
ment was introduced on the recommendations of the Education Commission which,
in its Report Number 6 (December 1995), stated the aim of ‘ensuring that new
teachers are competent to teach through the chosen medium of instruction’ (Educa-
tion Commission, 1995, Section C2). The Advisory Committee on Teaching Quality
(ACTEQ), which was charged with advising on the implementation of the policy,
later narrowed the scope of the initiative to include only language teachers. The
LPATE was one of a number of measures intended to increase professionalism and
bring about an improvement in classroom practice. Perhaps the most important of
these was the requirement that all new teachers should be subject trained university
graduates. The data in the present study suggest that there may have been confusion
about the large number of educational reforms and about the relationship between
the different initiatives. In many articles, the LPATE is mentioned in tandem with
other education reforms: some of these were indeed directly related in reality (e.g.
school-based assessment, [13], quality assurance [15]),while otherswere not (e.g. the
launch of a new degree in a teacher training institution [46], class size, subject-matter
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training [12], [44], school structure, medium of instruction [51] and school closures
[13]); overall, correspondents display a confusion over the relationship between the
LPATE assessment and other education policies. In some pieces, the LPATE is pre-
sented as having to bear the brunt of English language reform on its own, which
was never the government’s intention, and some writers therefore display (under-
standable) disappointment that the LPATE ‘has not achieved anything educationally
substantive’ ([2]).

Some of the blame for such misunderstandings certainly rests with policy makers.
There could have been a more clearly articulated rationale in the initial design and
implementation stages of the LPATE, for example. The preparatory documents for
the assessment do not set out precisely how reform or improvement in English was
to be accomplished, or in what framework it was to function. The assumption that
there were shortcomings in language teacher performance which could be addressed
by benchmarking were also not well articulated in these original documents and
the relationship between the LPATE assessment and other ways of achieving the
benchmark might have been confusing to many.

The English Language Benchmark Subject Committee Report (Coniam&Falvey,
1999), the most important pre-implementation document, refers in one paragraph
to positive backwash, citing the Australian ELSA experience (Australia Language
and Literacy Council (1996: 20–21), but does not otherwise address the mechanism
for teacher improvement. One can assume, however, that underlying the rationale
for the LPATE was that it would have an impact in one of the following areas:
if English teachers displayed good (enough) English, this would promote/constitute
good English teaching; the assessmentmight weed out the teachers with poor English
and so prevent bad modelling/teaching practice. These assumptions may logically
lead to different solutions, some developmental and some purely criterial, and did in
practice lead to a policy of allowing teachers to demonstrate proficiency in a number
of different ways, including the LPATE. This proliferation of means and ends could
have led to confusion in the public mind.

One reason for the lack of detail on the above assumptions is that the relationship
between the language of the teacher and that of the student, as well as the teacher’s
awareness and understanding of the language which they are teaching, were at the
time of LPATE’s introduction unproven. The evidence that teacher language aware-
ness (TLA) is an important variable in the teaching equation was only then beginning
to be published (e.g. Andrews, 2001). Likewise, there were more far-reaching educa-
tional discussions (still ongoing) which sought to define what good teaching is, plus
a number of economic considerations to contend with, consequences of the Asian
financial crisis of the late 1990s, and therefore a number of different paradigms were
(and still are) extant. It is therefore understandable that confusion should arise about
the functions of the LPATE within the broader educational change process.
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Positive and Negative Impacts: Different Points of View

About half of the pieces are critical of the LPATE. Negative comments include
accusations that the assessment takes teachers away from their core job of teaching,
adds to their workload or that it is a bureaucratic and expensive assessment (e.g. [4]).
One recurring theme in the data is that educational change is burdensome, so themore
changes there are, the greater the burden on teachers. LPATE is often discussed in
the context of this ‘burden’ (e.g. [20]), although there is little discussion of precisely
how this one-off assessment is actually burdensome. There are many references to
the assessment as contributing to an increase in teacher workload ([8], [12]) although
once again details are scant. This opinion was expressed in print as recently as 2012:
‘An example [of an educational initiative that is out of touchwith frontline educators]
is the complex LPATE, which has unreasonably increased the burden and workload
for language teachers in Hong Kong’ [i].

There are several areas in which correspondents are divided: whether to trust
teachers, whether certification is needed, whether to trust the results and whether the
scope of the LPATE should be expanded.

There was a feeling of ambivalence towards teachers, even among teachers: it is
felt that some teachers are not very good, but they are also victims of government
policy ([2]). Some correspondents feel that LPATE has ‘cut the dead wood’ ([4]) but
that there are still some ‘low or middling range teachers in the target language’ ([4])
who may still harm students. Several writers feel that the test should be extended to
those teachers who are teaching other subjects through English or that it should also
test teaching skills.

There is also ambivalence towards certification, and even though this is a high-
stakes assessment, there was an unwillingness to acknowledge that important deci-
sions should be based on its results. Assessment results are felt to be untrustworthy
since test performance does not reflect the real abilities of teachers ([18]) and even
those who pass cannot be trusted ([41]). There was a reluctance to label teachers
as failures: ‘Even though they have not met the requirements, it does not mean that
their language skills are poor’ ([26]). Some common stereotypes about language
teaching are transferred to the world of testing, for example that employing native
speakers of English as oral assessors guarantees the quality of the assessment ([1],
[4]). In fact, both native and non-native speakers are employed in the LPATE assess-
ment process and the assessment statistics show that it is very reliable, with good
inter-rater reliability (see Urmston, this section). There is thus a general mistrust of
the assessment on what might be called ‘technical’ grounds (Filer, 2000), that is, on
issues such as reliability and generalisability. Some writers ascribe more (negative)
washback influence to the assessment that is likely in real life. For example, two
writers assert that the error correction and explanation part of Paper 2 (Writing) will
encourage more error correction in the classroom and prevent innovative pedagogy
([31], Glenwright, 2002).

Undoubtedly, teacher correspondents are nervous about change, and, in particular,
they ‘are apprehensive about the spread of benchmark culture to include an assess-
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ment of [their] own language ability’ and fear a loss of face if they fail (Dowson,
Bodycott, Walker, & Coniam, 2000, p. 19).

The mistrust of certification is understandable since this is a relatively recent
worldwide trend. It has been accompanied by the imposition of standards of account-
ability and the encroachment of commercial values which have traditionally been the
province of the business world on other spheres which were traditionally above such
concerns. Teacher accountability is a worldwide trend. Teachers in Florida are now
paid according to performance, for example and America’s No Child left Behind act,
with its public dissemination of classroom test results and school rankings, made
it increasingly common for teachers to be judged on learning outcomes. The UK’s
1988 Education ReformAct, which led to the National Curriculum and the system of
National Vocational Qualifications in the UK, was an early (and problematic) leader
in this trend (see Drave, 1996 for linguistic problems with the NVQ documentation),
which has also reached New Zealand (Priestly & Higham, 2002) and elsewhere.

Itmay be true to say that educational change of any kind and under any contextwill
spark such concerns, (Guthrie, 2011;Köksal, 1995; Zimmerman, 2006). For instance,
similar reactions to the ones found here greeted the introduction of the UK’s National
Curriculum (Broadfoot & Pollard, 2000, p. 15). However, the economic climate in
Hong Kong in the early 2000s, in which cost-cutting measures saw salaries fall and
budgets tighten in all sectors of society, was a particularly difficult one in which
to introduce stringent certification measures. Additionally, an ageing population,
falling birth rate and increasing number of education providers, particularly at sub-
degree level, combined to make Hong Kong education more of a buyers’ market than
ever. Many of the concerns expressed in the data related to these wider concerns;
of teachers fearing for their jobs and many commentators wishing to uphold (or
improve) English standards in the face of economic and demographic challenges.

The Quality of the Debate

Perhaps it is wrong to expect too much from media discourse, which has to conform
to news values and fit into the constraints of limited column inches, and unfair for
an assessment insider to comment on the contributions of those who may have only
a passing acquaintance with the LPATE. However, since the articles were intended
to be in the public sphere, they are surely a legitimate topic for comment and crit-
icism. In general, however, what emerges is that the debate seems to be marred by
misunderstandings about assessment, poor argument and some failures of reporting
and editing.

When making general claims about teaching or language standards, there is a
reliance on purely anecdotal evidence or on none at all: ‘Walk past almost any
school building in HK…’ and you will learn what happens in all classrooms, appar-
ently ([4]). Some correspondents unashamedly acknowledgewhere their information
has come from: ‘anecdotal evidence suggests that not everyone employed to teach
English can communicate effectively in the language…’ ([19]). Again, the common
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misperception that the ‘standard of English’ is falling is repeated many times, for
example in [19], which claims that ‘most analysts maintain’ that this is true. It would
be interesting to know who these analysts are and how the writer was able to gather
their opinions.

The aims of the test are notwell understood,withmany under themisapprehension
that it is about teaching (e.g. [7], [19], [49]). Newspaper headlines are particularly
misleading in this respect: ‘Poor English teachers must mind their language’ ([22]).
The LPATE is an English test, hence largely cognitive in nature, with only one of its
five components undertaken in the classroom setting. It is therefore (at best) only a
‘proxy measure of teaching effectiveness’ (Rich, Barcikowski, & Boyd, 1995). The
Director of the British Council points out this important distinction. She asserts that
the LPATE is a ‘useful diagnostic benchmark but it won’t in itself improve English
standards in Hong Kong’ ([5]).

Perhaps more understandably, given its relative recency as a testing mode, there
are misunderstandings about the nature of standards referenced assessment (a term
often used synonymously with criterion-referenced assessment), such as the fact
that standards are held constant from test to test (through pre-testing of an anchor
paper, inter alia; see Drave Chap. 15). A common misconception is that one test
is more difficult than another and that the difficulty of the test is significant for the
final candidate outcome ([35], [49], [50]): ‘Top candidates teaching at the exclusive
DGJ School said that the test was too hard’ ([9]). The standard is also felt to be
too high: ‘Good teaching at primary and lower secondary levels doesn’t need near-
native proficiency’ [49]; ‘While it is essential for language teachers to have a sound
foundation of (sic) their Chinese and English language skills, it is unnecessary to
make the LPAT excessively difficult for language teachers, in order to establish
the reputation of the LPAT’ [i]. Also, some commentators, without referencing the
stability of standards, wrongly think that performance should be stable from round
to round, even though, as an open-entry proficiency assessment, the test population
may be different each time ([18]).

One un-named academic claims that the test is ‘flawed and needs overhauling’
because the pass rates for listening are different from one assessment to another
and because of differences in the pass rates for Reading and Writing ([34]). In
fact, research has found that there is no consistent, reliable, significant correlation
between productive and receptive language skills for Asian learners (Hirai, 2002;
Poedjosoedarmo & Hsui, 1996). Some writers simply do not know anything about
the test or how it is put together, as evidenced by the request to make sure papers are
‘standardised’ (whatever this means) ([42]). A norm-referenced mentality is also in
evidence: if so many candidates fail, this must be a bad test ([49]).

Some writers claim knowledge which they cannot possibly possess, e.g. the asser-
tion that half the failures are ‘veteran teachers who know how to manage class dis-
cipline’ ([8]), or that now, some years after inception, only the weaker teachers are
left to take the test and this explains the variability in performance ([37], [25]). One
correspondent refers to the concept of a ‘bare pass’ ([18]). However, this does not
really apply in the (standards referenced) LPATE since a candidate’s performance is
simply assigned to one of five levels. It is possible to be a borderline candidate in
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two of the five papers, where a cut score is used to determine proficiency, but this
raw score has no real utility outside the standard-setting process and neither it nor
the cut score are released to candidates or the general public.

Some pieces focus on only part of the assessment as if it were the whole. The
Writing Test (Part 2) is typically singled out for attention as it requires candidates
to demonstrate their language awareness, which is felt to be very demanding, and it
is this paper which often has the lowest attainment rate. The assessment apparently
‘do[es] not take into account the fact that a band-three teacher [Note 4]…may require
other qualities apart from an ability to explain grammatical constructions’ ([9]), says
one writer, ignoring the remaining tasks in the other papers, none of which test the
stated skills.

Some writers expressed the opinion that the Writing Test was irrelevant to the job
of language teaching, but evidence to the contrary is now emerging. Andrews has
conducted extensive research into the impact of teacher language awareness (TLA)
on the classroom practice of Hong Kong teachers (e.g. Andrews, 2001, 2007). He
has come to regard it as a kind of filter which good teachers are able to use flexibly
in different circumstances. Andrews’ three conclusions are that (1) when teaching
grammar, teachers who know it better, and can explain and reflect on it better, may
teach it better (i.e. TLA is necessary but not sufficient for good teaching); (2) better
TLA may result in better classroom input; and (3) better TLA results in greater
willingness to engage with language-related issues, which is itself a positive thing for
the classroom context (Andrews, 2001, p. 86). The LPATE may be able to screen out
Andrews’ ‘Teacher C’ and ‘Teacher D’ types, thosewithout the necessary knowledge
to engage with students on content-related matters, even if (as in the case of C) the
teacher is willing to do so.

These distinctions are obvious to correspondents who do have some knowledge
of assessment (usually tertiary teachers) and there are many complaints about the
standard of hard news reportage, for example the negative and misleading coverage
(e.g. [37], [39]). These contributions form a counterpoint to those from teachers and
the general public which, in their lack of knowledge about testing and the mechanics
of the LPATE, rely on personal and anecdotal evidence to support their assertions.

Drave (2006) discusses a range of different but related issues which arose from the
data, such as where the promotion of commercial and other interests, were discussed.
The reader is referred to that paper for more information.

A Critical Approach to Hard News Coverage

In the 22 hard news stories, some of the common features of newspaper discourse are
in evidence. There is also evidence of the operation of news values, for example selec-
tivity (choosing to report only bad news), and slanting (using emotive negative vocab-
ulary), whichmay have influenced public perceptions of the LPATE. Some of the key
features (see, for example https://www.thebalance.com/hard-news-how-does-it-diff
er-from-other-types-2316022; Reinemann, Stanyer, Scherr, & Legnante, 2011) are:

https://www.thebalance.com/hard-news-how-does-it-differ-from-other-types-2316022
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• The use of punning headlines, which often sacrifice accuracy for rhetorical effect,
playing on the novelty of teachers being tested (rather than doing the testing):
‘language tests for teachers a failure’ ([2]); ‘2000 teachers fail to make the grade’
([11]); ‘Poor English teachers must mind their language’ ([22]); ‘Language teach-
ers fall below mark’ ([26]); ‘Teachers on the bench as they fall short of the mark’
([28]); ‘Teachers inEnglish struggle’ ([42]); ‘Teachersmustmind language’ ([51]).

• Presupposition that there should be higher pass rates, indicated by words like
‘just’: ‘Just 29% of teachers get pass in English test’ ([25]); ‘Just 30% of teach-
ers… passed the writing paper, a marked decline … ([18]); ‘Only 35% of 943
teachers passed the writing test’ ([21]); ‘Just 29% of teachers get pass in English
test’ ([25]). Declining English standards are also taken for granted in comments
which address the ‘underlying reasons for the declining standards of English in
HK’ ([24]). Journalists are not afraid to comment on what teachers should be able
to do: ‘Some candidates even failed to write a grammatically correct and complete
English sentence’ ([42]). Factual distortions abound, for example the claim that
‘only a handful of teachers who appealed for a reassessment of their low marks…
were successful’ ([47] emphasis added); in fact, any candidate can appeal whether
they feel that their ‘marks’ are ‘low’ or not. There is therefore an evaluative, judg-
mental element to the reporting of the ‘hard’ news which suggests disappointment
in the candidates’ performance and in the attainment rates, but nowhere is this
explicitly referred to or made a topic for discussion so that it might be challenged.

• Negativity in choosing to highlight failure and negative emotions: ‘Third of English
teachers fail key test’ ([40]); ‘Teachers fail to get higher marks’ ([47]); ‘Dubious
English tests’ ([49]); ‘A to Z of reforms that have educators hopping’ ([15]);
‘Language teachers fall below mark’ ([26]); ‘Job fears for 1500 teachers’ ([6]).
Where articles report on results selectively, they almost always give only the results
for the papers with the lowest attainment rates (usually Speaking and Writing).

• Dramatisation of results, consequences or emotions for sensational purposes
using strong lexis, as in the following (emphasis added): ‘English teaching skills
plummet’ ([41]); ‘Educators demand tests’ disclosure’ ([50]); ‘results… dropped
sharply’ ([23]). It also seems that newspaper editors are trying to create through
rhetoricalmeans a simple conflict between parents and teachers by quoting ‘oppos-
ing sides’ ([9]) in the ‘…language test crisis’, which is looming as ‘teachers fail
crucial test’ ([18]). They even claim that ‘Language tuition in schools [is] ‘under
threat from test” ([23]), which is a surprising twist.

• Non-specific sources; restricted range of sources: only a narrow range of sources
is cited. Sometimes the source is ‘According to educators’ ([21], [44]); almost all
other comment is ascribed to one of a small group of sources, including Fanny
Law, representatives from the JET Circle and Education Convergence (education
pressure groups), the Professional Teachers Union and the Alliance of Parent
Teacher Associations. Close to a quarter of the articles did display a balance of
points of view, however, citing both opponents and supporters of the LPATE.

Based on the evidence cited earlier, it seems that there are some problems with
the public sphere in so far as it is able to cope with debate in this arena, which may
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mean that the community recognition and understanding of the LPATE as a (positive
if limited) change instrument may be diminished. As stated earlier, the debate is
marred by misinformation, lack of information, poor arguments and ignorance of
assessment principles and practice. Information is given and contributions are made
by a small number of people. The reporting is heavily slanted to the negative and
sensational. In short, the LPATE is treated as just another news story.

Assessment issues become conflated with both the causes of teacher stress and
theGovernment’s education policy initiativeswithout the relationships between them
really being teased out. The fact that different policy initiatives were introduced at
the same time, initiatives which are usually felt to presuppose contrasting assessment
goals (as we shall see), seems to be a source of confusion about how they will impact
teacher work, how they will relate to each other and how each is supposed to achieve
its ends. Those who choose to write letters often do so primarily to promote their
own agenda rather than to contribute to meaningful debate (Drave, 2006).

Common stereotypes and misunderstandings about English standards, teaching
and teachers, testing and the LPATE and its aims occur again and again. Filer (2000,
2) identifies two distinct categories of discourse about assessment, the ‘technical’
and the ‘sociological’. In the ‘technical’ discourse category, the ends of assessment
are taken for granted and the discussion concerns the means. Many of the letters
and articles in this study discuss these issues, commenting on matters of reliability
and standards. However, given the paucity of information and the constraints of the
format, these discussions remain at a superficial level. The matter of misinforma-
tion is troubling but not surprising, given the esoteric nature of assessment and the
speed with which newspapers are produced, which leads to shortcuts in research.
In such circumstances, the influence of public discourse is bound to be limited to
rehearsing the views of particular insiders or the personal experiences—the ‘life-
world’ in Habermas’ terms—of the ‘victims’ (who have no way of transcending the
personal). However, the sharing of personal experiences of the subjective experience
of the testing process (part of the lifeworld), for example may indeed be influenced
on assessment policies and practices (part of the ‘system’). It may be too easy to
dismiss such contributions to the debate as being irrational and therefore irrelevant
or powerless to effect change; the important question is ‘whose personal experience
is valued’?

Filer’s second discourse category is the ‘sociological’ discourse category in which
the relationship of assessment to matters such as social reproduction and control are
at issue and in which the social context of assessment is of paramount importance.
The contributors to a volume edited by Filer (2000), for example regard assessment
as a form of social control, ‘the archetypal representation of the desire to discipline
an irrational social world in order that rationality and efficiency could (sic) prevail’
(Broadfoot & Pollard, 2000). The data in this study occasionally touch on such issues
but there is little real engagementwith them,which is understandable given the nature
and sources of the data and the expertise and interests of the contributors.



15 Misconceptions of the LPATE in the Media: Perspectives … 335

The Broader Issue of Impact: Teaching Quality

There is a widespread consensus that the quality of teachers is a key ingredient in the
learning process and that what teachers do and say in the classroom is very important,
so it would be logical to assume that any initiative which seeks to improve teacher
language proficiency would promote better teaching. However, there is widespread
confusion over what makes a good teacher and this leads to confusion about the
relationship between teaching, teachers, assessment and education policy. Moore
(2004) has identified three discourses about teaching, in which teachers are ‘com-
petent craftspeople’, ‘reflective practitioners’ or ‘charismatic subjects’. The last is
often portrayed in the media as eccentrics or as being in conflict with the teaching
establishment (Robin Williams’ character in Dead Poets’ Society is an example of a
charismatic subject).

In the first, positivist paradigm, teachers (as ‘competent craftspeople’) must be
able to demonstrate certain skills or knowledge. For example, from the world of
English language teaching, the well-respected and very powerful TESOL organi-
sation has a set of standards which teacher training programmes need to adhere to
when they assess trainee teachers (TESOL, 2010). There are five domains (Language;
Culture; Planning, implementing andmanaging instruction; Assessment; and Profes-
sionalism), each of which has a set of performance indicators. Such a standard-driven
approach has as its aim to codify and standardise the content of teacher training pro-
grammes so as to set clear goals for such programmes and allow teacher educators
to distinguish between those who are suited to the teaching task and those who are
not. Understandably, its definiteness and comprehensiveness, plus the fact that the
skills are assessable, make this approach popular with governments and other policy
makers (Moore, 2004, p. 14). Assessment of teacher competence in this paradigm
is a necessary part of the overall framework of educational policy and, in so far as
it weeds out those without the necessary skills, can serve the needs of educational
improvement (in this very specific sense).

The need to demonstrate certain linguistic skills in the LPATE assessment, the
classification of different levels of performance according to performance descrip-
tions, and the fact that failure in the assessment disqualifies people from teaching in
Hong Kong, are all features which presuppose this ‘skills’ view of teaching. The data
in this study show that some correspondents subscribe to this view and welcome the
‘getting rid of dead wood’ approach to raising standards. Others, however, disagree
and shy away from the logical conclusion to such an assessment, that those who fail
it are not fit to teach. One objection is that even existing teachers have to pass the test,
which calls into question the quality of Hong Kong’s previous teacher preparation
programmes and the system of which they have been a part, a criticism which many
are unwilling to make.

In contrast to this objectivist approach, the ‘teacher as a decision-maker’ view
regards the teacher as someonewho engages inmore complex and less easily describ-
able classroom activities and is able to reflect upon such activities in order to improve
learning (Moore, 2004, 201; see Glenwright, 2002 for a critique of the LPATE from
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this perspective). This is probably the most influential view among teacher educators
today.

Clear precedents and underpinnings for the reflective view of teaching/teachers
can be found in the field of applied linguistics and, more specifically, of English
for Specific Purposes. The key idea is that professionals distinguish themselves as
a group by the ways in which they think and talk, by their discourse and their ways
of interacting. Logically, then, professional ‘training’ of skills, which traditionally
focuses on the observable, physical skills ofmanipulating objects or directing people,
should give way to the (by definition) higher level ‘education’ of teachers. Becoming
a professional teacher or other professional is thus more than just demonstrating a
way of presenting subject content; it includes ways of thinking, problem-solving
and fundamental attitudes towards the job and the people in it. The education of
an individual is not something that can be accomplished mechanically and quickly
but is an extensive process of understanding and reflecting on professional practice
and the beliefs which underlie them (Richards, Gallo, & Renandya, 2001). These
ideas were popularised in Hong Kong by, among others, Jack Richards, who was
professor of English at City University during the 1990s and introduced these ideas
to his students, many of whom went on to become English teachers.

From a broader sociological point of view, this seemingly contradictory yet coex-
istent duality—simultaneous emphasis on standardisation and on reflection—is per-
haps explainable by the conditions of ‘high modernity’ in which we live (Giddens,
1990). In modern society, information which was once the preserve of the specialist
(doctor, lawyer) is increasingly easy to obtain by all, so there are fewer reasons to
seek professional advice for its content alone. One seeks such advice because it is
mandatory (e.g. for medical insurance purposes), uncodified (as is much of English
law) or because there are additional benefits to doing so (e.g. the persuasive skills of
a trained barrister are needed in court). Joining communities of professional practice
is arguably therefore less about possessing a certain body of knowledge than about
possessing appropriate qualifications or being able to talk to other practitioners in a
particular way (i.e. sharing a discourse).

Research on change in the ELT context, from the reflective theoretical perspective
and as perceived by teachers, has demonstrated that it is a multifaceted process
(Richards et al., 2001) and relies (at least in the constructivist paradigm) on the
development of personal theories of teaching. In their research on English teachers
in south-east Asia, Richards and his colleagues discovered that it was training courses
which gave the greatest stimulus for change, followed by student feedback (2001,
p. 9). They cite research which identified several catalysts for change, including:

• Dissatisfaction with the current situation,
• A change in the teaching context,
• Life changes or personal growth, which led to professional development
• Conflict between the teacher’s new beliefs and their practices.

Only the second of these is an external factor, the others are internal, and even
the second will not succeed unless the teacher does something to respond to the
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changing context. Interestingly, external assessments did not figure at all in the teach-
ers’ responses. The authors of the Broadfoot and Pollard’s (2000) ELT study admit
to methodological flaws which might have influenced participants’ responses, but
if we accept their findings, and the paradigm, the appropriate question to ask is:
could assessment initiatives succeed in bringing about change by impacting teach-
ers’ beliefs about what they are teaching and the way they are teaching?

One useful psychological theory is implied in the last of the above points, relating
to conflict: ‘cognitive dissonance’, a theory developed by Festinger in the 1950s
(Festinger, 1957). This theory suggests that beliefs can be changed if there is a
conflict (dissonance) between existing practice and new information. For example,
if a teacher were to learn that her pronunciation of a particular sound was wrong,
then she might be prompted to pay more attention to this and might be able to
change it. In this way, assessment could be an instrument for change, although one
might question how long-lasting such a changemight be and how it would actually be
effected in practice. The outcome ismore likely to be a greater sense of awareness that
professionalism is required, professionalism which would manifest itself in certain
behaviours (this is noted in the analysis of data in the research exercise described in
Section IV). There might also be improvement if a teacher were to take a test several
times or were to actually revise or practice in preparation for it.

Some correspondents in the current research promote the idea of the reflective
practitioner, and object to the LPATE on the grounds that it does not contribute to
teacher development, either because it is by nature unsuited to this task (which is
true, since it was never designed to be developmental in this sense) or because it takes
up time that would otherwise be used for such development. However, we should
remind ourselves that teaching (and teacher training) in Hong Kong takes place in
the teacher’s second or third language and that many schools function exclusively in
Chinese. This languagemix, in which English is often confined to the performance of
certain designated and limited functions in the classroom, is a fly-in-the-ointment for
reflective practice in the language; the intellectual quality of the reflective approach is
likely to be tempered by a need for verbal routines which achieve class management
needs and give teachers the guidance they need to get through the teaching day. It
is also likely that only those teachers whose grasp of English is very secure will be
able to meaningfully reflect on their practice in that language.

Ironically, those parts of the LPATE which were most criticised were those which
asked that appropriately ‘teacherly’ways of talking be displayed, for example the task
of ‘explaining language matters to peers’ in Paper 4. This is very similar to Moore’s
‘intra-professional verbalised reflections’ (2004, p. 105), a sharing of classroom
experience with peers which he identifies as one of five sites of reflective practice.
The key difference, then, is not in what the LPATE asks of teachers, but how and
over what period of time it does so. If the assessment were to be more extensive and
give feedback, it could contribute to reflective practice. And, of course, there is no
suggestion that benchmarked teachers do not have further to develop as, by definition,
theLPATE is only concernedwithEnglish and only establishesminimumproficiency.
Therefore, it is possible, even desirable, for initial assessment and reflection to co-
exist within the education system.However, current education policy, which attempts
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to emphasise both minimum entry standards and developmental support for teachers,
can only be reconciled if stakeholders are prepared to resist the temptation to choose
between these approaches and if the education system is able to support them both.

The third of Moore’s paradigms, that of the charismatic individual, is unlikely
to be amenable to change through assessment as, by definition, inherent, personal
factors are paramount here. This is the popular, mythical conception of the teacher as
a source of inspiration, whose endless love and concern for bringing out the best in
students often opposes them to the formal mechanisms of the school and educational
system. The importance of personal factors to the trainee teacher is supported by
research suggesting that trainees often learn very little from their training since their
own school experience, plus what they bring from the ‘real world’, act as a filter on
what they learn in class, although some teachers are willing to acknowledge this and
challenge their preconceptions (Moore, 2004, pp. 15–16).

What these three discourses (craft, reflection and charisma) have in common is an
emphasis onwhat teachers do. In the first, the assumption is that there is a cut-off point
at which one is able to teach, and so assessment of some kind will be very important
because it determines and implements this cut-off. Educational change is more likely
to be about changing the formal structures which support and implement policy, and
seeking consensus about the required standards; in the second, assessment is less
likely to be ‘high-stakes’ and more developmental since good teaching is something
which one works towards and continues with over time, not something which needs
to be demonstrated a priori. Educational change is more likely to be teacher-focused.
Acceptance of change will not, ipso facto, change classroom practice however, since
this is a complex mixture of belief and skills which is influenced by many factors
in addition to policy and only happens over a considerable period of time. The third
paradigm is likely to scorn assessment (of both teacher and students) as being at best
irrelevant and atworst destructive andwill not see the need for systematic educational
change. Each of these views was expressed in the data in this study; some writers
bemoan standards and demand more tests of skills; others hint that teaching is more
than skills, or cannot really be trained at all as it relies on personal qualities such as
motivation and effort; still others ask for more time for teachers to reflect on their
own practice.

Conclusion

There are a number of limitations to the present study, particularly in the matter of
the range of data, which is here restricted (more or less) to the print media in English.
Likewise, debates about good teaching and improvement always throw up different
definitions (discourses), some of which are mutually incompatible, and these need to
be further explored. If we cannot decide what good teaching is, how can we promote
it?

Assessment is a poorly understood and esoteric part of the education system
and is often seen as antithetical to the predominant discourse of reflective practice
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(at least in universities). The co-existence of different discourses of teaching in
the educational community has given rise to a lack of clarity over the aims of the
LPATE, and consequently to expressions of disappointment that it has not been
able to change classroom teaching practice. Hong Kong is still coming to terms
with the need to reconcile the various key issues: the community’s desire for high
standards, the demands of increased professionalism and certification, economic
and social realities exacerbated by the foreign language environment, as well as
the worldwide movement towards teachers as reflective practitioners who are also
accountable (sometimes financially) for learning. The LPATE is, above all, a site of
contestation in which the broader educational issues are problematised and played
out; it is this which has made it important for recent education policy in Hong Kong.

Notes

1. For further details, see Urmston (2002, 2003).
2. There were allegations in 2000 that former Hong Kong Chief Executive Tung

Chee Hwa tried to interfere in the work of a pollster from Hong Kong University.
3. Numbers in square brackets refer to individual articles or letters. See Appendix

A ‘English Language Proficiency Standards 2015’ in Chap. 16 for details.
4. Students are allocated to different Secondary schools on the basis of their Pri-

mary school assessment results. There are three ‘bands’ of Secondary schools,
with band three being the lowest, i.e. offering places to the students who have
performed least well.
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Appendix: English Language Newspaper Articles December
2003–July 2012

No. Article title (date of
publication)

Type Source Stance Writer

Post-LPATE revision articles

(i) Reflecting on Hong Kong’s
education sector since
handover (4/07/12)

OpEd China
Daily (HK
Edition)

− Vice Chairman
of pressure group

(ii) The result of LPAT made me
speechless (31/05/12)

OpEd HK
Headline
online news
service
‘Double
Talk’
column

± Journalist/Media
commentator

(iii) Can teaching return to its
former glory? (9/01/08)

OpEd Ming Pao
newspaper
(in English)

− Student

(iv) English proficiency
important no matter how you
say it (3/11/07)

Letter Unknown ± Student (teacher
trainee)

Pre-revision articles

1 Motivation is the missing
link (24/6/06)

Letter SCMP + Teacher

2 Language test for teachers a
failure (24/6/06)

OpEd SCMP − Teacher

3 Answer to the question ‘Do
teachers suffer more stress
than other professionals?’
(19/6/06)

Letter SCMP − Doctor?

4 Teaching English demands
competence (17/6/06)

Letter SCMP ± Unknown

5 First the teacher, then the
learning (1/6/06)

OpEd SCMP
Education
Post

± Director of the
British Council
HK (Academic)

6 Job fears for 1500 teachers
(23/5/06)

News HK
Standard

− Journalist

7 A reason to learn E is vital
(response to May 25 letter?)

Letter SCMP + Unknown

8 The real role of teachers is to
teach

Letter SCMP − Unknown

(continued)
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(continued)

No. Article title (date of
publication)

Type Source Stance Writer

9 Job fears for 1500 teachers:
10% failure to meet the
English language benchmark
‘an unhappy indicator of our
system’ (23/5/06)

OpEd Sing Tao
newspaper
(in English)

± Journalist

10 Consistent weak and strong
areas (23/5/06)

OpEd SCMP City
section

± Journalist

11 2000 language teachers fail
to make the grade (23/5/06)

News SCMP + Journalist

12 Leniency urged for teachers
in language test crisis
(27/2/06)

News SCMP City
section

− Journalist

13 Preliminary deal struck on
ways to cut teacher stress
(17/1/06)

News SCMP ± Journalist

14 Education chief sorry over
suicide remarks (11/1/06)

News Sing Tao
newspaper
(in English)

+ Journalist

15 The A to Z of reforms that
have educators hopping
(11/1/06)

OpEd SCMP − Education
Journalist

16 Institutions link up to lift the
standard of English teaching
(14/12/06)

News SCMP City
section

− Journalist

17 Secretary dismisses claims
of possible teacher shortage

News SCMP City
section

+ Journalist

18 Crisis looms as teachers fail
crucial test

News SCMP City
section

− Education
Journalist

19 Training raises the bar for
English teachers:
programmes are on offer to
improve teaching standards
in line with language
proficiency requirements laid
down by the EMB
(16/7/2005)

News SCMP + Journalist

20 Overburdened teachers need
support to perform better
(18/6/05)

Letter SCMP − Unknown

21 Experts say educators who
fail to pass benchmarks
exams must immerse
themselves in the language to
improve their skills (6/6/05)

News SCMP + Journalist

(continued)
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(continued)

No. Article title (date of
publication)

Type Source Stance Writer

22 Poor English teachers must
mind their language
(30/5/05)

News SCMP + Journalist

23 Language tuition in schools
‘under threat from test’
(28/5/05)

News SCMP
Education
section

− Journalist

24 Untitled (27/5/05) Letter HK
Standard
Metro
section

± Unknown

25 Just 29% of teachers get pass
in English test (15/12/04)

News SCMP City
section

− Journalist

26 Language teachers fall below
mark (7/12/05)

News HK
Standard
Student
section

− Journalist

27 Writing paper marked
carefully under checks and
balances (18/9/04)

Letter SCMP
Education
section

+ Manager of
LPATE

28 Teachers on the bench as
they fall short of the mark
(19/6/04)

Letter SCMP
Education
section

+ Academic

29 Wide range of options
considered for standards
(19/6/04)

Letter SCMP
Education
section

+ Manager of
LPATE

30 Language education remains
a top priority (19/6/04)

Letter SCMP
Education
section

+ EDB?

31 Untitled (14/6/04) Letter SCMP
Talkback

− Teacher ‘for
some years’

32 Untitled (14/6/04) Letter SCMP
Talkback

− Unknown

33 Untitled (14/6/04) Letter SCMP
Talkback

− Teacher ‘for a
long time’

34 Untitled (12/6/04) Letter SCMP
Talkback

− Academic

35 Untitled (14/6/04) Letter SCMP
Talkback

− Teacher

36 Untitled (14/6/04) Letter SCMP
Talkback

± Academic

37 Untitled (14/6/04) Letter SCMP
Talkback

+ Academic

(continued)
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(continued)

No. Article title (date of
publication)

Type Source Stance Writer

38 Untitled (14/6/04) Letter SCMP
Talkback

± Unknown

39 Untitled (14/6/04) Letter SCMP
Talkback

+ Academic

40 Third of English teachers fail
key test (10/6/04)

News SCMP − Journalist

41 English teaching skills
plummet (10/6/04)

News SCMP City
section

− Journalist

42 Teachers in English struggle
(10/6/04)

News SCMP − Journalist

43 Language, power and testing;
government hobgoblins stalk
an ill thought out exam that
wrecks teachers’ morale
every year (5/6/04)

OpEd SCMP
Education
section

− Academic

44 All eyes on the ‘benchmark’
(5/6/04)

News SCMP
Education

− Journalist

45 LCQ13 Language
proficiency requirement for
teachers

Legco
question
response

Legislative
Council
records

± EDB response to
PTU questions

46 English degree launch
(12/3/04)

News SCMP ± Journalist

47 Teachers fail to get higher
marks (20/1/04)

News SCMP − Journalist

48 Experts helped set teacher
test (9/1/04)

Letter SCMP + EDB

49 Dubious English test
(31/12/03)

Letter SCMP − Unknown

50 Educators demand tests’
disclosure (20/12/03)

News SCMP − Journalist

51 Teachers must mind
language (8/12/03)

News SCMP ± Journalist

Key
SCMP South China morning post, OpEd opinion piece
Stance + positive, − negative, ± neutral
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Part IV
How Far Have Teacher

Language Standards Improved
Since the Inception

of the LPATE in 2001?

David Coniam, Peter Falvey and Yangyu Xiao

This part describes the final element of the book’s description of the series of steps,
processes and products of the development of the LPATE in Hong Kong. Parts I–III
covered the inception and development of the LPATE; an account of training and
development programmes funded by the HKSAR Government for teachers who
wished to improve their English language proficiency; the first revision of the
LPATE in 2006; and research into the LPATE from an HKEAA perspective.
Part IV now moves the narrative on 15 years in order to provide a stakeholder
perspective of the impact of the LPATE on the teaching profession. The section
consists of descriptions of studies which investigated the impact of the LPATE 12
years after its implementation in 2002—from the perspective of end users and
related stakeholders. It consists of two chapters reporting a quantitative and a
qualitative study.



Chapter 16
A Quantitative Investigation
of Stakeholder Perceptions

David Coniam, Peter Falvey and Yangyu Xiao

Abstract This chapter reports on a quantitative investigation, conducted in 2015,
of the perceptions of the end-users of the LPATE and related stakeholders after
15 years of LPATE administrations. The objectives of the study were to investigate,
quantitatively, perceptions of the extent to which English teachers’ English language
standards may have improved since the introduction of the LPATE in 2000 and their
perceptions of the impact of the LPATE [NOTE 1].

The Research Team

The research team consisted of the following:

D. Coniam (B) · P. Falvey · Y. Xiao
Department of Curriculum and Instruction, Faculty of Education & Human Development, The
Education University of Hong Kong, 10 Lo Ping Road, Tai Po, Hong Kong
e-mail: coniam@eduhk.hk

P. Falvey
e-mail: falvey@eduhk.hk

Y. Xiao
e-mail: shirleyxiaoyy@gmail.com
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David Coniam Chair Professor and Principal
Investigator

Department of Curriculum and
Instruction, The Education University of
Hong Kong

Peter Falvey Adjunct Associate Professor Department of Curriculum and
Instruction, The Education University of
Hong Kong

Alan Urmston Assistant Professor English Language Centre, the Hong Kong
Polytechnic University

Neil Drave Senior Manager, Assessment
Development (English)

Hong Kong Examinations and
Assessment Authority

Barley Mak Associate College Head United College, The Chinese University
of Hong Kong

Yangyu Xiao Senior Research Assistant Department of Curriculum and
Instruction, The Education University of
Hong Kong

Survey

In this section, the design and preparation of the investigative survey used for the
study is described. This is then followed by how, after piloting, the survey was
administered online to invited teachers. An analysis of the data is then presented,
and implications for stakeholders are discussed.

Data Collection Procedures

This section reports the data collection procedure for the quantitative study, including
the questionnaire, which was administered via the Internet (and the surveymonkey
online facility) from April to August 2015.

A major issue was to identify suitable target English language teachers. Ideally,
responses would be received from teachers who had been in post for more than
10 years and also ideally from those who were now in leadership positions such as
heads of department, vice principals, principals.

The first phase of the study included a questionnaire to be sent out to English lan-
guage teachers aroundHongKong. The research teammet in late 2014 and early 2015
to discuss issues related to questionnaire design, with the questionnaire worked on
and revised both during and after the meetings via email. The first pilot questionnaire
was trialled with a number of secondary English language teachers who proffered
comments on the draft in early 2015. After moderating the questionnaire and making
modifications, the survey instrument was then finalised.

Itemswere posedon a six-point Likert scale,with ‘1’ indicating a positive response
or agreement, and ‘6’ a negative response or disagreement. A six-point scale was



16 A Quantitative Investigation of Stakeholder Perceptions 351

Table 16.1 Survey—target participants

Target participants Mode of contact Number

Secondary school English teachers Email invitations from the Hong Kong
Examinations and Assessment Authority
(HKEAA)

252

Primary and secondary school principals Written handout/invitation via the
Asia-Pacific Centre at the Hong Kong
Institute of Education (HKIEd)

136

Former students of members of the
research team

Telephone invitations 52

Primary school teachers on the HKIEd
in-service ‘Primary Curriculum School
Leaders’ (PCSL) programme
commissioned by the HK EDB

Email invitations to the 2013–14 PSCL
training programme cohort

45

Participants attending four-week weekend
teacher training courses at HKIEd

Written handouts/invitation 200

Total 685

deliberately chosen to prevent respondents sitting on the fence and not committing
themselves to an opinion. Respondents were also asked to provide written comments
on any aspect of the LPATE that they wished to. The questionnaire (see Appendix A
‘English Language Proficiency Standards 2015’) consisted of 33 items in four main
sections. In Sect. 1, items 1–12 consisted of respondents’ personal and school details;
Sect. 2 consisted of 2 items, items 13 and 14, providing details of the respondents’
passes on previous LPATE administrations; Sect. 3 consisted of items 15–18 and
asked respondents for their views on the English language proficiency of English
language teachers; Sect. 4, consisting initially of items 19–29 asked for respondents’
views of the ramifications of the LPATE. Finally, items 30–33 asked a general ques-
tion about the effect of the LPATE and solicited respondents’ assistance in following
up the questionnaire with a structured interview.

As the study ideally wished to obtain responses from long-serving teachers, teach-
ers who were likely to have longer teaching experience were approached through a
number of channels, as outlined in Table 16.1.

As can be seen from Table 16.1, a major channel to stakeholders was via the
Hong Kong Examinations and Assessment Authority (HKEAA). Two hundred and
fifty-two emails were sent out by the HKEAA to serving English teachers to obtain
their agreement in late February 2015. Two hundred and sixteen teachers responded
that they were willing to participate. The research team subsequently sent out the
link to the online survey to those who had agreed to participate.
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Table 16.2 Survey—response rates

Number

Total number of questionnaires sent out 649

Total number of responses 289, including 272 online responses and 17
questionnaires returned through the post

Total number of completed responses 236

Response rate 44.5%

Other sources of tapping potentially worthwhile participants were as follows:

1. Serving teachers enrolled on the Primary School Curriculum Leaders’ pro-
gramme at the HKIEd (now re-named The Education University of Hong Kong)
in mid-February 2015.

2. Primary and secondary school principals around Hong Kong who were
approached by mail. Hard copy questionnaires with prepaid envelopes were sent
to 136 principals in early May 2015. Seventeen completed questionnaires were
returned. These hard copy responses were then manually input into surveymon-
key.

3. The research team approached a number of potential respondents from former
PGDE students of members of the research team in early June, inviting them to
participate in the study.

As the questionnaire responses were anonymous, it was difficult to identify
how many responses were collected from each channel, except for the hard copies
returned. Response rates are presented in Table 16.2.

By mid-August 2015, 289 questionnaire responses had been collected. Of these,
236 comprised complete responses, 49 incomplete responses and 4 disqualified
responses.

The response rate, as reported above, was 44.5%. Baruch (1999) states that the
average response rate to paper surveys is in the region of 55% (p. 429). Nulty (2008),
in a summary of studies of both online and paper surveys, reported that paper admin-
istration of a questionnaire results in a higher response rate. Given that the current
study is something of a mixed-medium survey (although essentially online), the
response rate of 44.5% may be viewed as acceptable.

Data Analysis

An analysis of the survey data will now be presented.
First, the robustness of the instrument is investigated. This may be gauged through

reliability analysis and factor analysis. A presentation of key descriptives is then
made—followed by an exploration of the inferential data.
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Reliability

The first step in assessing the reliability of a questionnaire involves using the Cron-
bach alpha statistic. The analysis of the 14 attitudinal items on the questionnaire via
Cronbach’s alpha returned a figure of 0.799. The analysis suggested that item 17
(“Further improvement required”) was somewhat problematic; removing this item
improved the alpha to 0.825. Given that a level of 0.8 is generally recommended as
desirable in a questionnaire (e.g. Dörnyei, 2003), this suggests that the questionnaire
was generally well constructed.

Factor Analysis

An exploratory factor analysis using principal component analysis (PCA) with vari-
max rotation was conducted (working on the assumption that the underlying factors
in the survey are related) to explore how the major constructs of the questionnaire
were patterned and whether these fitted the two attitudinal sections that comprised
the questionnaire, as laid out in Table 16.3.

In line with Kaiser’s (1974) recommendations regarding sampling adequacy mea-
sures—the KMO (Kaiser-Meyer-Olkin) statistic—the figure of 0.807 indicated that
the sample size was adequate for factor analysis. Bartlett’s test of sphericityχ2(91)�
1412.81, p < 0.001, indicated that correlations between items were sufficiently large
for PCA. An initial analysis was run to obtain eigenvalues for each component in
the data. Four components had eigenvalues over Kaiser’s criterion of 1 and, in com-
bination, explained 67.83% of the variance.

Taking loadings above0.4 as indicative of a cut-off point appropriate for interpreta-
tive purposes (see e.g. Stevens, 2002), four possible factors emerge in the component
matrix. Table 16.4 elaborates.

As can be seen from Table 16.4, items 15–17 constituted one factor. Items 22
and 26 appeared to be in a factor of their own. Items 19–29 had three items which
crossloaded onto two other factors. In general, however, the items appeared to fall
into two factors, as per their design in the questionnaire. That is, items 15–18 probed
fairly broadly views on English language teachers’ English language proficiency.
Items 19–29 probed issues about the impact of the test.

Table 16.3 Attitudinal sections of questionnaire

Section Items

3: Views on the English language proficiency of English language teachers 15–17

4: Impact of the LPATE 19–29
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Table 16.4 Component matrix

Components → 1 2 3 4

15. HK English teachers’ proficiency acceptable to me 0.898

16. HK English teachers’ proficiency acceptable to most
stakeholders

0.818

17. Improvement in HK English teachers’ proficiency
required

0.452

19. Minimum standard for English language teaching
purposes

0.427 −0.415

20. Introduction of LPATE important 0.849

21. LPATE improved English proficiency 0.801

22. Level required for LPATE Level 3 about right −0.710

23. Preparing for LPATE improved own English
proficiency

0.547 0.605

24. LPATE helped get current teaching job 0.807

25. All HK English teachers should take LPATE 0.812

26. No exemptions or alternatives other than LPATE 0.649 0.448

27. EMI teachers should take an LPATE-type test 0.665

28. Introduction of LPATE good for Hong Kong 0.882

29. Potential HoDs chairs should attain LPATE Level 4 0.628

Rasch Analysis

As mentioned in Sect. 1, Chap. 5, the principles of Rasch analysis differ from those
of classical test analysis (CTA) in that Rasch enables different facets (the teacher
questionnaire respondents and the items in the current instance) to be modelled on
the same linear ruler, the same latent trait scale. Rasch data are usually provided in
the form of logits, where 0 is the mid-point. With the current survey data, logit values
below zero indicate disagreement and values above zero indicate agreement.

While the unit of the measurement scale is the logit, to aid interpretation of the
results, ‘Fair Averages’ are provided in parentheses, to the left of the logit measures.
Fair Averages (see Linacre, 1997, p. 550, for more details) are rating scale values
converted from Rasch measures back to the original rating scale—the six-point scale
in the current study. See Urmston, Chap. 13, this volume for a discussion of Fair
Averages.

Since the result of the factor analysis indicated that the survey comprised two
broad sections—and the fact that Rasch analysis should ideally be conducted on
unidimensional data—Rasch analysis was conducted only with Sect. 4. Given that
the survey consisted of two dimensions and that Sect. 3 comprised only three items
(items 15–17), Sect. 3 was deemed too small for an individual Rasch analysis to be
conducted. Rasch was therefore only performed with Sect. 4 (items 19–29), which
consisted of 11 items. The software used to conduct the analysis was Winsteps
(Linacre, 2006), which is based on the one-parameter Rasch model.
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While the results fromaRasch analysiswill be broadly comparablewith a classical
test analysis of the items, Rasch places both respondents and items on the same
linear scale, permitting direct comparisons between both facets. To illustrate this,
Fig. 16.1 presents the person-item map—a visual representation of how the two
facets compare—where the persons (teacher respondents) are to the left and items to
the right. Respondents with logit values above zero are positive in their responses and
negative with logit values below zero. Likewise, items with logit values above zero
are positively endorsed and items below zero are negatively endorsed. The mid-point
of the scale—zero logits—equates with a Fair Average of 3.76 on the six-point scale,
indicating that respondents were generally positive in their responses.

As can be seen from Fig. 16.1, teacher respondents were in a three-logit range,
from −1.5 (disagree, FA 1.5) to +1.5 (agree, FA 5.0); one respondent was an outlier
at +4.0 logits, strongly supporting all issues. Items were more closely clustered in a
more narrow range of less than one logit, with only two items showing considerable
divergence. These were item 19 (There should be a minimum standard for English
language teaching purposes), on which there was agreement, and item 26 (There
should be no exemptions or alternatives other than the LPATE), on which there was
disagreement.

A crucial concept in Rasch is that of model fit, with ‘fit’ essentially being the
difference between expected and observed scores. ‘Fit’ is defined differently by
different researchers. Some researchers focus on the infitmean square figure. ‘Perfect
fit’ is defined as 1.0, with acceptable practical limits of fit stated as 0.5 for the lower
limit and 1.5 for the upper limit (see Lunz and Stahl, 1990; Weigle, 1998 for a
discussion of limits of fit). Table 16.5 presents the picture of item fit.

Table 16.5 Item fit statistics

Item Measure S.E. Infit mean
square

19. Minimum standard for English language teaching
purposes

−1.59 0.11 0.85

20. Introduction of LPATE important +0.13 0.08 0.58

21. LPATE improved English proficiency +0.41 0.08 0.54

22. Level required for LPATE Level 3 about right −0.57 0.09 0.96

23. Preparing for LPATE improved own English
proficiency

+0.30 0.09 1.03

24. LPATE helped get current teaching job +0.40 0.09 1.51

25. All HK English teachers should take LPATE +0.34 0.08 1.01

26. No exemptions or alternatives other than LPATE +1.02 0.08 1.27

27. EMI teachers should take an LPATE-type test −0.18 0.08 1.25

28. Introduction of LPATE good for Hong Kong +0.10 0.08 0.43

29. Potential HoDs should attain LPATE Level 4 −0.36 0.09 1.25

Mean 0.00 0.09 0.97

S.D. 0.65 0.01 0.33
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Fig. 16.1 Person-item map

As can be seen from Table 16.5, all items showed acceptable model fit—the
exception being item 24, which slightly misfitted with an infit mean square just
above 1.5. This can possibly be explained on the grounds that whereas the other 10
items were probing issues related to what had been done or what should be done
in terms of policy, item 24 was asking a more personal, more concrete, question of
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whether the LPATE helped teachers get their current job. Consequently, if they had
been in post for a long time or were exempt, this question may not have had much
relevance for them.

Descriptive Statistics

In the analysis below, markers’ background details are first presented, with a subse-
quent examination of the questionnaires—first individually, and then contrastively.
The Hong Kong Education Bureau (EDB) used to produce teacher surveys, usually
at 10-year intervals. Against this backdrop, the large-scale survey that Falvey and
Coniam (1997) conducted to gauge teacher reactions to the LPATE initiative in 1997
drewon the extensiveTeacher Survey1994 (EducationDepartment Statistics Section,
1995) for comparative purposes. In this study, therefore, comparisons between the
demographic variables in the current sample and the broader Hong Kong picture are
made wherever possible. The latest available teacher survey, however, dates back
to 2000 (see Census and Statistics Department, 2001). Consequently, while this is
used where possible, comparisons are augmented by publicly available data from the
Hong Kong Education Bureau (EDB) and other educational bodies in Hong Kong.

Of the valid responses, 151 (65.7%) were from English language teachers, 63
(27.4%) from heads of department and 16 (7.0%) from principals. Given the pub-
lished figure of 9175 English language teachers and 934 primary and secondary
schools in Hong Kong (Census and Statistics Department, 2001), the 10:1 teacher-
to-principal ratio appears quite comparable. Many secondary schools in Hong Kong
have both a lower (Years 7–9) and an upper (Years 10–12) form head of department
for English; this amounts approximately to almost 2000 heads of department (934 ×
2), and equates to a rough 4.5:1 head of department-to-teacher ratio. The head of
department-to-teacher ratio in the current study is closer to 3:1. This figure is not
wholly surprising given that part of the sample is comprised of former student teach-
ers, known to the research team, a considerable number of whom have moved up in
the hierarchy to management positions. Given these factors, the teacher to head of
department to principal ratio in the sample is not too far off the actual ratio in Hong
Kong schools.

Demographics

Before moving to an analysis of the data, it should be noted that two questions not
asked in the survey concerned gender and age. Firstly, gender was not asked because
the majority of teachers in school are female: Forrester (1997) reports a female–male
English language teacher ratio of 8:1 inHongKong’s primary and secondary schools;
see also Census and Statistics Department (2001). The age variable was not included
because age corresponds very closely with experience (see Falvey and Coniam,
1997), and experience was a factor which was recorded and analysed in the current
study.
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Concerning school type, 48 respondents (20.9%)wereworking in primary schools
while 178 (77.4%) were working in secondary schools. This does not match the gen-
eral Hong Kong picture of 54.9%: 45.1% primary to secondary schools ratio (Census
and Statistics Department, 2001), but is understandable, given that the HKEAA’s ini-
tial approach was to secondary teachers.

Of these, 183 (79.6%) were in aided schools, 18 (7.8%) were in government
schools, 24 (10.4%) in Direct Subsidy Scheme (DSS) schools and 3 (1.3%) in private
schools. This fits quite closelywith theHongKong picture (see Committee onHome-
School Co-operation, 2014).

Concerning school ability band, 63 respondents (27.4%) were teaching in a high-
ability Band 1 school, 67 (29.1%) in a mid-ability Band 2 school, and 47 (20.4%) in
a low-ability Band 3 school. This is a rough fit with the three ability bands that each
covers 33% of the school population.

Regarding the medium of instruction, 144 (62.6%) were in Chinese as a Medium
of Instruction (CMI) schools and 84 (36.5%) were teaching in English as a Medium
of Instruction (EMI) schools. With a CMI-EMI split in Hong Kong of 73:27 (see
Association of English Medium Secondary Schools, 2014), the sample does not
diverge too far from the broader Hong Kong picture.

Concerning teaching experience, 4 (1.7%) had been teaching for less than 2 years,
21 (9.1%) had been teaching for between 2 and 5 years, 67 (29.1%) between 6 and
10 years, 43 (18.7%) between 11 and 15 years and 93 (40.4%) had been teaching for
more than 16 years. This spread is difficult to compare with the wider general picture,
given that the HKEAA would have been targeting experienced teacher-markers.

Hundred and ninety-three (83.9%) of respondents had a relevant degree (English
language, English literature, Communication, Translation, Linguistics). This figure
is also hard to compare, given that it has been rising consistently over the years (see
Coniam and Falvey, 1999) since the inception of the LPATE in 2001, with the intro-
duction of more degree courses, and a government policy of a degree qualification
being a requirement for entry to the teaching profession.

As can be seen from the comparison of the demographic data with the broader
Hong Kong picture, while there is not a perfect fit between the two sets of data, the
survey sample inmany cases is broadly comparable to the bigger HongKong picture.
This suggests that the sample as it stands may provide quite a reliable anchor against
the wider Hong Kong English language teacher depiction.

On the issue of how many times respondents had taken the LPATE, 84 (36.5%)
had taken it once, 50 (21.7%) twice, 31 (13.5%) three times, and 11 (4.8%) more
than 3 times.

On the question of the highest LPATE score obtained, only 123 responded—un-
derstandable since many with a relevant degree were exempt and did not need to take
the LPATE [Note 1]. Table 16.6 presents the scores of those who responded.

As can be seen fromTable 16.6, of the 123 respondents who had taken the LPATE,
only a very small number had only taken it once. Over 50% had taken it three or
four times. This may well be a result of the effect commented on by Coniam and
Falvey (2003) regarding the manner in which a pass is calculated. In a given test
component where band scales and descriptors are used to rate candidates (Speaking,
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Table 16.6 Highest LPATE
score obtained

Frequency Per cent (%)

Not taken 107 46.5

2 1 0.4

3 49 21.3

4 68 29.6

5 5 2.2

Writing, CLA), candidates must pass (achieve Level ‘3’ in effect) on all scales if
they are to pass that component overall. This, Coniam and Falvey argue, results in
a comparatively high ‘failure’ rate, with candidates needing to retake the test more
than once.

Attitudinal Items

This section is in two parts. First, items which diverged greatly from the mid-point
of 3.5 are discussed. Bradshaw (1990) (see also Coniam, 2013) proposes the term
‘consumer validity’, whereby a mean score considerably above (or below) the mean
indicates strong acceptance of the proposition; i.e., that respondentswholly accept the
argument. In the current study, a ‘6’ indicated a positive and ‘1’ a negative response;
for convenience sake in the current dataset (see Table 16.7), this is taken as strong
positive responses (bolded) being above ‘4’ or strong negative responses (italicised)
being below ‘3’.

There was only one item with a low mean (below 3)—item 24. Item 24 (LPATE
helped me get my job) had a figure of 2.94. While the figure suggests that the LPATE
is not that critical in teachers finding an English language teaching position, the high
standard deviation of the item (2.04) indicated a wide range of agreement.

Five items had means above 4 indicating strong agreement:
Item 15 (HK English teachers’ proficiency is acceptable to me) indicated that

respondents felt that English language standards were generally acceptable. This
picture was, however, slightly offset by item 17, which indicated that there was still a
strong feeling that further improvementwas nevertheless required. On item 19 (There
should be a minimum standard), there was very strong agreement—at 5.01—that
a minimum standard was necessary, essentially endorsing the government policy
initiative to establish such standards.

On item 22 (The level required for LPATE Level 3 is about right), respondents
believed that the minimum standard level for the LPATE of Level 3 had been pitched
at about the right level.

On item 27 (EMI teachers should take an LPATE-type test), respondents felt
that content subject teachers should face some form of minimum-standard LPATE-
equivalent test—there being strong agreement at 4.04.
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Table 16.7 Descriptive statistics

Survey item N Mean S.D.

15. HK English teachers’ proficiency acceptable to
me

229 4.39 0.98

16. HK English teachers’ proficiency acceptable to
most stakeholders

229 3.83 0.58

17. Improvement in English teachers’ proficiency
required

229 4.31 1.09

19. Minimum standard for English language teaching
purposes

230 5.01 0.91

20. Introduction of LPATE important 230 3.94 1.30

21. LPATE improved English proficiency 229 3.68 1.27

22. Level required for LPATE Level 3 about right 228 4.36 0.94

23. Preparing for LPATE improved own English
proficiency

221 3.17 1.91

24. LPATE helped get current teaching job 222 2.94 2.04

25. All HK English teachers should take LPATE 229 3.77 1.68

26. No exemptions or alternatives other than LPATE 230 3.07 1.75

27. EMI teachers should take an LPATE-type test 230 4.04 1.37

28. Introduction of LPATE good for Hong Kong 230 3.92 1.29

29. Potential HoDs should attain LPATE Level 4 229 4.32 1.44

Finally, on item 29 (Potential HoDs should attain LPATE Level 4), respondents
were unequivocal that head of departments should attain Level 4, with a mean of
4.32 recorded.

All these findings are indicative of a general feeling of approval for the LPATE, its
assessment levels and its assessment criteria. These findings are very supportive of the
HKSARGovernment’s decision to go aheadwith the languagebenchmarking/LPATE
initiative almost two decades ago.

Inferential Analysis

A chi square analysis of items where significant differences emerged will now be
presented.

Hundred and forty chi square analyses were conducted—the 14 attitudinal items
against 10 background demographic variables. In general, little significance emerged
on the majority of the analyses, indicating that respondents were in agreement with
items irrespective of backgrounds such as school type, whether they held a relevant
degree, the school’s medium of instruction or ability band. There were 17 instances
of significance. Table 16.8a elaborates, presenting the data sorted by item, with
attitudinal items in Column 1.
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Significance emerged on 10 of the attitudinal items (in Column 1), although
against different background variables, and in general,with no discernible pattern.On
item 24 (The LPATE helped me get my current teaching job), however, significance
emerged against four background variables—possibly underscoring the importance
the LPATE was having on recruitment after its introduction.

Table 16.8b presents a picture of the data sorted by background variable—in
Column 2.

Focusing on Column 2, it can be seen that the number of times respondents had
taken the LPATEwas significant on four items, with the more times LPATE had been
taken the stronger the agreement.

Length of teaching experience was another variable which emerged as significant
on four items. This is in line with an earlier survey (see Falvey and Coniam, 1997)
where there was a strong relationship between how long respondents had been teach-
ing and how far they were in agreement with the notion that there should be agreed
standards.

Whether teachers were teaching in primary or secondary school showed signifi-
cance on three variables, with primary teachers more in agreement than secondary
school teachers. This is possibly due to the fact that in the initial studies in the late
1990s (Coniam et al., 2000) primary school teachers tended to score lower on the
LPATE by virtue of them not needing a degree to be a primary teacher (although they
do now). Consequently, the general impression is that primary teachers’ English lan-
guage standards have risen considerably since the introduction of the LPATE: the
introduction in Hong Kong teacher education institutions of compulsory degree pro-
grammes, subject to the overview of external examiners from within and without
Hong Kong ensures acceptable levels of quality and standards.

Table 16.8c now presents an interpretation for each of the significant chi square
crosstabs.

Candidature Over the Years

It should be noted that even though the majority of teachers are now granted exemp-
tions because they have gained an undergraduate degree and/or postgraduate teacher
qualifications, there is still a steady stream of candidates for the LPATE. It is notice-
able that the pass rates for Reading have improved since 2010; that, as is pointed out
in Chap. 8, Writing still poses the most problems for candidates; that Listening pass
rates have also improved since 2011; that Speaking pass rates are better than they
were in 2006; and that Classroom Language pass rates have maintained their high
pass rates. Candidatures and pass rates are shown in Appendix B ‘LPATE Results’.

LPATE entry fees for 2018 are HK$2972 (approximately US$380). The Reading,
Writing and Speaking tests cost HK$346 each; the Speaking test costs HK$714 and
the Classroom Language assessment component costs HK$1220.
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Conclusion

In this chapter, data collected from a questionnaire survey to gauge respondents’
responses to a number of issues have been presented. The main findings were as fol-
lows: broadly, respondents were in agreement with the majority of the items asking
about the need for aminimum standards test such as the LPATE, the Government pol-
icy initiative to establish minimum standards and the implementation of the LPATE.
The general opinion was that English language teacher standards are now generally
acceptable, although there was nonetheless a groundswell of opinion that further
improvement was required. Respondents felt that the minimum standard level of the
LPATE—set at Level 3—had been pitched at about the right level, and there was
strong agreement that heads of department should attain Level 4.

Inferential analysis revealed that the number of times respondents had taken the
LPATE to be significant on certain items, with the more times the LPATE had been
taken the stronger the agreement; further, respondents who had attained higher levels
in terms of LPATE results tended to be stronger endorsers of the test. Teaching expe-
rience was another variable which emerged as significant on certain items. Primary
school teachers tended to bemore in agreement about certain aspects of the impact of
the LPATE policy than secondary school teachers, with teachers in Chinese medium
of instruction schools also more in agreement than teachers in English medium of
instruction schools. Finally, teachers in low-ability (Band 3) schools did not endorse
the policy as strongly as did those in high and mid-ability (Band 1 and 2) schools.

In the next chapter, Chap. 17, the data gathered from the questionnaire survey
are taken as the springboard to a qualitative in-depth investigation from a senior
management perspective of the impact of the LPATE after having been administered
for a period of fifteen years.

Notes

1. The research reported in this chapter was supported by the Hong Kong Research
Grants Council (grant number 18401514).

2. The HK Education Bureau’s Language Proficiency Requirements (LPR) for
English language teachers can be found at http://www.edb.gov.hk/en/teacher/qu
alification-training-development/qualification/language-proficiency-requireme
nt/exemption.html:

Applicants applying for exemption from the LPR (English Language) who are holding a
relevant degree plus relevant teacher training will be granted full exemption from the LPR
(English Language) and will be deemed to have reached Level 3 proficiency in the LPR
(English Language).

http://www.edb.gov.hk/en/teacher/qualification-training-development/qualification/language-proficiency-requirement/exemption.html
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Appendix A: English Language Proficiency Standards 2015

Thank you very much for participating in the survey of English language proficiency
standards. There are 33 questions in the survey. The survey takes about 10–15 min.
Please tick the box (or boxes) that apply to you.

Section 1: Personal and school details
01. I am ……. [ ] an English language teacher [ ] a school principal [ ] an English language panel chair

[ ] Other (please specify) ______________________________
02. I teach English in a ...... [ ] Primary School [ ] Secondary School
03. My school type is ...... [ ] Government [ ] Aided [ ] Private DSS [ ]
04. Officially, my school is ...... [ ] broadly English medium [ ] broadly Chinese medium
05. I have been teaching for ...... [ ] less than 2 years [ ] between 2 and 5 years

[ ] between 6 and 10 years [ ] between 11 and 15 years [ ] 16 years or more
06. My teaching qualifications are ...... [tick more than one if applicable] 

[ ] Teacher’s Cert. [ ] B.Ed. [ ] PGDE [ ] Other (please specify) 
[Question 7 – for primary school teachers 
only]
07. I am a ......
[ ] Certificated master/mistress
[ ] Assistant master/mistress
[ ] Senior assistant master/mistress
[ ] Principal assistant master/mistress
[ ] Assistant primary school master/mistress
[ ] Primary school master/mistress
[ ] Headmaster/mistress 1
[ ] Headmaster/mistress 2
[ ] Other (please specify) 

[Questions 8 and 9 – for secondary school teachers only]
08. The ability band of my school is generally considered to 
be ...... [ ] Band 1 [ ] Band 2 [ ] Band 3

09. I am a ......
[ ] Certificated master/mistress
[ ] Graduate master/mistress / Asst. E.O.
[ ] Senior graduate master/mistress / E.O.
[ ] Principal graduate master/mistress
[ ] Secondary school principal
[ ] Other (please specify) 

[Question 10 is for non-degree holders only]
10. My major subject of study was…… 
(please specify)

[Questions 11 and 12 are for degree-holders only]
11. My highest academic qualification is ......
[ ] Bachelor’s degree [ ] Master’s degree
[ ] M.I.L. [ ] PhD/EdD [ ] Other 

12.The major subject of study for my degree was ....... [tick 
more than one if applicable]
[ ] English language [ ] English literature [ ] TESL/TEFL
[ ] Linguistics/Applied Linguistics
[ ] Communications [ ] Translation [ ] Other (specify) 

Section 2: LPATE attainment 
[Questions 13 to 14 are for those who have taken the LPATE]
13. How many times have you taken 
the LPATE?   1 2 3 4 5 more than 5 times

14. If you have taken the LPATE, enter the highest level you have achieved in each paper.
Paper 1 (Reading)
Paper 2 (Writing)
Paper 3 (Listening)
Paper 4 (Speaking)
Paper 5 (CLA)
Overall
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Section 3: Views on the English language proficiency of English language teachers 
Please indicate your level of agreement.
15. The English language proficiency of Hong Kong 
English language teachers is now at a level acceptable
to me. 

strongly disagree 1 2 3 4 5 6 strongly agree

16. The English language proficiency of Hong Kong
English language teachers is now at a level acceptable
to most stakeholders. 

strongly disagree 1 2 3 4 5 6 strongly agree

17. Further improvement in the English language 
proficiency of Hong Kong English language teachers 
is required.

strongly disagree 1 2 3 4 5 6 strongly agree

18. Since I started teaching English language, English 
language proficiency of Hong Kong English language 
teachers has improved most in the following area 
(select one area only).

[ ] Speaking skills [ ] Writing skills
[ ] Listening skills [ ] Reading skills
[ ] Interactive skills outside the classroom
[ ] Other (please specify) _________________________________

Section 4: Impact of the LPATE
Please indicate your level of agreement.

19. There should be a minimum standard of English language 
proficiency for English language teaching purposes. strongly disagree 1 2 3 4 5 6 strongly agree

20. The introduction of the LPATE was an important step in 
raising the English language proficiency of Hong Kong English 
language teachers.

strongly disagree 1 2 3 4 5 6 strongly agree

21. The LPATE has improved the English language proficiency 
of Hong Kong English language teachers. strongly disagree 1 2 3 4 5 6 strongly agree

22. The level of proficiency required to attain Level 3 in the 
LPATE is about right. strongly disagree 1 2 3 4 5 6 strongly agree

23. Preparing for the LPATE improved my own English language 
proficiency. 

strongly disagree 1 2 3 4 5 6 strongly agree 
N/A 

24. The LPATE qualification helped me get my current teaching 
job. 

strongly disagree 1 2 3 4 5 6 strongly agree 
N/A 

25. All Hong Kong English language teachers should be required 
to take the LPATE. strongly disagree 1 2 3 4 5 6 strongly agree 

26. There should be no exemptions or alternative ways of 
certifying Hong Kong English language teachers’ English 
language proficiency other than the LPATE.

strongly disagree 1 2 3 4 5 6 strongly agree 

27. Teachers of content subjects in EMI schools should be 
required to take an LPATE-type examination to certify their 
English language proficiency.

strongly disagree 1 2 3 4 5 6 strongly agree 

28. In general, the introduction of the LPATE has been good for 
Hong Kong’s education system. strongly disagree 1 2 3 4 5 6 strongly agree 

29. Hong Kong English language teachers wishing to become 
panel chairs should be required to attain Level 4 in the LPATE. strongly disagree 1 2 3 4 5 6 strongly agree 

31. Would you be available for a short follow-up interview? YES/NO
32. If your answer to Question 31 is Yes, please enter your contact details.

Your information will be kept in the strictest confidence and will only be used for
contact purposes.

33. Please add any further comments about the LPATE and/or English language
proficiency below.
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Appendix B: LPATE Results

Year Candidature Reading
(%)

Writing (%) Listening
(%)

Speaking
(%)

CLA (%)

2001 396 86 33 68 51 89

2002 708 55 29 39 58 91

2003 1968 63 41 72 45 89

2004 2177 71 40 49 47 88

2004 1494 66 28 71 43 90

2005 1115 71 41 62 45 89

2005 1445 59 30 64 39 93

2006 953 86 46 74 37 93

2007 1836 79 40 80 48 93

2008 1285 83 42 72 62 95

2009 1298 80 46 70 51 97

2010 2058 66 43 72 44 94

2011 1867 89 37 83 50 96

2012 1826 88 37 83 50 95

2013 1739 89 45 78 52 98

2014 1631 84 53 83 52 98

2015 1625 88 61 86 55 97

2016 1524 87 50 85 55 97

2017 1471 85 39 83 56 97

Source http://www.edb.gov.hk/en/teacher/qualification-training-development/qualification/langua
ge-proficiency-requirement/lpat/lpat_assessment_reports.html
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Chapter 17
A Qualitative Interpretation
of the Impact of the LPATE on Key
Stakeholders

David Coniam, Peter Falvey and Yangyu Xiao

Abstract Chapter 16 described the collection and analysis of the quantitative data
in the research project funded by the HKSAR Government. This chapter describes
the collection, analysis and findings of the data emanating from a complementary
qualitative study. The chapter begins with a description of the data collection and its
analysis, after which it then describes each of the major areas that emerged from the
data analysis [Note 1].

Data Collection and Analysis

The initial data were collected through the survey questionnaire in mid-2015. This
data was then supplemented by the collection of qualitative data from in-depth inter-
views with respondents.

Qualitative Interviews

The interviewswere conducted in late 2015. Asmentioned in Chap. 16, 236 complete
responses to the survey were received through the online SurveyMonkey instrument
by the end of August 2015. Of these 236, 57 respondents indicated that they were
willing to participate in follow-up interviews. From this set, the research team then
identified teachers who were English language heads of department or who had
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Table 17.1 Interview participants

Post Name Years’ teaching experience

Primary English language
teachers (E)

Edwin (NET) <2

Emily >15

Eunice >15

Primary English language
head of department (H)

Helena 6–10

Secondary English language
heads of department (S)

Samuel >15

Scott >15

Samantha 11–15

Sophie >15

Stella 11–15

Sara >15

Sabrina >15

Suzanna >15

Sandra >15

Sadie >15

Sylvia >15

Selena 11–15

Secondary English language
teachers (T)

Tony 6–10

Terri 2–5

Tania 11–15

Trudy >15

Vice principal/principal (P) Peter >15

Penny >15

Pamela >15

Peony >15

Legend NET ‘native-speaking English teacher’

considerable English language teaching experience (preferably both) and approached
them about an interview. It should be noted that one NET (native-speaking English
teacher employed from overseas—see http://www.edb.gov.hk/en/curriculum-develo
pment/resource-support/net/index.html) was also included to obtain something of an
international perspective on the LPATE.

Table 17.1 describes the interviewees. Names have been anonymised for purposes
of privacy.To aid readability, pseudonymsgiven to participants begin,where possible,
with the first letter of their name reflecting the nature of their post. Primary teachers’
names begin with ‘E’; secondary teachers’ names with ‘T’; secondary heads of
departments’ names with ‘S’; and (vice) principals’ names with ‘P’.

http://www.edb.gov.hk/en/curriculum-development/resource-support/net/index.html
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Table 17.2 Interview participants’ posts

Post No.

Principal/vice principal 4

English language head of department 13

English language teacher 6

NET teacher 1

Table 17.3 Interview participants’ notional school bands

Participants No. Total

Secondary school
teachers

Band 1 8 20

Band 2 6

Band 3 6

Primary school teachers 4 4

As can be seen from Table 17.1, the interviewees exhibit a wealth of relevant
background. Twenty-two of the 24 participants had both a relevant degree and a
relevant teacher trainingqualification,with 20having substantial (more than10years)
teaching experience.

Table 17.2 presents a summary of the posts they occupy.
The sample shows a set of participants with the management background that the

study had been hoping for. Of the 24 participants, 13 were English language heads
of department, with four on the principal track.

Finally, to illustrate the representativeness of the sample—and to indicate that
participants did not come solely from high-ability band schools—Table 17.3 lays
out participants’ school bands. (Official bandings for primary schools, it should be
noted, do not exist in the way that secondary schools did; hence, banding data for
primary schools is not applicable.)

The composition of the participants currently teaching in schools was 20 at sec-
ondary level and 4 from primary schools. The split across school ability bands was
quite even.

Interview Procedures

This chapter recounted the analysis of the quantitative study, and this chapter exam-
ines the interview protocols that were developed to investigate interesting issues
arising from the quantitative study. After some initial pilot interviews in mid-2015,
the interviews proper began, as mentioned, in late 2015. Typically, for interviews,
‘easy’ questions began the interview process. Participantswere asked about their own
backgrounds and their schools. Theywere also asked to comment onwhether they felt
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that English teachers’ language standards had changed as a result of the LPATE, as
well as any challenges they had encountered or observed. The reliability and validity
of the responses were strengthened by asking respondents to provide examples and
clarification for their responses. By late 2015, 24 interviews had been conducted, 20
from secondary schools and 4 from primary schools. All interviews were conducted
in English—the language in which both interviewer and interviewees were compe-
tent and comfortable. Interviews were conducted in the interviewees’ schools, with
each interview lasting from thirty minutes to an hour, depending on the depth of the
interviewees’ responses.

Interview Data Analysis

The data analysis took a grounded and iterative approach using NVivo 8 and went
on at the same time as the data collection. After being transcribed, the transcripts
were carefully checked by the research team. The process of analysis of the data
followed the usual pattern for NVivo 8, with the research team going through each
transcript and identifying main themes relevant to the research questions of the
research project. Meaningful units in the transcripts were first coded into free nodes
in NVivo and were then put together under ‘umbrella’ tree nodes which included
different ideas. All codes, including free nodes, tree nodes and child nodes were
then revised after analysis of subsequent transcripts. After the initial analysis of all
transcripts, the NVivo Query function was used to search for key issues that were
deemed worthy of further analysis. For example, in this study, the query for the term
‘grammar’ helped identify all issues relevant to the relationship between grammar
and the LPATE test, since ‘grammar’ had emerged as a key theme in the interview
transcripts. The query for the term ‘LPATE exemption’ and ‘exemption’ put together
all the views about exemptions for the LPATE. Conducting queries in this manner
was therefore considered to be an efficient way of ensuring that all necessary and
relevant information for a specific theme was coded. After the initial process was
completed, there was a further re-reading and refinement of the codes.

Thematic Areas Derived from the Qualitative Data Analysis

Figure 17.1 presents the ten major areas/themes that emerged from the data. These
have been grouped together in order to provide a coherent route through the areas
that were uncovered during the qualitative data analysis.
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1. Perceptions of the LPATE as a response to a problem in the past 

2. The LPATE and teaching as a profession

3. The LPATE and language proficiency 

4. The Language Proficiency of Hong Kong English Teachers 

5. The LPATE and subject-matter knowledge 

6. Pedagogical knowledge and skills 

7. The negative side of the LPATE 

8. Limitations of the LPATE

9. Changes over 12 years 

10. LPATE requirements of English language teachers in Hong Kong 

Fig. 17.1 Thematic areas

The LPATE—A Response to a Problem in the Past

Respondents believed that the LPATE had considerable value in its early phases
because, in the light of few teachers of English being both professionally and content
trained, the LPATEwas designed to remedy that deficiency by bringing all teachers of
English up to the LPATEbenchmark. Peter corroborated this fact by stating thatmany
teachers of English were not language trained. He pointed out that many teachers
whose major was not English were drafted into teach English classes which they had
not been trained for.

Before the introduction of the LPATE (i.e. in the 1980s and 1990s), teachers
without a qualification or relevant training in English were commonly asked to teach
English because schoolswere short of English language teachers. Tony cited a teacher
of Economics who taught him English but whose English was so deficient that his
students mocked him. Stella stated that senior forms were given to English teachers
with a degree in English while those without a degree in English taught junior forms.

The introduction of the LPATE, therefore, was one step towards ensuring that all
English teachers were qualified and well trained. Peter stated that the introduction of
the LPATE was important at that time in that it attempted to guarantee that English
language teachers had a definite, acceptable standard of language proficiency. In this
light, the LPATE policy was perceived by many participants as well intentioned. The
LPATE policy, as Samantha recalled, removed many ‘unqualified’ English teachers
from the profession—in particular in primary schools where many English teachers
had majored in Mathematics or Geography. The introduction of the LPATE helped
with maintaining English language standards and ensured that English teachers were
capable and proficient second language users (Trudy).

The LPATE was, however, considered to be somewhat less relevant nowadays, as
the comments below illustrate:

I don’t see any impact brought by the LPATE because we don’t have that many teachers
taking it now. In my school, I remember only one teacher took the LPATE when it first
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started. And then for a gap of 8-9 years, nobody needed to take it. And only recently another
young teacher took it (Suzanna).

I think at that time, there are quite a lot of teachers they did not study English in the university,
but yet the school asked them to teach English… then it is just a purpose at that point. Way
back to 2000, just to screen them. Just to answer this call from society, saying our teachers
are not qualified, are not trained, something like that (Suzanna).

The basic question is “What issues is the LPATE now addressing”? At that time it addressed
a particular, and a very clear issue and problem confronting Hong Kong society. (Peter)?

There were few places for undergraduate in English Language Education up to
the late 1990s. However, as Peter pointed out that situation has now changed with
provision of many more undergraduate places both in Hong Kong and overseas so
that there were now sufficient trained English language teachers.

The LPATE and Teaching as a Profession

Interviewees were clear that the LPATE had raised awareness that being an effective
English language teacher required more than merely good English. It also required
good levels of subject-matter knowledge and pedagogical knowledge.

A more positive way to view the expectations of English language teachers was
that the LPATE gave English teachers a form of professional recognition. The LPATE
policy delivered a strongmessage that schools needed individuals whowere qualified
to be English teachers. English language teachers, as with other professions, needed
to have ‘professional’ knowledge of the language, as the comments below illustrate:

We need a way to tell the public that all these teachers are qualified. I think getting an LPATE
qualification is one way for the public to see that teachers are professional. It’s not the same
as thinking that anyone who has a degree can teach the language subject (Sara).

I think generally in society there are still a lot of people who have no idea that English
teachers actually have got a professional knowledge in training, in English language, which
does not really mean higher proficiency (Sandra).

With regard to what is meant by ‘being professional’, Sara made the point that
English teachers should be proficient in their subject-matter knowledge irrespective
of whether they taught high- or low-ability students. Sandra stated that teachers need
to have subject knowledge, such as syntax, lexis, as well as pedagogical knowledge
in teaching English, so that they are able to explain issues and concepts in English.
Stella proffered a more pedagogically oriented response that teachers should be able
to explain concepts in detail in English and be ready tomark students’ writing inways
that are beneficial to students. Another viewpoint—expressed by Samuel—was that
professional English teachers are expected to be functionally adequate regardless of
the level of the school or of the students. The LPATE is a qualification providing
evidence of a teacher’s level of English.
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The LPATE and Language Proficiency

The Importance of Language Proficiency

Many of the respondents asserted the importance of language proficiency for lan-
guage teachers including Samuel, a panel chair, who made the point that good stan-
dards of proficiency were vital notwithstanding the ability of the students being
taught. He added that language teachers’ proficiency should be well above the stan-
dard required to teach students.

In Samuel’s words:

You’re teaching English. This is your profession. I keep on telling my teachers that despite
being English majors, you have to keep your English at a certain level. Although you’re
teaching very weak students, don’t put down your English newspapers. I think this applies
to many schools in Hong Kong.

Eunice, a primary school teacher, agreed with Samuel’s sentiments:

English teachers have to use accurate grammar, accurate language and accurate classroom
language, because students are learning all the time. You don’t know what they learn in
the daily time. You also need to use language appropriate to the students’ level. In primary
schools, students are not having much vocabulary; you have to use the correct word choice
for them. You have to have this kind of knowledge (Eunice).

Helena, a primary school panel head, commented that English teachers are likely
to teach the wrong thing or wrong structures during students’ early experience of
learning English; thus, she was concerned about teachers’ English language profi-
ciency at primary schools. Tony agreed that English teachers’ language proficiency is
highly important, without which the teaching quality may have been compromised.

The primary school NET teacher, Peter, agreed that even in primary schools, high
teacher language standardswere important. He stated that the higher English teachers
standards were, the more comfortable and confident teachers were when talking to
students in English. Adding to the debate on the use of the mother tongue in the
English language classroom, Peter asserted that teachers who were not confident in
their own English proficiency tended to switch somewhat too quickly to Cantonese
once they detected a lack of understanding in their students’ eyes overwhatwas being
said in English. Students would then never listen to the English of these teachers
because they knew a Cantonese translation would soon be proffered.

Suzanna,whoworked in aBand1 school, noted that students in top schools already
had good language proficiency and so had high expectations of their teachers. The
comment was also made that able parents could easily ascertain the English standard
of teachers when talking to them (Pamela).
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The LPATE as a Benchmark Test

In view of the importance of good language proficiency, the LPATE was viewed by
many respondents as a suitable benchmark level for maintaining English language
standards:

I think, that is, that (the LPATE) has actually helped to improve and to ensure the standard
of English majors in Hong Kong… I think it may be a good way of screening teachers, the
proficiency of teachers. (Samuel).

I guess as I have said, it is a benchmark, so if he or she is an English major, but they haven’t
taken the LPATE, well, … I don’t know their standard. So the LPATE to me is this kind of
standard in the territory (Helena).

I mean you set the benchmark there, that you have to either get exemption or take the course
or you have to pass the LPATE exam. Then that would certainly raise the standard of English
teachers’ proficiency (Emily).

Tony further illustrated how the LPATE maintained English teacher standards.

I think the LPATE is a good initiative because it really raises the English standard of the
English teacher in Hong Kong in general. When I was in my previous school, I heard that
some of the previous English teachers could not teach English because they couldn’t get the
qualification.

One outcome of the LPATE requirement, according to Tony, was that positive
discrimination now took place in hiring teachers. The LPATE qualification was not
needed before a teacher could be hired.

Sabrina noted how the LPATE provided teachers with feedback on their weak-
nesses:

I guess because of these sub-papers, the teachers would be better informed of their strengths
and weaknesses in a certain area. This is important (Sabrina).

Samantha commented on how the LPATE also provided teachers with the chance
to practise their English and thereby make improvement:

Like 10 years ago, I was worried about the LPATE, and I actually took a course at the PolyU.
And I think I now pay more attention to grammar items, and to error correction and have
a better idea of how to explain errors using relevant metalanguage – say for example there
should be a to-infinitive after a verb, things like that. So in that aspect, I think there is some
kind of improvement in myself. I mean at least I’m more aware of the metalanguage that I
should use to explain errors to students (Samantha).

Samuel felt that all teachers should attain the LPATE benchmark. He commented
on the usefulness of the scales and descriptors in providing valuable feedback, espe-
cially to those who failed. He said that the LPATE was therefore a good indicator
for teachers to know where they were, what proficiency level they were at and what
they had achieved. Emily commented on how the role of identifying weaknesses in
teachers’ language abilities in such a way illustrated the quasi-formative nature of
the LPATE. How improvements might be made was, however, another matter and is
the subject of further discussion below.



17 A Qualitative Interpretation of the Impact of the LPATE … 379

The Language Proficiency of Hong Kong English Teachers

When asked to comment on the language proficiency of English teachers at their
school, six interviewees expressed a high degree of confidence about the language
proficiency of teachers in their schools.

For our school, we never really had a very big problem in recruiting proficient teachers. We
don’t really find much difference because like even my other colleagues who use English as
a medium of instruction, their English is just as good as mine (Penny).

I think I am quite happy with their English language proficiency. Maybe our school is very
demanding in choosing English teachers (Suzanna).

As I said, the standard of the English teachers here is really high. Some of them are non-
Chinese – Australians and Canadians, etc. So when comparing this school with my previous
school, the standards of the language teachers are much higher (Trudy).

The responses above show that in schools where teachers were considered to
have high language proficiency, either the school had a tradition or a high enough
reputation to attract qualified teachers. The LPATE consequently had little impact
on such schools.

A similar view, although not as strong as the positive views expressed above,
was that teachers generally had sufficient language proficiency to communicate
effectively in schools. The NET teacher Peter observed how his colleagues could
communicative with him perfectly in English. Tania similarly noted how all the
English teachers in her school could function and communicate perfectly acceptably
in English. In Edwin’s school, everything in the English department was conducted
in English and Edwin commented on how he was impressed both with the accuracy
of the grammar and the range of vocabulary used by teachers, and the quality of the
language used in department reports.

While generally happy with the English language standards in her school, Pamela
commented how she felt that English language standards in Hong Kong were dete-
riorating. English majors seldom read literature, she said, unlike their counterparts
twenty years ago, so these teachers had a weak background knowledge of the litera-
ture. Sadie stated that in her opinion, although the English proficiency of teachers had
improved generally, the English language proficiency of English majors nowadays
was weaker than that of English majors twenty years ago, probably because of the
expansion in university recruitment and her perception of the dilution in the quality
of undergraduates.

A considerable amount of variation in the language proficiency of English teachers
across school levels was reported. Drawing from her own experiences of working
in different schools, Emily commented that the language proficiency of the English
teachers in her primary school was lower than that of her colleagues in her previous
secondary school. Language proficiency was also noted as varying between younger
teachers and more experienced teachers. Sophie found that, in her school, younger
teachers were better at speaking while experienced teachers were better at writing.
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The LPATE and Subject-Matter Knowledge

Thechange in attitudes of key stakeholders emerged as a significant theme.Principals,
panel chairs and teachers nowgenerally accepted that not everyone should be allowed
to teach English and that not everyone could reach the required level in the LPATE. It
was generally accepted that all teachers of English should be trained in English. Scott
stated that he had noticed the change in administrators and panel chair attitudes as a
direct result of the LPATE requirement. He stressed the need not only for adequate
language proficiency but also professional training.

Without sufficient subject-matter knowledge, it was suggested, teachersmay teach
students’ incorrect concepts andmislead students (Eunice). To underscore the impor-
tance of subject knowledge, both Peter and Sara backed up their argument with exam-
ples such as themselves not being able to teach subjects such as Mandarin, Japanese
or Maths because they did not have the relevant subject knowledge.

Two particular aspects of English language were identified in the data. These
were knowledge of grammar and metalanguage. Terri explained how studying for
the LPATE had assisted her in explaining grammar to students. As English teachers
need to explain grammatical errors to students, an awareness and knowledge of
grammar were important, a point reiterated by Helena. Sadie commented on how
younger teachers tended to have less explicit knowledge of grammatical structures
and how she felt that the LPATEhad drawn attention to the need for a good foundation
in grammar.

Sara believed that by preparing and taking the LPATE, English language teachers
would be able to improve their knowledge of grammar and to clarify grammatical
concepts. Stella remarked how many teachers now appeared to be more aware of
the academic aspects and technical terms of the English language. English teachers,
according to Sara, needed to have a very strong foundation of grammar in order to
be able to explain errors—which would surely have attendant benefits to students
when they faced public exams.

In the light of a communicative approach to teaching language, whether it was
still necessary to teach or test grammar was a contentious issue in some of the inter-
views. Samantha felt that even though the LPATE improved candidates’ grammatical
knowledge, she noted that a communicative approach to language teaching placed
less emphasis on grammar than did other methods.

Given that grammar is somewhat soft-pedalled in the public examinations, respon-
dents such as Samantha and Suzanna felt that a comprehensive knowledge of gram-
mar was not required, asserting that the consultation of a reference grammar would
suffice if students asked questions that they could not answer. Another viewpoint
was that teachers did not need to explain grammar to students using terminology
such as that tested in the LPATE. It would be sufficient if teachers were able to tell
students what was wrong and how to use the language correctly; metalanguage was
not necessary (Samantha). These responses would suggest some teachers still do not
appreciate the need for language awareness and grammatical understanding by the
teacher (see Andrews, 2003).
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Other teachers such as Samuel disagreed with the attitude above. Samuel said:

You’re talking about a test for the English teachers. Accuracy is important because you are
teaching English. If you yourself cannot even get the rules right, how can you teach students?
You say “Oh the way I’m using is the communicative approach”. Honestly, does that mean
you don’t need grammar? Does that mean the English that you or your students use need not
be grammatically correct? It makes no sense, right? (Samuel)

Samuelwasworried that the importance of grammarwould be further downplayed
if English teachers and heads of department considered it not necessary that grammar
be tested in the LPATE. Samuel believed that all English teachers needed to be strong
in terms of the accuracy of their English. Even if the accepted methodology in Hong
Kong revolves around some form of communicative approach to language teaching,
teachers and students still need to use grammatically correct English and teachers
still need to be grammatically aware. The interviewees who supported the impor-
tance of grammar were of the view that second language teachers, as English majors,
needed to know how the language worked explicitly and to have good knowledge
of the terminology, with one argument being that students in both senior forms and
in certain prestigious primary schools (where English was the medium of instruc-
tion) expected teachers to explain or demonstrate grammatical issues clearly to their
students (Helena).

Pedagogical Knowledge and Teaching Skills

The Classroom Language Assessment Component

The LPATE component most closely related to language teaching is Classroom Lan-
guage Assessment (CLA). As mentioned in previous chapters, CLA assesses teach-
ers’ use of language in their own English language classrooms. The CLA component
was considered to assess a particular aspect of language proficiency that cannot
be assessed through other language proficiency tests (Sara) in that CLA is directly
related to the practice of teaching (Tony).

I would say the examination somehow channeled the teachers’ training. In the past, perhaps
there was no speaking paper, no classroom language. I do think nowadays, because of the
speaking exam and perhaps classroom language, the new teachers are more competent in
their communication (Sophie).

Sophie’s response above illustrates how the LPATE drew explicit attention to
proficient classroom language—a key aspect of good language teaching. The English
language proficiency of teachers in lower band schools, for example, was reported
to have improved after the introduction of the LPATE. On this issue, Peony noted
that many English teachers in lower band schools, who in the past spoke Cantonese
in class, were now using more English in their classes. Sara mentioned that teachers
who had successfully gained the LPATE qualification were more confident when
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teaching, writingminutes of English panel meetings and discussing in English during
department meetings.

Some intervieweesmentioned limitations of the CLA component. They suggested
that performance on the CLA may also be affected by the motivation and language
abilities of students or the relationship between teachers and students. Tania felt that
teachers might score poorly if students were unwilling to respond and there was little
interaction in the classroom. Helena felt that as the CLA assessment is now generally
examined by only one examiner, it may not accurately reflect a teacher’s ability

Pedagogical Knowledge and Teaching Skills

In addition to adequate language proficiency, respondents mentioned the importance
of pedagogical and teaching skills:

A key issue relating to whether a teacher can teach effectively is how well the teacher has
mastered the pedagogical skills (Sara).

For teaching English, language proficiency is one thing, but whether you have passion,
something to dowith your teachingmethodology, whether you truly care about your students
or not, are also important. I think these factors matter more than language proficiency itself
(Samantha).

More specifically, English teachers, according to Tania, need to know how to
help students, in particular low-achieving students, by such means as moderating
the pace of their teaching, rephrasing to facilitate understanding, using group dis-
cussion strategies, using pictures as examples. Such pedagogical skills could also be
related to subject matter, for example guiding students towards thinking critically
and developing a piece of argumentative writing (Sandra). It should be noted that
many of these points—e.g., moderating the pace of teaching (see Tania’s comment
above— form part of the aim of the CLA of ‘demonstrating language competence
in presenting to and interacting with students’ and are assessed on The Language of
Presentation/Practice and Pronunciation, Stress and Intonation scales.

Sylvia, as a head of department, stated that she would consider non-English major
teachers with the LPATE qualification, as long as they had the personality, experience
and methods that were likely to help students. Good English teachers were also
expected to have a positive personality, as well as a good attitude:

Subject knowledge is important but it cannot make you a good teacher. I think it’s the
character. The character, personality, mentality and attitude of a teacher, although they come
second after subject language, are very vital (Samuel).

When recruiting teachers, we look into their personality, whether they could build up a good
relationship with students (Sylvia).

Samuel, a veteran English teacher with over 30 years’ experience, regarded him-
self as an ‘energetic and vibrant teacher’, one who always tried to give students the
feeling that although English was not easy, they should be willing to try.
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Responses in this section revealed that stakeholders feel that language teachers
need pedagogical knowledge and related skills to copewith the day-to-day classroom
and that these are no less important than language proficiency and subject-matter
knowledge.

The Negative Side of the LPATE

The introduction of the LPATE policy was generally viewed as being a correct policy
decision for Hong Kong, as it helped with maintaining/ensuring English language
standards for all English teachers. The LPATE policy, nonetheless, it was noted,
caused a considerable amount of controversy—in particular in the first few years of
its implementation.

Participants recalled how, after the LPATE was introduced, many teachers
protested about having to take the test, especially after having been teaching for
many years (Pamela) and despite the fact that many were English majors (Sylvia).
As a consequence of the protests and other negative publicity, the HKSAR Gov-
ernment rethought the policy and backtracked on not granting exemptions. While
this was generally seen as a positive move, the exemptions were, in some quarters,
not considered to be totally fair. The range of degrees for exemption, according to
Samuel, was not convincing, in that it was difficult to justify why exemption was
given for some degrees and not to others. Teachers with an English degree from the
former colleges of education, for example, were still required to take the LPATE
(Samuel).

Older and experienced teachers felt humiliated about having to take a test in their
mid-fifties if they wished to keep their jobs (Pamela). Samantha commented on this
feeling of humiliation in the context of it being closely linked to not feeling trusted:

I would use the word ‘humiliating’. I find it humiliating. That means you don’t trust me as an
English major. My English should be OK. At least I could communicate with my students
and could discuss educational matters with my colleague, so I really felt very bad about the
idea of being asked to take the LPATE at that time, because I think A-Level would be quite
an accurate estimation (Samantha).

Teachers felt there was a lack of trust between themselves and the government,
as well as between the government and the universities. While Samuel encouraged
all teachers in his department to take the LPATE in order to showcase their language
standard, Sylvia and Suzanna were strongly opposed to such a move, stating that
requiring teachers to take the LPATE showed how heads of department did not trust
their teachers.

The experience of taking the LPATE had also been a nerve-wracking experience
for some, with candidates—such as those who had not taken examinations for a long
time—feeling anxious, pressured and concerned about failing—a potentially very
embarrassing situation (Peony, Sabrina). Scott suggested that the pressure appeared
to be more intense for experienced than for new teachers, as new teachers were
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already aware of the requirements before they had made the decision to be English
teachers.

Limitations of the LPATE

The first limitation raised by interviewees related to a number of test quality issues.
The LPATEwas criticised for being too difficult and for certain components not being
well designed—in particular the Writing and Listening Tests. Sandra, drawing on
her experience of communicating with teachers in her department, commented how
some candidates had failed the Writing Test simply through not having completed
all the sections of the test paper. Sandra’s own experience of taking the LPATE trial
test (the PBAE in 1999) and the first LPATE test (in 2001) reinforced her contention
that the assessment was demanding and too difficult. Sadie and Peter agreed that the
speed of delivery of the listening component was too fast, with candidates not having
sufficient time to write down the answers—in particular during the first few years
of the administration of the LPATE, and before the test was revised in 2007—as
Urmston describes in Chap. 15.

The second limitation related to the validity of the LPATE and the nature of the
LPATE as a test. With the Classroom Language Assessment component (since 2010)
being only assessed by one examiner in one single lesson, Helena doubted whether
one classroom observation was sufficient for a sound judgement of a teacher’s lan-
guage proficiency to be made [Note 2]. On a slightly cynical note, Tania suggested
that it was possible for students to ‘assist’ the teacher and pretend to be cooperative
or responsive. While such a setup might help a teacher score high, it could give a
false picture of the teacher’s English standard.

Some argued that, as the LPATE was regarded merely as a test, it might not
necessarily reflect the language proficiency of English teachers, as the excerpts below
exemplify:

Limitations… I think just like any kind of assessment. We can only test the teachers’ English
level in a one-time basis. It may not truly reflect the teachers’ ability in the school setting
(Sara).

Maybe if you follow the right pattern you will achieve higher marks (Terri).

Understanding the examination skills required by the LPATEwas considered to be
important. The comparatively new English teacher Terri explained how she failed in
her first sitting of the LPATE because she had not prepared. The second time around,
however, after careful preparation and study of past papers, Terri obtained Level 4,
indicating the place of practice in obtaining a high score. Samantha agreed that while
preparing for the LPATE, she felt she had become more aware of the examination
format and examination skills rather than the language itself.

Teachers who had failed the LPATE described themselves as not being smart
exam-takers. Selena, for instance, failed the Speaking Test twice because, as she put
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it, she had not tuned into the ‘test taking game’. Sandra commented on how passing
the LPATE required certain exam skills:

The LPATE exam involves exam skills. If you want to get a pass, there are a lot of exam
skills – something that English teachers are not necessarily very good at. So requiring them
all to take the LPATE is not really very meaningful unless the exam is somehow changed into
something more like a professional exam – like really just for English teachers. Otherwise I
don’t see the incentive for English teachers to do it (Sandra).

Samantha recalled that she became more aware of the exam format rather than
the language itself through preparing for the LPATE.

Recalling her experience of taking the LPATE the first time, Tania attributed her
lack of success to failing to making eye contact with the examiners:

I still remember I failed the first time, in Speaking I got 2.5, I think it is not because of my
English proficiency in speaking but because I didn’t make eye contact with the examiner.
Because it’s my first time to take the exam without any preparation, I just read aloud the
poem, and then the examiners failed me. So I know my weakness, eye contact, and then I
tried, I attempt the second time, and then I passed the second time (Tania).

The third limitation accused the LPATE of being an assessment of learning, rather
than an assessment for learning (Sophie), and therefore contributing less than itmight
to teachers’ professional growth. Fourth, having to take the LPATE could be stressful
for teachers, an issuewhichwas considered to have an effect on teachers’ performance
(Sara). Sara noted how, teachers at her school had been very stressed over having
to take the LPATE because they had fallen out of the habit of taking examinations.
Compared with older teachers, newly graduated teachers felt less stress, as new
graduates were more used to taking examinations. Sara backed up this point with her
own experience of taking the LPATE:

When I took the LPATE oral-the group discussion, even if I’m a very experienced oral
examiner, I found that difficult. You know what, oh my god, the younger ones would, I
mean, would do it pretty aggressively. If you don’t take part in the discussion and then you
would fail. I remember that experience, so one thing that affects the performance could be the
experience in taking examinations or whether they take it continuously…constantly (Sara).

The final limitationmadewas that the LPATE is now open to be taken bymembers
of the general public. It was suggested that this issue has resulted in a rather lower
pass rate—although it should be noted that the LPATE (excluding the CLA) has
always been open to members of the general public. Some interviewees commented
that with the LPATE being open to all, the lower pass rate had been giving the public
thewrong impression that is that English teachers inHongKongwere poor at English
(Sandra and Peter). Peter stated that as anyone can now take the LPATE, the LPATE
was not fulfilling the function it was set up for.

The limitations of the LPATEmentioned above included the difficulty level of the
LPATE, the issue of test validity, the LPATE as an assessment of learning rather than
an assessment for learning, the stress a one-off test may cause and the potentially
wide range of candidates who may now sit the test. The limitations articulated may
shed light on further improvement in the LPATE.
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Changes Over 15 Years

Regarding the issue of any perceived changes in English teachers’ language profi-
ciency since the introduction of the LPATE, a number of issues were raised.

Many interviewees pointed out that one major change that occurred because of
the introduction of the LPATE was that both professionally and in English content
knowledge, teachers had become better trained. As alluded to above, the English
language head of department Samuel reflected on the fact that while six years ago
therewere non-Englishmajor graduateswhohadEnglish teaching posts in his school,
this was no longer be the case. Pamela, a school principal teacher stated that as
recently as 14 years ago only two universities (the University of Hong Kong and the
Chinese University of Hong Kong) in Hong Kong offered undergraduate degrees in
English, so it was difficult to recruit qualified teachers. She pointed out that teachers
who had degrees in other subjects (e.g. economics and history) were instructed to
teach some English classes. It was noted, therefore, that since the introduction of
the LPATE, increasing numbers of English teachers in the respondents’ schools
were now subject trained. Former English teachers without a degree in English had
either switched to teaching their own subject or had taken degree courses in English
language (e.g. Terri, Samantha). The introduction of the LPATE had made teachers
increasingly aware that to be an English teacher, expertise and formal training in
English were now expected (e.g. Sylvia, Stella, Pamela and Scott).

There was a knock-on effect, however, with the professional training which
English teachers had been receiving being seen as contributing to the rise in English
language standards generally. Comparing current English teachers’ language stan-
dards with English standards when Tony himself was a student, Tony felt that the
professional training teachers now received did make them better language teachers.
The younger teachers had better proficiency because they had taken relevant degree
courses and passed the LPATE.

A direct impact on English language proficiency was not obvious or dramatic,
some felt, as Samantha’s words exemplify:

I really don’t think there’s much difference in the standard of language after the implemen-
tation of the LPATE, because I do not think there is a strong correlation between the two
things. Maybe the teachers are more aware of language errors when they do the language
error correction paper. But I think even without the LPATE, my colleagues are quite good at
English and they are able to mark students’ errors professionally (Samantha).

Sophie’s school had a long tradition of recruiting high-quality English teachers,
and for the past 12 years, the school had insisted on only recruiting teachers with
a degree in English. Sylvia believed that all teachers had different strengths and
weaknesses, so the situation in her school had not really changed much over the past
decade.
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The LPATE Requirements of English Language Teachers

The Need to Take the LPATE

Participating teachers held different views regarding whether it was necessary to take
the LPATE, with a number expressing reservations about the necessity of having to
take the assessment. A major reason for not taking the LPATE, some suggested, was
that an English major degree was sufficient. Tania stated:

Why do English teachers have to take the LPATE if they have already demonstrated their
proficiency when they entered the university, or undergraduate studies? So why should we
have to test them again? I cannot see the logic (Tania).

The requirement for completing a university English degree was considered by
some interviewees to be sufficient to guarantee the quality of English teachers. Sab-
rina commented on how all her colleagues who held an English degree had a high
level of proficiency in English. If all English majors had to take the LPATE, some
argued that there was little point in studying for a degree in English.

A different point of view put forward by some other heads of department, however,
was that considerable variation in language ability among English major graduates
existed and thus taking the LPATE should remain a necessity. Samuel made the point
that an English degree does not necessarily guarantee English language standards.
Consequently, his school required all their English teachers to take theLPATE.Sophie
outlined how,when interviewing job applicants—even someEnglishmajor graduates
from prestigious HongKong universities—were found to bewanting in terms of their
standard of English; further, she commented on how some English major teachers
in her school had only managed to obtain Level 2 in the Speaking Test. In view
of such variation, Helena suggested that the LPATE continue to be the standard in
the territory—without which it would be difficult to compare the English language
standard of English major graduates.

The second reason for not taking the LPATE, however, was that there were var-
ious ways in which English teachers’ language proficiency might be certified, with
IELTS, for example, being mentioned in this regard. Selena said that she would be
confident about an applicant’s language proficiency if they had an IELTS score of
7 or above. Samantha described the LPATE as somewhat repetitive in nature, as the
current public examination system should be able to give an indication of candi-
dates’ English language standards. IELTS was now being taken by many Hong Kong
university students as a form of graduation exit test [Note 3], and consequently,
it should be possible to gauge graduates’ language proficiency from their IELTS
score. A counter argument to this suggestion was that the LPATE has a component
assessing classroom language and a writing section focusing on explaining errors
to students—neither of which appear in the alternative tests mentioned; further the
LPATE also includes a relevant performance-based speaking component. Other rea-
sons previously alluded to for not necessarily taking the LPATE were that passing
the LPATE requires a considerable amount of examination skills and that taking
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the LPATE causes unnecessary pressure and the administration of a test such as the
LPATE involves a considerable resources, which might be made better use of for
other educational purposes. Such objections appeared to somewhat miss the point,
however, since IELTS is a high-stakes examination that also puts pressure on test-
takers. Indeed, overall, it is important to remember that LPATE is a ‘special purpose’
form of assessment not a typical language proficiency test.

The Language Proficiency Level Requirements

Level 3 for English Language Teachers

The LPR set by Government was that English language teachers needed to achieve
Level 3 in the LPATE. The need for English language heads of department to attain
Level 4 came about through the schools’ determination rather than by legislation.
Interview participants expressed their views towards this policy.

On the issue of the requirement of Level 3 for English language teachers, this level
(‘3’) was generally considered to be an indication (a ‘guarantee’ in the words of some
respondents—Sabrina, Helena) that English teachers met basic requirements—tally-
ing with the response on the survey (Q.22: The level of proficiency required to attain
Level 3 in the LPATE is about right—mean 4.29/6). Both the public and schools
clearly expect teachers to have high English language standards, with Level 3 being
the minimum acceptable standard if they are to be deemed qualified.

Four interviewees, however, mentioned that the Level 3 was not sufficient and
that a Level 4 might indeed be better. In Samuel’s words:

Come on! Honestly, 3 is the passing mark, right? Everyone can get 3. It is just how many 4s
and 5s you have got that matters (Samuel).

Terri, a new teacher who obtained an overall Level 4 at her second attempt at
the LPATE, believed that English teachers in high-ability Band 1 secondary schools
should at least reach Level 4. Trudy, a secondary English head of department, was of
like mind, believing that English teachers should at least get Level 4 if they were to
be seen as guaranteeing the quality of their teaching. The primary head of department
Helena considered sufficient English language proficiency to be no less important
in primary than in secondary schools, as primary schools were where students first
encountered English, with it being crucial that such contact should constitute quality
contact.

The counter argument was that the LPATE qualification was less important than
was teachers’ ability to use English in their day-to-day teaching and encounters
with speakers of English. Parents and children would be convinced by teachers’
language proficiency if teachers were able to talk to students and parents fluently and
proficiently (Pamela).

The final point relating to English teachers obtaining Level 3 was that as teachers
could now apply for exemption if they held a relevant degree in English, most English
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teachers had not consequently sat the LPATE. Taking the LPATE would therefore
appear to have greater relevance for aspiring English heads of department since these
candidates required LPATE Level 4.

Level 4 for English Language Heads of Department

The first comment concerning heads of department attaining Level 4 was that heads
of department needed to be seen as rolemodels for thewhole department. Drawing on
her own experience of working with a number of heads of department across schools
before the LPATE was introduced, Pamela commented on how she had encountered
a number of heads of department whose language proficiency was inadequate; they
had been appointed because of seniority. The LPATE requirement might at least
ensure that heads of department had sufficient language proficiency to cope with the
everyday work associated with running comparatively large departments of up to 15
English language teachers.

A head of department of a subject area, as Samuel stated, must be one of the most
able in that subject area, if they are to be respected as leaders in a department. One of
the heads’ key dutieswas to give guidance to departmentmembers and to dealwith the
many documents that came in; without sufficiently high language proficiency, heads
would struggle to fulfil their duties, and it was suggested (Trudy). Trudy elaborated
how, in her school, all circulars sent out to parents were written in English, with it
being the head of department’s job to ensure that such documents were error free.
Stella stated,

The head of department has to deal with a lot of documents and people. Sometimes when
teachers have problems, you need to show them what to do. I think it just makes sense to
me that you should do better than other teachers to be a leader, right? As an English head of
department, I think you need to prove your proficiency in English. And that will be a very
basic requirement, I guess (Stella).

The responses above show that English language heads of department should have
both sufficient subject knowledge and good English language proficiency; otherwise,
theymay have a difficult time supporting the English language teachers in their panel.
Without high proficiency, heads of department may not make sound judgments, for
example about whether test questions arewell set or certain textbooks are appropriate
to student level (Tony).

While English language proficiency was considered to be important, other skills
such as leadership, managerial, interpersonal communication and pedagogical skills
were also cited as being important (e.g. Tony, Samuel, Helena, Stella and Scott).
Tony noted that English language proficiency and the above-mentioned managerial-
oriented skills were not mutually exclusive.

Participants who disagreed with English language heads of department having to
obtain Level 4 considered a variety of other factors to be more important than merely
English language proficiency and that achieving Level 4 and being a good head of
department were not necessarily directly equivalent. Peter stated:
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I’m not sure that if you can get an overall Level 4, it means that you have the ability to be
an English Head of department. I mean that sometimes it’s not quite equivalent, because the
test is not made to test whether a person can be an English language head of department
(Peter).

In this context, it may well be the case therefore that high levels of language
proficiency and other skills are more co-dependent than mutually exclusive.

Peter recalled how in his school some very capable teachers refused to be head
because they did not want to take the assessment. Sophie supported this view that
in some schools, teachers were promoted to head of department simply on the basis
of having obtained Level 4. Sandra considered that Level 3 should be sufficient,
provided that it could be proved that this level had not been set too low and that she
saw other qualities of managing the department as possibly being of greater or equal
importance.

The examination nature of the LPATE made it difficult for some heads of depart-
ment to pass; some participants observed. Selena, an English head of department in a
Band 1 school, had herself failed the Speaking Test twice. Selena remarked that she
felt confident about her oral English ability and she had no idea why she had failed
the Speaking Test. Selena considered it was unfair to say the school had been wrong
in promoting her to head, as she believed she had sufficient language proficiency and
teammanagement skills to be a successful English language head of department. The
fact that not all English language heads of department held Level 4 was also com-
plained about—on the grounds that the LPATE policy was not consistently enforced
across schools (e.g. Scott)—although it should be remembered that holding a Level
4 qualification was not compulsory in terms of government policy.

Interestingly, in the current study, English heads of department holding negative
views towards the LPATE tended to be those who had not taken the LPATE or who
had not received what they perceived as a satisfactory result in the LPATE.

Discussion

Following a summary picture of interviewee responses, the discussion now examines
certain key issues, as Section IV comes to a close.

Table 17.4 first provides a snapshot of the responses of stakeholders to the ten
themes discussed in this chapter, revealing a summary of the views of principals,
heads of departments and teachers.

In the table, Column 3—Number of participant responses—presents the total
number of participants who commented on a particular theme. Since there are ten
themes, some with subheadings, different fonts and bracketing has been used to aid
readability. Themajor totals for the ten themes are in bold font.With the themeswhich
had subheadings—e.g. themes (3) and (6)—subtheme totals are offset, centre right
in round brackets. The final theme, (10), had sub-subthemes ‘in favour’, ‘against’
and ‘neutral’. These sub-subthemes are offset to the right in square brackets.
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Table 17.4 Summary of stakeholders’ responses to the different themes

Themes No. of
participant
responses

Participants

Ps (N
�4)

HoDs
(N �
13)

Ts (N
�7)

1 The LPATE—a response to a problem in
the past

13 3 7 3

2 The LPATE and teaching as a profession 11 1 7 3

3 The LPATE and language proficiency 32

3.1 Importance of language proficiency (11) 1 6 4

3.2 The LPATE as a benchmark test (21) 4 11 6

4 The language proficiency of Hong Kong
English teachers

16 2 9 5

5 The LPATE and subject-matter
knowledge

18 3 12 3

6 Pedagogical knowledge and skills 24

6.1 The classroom language assessment
component

(9) 1 6 2

6.2 Pedagogical knowledge and teaching
skills

(15) 3 11 1

7 The negative side of the LPATE 8 2 5 1

8 Limitations of the LPATE 22 4 13 5

9 Changes over 14 years 13 3 8 2

10 LPATE requirements of English language
teachers in Hong Kong

66

10.1 The need to take the LPATE (18) 3 11 4

10.2 The language proficiency Level
requirements

10.2.1 Level 3 for English language
teachers

(24)

In favour [19] 3 10 6

Against [5] 1 3 1

10.2.2 Level 4 for English language
heads of department

(24)

In favour [15] 2 7 6

Against [4] 0 3 1

Neutral [5] 2 3 0

Totals 223 38 132 53

(17.0%) (59.2%) (23.8%)

Ps principal; HoDs heads of department; Ts teachers
Note Numbers in brackets indicate subtotals under a larger theme
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As reported previously, the ratio of principals: heads of department: teachers was
4:13:7 (16.6%: 54.2%: 29.2%). In the light of this ratio, the spread of comments
from participants in Table 17.4 (17.0%: 59.2%: 23.8%) can be seen to quite closely
parallel participants’ different backgrounds/positions.

When participants discussed the impact of the LPATE on the teaching profes-
sion, the two key aspects addressed were that the LPATE ensures English language
standards, and the impact the LPATE had had upon subject-matter knowledge, and
knowledge and awareness of grammar, in particular. Pedagogical skills—not a major
focus in the LPATE—were also believed to be important to the teaching profession.
The message that English language teaching is a profession that requires expertise
in language skills, language knowledge and pedagogy (Richards, 2010) resonates
strongly in the current study.

The foremost impact of the LPATE centred on improving language standards of
English language teachers generally, by preventing those who were unqualified from
entering the teaching profession. Teachers with high language proficiency would
expose their students to quality language input (Andrews, 2003), would be more
comfortable communicating with students in English and would have access to a
wide vocabulary. Although the current study has not attempted to collect direct
evidence of improvements in the language standard since it has been a study of
perceptions, there is a strong belief that English language teachers should have high
language standards and that minimum, agreed language standards have indeed been
ensured by the assessment. The introduction of the LPATE was an attempt to address
a problem Hong Kong faced before 2000 that English language teachers were not
trained either content-wise or professionally in English (Tsui, Coniam, Sengupta, &
Wu, 1994). This notwithstanding, however, the LPATE has come to be regarded as
less relevant nowadays than it was in 1994 (Tsui et al., ibid) probably because more
and more English teachers are exempted from the LPATE because they have relevant
degrees and professional training.

The responses from key stakeholders—English teachers, English language heads
of department and school principals—have demonstrated that in addition to purely
improving language standards, a major contribution of the LPATE policy has been
that of raising stakeholders’ awareness that English teachers need to be subject-
trained as well as proficient in subject-matter knowledge. The findings support the
view that second language teachers are expected to have both ‘general language
proficiency’ and ‘academic proficiency’; i.e., they need to be proficient in reading,
listening, writing, speaking and subject-specific knowledge (Elder & Kim, 2014).

While views differed on the issue of assessing grammar in the LPATE, the gen-
eral perception was that—regardless of student level—English teachers need to be
proficient in their knowledge of the English language and use English appropriately
(Kamler, 1995). Such a view reinforces the importance of subject-matter knowl-
edge of English language teachers (Borg, 2001; Myhill, Jones, & Watson, 2013)
and echoes the impetus for the introduction of the LPATE—that English language
teachers should be professionally and subject-trained.
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Interviewees had different views towards assessing grammar in the LPATE assess-
ment. Those who supported the assessment of grammar believed that regardless of
the levels of students, English teachers need to be proficient in their knowledge of
the English language and use English appropriately (Kamler, 1995). Such a view
reinforces the importance of subject-matter knowledge of English language teachers
(Borg, 2001; Myhill, et al., 2013) and echoes the impetus for the introduction of the
LPATE that English language teachers should be both professionally and subject-
trained. For those who saw knowledge of grammar as not being a key factor, the main
argument was that the communicative approach paid more attention to expressing
meanings and teachers could always consult grammar books if they had any ques-
tions of grammar. Although there is no sound evidence for the reasons for such a
perception, it appears from the data that respondents with such a perception were
less confident in their knowledge of grammar.

Overall, the picture that is painted by the respondents’ perceptions of the LPATE
and its impact is a positive one. They have quibbles with some of its aspects, but, on
the whole, they approve of it setting and maintaining standards, requiring a Level 4
for heads of department and raising teachers’ professional status.

Future Research

Having thoroughly researched stakeholders perceptions of the LPATE and its impact
on teachers and society, there are a number of research areas that might be fruitfully
explored.

The key factor here would involve an attempt to measure whether or not the
introduction of the LPATE did raise English language standards among teachers
of English. Such a study would be difficult but worthwhile, given that such a study
would entail a large number of factors: the LPATE itself, the rise and growth of degree
courses, the rise and growth of English teacher development courses (including the
effect of immersion courses), the effect of exemptions on the teaching profession and
the perceptions of other key stakeholders such as administrators, Education Bureau
officials and a larger number of principals.

Conclusion

This chapter has complemented the findings of the quantitative study presented in
Chap. 16. It has examined, via the software NVivo, the qualitative data gleaned by
interview respondents, selected from those who had taken the quantitative survey.
Their views were sought in a number of areas that arose from the initial quantitative
data analysis in order to probe more deeply what these key stakeholders felt about
the impact of the LPATE some years after its introduction.
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Major findings were that the LPATE contributed to the raising of teacher language
standards, enhanced a growing sense of professionalism among teachers, confirmed
that heads of departments should have higher levels of LPATE scores but that, in a
sense, the need for the LPATE has diminished in recent years asmore andmore teach-
ers become subject and professionally qualified, thus allowing them to be exempted
from the LPATE.

Notes

1. The research reported in Chapter 17 was supported by the Hong Kong Research
Grants Council (grant number 18401514).

2. The change from two assessments to one was announced by the HKEAA in the
September 2010 version of the Candidate Handbook. It was stated therein that
the majority of CLA visits would be conducted by only one assessor although
a commitment was retained to a small number of CLA assessments involving
two visits. This change to the original structure of each CLA of a candidate
being on the basis of two assessors making visits to two classes meant that, from
2010, 40% of candidates would get a second Classroom Language Assessment
Classroom Language Assessment (CLA) by a different assessor.

3. From 2002 to 2014, under the aegis of the Common English Proficiency English
proficiency Assessment Proficiency assessment Scheme (CEPAS), UGCUGC
paid for graduating students in Hong Kong to take IELTS International English
Language Testing System (IELTS) as a form of exit graduation ‘indication’ of
language ability.
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Part V
Conclusion

Peter Falvey and David Coniam

The purpose of this part is twofold. Part 1 is comparatively short and recaps the
various sections that make up the book in order to orientate the reader to the more
investigative elements that constitute Part 2.

Part 2 consists of four parts and describes the constraints, weaknesses and
strengths of the benchmark project, ending with a conclusion to the chapter.



Chapter 18
Concluding Comments
on the Benchmarking (LPATE) Project:
Strengths, Weaknesses and Constraints

Peter Falvey and David Coniam

Abstract This chapter, in two parts, makes connections between and draws conclu-
sions from the range of perspectives and lessons learnt from the exhaustive descrip-
tion and analysis of the LPATE initiative throughout the book. Part I begins with a
brief summary of the ground covered in Sections I–IV. A useful timeline for this pro-
cess from April 1996 to March 2000 (when the second administration of the LPATE
took place) is provided by Urmston in Chap. 12, Fig. 12.1. Part II, which is grouped
under the four main headings of Constraints,Weaknesses, Strengths and Conclusion,
assesses the effectiveness of the LPATEwithin the context of educational reform and
the specific socio-political context ofHongKong in transition fromBritish toChinese
control. The main findings, issues and lessons to be learned that arose throughout
the 20 years of the LPATE are discussed.

Part I

A range of perspectives, from the developers of the original LPATE (Coniam and
Falvey), to local university CHUK course providers (Mak and Xiao), the HKEAA
(Urmston and Drave), the revised LPATE process (Urmston), the media (Drave) and
a UGC-funded research project investigating the perspectives of other stakeholders
(Coniam, Falvey and Xiao) have been described in this volume. They chart the devel-
opment from the first initiation of the benchmark project in 1996 all the way through
to a research project initiated almost twenty years after the initial decision to create
language benchmarks for language teachers of English, Chinese and Putonghua in
the Hong Kong school system. This chapter makes connections between and draws
conclusions from the range of perspectives and lessons learnt from the exhaustive
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description and analysis of the LPATE initiative. It begins with a brief summary of
the ground covered in Sections I–IV. A useful timeline for this process from April
1996 to March 2000 (when the second administration of the LPAT took place) is
provided by Urmston in Chap. 12, Fig. 12.1.

The LPATE (Language Proficiency Assessment for Teachers of English), as the
benchmark initiative was named in 2001, began with the determination of the Hong
Kong Education Commission of ensuring:

1. That minimum language proficiency standards should be met by all teachers in
their chosen medium of instruction.

2. That levels of language and professional competence (‘benchmark’ qualifica-
tions) should be established for all language teachers.

In early 1996, the Education and Manpower Bureau (EMB) tendered for the
establishment of benchmarks for teachers of the English, Putonghua and Chinese
languages for the following purposes:

• To establish benchmarks for primary teachers/secondary teachers/tertiary educa-
tors,

• To establish benchmarks for language teaching purposes/for promotional pur-
poses,

• To establish benchmarks for teachers of subjects other than English language (i.e.
teachers of such content subjects as physics, history,mathematics)who useEnglish
as the medium of instruction.

During the development of the LPATE, the government dropped the require-
ment for benchmarking tertiary educators and teachers of other subjects through the
medium of English in order to prioritise the implementation of benchmarking for
language teachers in schools.

Section I contextualised the development of LPATEand the academic literature on
high-stakes assessment, benchmarking and teacher certification. The development of
the LPATE—between 1996 and 2001—generated a large amount of data, assessment
development and piloting events. These are chronicled and discussed with reference
to the methodological approaches and analytical tools used to investigate them in
Appendix A ‘Methodological Approaches and Analytical Tools’ in Chap. 8 at the
end of Section I.

Section II described courses developed by The Chinese University of Hong Kong
(CUHK) as an example of Hong Kong Government-funded developmental and cer-
tification programmes for teachers. These were developed and run at a number of
local and overseas institutions, mainly in response to the early and hostile reaction
to language benchmarking from the teachers’ union.

Section III began by outlining the HKEEA’s role in the development and admin-
istration of the LPATE from 2001 to 2006. It then described in detail revisions to the
original LPATE between 2006 and 2008 when a new version was implemented. After
outlining the process of maintaining standards for the three LPATE papers which use
cut scores, the section closed with an examination of public reaction in the media
to the development and implementation of the LPATE and the impact this had on
Government decisions.
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Section IV described stakeholders’ perceptions of the impact of LPATE after
14 years.

Section V makes connections between and draws conclusions from the range of
perspectives and lessons learnt from the exhaustive description and analysis of the
LPATE project in previous sections.

Part II

Part II assesses the effectiveness of the LPATE within the context of educational
reform and the specific sociopolitical context of HongKong in transition fromBritish
to Chinese control. The main findings, issues and lessons to be learned that arose
throughout the 20 years of the LPATE are discussed. Part II is grouped under four
main headings:

1. Constraints
2. Weaknesses
3. Strengths
4. Conclusion

Constraints

The compulsory introduction of a benchmarking assessment programme for a body
of teachers—some of whom were already qualified, some with vast experience and
extensive track records of successful employment, all of whom were already work-
ing, and where failure to meet the benchmark would lead to redundancy—was an
ambitious, high-stakes, organisational change programme. In assessing the success or
otherwise of the LPATE, it is first worth adding context from the literature of organ-
isational change programmes and educational reform. As Williams (2014) points
out:

Most change management programs initiated by leaders in organisations fail. They fail
fundamentally because it is conceived as an outside-in process, moving about parts of the
organisation, rather than an inside-out process which focuses on change within individuals.
(P. 1)

Further, the difficulty of stating unequivocally whether reforms work or not are
encapsulated in Terhart’s (2013) citation of Blankertz (1977):

Decades ago, the German educational expert Blankertz (1977) concluded that from an edu-
cational point of view success and failure of education reform can hardly be assessed. It is
not possible to make one decisive summative final evaluation. (P. 497)

Terhart (ibid) concludes by stating that, inevitably:
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Once a programme or reform is under way, and especially if it is large and prestigious, it
seems to become unstoppable even if problematic side effects soon become apparent. Too
much energy, hope, resources or prestige have been invested and now it is simply too late.
Even if it is senseless or harmful, the reform will not be stopped. Everyone has to continue
– whatever the case. And so the reform gives birth to the necessity for another. It looks as if
we will have to accept this as being normal. (P. 498)

Further, the original terms of reference did not include any form of impact mea-
surement or request identification of criteria by which the success of LPATE could
be assessed. The Hong Kong Government has resisted requests for release of full
data for candidate numbers and associated pass rates on the different examinations
and the university-run support courses. In fact, the closest indication achieved as to
whether the LPATE project worked only came years later from the post hoc survey
described in Section III of this volume.

So, organisational and educational change management programmes are charac-
terised as difficult to measure, likely to fail and generative of further similar pro-
grammes. Most frequently cited reasons for failure relate to the management of
stakeholder relations and include:

Trust: Government/teacher relations are rarely characterised by trust. The fol-
lowing quotation from a study of education in the UK by Mortimore and Mortimore
(1998) could equally apply to Hong Kong in 2017.

In England education is high on the political agenda. The government’s public pronounce-
ments, however, have done little to lift teachers’ morale at a time when requests for early
retirement are rising and recruitment to the profession is falling…If the commonly held goal
of raising standards is to be achieved, there is an urgent need to improve relations between
those charged by the electorate to provide political leadership in education and those whose
role it is to implement policies-and without whose support the most inspiring leadership will
come to nought. (P. 1)

Dialogue: Teachers often feel that government interactswith thempoorly, consults
superficially or not at all. For example in England in 2013, the National Union of
Teachers (NUT, 2013) protested strongly at not being consulted in response to the
draft National Curriculum framework. Contrasting the government’s approach with
the consultation that the NUT had carried out with its own members, during which
it received over 2000 responses, the NUT stated:

It is disappointing that the Government did not take the same approach [as us] and involve
the profession directly in the formulation of its National Curriculum proposals (http://www.
toomuchtoosoon.org/national-curriculum-proposal-responses.html).

Time: Governments frequently overestimate the pace at which change can occur,
underestimating the time needed to carry out consultancy tasks (see Ben-Zur &
Brezniz, 1981; Zakay, 1993) and the impact that the frequency and volume of change
have on stakeholders.

Vision: Even where stakeholders are aligned over the goals, they will often differ
as to the bestmeans of achieving them; however, in themajority of cases there is a lack
of alignment over goals for change, particularly in the educational arena. Advocates
of change such as academic researchers, think tanks and politicians, who dominate
the literature, often characterise resistance to change as resistance to innovation:

http://www.toomuchtoosoon.org/national-curriculum-proposal-responses.html
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This is the problem of all theories and strategies of organisational change in institutions:
the bosses want change, but those who will have to carry out the work lower down do not
want change – and the change they want they do not get from their bosses. All theories of
change management, organised change, organisational development and so on ultimately
circle around this theme of resistance to innovation. (Harvey & Broyles, 2010)

Against this backdrop of factors that usually militate against success for educa-
tional reform, the peculiar circumstances pertaining to Hong Kong in the process of
transition from a colonial British government to Chinese rule as part of the Special
Administrative Region must be added. The Professional Teacher Union (PTU) was
set up in 1974, in response to a 15% cut in salaries of certified teachers. Relations
with the British colonial government were never particularly good and as the PTU
grew in influence—both as a trade union and as a political force—the government
viewed it as a thorn in its side [Note 1]. While the PTU was sceptical of the colonial
government’s commitment to take steps to protect professionalism, democracy and
justice in the lead up to the handover, it likewise had no reason to believe that they
would be respected post-handover by the incoming Chinese administration.

Within this context of poor relations, in 1996, the Hong Kong Government, while
only one year away from the handover of Hong Kong to China, chose to initiate
a raft of educational reforms including the benchmarking project described in this
volume. Providing examples of these educational reforms, Drave, in Chap. 16, says
that they included: school-based assessment; quality assurance; the launch of new
degree programmes in teacher training institutions and important and controversial
decisions about the medium of instruction [Note 2]. Post-handover, Cheng (2009)
reports that the HKSAR Government increased the pace of change by introducing

an important blueprint for the educational development of Hong Kong in the new century
which included a thorough review of the structure of pre-primary, primary, secondary, and
tertiary education, as well as the school curriculum and examination system, while the Board
of Education had at the same time completed a reviewof 9-year compulsory education (Board
of Education, 1997). (Cheng, 2009:67)

Cheng (ibid) summarises these reforms below:

• Reforming the admission systems and public examinations so as to break down
barriers and create room for all,

• Reforming the curricula and improving teaching methods,
• Improving the assessment mechanism to supplement learning and teaching,
• Providing more diverse opportunities for lifelong learning at senior secondary
level and beyond

• Formulating an effective resources strategy,
• Enhancing the professionalism of teachers,
• Implementing measures to support frontline educators.

Cheng (ibid) cites reports from the Hong Kong Mood Disorders Centre, Hong
Kong Federation of Education Workers and Hong Kong Professional Teachers’
Union showing that that the major sources of spiritual pressure and work pressure
on teachers are derived from the changes in this period, namely implementation of
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educational reforms (88–97%), school administrative work (65–96%) and additional
requirements of professional training (62–90%).

In addition to the pressures exerted on teachers by this raft of qualitative changes,
there were two demographic factors that threatened their job security, particularly
among primary school teachers. A falling birth rate and the cessation of wholesale
illegal immigration from China was resulting in a decline in student numbers and
school closures.Cheng (ibid: 82) points out that the accumulative pressure on teachers
led to protest and ultimately recognition by government:

After the protest of over 10,000 teachers at the beginning of 2006, the Government began
to understand the serious negative impacts of educational reforms on teachers and schools
and immediately announced nine measures in a total of 1.8 billion HK dollars to address the
issues of high work pressure on teachers. Also a committee on studying the work pressure on
teachers was established to investigate the details of problems and recommend the solutions.
(P. 82)

This is the sociopolitical context surrounding the implementation of the bench-
marking programme. As Drave’s analysis in Chap. 17 showed there was clearly con-
fusion around the range of reforms leading to many of the comments and criticisms
of the LPATE in the press, often written by teachers who appeared to be ill-informed.
Teacher reaction to the LPATE was strong because as well as being worried about
their English language competency, and the thought of having to undergo what they
perceived as both stringent testing and a threat to their jobs, they also felt their
integrity was being attacked. The survey on the impact of the LPATE, described in
Section IV, revealed that, 20 years on, the feelings of distrust persist. The teachers
felt humiliated because they had had to take a test in their mid-fifties if they wished
to keep their jobs (Victoria). This feeling of humiliation was closely linked to not
feeling trusted. Hope commented thus:

I would use the word ‘humiliating’. I find it humiliating. That means you don’t trust me as an
English major. My English should be OK. At least I could communicate with my students
and could discuss educational matters with my colleague, so I really felt very bad about the
idea of being asked to take the LPATE at that time, because I think A-Level would be quite
an accurate estimation.

One of the respondents cited in Chap. 17, Hugo, a head of department, encouraged
all teachers in his department to take the LPATE in order to showcase their language
standard. However, Honey and Harriet were strongly opposed to such amove, stating
that requiring teachers to take the LPATE showed how heads of department did not
trust their teachers.

As a result, teachers urged their union leaders to protest against the benchmark
initiative. There were a number of demonstrations and other protests carried out to
try to put pressure both on the colonial government and the incoming government.
As Urmston notes in Chap. 12, pressure exerted by the PTU eventually led to com-
promises by the Government, e.g., the introduction of teacher development courses
and the establishment of exemptions from the LPATE, as well as subsequent changes
to parts of the assessment that were perceived to be difficult.
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Weaknesses

In considering what could have been done differently, one factor stands out. With
hindsight it is clear that rather than trying to impose LPATE on teachers, the British
colonial government and the Chinese authorities that succeeded them could have
avoided some of the protests, conflict and the subsequent watering down of the
scope and rigour of the benchmark programme had they succeeded in getting the
PTU and teacher opinion on board as early as possible in the design process.

In 1966, the consultants carried out a territory-wide survey of the views and atti-
tudes of teachers of English towards language benchmarks for teachers of English.
The results of the survey showed overwhelming support for benchmarking stan-
dards. In addition to both the colonial government and the incoming administration,
the influential Hong Kong business community supported professionalising English
teaching—seeing it as the key to improving English generally and therefore key to
business and commercial success. As such, the goals of the LPATE, namely pro-
fessionalisation and the raising of English language standards among teachers were
shared by all key stakeholders. There was the chance to promote a policy which, if
handled well, could have gone someway towards building trust between government
and teachers, at least with the incoming regime. In addition to clearer communica-
tion and the creation of a collaborative approach to reform, a risk analysis during
the late 1990s of the number and profile of teachers who may have been in danger
of failing to meet the benchmark should have been carried out as this could have
allayed fears. It would also have made sense to pre-empt the exemptions that would
later be conceded, together with the initiative to provide funded wrap-around train-
ing and certification although, as has been described in Section I, the consultants
felt that sufficient development progress had not been made to outline what sorts of
exemptions could be allowed.

Achieving the above would necessarily have required more time, and the out-
going colonial British government was perhaps naïve in its setting of deadlines for
LPATE and other reforms. As a result of the tight timeframes, the original scope of
the benchmarking programme was reduced. The ACTEQ originally stipulated the
following should occur:

• Establishing benchmarks for primary teachers/secondary teachers/tertiary educa-
tors,

• Establishing benchmarks for language teaching purposes/for promotional pur-
poses,

• Establishing benchmarks for teachers of subjects other than English language (i.e.
teachers of such content subjects as physics, history,mathematics)who useEnglish
as the medium of instruction.

However, concerning the first bullet point, benchmarks were established for only
the first two categories, primary and secondary teachers, not for tertiary educators.
Regarding the third bullet point on benchmarks for teachers of subjects other than
English language (i.e. teachers of such content subjects as physics, history andmathe-
matics), the initiativewas dropped. The failure to create these language benchmarks is
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most unfortunate and can be considered amissed opportunity as the use of Cantonese
in content subjects was prevalent in many schools in many subjects and contributed
to the medium of instruction decisions described in Note 2.

Finally, in terms of programme design, it would also have been helpful to include a
full impact survey of the project. Although interviews were carried out with teachers
by the HKEAA, these were limited in number. As mentioned previously, the closest
the authors got to discovering whether the project really worked only came years
later from the post hoc survey described in Section IV.

Moving the discussion to during and after the 2006–2007 revision, a number of
discussion points arise.

First, the timing of the LPATE revision process appears curious, given that all
serving teachers of English would have been benchmarked by LPATE, development
courses, or exemption by the end of 2005. The LPATE would no longer be admin-
istered to teacher education candidates in tertiary institutions although it has been
administered subsequently to (self-claimed) serving teachers. It would be reserved
for those who came from overseas without both academic and professional qualifi-
cations and others who did not fall into the category of serving teachers. Turning to
the revisions themselves, it is somewhat unfortunate that the reading aloud of a poem
was eliminated because of the complaints of some who said it was too difficult for
teachers to master or too difficult to find appropriate. It should be accepted that read-
ing aloud, particularly the reading aloud of poetry, is a key skill that native speakers
as well as other speakers of English must master if they are to teach language arts
effectively as part of their English classes. The fact that it is difficult to master is
even more of a reason to retain it rather than cut it from the assessment battery. As
Urmston states in Chap. 13, when pointing out that the assessment of reading a poem
was a good discriminator of ability:

The choice of a poem as a text in addition to a prose passage was controversial but was
found to be a good discriminator between candidates of differing abilities and provided
assessorswith the opportunity tomeasure each candidate’s ability to deal with different
types of text. Assessors were made aware of the fact that reading poetry aloud is a difficult
skill, even for native speakers, and this was borne in mind during the assessor standardisation
process and during the assessing itself.

In addition, the fact that the exam setters found it a bit difficult to find appropriate
poems should not have been accepted. There are millions of poems in the English
language—all that is required is a certain amount of work to find adequate ones.
Wikipedia contains a comprehensive list of poets who have published in English
(https://en.wikipedia.org/wiki/List_of_English-language_poets, accessed Novem-
ber 2017) to say nothing of those whose poetry has been translated into English.

Evidence for the efficacy of reading aloud can be found in Anderson et al. (1985,
p. 23) who state unequivocally that reading to children is ‘the single most important
activity for building the knowledge required for eventual success (in learning to
read)’. Evidence can also be found in Lane and Wright (2007), Chalfant (2013),
Hoffman et al. (1993), and Rasinski (2017). It should be noted that the sources cited
above all focus on native speaking students. However, Amer (1997), speaking in an
ELT context states:

https://en.wikipedia.org/wiki/List_of_English-language_poets
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Although reading aloud receives considerable emphasis in English as a first language, it
is traditionally discouraged by EFL teachers and methodology specialists. Reading aloud,
in fact, is particularly important for EFL learners at the early stage of learning. Beginning
readers tend to read word by word. Reading aloud helps them read larger semantic units
rather than focusing on graphic cues. (p. 43)

In addition,work published inHongKong towards the end of the twentieth century
stressed the importance of reading aloud, including the reading aloud of poems (c.f.,
Falvey, 1997; Harris & Leung, 1997; Tyrell, 1997). These authors all focused on
non-native speaking language students.

In the context of the assessment of writing, it would also appear unfortunate that
some of the scales were eliminated. On consideration, it might have been better to
retain criterion-referenced assessment for all theWriting Test components. A perfor-
mance test demands a criterion-referenced approach. The fact that some informants
to the revision committee objected that parts of the Writing Test were difficult is not
a valid reason for eliminating some of the scales and descriptors which provide much
better feedback for test-takers than numerical scores on a test. Within a now outdated
paradigm, numerical scores might be considered reliable but scales and descriptors
would certainly be considered more valid. Objections to some parts of the writing
assessment instrument may have arisen because the notion of criterion-referenced
assessment was not, at the time, well known by classroom teachers, nor did they
realise that useful and beneficial feedback could be provided rather than a raw score
for the elements that supplanted the criterion-referenced section.

In the context of the Listening Test revision, it was reported in Chap. 6 that
the proposed use of video material for the Listening test was abandoned because
of technical difficulties. Since the first trial of the first LPATE pilot listening tests
approximately 20 years ago, studies on multimodality have revealed how informa-
tion presented in multiple modes may impact on the comprehension of information.
Audiovisual materials have been promoted and are considered to enrich language
learning (Vanderplank, 2009). A study comparing second language university learn-
ers’ comprehension of an authentic BBC audiovisual recording reveals that compre-
hension improves when learners are exposed to a text in several modalities (Guichon
& McLornan, 2008).

Whereas it can be concluded that visual input is likely to support comprehension,
some research studies show that video input itself does not have obvious advan-
tages. Feak and Salehzadeh (2001) implemented video language assessment with
non-native English speakers. Students reported that they did not know whether or
not they should watch the video and that they could not concentrate on listening.
Coniam (2001), similarly, compared video and audio assessment for the Hong Kong
English Language Benchmark Test at its initial trialling. There were no significant
differences between scores of teachers taking audio assessment and teachers taking
video assessment. The video-taking group did not feel they had gained any advan-
tages and reported that they felt that they would do better without being distracted by
images. It was for problems such as those cited above that the revision of the LPATE
Listening Test did not pursue the hoped-for inclusion of video into the revised test.
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Moving onto Classroom Language Assessment, it is to be regretted that the two
classroom visits were changed to one only, no matter what methods were used to
spot check the assessment by the use of some second visits. This can be considered
a retrograde development and it is not entirely clear why it was carried out and
approved. In Section IV, teachers have been quoted wondering about the validity of
cutting back classroom observations from two to one. Since 2010, the Classroom
Language Assessment component has been assessed only by one examiner in one
single lesson. Helena (quoted in Section IV), quite rightly doubted whether one
classroom observation was sufficient for a sound judgement of a teacher’s language
proficiency to be made.

There is little research evidence regarding how many lessons need to be assessed
in order to make a valid assessment of a teacher’s proficiency. Below well-known
sources are cited and then information is provided about classroom assessment for
the Cambridge CELTA and DELTA worldwide qualifications.

Harris Schools Solutions, a large company who act as consultants for counties
and states in the USA state quote the principal of a large secondary school:

It has been my experience that there are never too many classroom observations. Actually,
my teachers enjoy frequent classroom visits. Our teachers have expressed to us that they like
for us to visit their classrooms. They have also told us that they like for us to stay for extended
periods of time when we do visit. Harris School Solutions – (https://harrisschoolsolutions.co
m/blogposts/how-many-classroom-observations-are-too-many/, accessed November 2017)

Stressing the importance of a number of observations and assessments, Danielson,
an American consultant on teacher education is unequivocal when commenting on
classroom observations and their frequency:

One of the important findings of the MET study was that the reliability of observations
increased with both the number of observations and the number of observers. While
probably unrealistic for practicing Educators, four observations, conducted by several dif-
ferent observers, was about twice as reliable as an observation of a single lesson.

Overall, my recommendation is that the observation component of a full evaluation
(should) consist of one full lesson, and three additional, shorter observations, and that
these observations are conducted by two different individuals. (https://www.danielsong
roup.org/questions-about-observations-of-classroom-practice/, accessed November 2017)

In terms of other assessment bodies, the British National Union of Teachers, after
negotiation with government issued a classroom observation protocol. Seeking to
defend their members’ rights, they stated:

The Regulations place a maximum of three hours on classroom observation except where
evidence emerges that gives rise to concern about a teacher’s performance. (http://www.tea
chers.org.uk/files/active/0/Observation4798.pdf, accessed November 2017)

CELTA course regulations state that ‘You will teach for a total of 6 h, working
with adult classes at a minimum of two levels of ability. Assessment is based on your
overall performance’. [Note 3]

In this instance, it should be noted that classroom assessment will be at aminimum
of two levels of ability, e.g. Secondary 1 and Secondary 4 (Years 7 and 10). Also,

https://harrisschoolsolutions.com/blogposts/how-many-classroom-observations-are-too-many/
https://www.danielsongroup.org/questions-about-observations-of-classroom-practice/
http://www.teachers.org.uk/files/active/0/Observation4798.pdf
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six hours would equate to six observations if the lessons lasted for one hour. In Hong
Kong, however, lessons are shorter than one hour so there would be nine observations
in six hours, even allowing for 40-minute lessons.

DELTA programmes run by Cambridge English Language Assessment are for
teachers with at least one year’s experience. In the classroom assessment module,
there are five classroom observations carried out by three different assessors.

The assignments incorporate both background essays and observed teaching. The first
formal observation is completed during the Orientation Course. The second, third and fourth
observation are done by your Local Tutor. Your final assignment will be assessed by an exter-
nal assessor. Assessors are experienced DELTA teacher trainers nominated by Cambridge.
(http://www.cambridgeenglish.org/teaching-english/teaching-qualifications/delta/,
accessed November 2017)

In comparison to the recommendations and standards cited above, the allocation
of one assessed lesson only seems paltry and, apart from accusations of lack of
reliability, can be faulted on validity grounds. Hence the rather strong views that the
CLA component of the LPATE should consist of at least two observed and assessed
lessons.

The perception of English language teachers using Chinese to teach English was
reported in Section I as being one of the issues that led to the LPATE initiative. More
recent research on topics such as ‘using multilingualism in language teaching’ and
‘translanguaging’ (see, e.g. Creese & Blackledge, 2010) have destabilised the earlier
principle of ‘monolingual teaching in the target language.’

Although teaching English through English or hiring native speakers to teach
English has become increasingly popular, the proponents of a ‘multilingual model of
EnglishLanguage teaching’ consider that non-nativeEnglish teachers ormultilingual
English teachers provide a more appropriate linguistic model than the native speak-
ers (Kirkpatrick, 2010). With specific reference to using multilingualism in English-
language classroom, Cummins (2009) strongly believes that bilingual instruction has
more obvious advantages than monolingual instruction in that bilingual instruction
works better at activating students existing knowledge which is encoded in their L1,
strengthening students’ translation skills which would help enhance their linguistic
awareness, scaffolding their language output and enabling them to use high-order
thinking skills. As Cook (2001) exemplified, there are several ways that L1 can be
used positively and productively in a language classroom. Examples included teach-
ers using L1 for checking meaning, for explaining grammar, for organising tasks, for
maintaining discipline in the classroom, and for contacting individual students. Cook
(2001) suggests that teachers should consider four factors if they would like to use L1
in the classroom: efficiency (can something be done more effectively through L1?),
learning (will L2 learning be helped by using L1?), naturalness (do participants feel
more comfortable about communicating a certain topic in their L1 rather than L2?)
and external relevance (will the use of both languages help students master the L2
they need beyond the classroom context?).

While the studies and evidence cited above support, in principle, some use of the
mother tongue in the classroom, research generally supports the use of the second
language from the perspective of pedagogical effectiveness. In recent years, there

http://www.cambridgeenglish.org/teaching-english/teaching-qualifications/delta/
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has been a growth in the popularity and uptake of ‘plurilingual’ pedagogies (Lin,
2013) as well as what has been termed a ‘translanguaging’ approach to the use of
language(s) in the classroom (García & Wei, 2014). [Note 4]

Plurilingual pedagogies and translanguaging are encouraged in that such
approaches are viewed as a move towards greater flexibility in using classroom
languages, in light of the plurilingual nature of classroom interaction and communi-
cation repertoires (Lin, 2013). Lin (ibid) argues that—unlike the grammar-translation
approach—a plurilingual approach focusesmore on how teachers use local resources
in scaffolding learning. García and Wei (2014) argue for the use of the L1 from the
perspective of supporting student learning, in particular given the fact that in the class-
room both teachers and students draw on complex resources for real-time meaning-
making. García and Wei (Ibid)—strong proponents of translanguaging—make the
case regarding the use in education of both the ‘home’ language (students’ L1)
and the target language (students’ L2). García and Wei (Ibid) further argue against
the practice of minimising (i.e. ignoring or avoiding) students’ home language and
against the practice of keeping languages separate. Their arguments are, however,
predicated on the issue that the L1 is used to support learning, rather than—as was
the case in Hong Kong before the benchmark assessment was implemented—the L1
being used because of teacher language proficiency problems. Thus, from a plurilin-
gual perspective, requiring language teachers to achieve L2 language proficiency at
a benchmarked level is not in conflict with whether more than one language should
be used in the classroom.

Successes

In this part, the successes of the LPATE are discussed. These broadly fall into two
categories: first, achieving the result that was intended by the reform and associated
benefits, and secondly contributions that the LPATE can make to benchmarking
projects in other countries through the design and development process and the
lessons learnt that are documented in this volume. The successes of the LPATE
should be viewed in the light of the many constraints described earlier in this chapter,
such as the generally poor success rate worldwide of educational reform and change
management and the particular sociopolitical context of Hong Kong.

The LPATEwas designed as a benchmark against which English teachers working
in Hong Kong could be assessed, one which would discriminate between teachers
who were required to meet a minimum standard of language competency (Level
3) and those who failed to do so. The test achieved this and by 2006 all working
teachers in Hong Kong who were not granted exemption had been assessed. The
test met stringent criteria for validity, rigour, integrity and reliability that would
be expected for a high-stakes assessment and has also stood the test of time: it
is still administered to potential teachers in Hong Kong who are not entering the
profession following qualification at local teacher education institutions. Further,
although some teacher education institutions in Hong Kong have adopted LPATE-
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type benchmarking criteria and use them as part of their continuous and summative
assessment of their students, it should be noted that not all do so; the Education
University of Hong Kong (formerly the HKIEd) requires a score of 7.0 on the IELTS
before undergraduate students of English language education can graduate. Level
3 on the LPATE criteria has clearly been accepted as a minimum requirement for
teachers of English in Hong Kong. This position is supported by the impact research
described in Chap. 18 where, prominent in interview respondents’ comments, was
the belief ‘that the LPATE ensures English Language standards’.

Although not goals of the LPATE, two washback effects were the development
of a sense of professionalism among teachers and a positive developmental impact
on subject knowledge and classroom practice of Hong Kong teachers of English.
Richards (2010) lists ten core dimensions of skill and expertise in language teaching:

1. Language proficiency
2. Content knowledge
3. Teaching skills
4. Contextual knowledge
5. Language teacher identity
6. Learner-focused teaching
7. Specialised cognitive skills
8. Theorising from practice
9. Joining a community of practice
10. Professionalism.

Of Richards’ ten points, the LPATE impacted on the following eight for English
language teachers in HongKong: language proficiency; content knowledge; teaching
skills (in preparing for the classroom language assessment); contextual knowledge
(how to present meaningfully to students—these were especially stressed in the
teacher development programmes); learner-focused teaching (in preparing for class-
room language assessment); specialised cognitive skills (from teacher development
programmes); joining a community of practice (especially through the development
courses); professionalisation.

The last point on the list—professionalism—is understood by Richards to be
the accumulation of the previous nine points. In the context of Hong Kong and the
LPATE, there is further evidence of professionalism or professionalisation of the
sector in the adoption of Level 4 of the benchmarking criteria as a requirement for
promotion to panel chair positions. Stella, an English language head of department
stated:

The head of department has to deal with a lot of documents and people. Sometimes when
teachers have problems, you need to show them what to do. I think it just makes sense to
me that you should do better than other teachers to be a leader, right? As an English head of
department, I think you need to prove your proficiency in English. And that will be a very
basic requirement, I guess.

Turning to the skills of writing, one interesting finding in the teacher development
courses run by The Chinese University of Hong Kong (CUHK) was that teachers

https://doi.org/10.1007/978-981-10-6358-9_18
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on the development courses did better in their writing assessments than did those
who simply took the formal LPATE assessment which had a quite large failure rate.
Notoriously, writing is the most difficult skill to acquire mastery over and the impli-
cation of the Chinese University findings is that slow, steady development, coupled
with reflection and peer and instructor perseverance paid off. Further, if indicative of
wrap-around courses offered by all institutions, the very positive feedback received
by CUHK demonstrates that passing participants, as well as achieving minimum
language standards, also improved subject-matter knowledge, knowledge and aware-
ness of grammar and pedagogical skills. This is further corroborated in respondent
feedback cited in Chap. 17:

When the interview participants discussed the impact of the LPATE on the teaching profes-
sion, the two prominent aspects addressed were: that the LPATE ensures English language
standards, and the LPATE improved language subject-matter knowledge, and knowledge and
awareness of grammar, in particular. The pedagogical skills which were not a major focus
in the LPATE test-were also believed to be important to the teaching profession. The mes-
sage that English language teaching is a profession that requires expertise in language skills,
language knowledge and pedagogy (Richards, 2010) is strongly delivered in the current
study.

The second area of potential success, attributable to the LPATE, is the possible
contribution that the LPATE can make to benchmarking projects in other countries
by them appropriating the design and development process and being aware of the
lessons learnt, documented in this volume. Themost significant lessons learnt cohere
around stakeholder and change management. A first step in managing teachers as
stakeholders is to knowwhat their beliefs and attitudes are towards a proposed reform.
In the case of the LPATE, this was achieved through a survey that had a response rate
of above 90% among the approximately 12,500 teachers of English in Hong Kong
and could provide a template for surveys of different teacher populations. Other
lessons learnt include better communications with teachers and with the local media
that take account of potential teacher resentment and fears and take steps to address
them by allowing exemptions and guaranteeing funded wraparound development
courses to assist teachers in achieving benchmarks.

The successful wraparound courses are also available as a template for other
countries wishing to deliver a benchmarking programme and the feedback suggests
that such courses allow for positive washback from the assessment programme to
occur in terms of improvements, both in and out of the classroom, of the type listed
by Richards (2010) above. The success of these courses can, to some degree, be
attributed to the quality of the criteria that they were based on and these criteria are
available for other countries to use or adapt (see Kimura, Nakata, Ikeno, Naganuma,
& Andrews, 2017 for a description of a study using LPATE scales and descriptors
with Japanese teachers).

In many countries, as was the case in Hong Kong, many people, especially non-
educators, believe that the model English teachers should aspire to is that of the
‘native speaker’. Teachers cited in Section IV stated that English teachers were
generally regarded as being capable and effective classroom teachers but they were
considered to be less proficient at usingEnglish in settings outside the classroom, such
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as commenting on current affairs (Suzanna), expressing views in English in panel
meetings (Sophie), and communicating with native speakers (Suzanna, Tania). These
pronunciation comments brought out how RP or Standard American pronunciation
was considered to be a more acceptable ‘model’ for Hong Kong English teachers.
However, the model conceived as underpinning the LPATE was that of the ‘educated
Hong Kong speaker’. The reasoning behind the decision to use the ‘educated Hong
Kong speaker’ was that:

1. It would be far too expensive to send all teachers overseas for an extended period
to acquire a standard US accent or a Received Pronunciation (RP) accent.

2. Even if huge resources were allocated for the above purpose there would still be
costly failures to achieve such an accent.

3. To become an educated Hong Kong speaker is attainable, internationally com-
prehensible and much less expensive to achieve.

4. As Davies (1995) stated: The native speaker is a fine myth: we need it as a model,
a goal, almost an inspiration. But it is useless as a measure (p. 157).

These points were put to ACTEQ at an early stage and approved. They then were
put to the relevant subject committees for the Speaking Test and Classroom Lan-
guage Assessment components of the LPATE for approval. In many countries where
a benchmarking programme of this kind may be implemented, similar misguided
positive public attitudes towards a native speaker model may need to be addressed
and the LPATE can be cited as evidence of the successful implementation of a local
educated speaker model.

Conclusion

This chapter began with a brief summary of the volume before moving on to assess
the impact of the LPATE. Beginning by outlining the constraints within which the
LPATE programme was undertaken, the chapter went on to point out weaknesses of
the LPATE and lessons learnt from its implementation. The final section looked at
successes describing them in terms of how the LPATE achieved what it set out to do,
produced other unintended benefits and, with the production of this volume which
documents its impact over 20 years, shows how the LPATE could be a potential
model for the implementation of benchmarking programmes in other countries.

Notes

1. As a trade union, the PTUwas, by the late 1980s, the largest single union in Hong
Kong with over 32,000 members, (Butenhoff, 1999). As a political force, the
PTU has held the Educational functional constituency in the Legislative Council
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since its creation in 1985, continually seeking ‘Professionalism, Democracy and
Justice!’ (https://www.hkptu.org/english).

2. The medium of instruction, although labelled English-medium, was, for many
years a mixture of Cantonese and English. The Education Commission wished to
do away with the hypocritical labelling of schools and stated that all secondary
schools would teach through the medium of Chinese unless they could prove
that they had the staff and resources to teach effectively through English. This
decision provoked fury among many school principals who did not want the
cachet of English-medium tuition to be taken away from them.

3. CELTA courses are run by approved centres, based on specifications produced by
Cambridge English (2017). All courses have a minimum of 120 contact hours.

4. Plurilingualism—bywhich all are entitled to develop a degree of communicative
ability in a number of languages over their lifetime in accordance with their
needs—is being promoted byCouncil of Europe language education policies (see
https://www.coe.int/t/dg4/linguistic/Division_EN.asp accessed 20 April 2018).
Translanguaging is the act performed by bilinguals of accessing different linguis-
tic features or various modes of what are described as autonomous languages, in
order to maximise communicative potential (García, 2009, p. 140).
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