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Preface

The last decade has witnessed remarkable changes in IT industry, virtually in all
domains. The 50th Annual Convention, CSI-2015, on the theme “Digital Life” was
organized as a part of CSI@50, by CSI at Delhi, the national capital of the country,
during—December 2–5, 2015. Its concept was formed with an objective to keep
ICT community abreast of emerging paradigms in the areas of computing tech-
nologies and more importantly looking its impact on the society.

Information and communication technology (ICT) comprises of three main
components: infrastructure, services, and product. These components include the
Internet, infrastructure-based/infrastructure-less wireless networks, mobile terminals,
and other communication mediums. ICT is gaining popularity due to rapid growth in
communication capabilities for real-time-based applications. New user requirements
and services entail modified ICT architecture along with next-generation networks
(NGNs). CSI-2015 attracted over 1500 papers from researchers and practitioners
from academia, industry, and government agencies, from all over the world, thereby
making the job of the Programme Committee extremely difficult. After a series of
tough review exercises by a team of over 700 experts, 565 papers were accepted for
presentation in CSI-2015 during the 3 days of the convention under ten parallel
tracks. The Programme Committee, in consultation with Springer, the world’s largest
publisher of scientific documents, decided to publish the proceedings of the presented
papers, after the convention, in ten topical volumes, under ASIC series of the
Springer, as detailed hereunder:

1. Volume # 1: ICT Based Innovations
2. Volume # 2: Next-Generation Networks
3. Volume # 3: Nature Inspired Computing
4. Volume # 4: Speech and Language Processing for Human-Machine

Communications
5. Volume # 5: Sensors and Image Processing
6. Volume # 6: Big Data Analytics
7. Volume # 7: Systems and Architecture
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8. Volume # 8: Cyber Security
9. Volume # 9: Software Engineering

10. Volume # 10: Silicon Photonics & High Performance Computing

We are pleased to present before you the proceedings of Volume # 2 on “Next-
Generation Networks.” The development in communication technology has trans-
formed all information and services (e.g., voice, text, images, video) through next-
generation networks rather than telephone-centric approach. The main focus of
NGN depends upon evolution of Internet in context of variety of services offered to
users. Its rapid successful growth is due to continual refinement in efficient com-
munication medium including related algorithms, efficient computing resources,
and mass storage capabilities which have revolutionized the methods of data
extraction and acquiring, storing, transmitting, and exchange of information among
users dispersed across the geographical boundaries by taking all the important
parameters for performance evaluation (security, power, battery life, load balancing,
reliability, etc.) into account.

In today’s scenario, developing countries have made a remarkable progress in
communication by incorporating latest technologies. Their main emphasis is not
only on finding the emerging paradigms of information and communication tech-
nologies but also its overall impact on society. It is imperative to understand the
underlying principles, technologies, and ongoing research to ensure better pre-
paredness for responding to upcoming technological trends. By taking above point
of view, this volume is published, which would be beneficial for researchers of this
domain.

The volume includes scientific, original, and high-quality papers presenting
novel research, ideas, and explorations of new vistas by focusing on conceptual and
practical aspects of wireless networks, mobile ad hoc networks, wireless sensor
networks. The aim of this volume is to provide a stimulating forum for sharing
knowledge and results in theory, methodology, applications of ad hoc, sensor
networks, and its emerging trends. Its authors are researchers and experts of these
domains. This volume is designed to bring together researchers and practitioners
from academia and industry to focus on extending the understanding and estab-
lishing new collaborations in these areas. It is the outcome of the hard work of the
editorial team, who have relentlessly worked with the authors and steered up the
same to compile this volume. It will be useful source of reference for the future
researchers in this domain. Under the CSI-2015 umbrella, we received over 200
papers for this volume, out of which 57 papers are being published, after rigorous
review processes, carried out in multiple cycles.

On behalf of organizing team, it is a matter of great pleasure that CSI-2015 has
received an overwhelming response from various professionals from across the
country. The organizers of CSI-2015 are thankful to the members of Advisory
Committee, Programme Committee, and Organizing Committee for their all-round
guidance, encouragement, and continuous support. We express our sincere grati-
tude to the learned Keynote Speakers for support and help extended to make this
event a grand success. Our sincere thanks are also due to our Review Committee
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Members and the Editorial Board for their untiring efforts in reviewing the
manuscripts, giving suggestions and valuable inputs for shaping this volume. We
hope that all the participated delegates will be benefitted academically and wish
them for their future endeavors.

We also take the opportunity to thank the entire team of Springer, who have
worked tirelessly and made the publication of the volume a reality. Last but not the
least, we thank the team from Bharati Vidyapeeth’s Institute of Computer
Applications and Management (BVICAM), New Delhi, for their untiring support,
without which the compilation of this huge volume would not have been possible.

New Delhi, Delhi, India Daya K. Lobiyal
Jammu, India Vibhakar Mansotra
Ghaziabad, Uttar Pradesh, India Umang Singh
March, 2017
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100 Gbps High-Speed Broadband
Networks

S.C. Gupta

Abstract Information and communication technology (ICT) is growing rapidly
due to large demand of voice, data, Internet, and intranet. Internet is growing at a
rate of 150% per annum, whereas voice/data communication is growing at a rate of
50% per annum. Hence, large bandwidths and high-speed transmission are required
to match above growth. High-end technology based on optical fiber communication
is now extensively used for communication using optical coherent transmission at
40, 100 Gbps in Japan, Singapore, Hong Kong, USA, and Europe. The trend is to
deploy 400 Gbps optical fiber networks during 2015–16. The optical coherent
transmission with low form factor, low power consumption, and high reliability is
used in high-speed network due to development of low power DSP, pluggable
optical modules on single package. Hence, miniaturization of optical devices is
required. 25 Gbps Ethernet (25 GbE) and 50 Gbps Ethernet (50 GbE) are used in
data center network equipment for connectivity of systems at data rate as high as
100 Gbps. This paper deals with optical coherent transmission technology with
coherent detection used in 40 and 100 Gbps networks. The 100 Gbps data centers
are now extensively used in metro-access networks, core network, whereas higher
data rates based on 400 Gbps systems are going to be used in near future. These are
deployed in high-speed broadband networks to achieve maximum transmission at
4 Tera bits per second using DWDM.
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1 Introduction

The multiplexing of audio, video, data, and text requires higher and higher band-
width and fast speed of communication [1]. The demand of Internet is growing at a
rate of 150% per year due to need of instant information happening anywhere in the
world [2]. The speed of communication has increased from Gbps to Tbps. The
electronic signals are degraded as soon as the speed of communication is increased
above 10 Gbps.

Hence, optical fiber communication is deployed when the speed exceeds
10 Gbps. The photonics using photons with optical multiplexing, amplification, and
add/drop converters are used at speeds above 10 Gbps. 40 and 100 Gbps optical
data centers are being developed to meet expansion of Internet and intranet. This
paper is dealing with state of art technology used in optical fiber broadband
communication link at 100 Gbps [3]. Advantages of polarization multiplexing-
quadrature phase-shift keying (PM-QPSK) and coherent detection are included in
the development of 100 Gbps optical fiber link.

2 Modulation

In the design of 100 Gbps long-haul communication and interfaces, coherent
polarization multiplexing-QPSK (PM-QPSK) has been used due to higher optical
signal-to-noise ratio (OSNR) performance. There is >2 dB improvement in OSNR
in PM-QPSK as compared to direct detection formats. Spectral efficiency (SE) and
tolerance of intersymbol interference (ISI) are much higher in PM-QPSK
modulation.

In the polarization multiplexing (PM-QPSK)-quadrature phase-shift keying,
erbiumdoped fiber amplifier (EDFA) as an optical amplifier is used to amply the
signal level in the wavelength range of 1530–1570 nm generated by a coherent
laser source. EDFA is pumped by an external laser source of either 980 nm or
1480 nm wavelength to produce signal gain of value 30 dB or more (103 times
amplification) [4]. It is purely an optical amplifier and works without converting
signal from optical to electrical and reconverted it from electrical to optical. It is
light to light amplification.

3 Dense Wavelength Division Multiplexing (DWDM)

Dense wavelength division multiplexing (DWDM) is used for wavelength multi-
plexing with a resolution of 0.8 nm wavelength spacing which is equivalent to
100 GHz in frequency spacing [5]. It is given by
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DWDM is working in the wavelength range of 1530–1570 nm range using a
laser fundamental wavelength of 1550 nm where fiber provides optical window of
minimum loss (<0.2 dB). Figure 1 shows wavelength division multiplexing with
optical amplification.

The channel spacing in frequency can be reduced to 50 GHz which is equivalent
to Δk of 0.4 nm. This increases the multichannel transmission capacity of the
system. 160 wavelength channels can be transmitted over one fiber which allows
transmission at 1–40 Tbps.

4 Light Source

Light source in the form of LED or laser diode (LD) can be used. Characteristics of
both are given in Fig. 2. Laser diode offers higher output power, narrow spectral
width, smaller numerical aperture (NA), faster switching speed, and long life while
operating at 1310 nm or 1530 nm. These are used for complex and long-haul
applications due to several benefits of high-speed transmission even though the cost
of LD is high [6]. LED is used when small distance communication is required at
low cost.

Fig. 1 Dense Wavelength Division Multiplexing

Fig. 2 Characteristics of
LED versus Lased Diode
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The modulation of laser diode can be direct modulation or by using external
LiNbO3 modulator.

InGaAs detectors are used as receiver to convert light signal into electrical
signal. The quantum efficiency of 90% has been achieved in these detectors.

5 Coherent Detection

Coherent detection provides better performance [7]. In coherent detection, the
received optical signal is mixed with signal of an optical local oscillator and the
sum of two signals is detected by InGaAs photodiode.

It can be either used as homodyne detection or heterodyne detection using an
intermediate frequency. So, the weak signal field is mixed with strong local
oscillator signal field and is fed to InGaAs avalanche photodiode. Coherent
detection can be used with all types of modulations such as PSK, QPSK, BPSK,
QAM modulations. Figure 3 shows coherent detection.

The problem of signal degradation at the receiver end is due to fluctuations of
light caused by state of polarization generated in the fiber. Dispersion compensation
and polarization management are required due to nonlinear effects in the fiber.

Various techniques using high spectral efficiency modulation formats are ana-
lyzed. With high SE formats, the speed of trans-receiver electronics can be adjusted.
These high SE formats are suitable to chromatic dispersion and polarization mode
dispersion (PMD) since they enhance the bit rate using the same bandwidth (BW).

It is essential to use polarization multiplexing-QPSK (PM-QPSK) technology
along with DSP devices to take care of polarization management. In PM-QPSK
modulation scheme, following components and devices are required as explained
above.

• Two coherent lasers, one for transmitter and another for local oscillator.
• Mach–Zehnder modulators with dual polarization.
• Driver amplifiers—four.
• Photodiodes—four balanced.

Received  
Optical Signal 

Detector Electronics 

Beam Combiner

Electrical 
bit Stream 

Local 
Oscilator

ω

Fig. 3 Coherent Detection
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• Polarization beam combining optical components.
• Two numbers of 90° hybrids.
• Avalanche photodiode.
• DSP modules.

Figure 4 shows block diagram of multichannel optical fiber system.
So, penalty in the weak signal is reduced using coherent detection. Coherent

detection offers 2–3 dB OSNR improvement in long-distance applications. Direct
detection is used in 40 Gbps, whereas QPSK modulation and coherent detection are
used in 100 Gbps PM-QPSK link.

6 Comparison of PM-QPSK

Next generation 100 Gbps per channel optical fiber system is being investigated
using modulation based on PM-QPSK and coherent detection in which two QPSK
signals are multiplexed in the polarization domain. Since it can reduce the symbol
rate to ¼ of the data transmission rate, it can take care of digital signal processing
speed and amplification bandwidth.

Figure 5 shows various types of optical modulation formats.

Fig. 4 Block Diagram of Multi Channel Optical-Fiber System

Fig. 5 Different Types of Optical Modulation Formats
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In PM-QPSK transmitter, two quadrature phase shift modulators and a polar-
ization beam combiner (PBC) are used to multiplex two orthogonal polarizations in
the form of two outputs. Similarly at the receiver end, the received optical signal is
split into two orthogonal polarization tributaries using a second polarization beam
splitter which are then mixed with the output of a local optical oscillator in a 90°
hybrid structure (in phase and quadrature components of both polarizations) and are
then detected by four photodiodes connected in balanced manner as shown in
Fig. 6. This is then converted to digital signal to analog to digital converter. In this
way, OSNR exceeding 15 dB (OSNR > 15 dB) with 0.1 nm resolution bandwidth
is achieved.

7 Conclusion

In coherent 100 Gbps PM-QPSK fiber optical system with soft-decision forward
error correction (SD-FEC) and electronic dispersion compensation by DSP devices,
there is a 6 dB improvement for coherent detection, 3 dB improvement for FEC,
and 1–2 dB improvement in chromatic distortion (CD) and polarization mode
distortion penalties. So, there is net improvement of 10 dB in OSNR with respect to
10 Gbps link and 3 dB in OSNR with respect to 40 Gbps link. 100 Gbps fiber link
will replace all 10 and 40 Gbps optical links in near future.
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Performance Variation of Routing
Protocols with Mobility and Scalability
in MANET

Manish Kumar, Chetan Sharma, Arzoo Dhiman
and Ajay Kumar Rangra

Abstract The network in which nodes are mobile and these nodes communicate
with each other by a wireless system not including any infrastructure is known as
Mobile Ad HOC Network. Due to mobility of the nodes in MANET, routing a
packet from source to destination becomes more difficult. So, many routing pro-
tocols have been purposed with reference to MANET but in a scenario of large
nodes with high mobility no protocol is proved to be that efficient due to some
particular limitation of that protocol. Therefore, mobility and scalability are
alarming issue in mostly all protocols which support routing. The routing depends
on the protocol; therefore, mobility and scalability of different routing protocols
DSR, AODV and OLSR are evaluated in different network sizes with varying
mobility rate. Firstly, the simulation environment is provided by varying some
important parameters like pause time, speed and variation in number of nodes
together. Then comparison between the three protocols is done to determine the
best protocol in real-time scenario. Performance when measured on high scalability
on a simulation of OLSR protocol as compared to that of AODV and DSR, the
results deduced were far better.
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1 Introduction

A Mobile Ad hoc Network is a network which does not need any infrastructure and
configures itself by wireless link for communication of mobile nodes. As in a
network which follows such type of strategy to communicate, nodes are free to
move in any direction independently. So, wireless links keep on changing very
frequently which help to complete the communication process. So, basic challenge
faced in a MANET is to keep all the devices updated with the information further
required for routing purpose. The position of the mobile nodes (which kept on
changing in case of MANET) and their ability of transmission power play a major
role in deciding the topology of network. Overall creation, organization and
administration in a MANET are done by network itself [1, 2].

2 Categories of Routing Protocols

Some of the protocols which have been developed with context to MANET [3–6]
can be classified into the following three categories [7] as shown in Fig. 1.

2.1 On-Demand Routing Protocols

In case of on-demand protocols, routes are searched only in case when some nodes
need to communicate with each other. The process to discover the route terminates
when it ends in finding a route or not at all any route. So, due to this feature of route
maintenance this is also known as reactive protocol. Some popular routing protocol

Fig. 1 Classification of routing protocols
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which use this reactive technique for communication in MANET are dynamic
source routing (DSR), ad hoc on-demand distance vector (AODV) routing protocol
and temporally ordered routing algorithm (TORA).

2.1.1 Ad Hoc On-Demand Distance Vector (AODV)

In this protocol, the route reply packet is transmitted back to the origin node and
target node gets the routing data packet. AODV protocol uses two steps for com-
munication purpose that is discovery and maintenance of route. When any node
wants to send the packet, the process of route discovery get initiated by sending
route request packet to its adjacent nodes. If route exists to the target node from
these adjacent nodes then a route reply packet will be returned back. In case when
these adjacent nodes don’t have any route to the target nodes, it will further send a
route request packet to its own adjacent nodes excluding the origin node which
started the communication process. If a node goes out of network then the corre-
sponding routing table is updated by the process of route maintenance.

2.2 Table Driven Routing Protocols

The table driven routing protocol is also known as proactive protocol. These pro-
tocols keep their routing table information updated besides the need of data transfer.
This feature of keeping updated routes help in finding the shortest path which leads
to reduced delay.

2.2.1 Optimized Link State Routing (OLSR)

The OLSR determine and broadcast the link state information by using topological
control message and “hello” interval. Every node uses this link state information to
calculate the hop count so that shortest path to the destination is found. The
advantage of OLSR is its ability to adapt the changes in network with no overhead
of control message creation.

3 Analysis Factor in MANET

3.1 Mobility

Mobility means competence to sustain the network while nodes of the network keep
changing their location.

Performance Variation of Routing Protocols … 11



There exist four popular models to support mobility i.e. random way point,
random point group mobility, manhattan mobility model and freeway mobility
model. We have selected Random Waypoint Model in our research work. In this
model, there is a uniform distribution of velocity from zero to max (max is the
highest velocity which can achieve by any node), which is randomly chosen by a
node to reach any arbitrary location. The pause time parameter decides the duration
of node to stop after reaching arbitrary location.

3.2 Scalability

A network has some limiting parameters like its size and traffic rate. But the ability
of network to sustain its performance even with the increase of these parameters is
known as scalability.

4 Performance Metrics

The following are some performance metrics which play a major role while
deciding the efficiency of MANET routing protocols: average jitter, packet delivery
ratio, normalized routing load, average throughput and average end-to-end delay.
All these metrics must be calculated by varying some parameters related to the
network like: network size, average connectivity, topological rate of change,
mobility, link capacity. We have used the following two metrics for work which we
found most important.

4.1 Average End-to-End Delay

The average time taken to reach from origin to target node by data packets
including various delays is known as average end-to-end delay.

4.2 Average Throughput

The data packets fruitfully transferred per unit time is known as average throughput
of the network.
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5 Previous Work

In the previous research, most of the researcher focus was on analyzing scalability
and mobility separately, but actually both these factors influence the network
performance at the same time. So, I have decided to analyze the routing protocols
considering scalability and mobility together.

6 Problem Statement

A collection of nodes which change their locations randomly and vigorously is
denoted as Mobile Ad Hoc network. This random and vigorous movement leads to
change in connections among them. Even though various routing protocols can be
used to implement Mobile Ad Hoc network but there is no standard algorithm
which perform efficiently with various issues like variation in network size, node
mobility pattern and load of traffic. Therefore, choosing a protocol to implement
MANET with above issues is an immense challenge. By variation in the number of
nodes and their mobility, the performance of the network may decline. As the
performance of MANET depends upon the protocols used for routing, so to
determine which protocol gives better performance with change in mobility and
scalability, we need to compare these protocols.

7 Objective

The primary objective of our research work is to study three routing protocols:
dynamic source routing (DSR), ad hoc on-demand distance vector (AODV) and
optimized link state routing (OLSR). We compared these protocols on two
parameters which are scalability and mobility. The performance of these two
parameters on the simulator. The simulator is provided with various number of
nodes and the speed is managed by the simulator. Finally, find the best protocol for
large number of nodes with varying speed.

8 Research Methodology

Statistical data for analysis produced in the current paper are results of experi-
mentations and investigations performed using simulation. Research carried out
using these process/experiments is called quantitative research.
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9 Simulation Tool

The current research work has been carried out on Optimized Network Engineering
Tool (OPNET) Modeller 14.5 which provides virtual network communication
environment. The model is widely used and accepted across research fraternity as it
is appropriate for the research studies, network modelling and engineering and
performance analysis. Apart from being a leading environment for network mod-
elling, this tool has been used in number of industry standards, networking pro-
tocols and devices [8].

10 Network Model Design

The OPNET modeller provides a blank scenario to run the configurations and
simulations [9, 10]. The blank scenario is created using the set-up wizard provided
in the modeller which generates a workspace. Now for simulation environment,
drag and drop feature of the workspace is used wherein we get the application
configuration, profile configuration along with mobility configuration and nodes.
These configurations utility are picked from the object palette provided in the work
space (Fig 2).

10.1 Application Configuration

Application configuration is an integral part of a network scenario. It is used to
generate the required type of traffic in the network. Among the available choices of
applications provided in the application configuration, namely FTP, email, HTTP,
database and print, we have chosen HTTP Web application. The heavy browsing
feature of the HTTP Web application is used as shown in Fig. 3.

10.2 Profile Configuration

To generate application traffic, user profiles need to be created. The user profiles can
be created using the profile configuration utility provided in the simulator. Using
the same, we can generate multiple profiles. As per our user design requirement,
restrictions can be placed on the usage of nodes placed in the network environment.
In this research, we have created only one profile named “Profile1” as shown in
Fig. 4.
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Fig. 2 An example of network model design of MANET using 40 nodes

Fig. 3 Application configuration attributes
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10.3 Mobility Configuration

A control environment of mobility model is provided in the mobility configuration.
The control on the nodes is managed by maintaining the parameters such as speed,
start time and stop time of a given node. In this proposed work, I have varied speed
and pause time of the nodes. The speed of the nodes is changed from 0 to 24 m/s.
To ensure that the mobile nodes are configured with mobility, I have chosen ran-
dom waypoint mobility model in this current work.

11 Scenarios and Parameters

In this research work, simulation mainly considers the performance of routing
protocols with variation in the number of nodes and their speed. Here, we have
taken 20, 40 and 60 number of nodes under nine different scenarios for simulation
in context to AODV, DSR and OLSR. Application and profile configurations are
used to generate the traffic for hyper text transfer protocol. Table 1 describes the
values taken for different simulation parameters while observing three MANET
protocols.

Parameters for individual protocols also varied from default setting except
OLSR, because the OLSR gives best performance with these parameters. Table 2
show the parameters and their respective values.

Fig. 4 Profile configuration attributes
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11.1 DSR Parameters

See Table 2.

12 Performance Evaluation Metrics

Due consideration is given to important metrics for analyzing the performance of
various routing protocols for mobility with the combination of scalability. The
metrics chosen for this particular simulation are:

Table 1 Simulation parameters

Attribute Value Attribute Value

Maximum simulation
time

600 s Transmit power (W) 0.020

Interface type Wireless
(ad hoc)

Buffer size (bits) 1,024,000

Network area 1000 * 1000 m
1400 * 1400 m
1725 * 1725 m

No. of nodes 20, 40, 60

Mobility model Random way
point

Protocols DSR, AODV, OLSR

Data rate (bps) 11 Mbps Traffic generation
application

HTTP (heavy
browsing)

Table 2 DSR, AODV and OLSR parameters

DSR parameters AODV parameters OLSR parameters

Route
expiry
time

300 s Route request retry 5 Willingness Willingness
always

Max
buffer
size

Infinity Route request rate
limits (packets/sec)

10 Hello interval
(seconds)

2.0

Expiry
time

30 s Gratuitous route
reply flag

Enabled TC interval (seconds) 5.0

Active route timeout
(seconds)

10 Neighbour hold time
(seconds)

6.0

Hello interval
(seconds)

Uniform
(1, 1.1)

Topology hold time
(seconds)

15.0

Allowed hello loss 10 Duplicate message
hold time (seconds)

30.0

Timeout buffer 2 Addressing mode IPv4
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Average Throughput

The data packets fruitfully transferred per unit time are known as average
throughput of the network. In our study, messages delivered per second are con-
sidered to evaluate throughput.

Average End-to-End Delay

The average time taken to reach from origin to target node by data packets
including various delays is known as average end-to-end delay.

All the above metrics must be calculated by varying some parameters related to
the network like:

• Network Size
• Average Connectivity (Average degree of node)
• Mobility
• Link Capacity (bits/sec)

In this research work, we have chosen speed of the nodes, pause time and
network size as the varying parameter as we are evaluating the scalability and
mobility of the MANET routing protocols.

13 Performance Comparison of Protocols

The following record analysis describes the performance comparison of protocols
based on the mobility and scalability.

13.1 Network Delay

Figure 5 shows the delay for network packets transmission in AODV, DSR and
OLSR for 20, 40 and 60 nodes, respectively. In the above analyzed scenarios,

Fig. 5 Network delay for 20, 40 and 60 nodes (DSR, AODV and OLSR)
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AODV and OLSR are showing very less network delay as compared to DSR. So,
DSR is lacking in performance among these three protocols. The basic fact which
leads to failure of DSR is use of caching hard line. Even when more than one choice
is available DSR lacks in finding the fresh routes due to its inability to run out the
decayed routes. We can observe that AODV delay is low in fewer numbers of
nodes and mobility but increased as the number of nodes and mobility rate
increases. This is due to the reason that there is less overhead for RREQ and RREP
for fewer nodes but very higher as the number of nodes and mobility grow.

OLSR outperformed DSR and AODV in consideration of network delay in
general. The table driven approach of OLSR is basic reason for these results. The
delay in transmission is low because the extra work to discover the new route is not
required in case of OLSR. Therefore, in terms of network delay OLSR and AODV
are more scalable and mobile than DSR protocol.

13.2 Throughput

Figure 6 depicts the throughput of all three protocols for 20, 40 and 60 nodes,
respectively. In our comparison study of three protocols, DSR is lacking in all the
parameters chosen. DSR is far behind than OLSR and AODV in case of throughput.
First reason is high cache of routes maintained by DSR. Secondly, the routes which
are no longer in use do not deleted by DSR and it leads to problem in determining
fresh routes.

If we change the number of nodes with variation in their speed, AODV protocol
performs moderately in reference to throughput parameter. AODV keeps track of
multiple routes from source to final node which leads to discovering an optimal
route almost in each case. In determining new routes, AODV compromises with
increased latency to manage the control of traffic. There is no doubt that AODV
compromises with latency for controlling the network traffic.

The OLSR outperformed the AODV and DSR in our simulation in context to
throughput also. Basic reason for this performance is use of proactive technique by

Fig. 6 Throughput for 20, 40 and 60 nodes (DSR, AODV and OLSR)
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OLSR where MPR is used to update the various links which leads to control the
overall overhead in network traffic. This does not affect the performance of OLSR
when the network contains the small number of nodes but as the number of nodes
increases with mobility it limits the performance of the protocol to some level. But,
we can analyze that efficiency of the OLSR is great in case of network with high
density of nodes.

14 Results and Conclusion

The simulation results conclude that the performance varies from protocol to pro-
tocol with mobility and scalability. The network’s average end-to-end delay
increased for all three routing protocols as and when the number and speed of the
nodes increased. With the increase in number of nodes and their varying speeds, a
delay has been observed in the network. Ultimately, under all the scenarios used
OLSR performed far better than DSR and AODV has minimum network delay in
high mobility and more number of nodes. In both the metrics, DSR’s performance
was not satisfactory even after using cache. But OLSR showed best results as
compared to DSR and AODV in context to throughput. AODV is just behind the
OLSR in case of performance in throughput but its reaction is very quick while
operating as it maintains the overhead involve in routing better. All this analysis is
based upon comparing the different routing protocols by varying their speed parallel
with increase in number of nodes to determine the best possible protocol in
real-time scenario so that cost involved can be minimized with best possible routing
of network packets.

15 Future Work

For future consideration, other routing protocols apart from DSR, AODV and
OLSR can be evaluated such as ZRP which belongs to hybrid routing category.
Various parameters have been varied and tested during the work such as number of
nodes, network area, mobility and pause time. Other parameters such as data rate
and traffic applications are kept constant. It would be interesting to see the beha-
viour of the routing protocols by varying these parameters.
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Variations in Routing Protocol Resulting
in Improved Energy Utilization in WSN

Chandandeep Kaur, Chetan Sharma, Arzoo Dhiman
and Akansha Sharma

Abstract With advancements in technology in the twenty-first century, tiny and
cheap but intelligent sensors networked using wireless links and internet are being
deployed in physical areas. These are popularly named as WSN; WSNs are pow-
ered by microelectronic mechanical systems (MEMS) and wireless communication
technologies. Each sensor node is accompanied with a battery which easily gets
discharged with time and thus needs to be replaced or recharged. The lifetime
expectancy of a WSN can be maximized by reducing the energy or power that is
being consumed. Even then, ample amount of energy is wasted by idle node
components (CPU, radio, etc.). Sometimes, power management schemes thus
suggest turning the node components off when not in use. At an extensive level,
there are three strategies: duty cycling approaches, data-driven techniques, and
mobility approaches. In this paper, we contemplate on data-driven approaches. Data
which is sampled by the sensor nodes is processed, but of all duty cycling approach
is insensitive to data sampled. Hence, data-driven approach has been followed as it
has been seen to improve the energy efficiency when compared to the other
techniques.
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1 Introduction

Figure 1 shows the arrangement of a traditional sensor network [1]. Life of a node
in a WSN is directly correlated to the current usage profile of the battery being used.
If we can somehow estimate the energy that is being consumed by the node at any
particular time, the choice of the routing protocols and sensing of the data can be
made such that the informed decisions can be made to enhance the life of the sensor
node as well as the network. However, it is not feasible practically to measure the
energy consumption on a node. Each sensor node is accompanied with a battery
which easily gets discharged with time and thus needs to be replaced or recharged.
The lifetime expectancy of a WSN can be maximized by reducing the power
consumption during network activities. The nodes that are being used with these
networks are, however, not that expensive, and thus it is more cost effective to
replace the entire node than to locate and recharge the battery supply [2].

A traditional wireless sensor node endures of basically four components:

• A subsystem with sensing capabilities for data acquisition purposes;
• A system with processing capabilities including a microcontroller and memory

for local data processing;
• A radio subsystem for wireless data communication;
• A battery.

2 Problem Definition

WSNs are the networks that consist of numerous numbers of tiny sensor chips
where each sensor node is a low-power computing device which is capable of data
processing, wireless communication, and sensing features. Sensor nodes are cap-
able of sensing physical environmental changes, processing the data attained at two

Fig. 1 Typical sensor network architecture
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levels the unit and cluster, and transmit the fallout to the cluster as well as to one or
more collection points, named as energy sinks or base stations.

As the nodes used are battery driven, therefore, battery power consumption is
one of the main considerations of the deployment of these networks. Certain
applications demand long network lifetime along with high quality of service, and
this demands high consumption of battery power leading to frequent replacements
or recharging of batteries which is not possible in all the cases. Efficient energy
management strategies must be fabricated even at the finer levels to perpetuate the
life of the network as much as possible.

Our research focuses on assumption that each feature specimens a sensor in the
wireless sensor network; various data sets with multiple features have been
designed to show that the changes in the routing configuration and traffic flow could
play a key role in the reduction of the power consumption. We aim to minimize the
number of sensors for energy efficient management which is equivalent to mini-
mizing the number of features which have been considered.

Battery power consumption in a sensor node could be because of two types of
sources either “useful” or “wasteful” [3].

• Energy from useful sources is consumed because of transmission and receiving
of data, processing of query requests, and forwarding queries and data to
neighbor nodes [4].

• Energy from wasteful source is consumed due to one or more of the following
factuality.

• One of the major origins of energy waste is

– Firstly, idle listening, i.e., auscultates an idle channel in order to analyze
conceivable traffic that can be encountered [5].

– Second reason for energy being consumed extravagantly for no purpose is
collision or clashes, when a node receives more than one packet at the same
time; these packets conflict with each other. All these packets that get collide
have to be discarded, and retransmissions of these packets are required which
further increases in boosting up the energy wastage [6].

– The next reason for energy being consumed but serving no purpose is
because of overhearing a node; in such cases, a node receives packets that
are not destined to that particular node but to the other neighboring nodes.

– Fourth reason encountered is control packet overhead [7].
– Finally, over-emitting or duplicate emitting is another reason for the energy

loss, which is caused by the transmittal/re-transmittal of a packet when the
terminal node even prepared for the receiving.

Thus, by making the comparisons of certain parameters which are the deciding
factors for the routing protocol and for the management of the traffic flow, we will
try to efficiently manage the energy consumption of each individual node.

The results are obtained through OPNET using AODV routing protocol [8]. The
variation in the routing protocol for different scenarios yields different results. The
protocol used for traffic flow is an FTP (File Transfer Protocol), and the experiment
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is performed on random nodes [9]. The experiment is performed in the uniform
environment, and the results for the different parameters are shown in different
figures.

As shown in Fig. 2, nodes are arranged in clusters, and these clusters are acting
as clients to collect data from the surroundings, and then the data is transmitted.

The nodes are arranged in clusters acting as clients to collect data from the
surroundings, and then each client sends data to the server node for processing.
Figures 3 and 4, however, show the incremented number of nodes so as to make the
network highly reliable, but it can be seen that due to power leakage some of the
nodes get failed.

3 Parameters Analyzed

3.1 Throughput

Throughput is the average rate of successful message delivery over a communi-
cation channel. Throughput is usually measured in bits per second (bit/s or bps),
and sometimes in data packets per second or data packets per time slot.

In Fig. 5, the comparison between the throughput for normal WSN and timely
improved WSN has been established. The number of nodes used is 32. It is shown

Fig. 2 Normal WSN 32 nodes
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Fig. 3 WSN with more number of nodes (50 nodes)

Fig. 4 WSN with some failure nodes (44 nodes)
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that the throughput for the improved WSN increases considerably within the same
time interval. This is because of the changes made in the routing configuration.

In Fig. 6, the comparison between the throughput for the normal WSN and the
WSN with energy management has been established [9]. The number of nodes in
both the networks remains the same, i.e., 32. The graph clearly shows that the
network can now send more number of packets in the same time interval, and in this
way the battery lifetime of the network has increased.

Fig. 7 depicts the comparison of normal WSN and the WSN with varied number
of nodes. The number of nodes is increased to 50 in the network, and then the
throughput of the network has been calculated. The results show that the throughput
of the network with varied number of nodes increases at a very high rate. This is
due to the fact that the data sent by the less number of nodes in normal WSN has
now been sent by more number of nodes in the same time interval [10].

In Fig. 8, comparison between normal WSN and the WSN with some of the
failed nodes has been established. The count of nodes available in the network with
failure nodes in each cluster is 44 and in normal WSN is 32. The network with
some of the failed nodes in each cluster has more throughput rate as compared to
the normal WSN. This is because when some of the nodes in the cluster fail, the
packets sent by that node are distributed among other nodes in the cluster and the
traffic channel capacity remains the same. Therefore, each node can send more

Fig. 5 Throughput comparison between normal (32 nodes) and timely improved (32 nodes) WSN
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Fig. 6 Throughput comparison between normal (32 nodes) and energy managed (32 nodes) WSN

Fig. 7 Throughput comparison between normal (32) and varied number of nodes (50 nodes)
WSN

Variations in Routing Protocol Resulting in Improved Energy … 29



number of packets on the same channel as compared to the network with all nodes
working. Therefore, the data can be sent at a faster rate than the normal network
[11].

Hence, the normal WSN gives low throughput as compared to all other
networks.

4 Conclusions

For the proposed work, we have made changes in the configuration of the
on-demand protocol with less time to live, less hello interval, and less hello loss. In
the first scenario, we have proposed a timely based improvement in sensor network
so that energy consumption should be less and lifetime of the network can be
increased. In the second scenario, we have used an energy saving technique with
improvement in transmitting energy and threshold energy parameters on cluster
heads. In the third scenario, we have done variation in the number of nodes for
testing the performance of the network. Finally in the last scenario, we have

Fig. 8 Throughput comparison between normal WSN (32 nodes) and WSN with failure nodes
(44 nodes)
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considered a scenario with node failure for checking the performance of the net-
work. The variation of performance has been shown in terms of comparison of
graphs.
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Genetic Algorithm-Based Routing
Protocol for Energy Efficient Routing
in MANETs

Pawan, Rajendra K. Sharma, A.K. Sharma and Vinod Jain

Abstract Genetic algorithm is a very popular optimization technique in artificial
intelligence. In mobile ad hoc networks (MANETs), all the devices are battery
operated. The power consumption at nodes in transferring the data is a big issue in
MANETs. In this paper, a new protocol for routing in MANETs using genetic
algorithms is proposed. This protocol uses the power of genetic algorithms to find a
path that consumes minimum power in transferring the data from source to desti-
nation node. Simulation results prove that the proposed algorithm performs better
than the previous algorithms.

Keywords Wireless ad hoc networks � MANET � Power consumption � Power-
aware routing protocols � Genetic algorithms � Crossover � Mutation

1 Introduction

Mobile ad hoc networks (MANETs) are infrastructure less dynamic networks.
Nodes can be added or removed dynamically from these networks. Further nodes
may move from one location to another location in MANETs. Because of mobility
of nodes routing is very difficult in MANETs. In most of the MANETs, devices
connected are battery operated. So power consumption of these devices is a very
critical factor while calculating the performance of routing algorithms for
MANETs. The energy level of the devices falls rapidly and a node may die very
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soon if routing algorithm do not perform well or do not perform efficiently in
MANETs. Genetic algorithm is a very popular optimization technique in artificial
intelligence. The power of genetic algorithm can be used to efficiently route the
traffic in MANETs so that the power consumed in transferring data from one node
to another can be optimized (minimized).

1.1 Energy Efficient Routing Protocols

In literature, many power-aware routing protocols have been proposed by many
authors [1–11]. Abolhasan et al. [1] discuss a review on various routing protocols
for mobile ad hoc networks. Cui and others [4] provide an approach to increase the
lifetime of the ad hoc network by using a utility-based algorithm. Ramanathan and
others [8] provide challenges and directions to improve the performance of mobile
ad hoc networks. Wedde and others [11] proposed Bee Ad Hoc that works on bee
behavior to improve the performance of mobile ad hoc networks. D.E. Goldberg
published a paper in 1989 [5] that focused on how genetic algorithm can be used in
optimization problems. Authors provide a detail description about working of
genetic algorithm and its various operators such as selection, crossover, and
mutation. After having a look on this literature, it has been concluded that genetic
algorithm can also be used to improve the performance of routing algorithms in
mobile ad hoc networks.

2 Genetic Algorithm

Genetic Algorithm (GA) is an optimization technique which uses special operators
such as selection, reproduction, and mutation to solve problems which are difficult
to solve by using traditional techniques. GA works on some optimization function
which may be a minimization function or a maximization function. The basic idea
of genetic algorithm has been taken from medical science where characteristics of
one population forwarded into next population. Before applying the genetic algo-
rithm, a problem must be able to be represented in genetic form so that genetic
operators can be applied on it.

The genetic algorithm is a special generate and test algorithm. It starts from a set
of sample solutions to the problem called the initial population. This initial popu-
lation can be generated randomly. Then different genetic operators such as selec-
tion, recombination, and mutation can be applied on the population repeatedly till
some terminating criteria do not meet. Genetic algorithm is an optimization tech-
nique and does not guarantee to provide the best solution in given time. Generally,
GA works on approximation and provides optimal or near optimal solution in the
specified time. The amount of time GA takes to provide the solution depends on the
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convergence of the genetic algorithm. In literature, there are methods that provide
techniques to improve the convergence of genetic algorithms.

Some features of genetic algorithm are as follows:

1. GA uses populations which is a set of candidate solutions.
2. GA uses genetic operations to generate new population.
3. GA is stochastic in nature.

The major components of genetic algorithm are as follows:

1. Representation of problem in genetic form (initial population creation).
2. Calculating the fitness of different candidate solutions of the population.
3. Selecting parents to participate in recombination.
4. Applying crossover and mutation operators.
5. Survivor selection to create the next population.

3 Simulation Design and Implementation

3.1 Experimental Setup and Proposed Algorithm

In MANETs, the transmission power PR of a route depends mainly upon the
distance between the two nodes and on some other factors of the network and the
environment. PR is mainly function distance mathematically transmission power
PR = k(distance)2

The value of k is assumed to be one.
Transmission power PR = k(distance)2

In this paper, genetic algorithms have been applied in finding a path to transfer
the data from source to destination. We assume that every node have all the
information about their neighbors.

Algorithm for cross_over()
{

1. Take two parents that will participate in crossover process.
2. Find an intermediate node that is common in both the parents. This node will be

used as a meeting point in these two parents to perform one point crossover.
3. Generation of child1—Copy all the nodes from parent 1 into child1 up to the

meeting point and then copy remaining nodes from parent2 into child-1.
4. Generation of child2—Copy all the nodes from parent2 to child2 up to the

meeting point and then copy remaining nodes from parent1 into child-2.
5. Repeat the process of crossover in the same way in all the iterations.

}
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Consider the sample network shown in Fig. 1.
Let us consider that node-1 wants to send a data packet to node-41.

Sender node: 1
Receiver node: 41

Encoding: A permutation encoding has been done to represent the problem in a
form suitable for application genetic operators like crossover and mutation.

A path from source to destination will become a chromosome. Following is an
example of a valid chromosome:

Path: [1, 5, 4, 11, 9, 10, 26, 24, 41]

It is assumed that the network will store the cost of sending data from a node to
all its neighbors. So every node creates a cost matrix to send data from this node to
all of its neighbors.

Fig. 1 Sample mobile ad hoc network
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A random cost matrix has been created for the implementation and testing of the
protocol.

The initial population of 20 paths has been created randomly. Every path is
starting from node-1 (the sender node) and ends at node-41 (the receiver node).

The random population is given in Fig. 2.

3.2 Experimental Result

The average path cost in initial population is 204.04 and the cost of best path is 62.
Path no. 7 in the population is the best path which is as follows:

Cost = = 62 Nodes = 5 Route = [1, 5, 13, 23, 41]

3.3 Cross Over Operator

This operation selects two parents from the population and generates new children.
While performing the crossover operation a common node in both of the parents

Fig. 2 Initial population
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has been sleeted. The route traversed after that node in two parents is swapped to
generate two children. The example is as follows:

parent1 = 3 Cost = 139 Nodes = 11 Route = [1, 3, 2, 5, 11, 12, 8, 13, 20, 23, 41]
parent2 = 10 Cost = 131 Nodes = 10 Route = [1, 6, 12, 14, 13, 19, 20, 22, 24, 41]

Node Selected For Cross Over = 12

Child1 = Cost = 147 Nodes = 13 Route = [1, 3, 2, 5, 11, 12, 14, 13, 19, 20, 22, 24,
41]
Child2 = Cost = 123 Nodes = 8 Route = [1, 6, 12, 8, 13, 20, 23, 41]

For example let us explain how child-2 has been generated:
First of all route traversed in parent 2 till node-12 has been copied in child-2,

i.e., = [1, 6, 12]. After that route traversed in parent 1 after node-12 has been copied
in the remaining part of the child, i.e., [8, 13, 20, 23, 41]

So finally child 2 = = [1, 6, 12, 8, 13, 20, 23, 41]
In the same way child-1 has been generated.
It can be observe that the crossover operation generates a new path (child 2)

which is having less path length as compared to both of the parents. Thus, this
process will improve the fitness of the population in every iteration.

Population after five iterations is shown in Fig. 3. The average path cost in this
population is reduced to 108.04 and the cost of best path is 62. Path no. 19 in the
population is the best path (same as the first initial population) which is as follows:

Cost = 62 Nodes = 5 Route = [1, 5, 13, 23, 41]

After this population, some more paths have been added in the population that
can be used as alternate paths if there is any problem in sending the data through the
best path.

4 Results and Discussion

Power-aware routing algorithm for mobile ad hoc networks can be optimized using
GA genetic algorithm. GA can be used in finding a path that cost minimum in
transferring data in MANETs. The work has been implemented in java on a sample
network of 42 nodes. It has been observed that GA finds best paths very quickly in
little iteration. It also finds some alternate paths that can also be used if one path
failure occurs by any reason. In future, the proposed algorithm can be tested on a
mobile ad hoc network having thousands of nodes.
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5 Conclusion and Future Work

Genetic algorithm is a useful technique in finding path between two nodes in a
mobile ad hoc network (MANET). An optimal solution to the problem can be find
using GA that will find a path to transfer a packet from node-1 to node-41. GA
process find a solution with cost = 63 in only five iterations. So it is concluded from
this paper that genetic algorithms can be used to solve routing protocols in
MANETs. However, the performance of GA with other existing techniques has to
be justified in future.

Fig. 3 Population after 5 iterations
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6 Figures

See Figs. 1, 2, and 3.
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IPv6 Security Issues—A Systematic
Review

Atena Shiranzaei and Rafiqul Zaman Khan

Abstract IPv4 has been used over 30 years. It proved robust, interoperable, and
easy implementation. The number of users is raising dramatically, the growth and
development of IPv6 are vital. This protocol provides many new features like larger
address space, auto-configuration, QoS, IPsec, easier TCP/IP administration,
mobility, etc. In addition to these features, IPv6 development brings new security
issues; however, many attacks were inherited from IPv4, which harm IPv6 net-
works. Those attacks affect both IPv4 and IPv6 networks. This paper explains and
analysis the common threats in IPv4 and IPv6, security threats which introduced by
new features of IPv6, and transition threats.

Keywords IPsec � IPv6 � Network security � IPv6 security issues � Transition
mechanisms

1 Introduction

Internet Protocol version 4 (IPv4) is the first version of Internet protocol which has
been used widely. It deployed at 1981. It demonstrated roughly easy implemen-
tation, robust, and interoperable. But, the growth of Internet causes new requests
which IPv4 does not have the capacity to satisfy all users around the world. Most
important problems are shortage of address, address configuration, security, etc. To
remove these problems, Internet Protocol Version 6 (IPv6) was produced. Internet
protocol version 6 is known as the next generation of IP. The development of IPv6
was integrated in 1997 [1] and standardized in 1998 by the IETF [2]. IPv6 repre-
sents many features to improve the performance of IPv4. IPv4 address length uses
32 bits. IPv6 address provides 128-bit length [3]. It generates 3.4 * 1038 unique
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addresses. Over 1027 globally unique addresses to every individual on the earth in
the year 2050 can be made available by the increased address space [4]. As well as
it eliminates NATing and allows every TCP/IP devices to acquire a public address.
End-to-end communication is supported by IPv6. This allows the development of
network applications like multimedia and VoIP. In IPv4, when a mobile device
changes its location, then it will lose its IP address and whatever it has done so far.
To eliminate this limitation, IPv6 brings a new feature which is named “mobility.”
This feature uses MIPV6 with handover, hierarchical mobility, and faster routing.
IPv6 provides two types of IP address configuration, which are stateful and stateless
auto-configuration. Stateful auto-configuration generates an IP address by using
DHCPv6. Stateless auto-configuration uses network prefix and hardware address to
obtain the IP address. In stateless auto-configuration, the key player is neighbor
discovery protocol (NDP). NDP is defined in RFC 4861 [5]. The function of NDP
is similar to ARP in IPv4 [6]. After configuration of IP address, NDP is used by a
node for discovering other nodes that are in the same link. NDP allows the node to
maintain neighbor reachability through discovering routers and gateway devices.
Internet Control Message Protocol version 6 (ICMPv6) contains Neighbor
Discovery Protocol messages, which are provided for performing diagnostics,
reporting errors, and carrying multicast membership [7]. Those messages are Router
Solicitation (RS), Router Advertisement (RA), Neighbor Solicitation (NS),
Neighbor Advertisement (NA), and redirect message.

The rest of paper is organized as follows: second section presents IPsec in
details. Third section discussed security threats in IPv4 and IPv6 networks. Fourth
section concentrates on specific threats on IPv6. Fifth section presents the security
which is related to transition mechanism.

2 IPsec

The IP security is used for making secure communications on IP networks by
various security services. It protects the data is traveling among public or private IP
network. IPsec provides (1) Data confidentiality: the packets are encrypted before
transmission. (2) Data integrity: probably the data of packets has been changed
during transmission. This function makes ensure that the data is free-altered.
(3) Data origin authentication: the source of origin packet is authenticated by data
origin authentication. (4) Anti-replay: it discovers and rejects the duplicated packets
to prevent replay attacks. (5) Access-control to service or system [7]. IPsec com-
prises two security protocols: Authentication Header (AH) and Encapsulating
Security Payload (ESP). Authentication header provides data integrity, authenti-
cation, and anti-replay service. Confidentiality is not provided by AH, it means that
the data is sent without encryption. Hence, the data is readable but the modification
is not allowed. In IPv6, the authentication header should be located before all
headers which are processed at the destination node [8]. Encapsulating Security
Payload provides data integrity, authentication, anti-replay service, and

42 A. Shiranzaei and R.Z. Khan



confidentiality [9]. ESP protects only the data or IP payload which is being
delivered. ESP must be placed behind the headers need to be processed by inter-
mediate nodes. IPsec defines two securing traffic modes: transport mode and
tunneling mode. Transport mode uses AH or ESP header to encrypt the IP payload.
Transport mode is used for communication between two endpoints like client,
server, etc., in Tunnel mode, the payload and IP headers are encrypted by IPsec. It
protects the whole IP packet by AH or ESP. Tunnel mode is used when the traffic
should pass via a security gateway.

For secure communication between two parties, they should agree with a form of
encryption which is supposed to be used. For accomplishing this task, IPsec
architecture involves key exchange and key management protocol [6]. IPsec con-
nection’s end systems should agree on the authentication algorithm and key, and the
way that how the keys are going to be changed as well as updated overtime. IPsec
provides IKE to define key exchange mechanism [6].

AH and ESP headers contain Security Parameters Index (SPI) field. This is a
32-bit number that is used to identify a particular Security Association (SA). SA is
like an agreement between two parties regarding how to protect information during
communication. As it mentioned earlier, it identifies which SA should be used to
check the security of the received packet [8].

3 Common Security Threats in IPv4 and IPv6 Networks

3.1 Sniffing Attacks

Sniffing attacks are a device or a program which capture the data being sent via a
network. The sniffing target is stealing password, email text, and files in transfer.

3.2 Application Layer Attacks

One of the most common attacks is application layer attacks. This type of attacks is
present in both IPv4 and IPv6. Application layer attacks directed to the application
server by making a fault in the operating system of network or application, then the
attacker is able to delete, add, read, modification of data, introduce virus, etc.
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3.3 Flooding Attacks

The procedure of this type of attacks is flooding a huge number of network traffic to
a host or network devices, then the target is not able to process and becomes out of
service or unavailable.

3.4 Rogue Devices

Rogue devices are some devices like laptop, switch, router, DNS server, DHCP, or
wireless access point. These devices are introduced into the network, but they are
not authorized.

3.5 Man-in-the-Middle Attacks

In this type of attack, the data is sent from source to destination without data origin
authentication, the data is sent by user is grabbed by attacker. Attacker is able to
monitor and read the data. Then user receives the data from attacker.

4 IPv6 Specific Security Threats

4.1 Reconnaissance Attack

The target of reconnaissance is the first step of attack. Attacker gains essential
information regarding victim network by reconnaissance attacks. Attacker grabs
essential information regarding victims such as hosts, interconnection in the net-
work, and network devices. Hacker starts attacks by ping probes to find IP
addresses which are in use in targeted network, after that it starts port scan. Some
software is provided to perform these actions such as NMAP, HalfScan6, and
Storbe [8]. Reconnaissance can be done by checking DNS, checking public looking
glasses, checking registries, checking Routing Arbiter DataBase (RADB), using
popular search engines, and checking traceroute discovery to finding hosts takes a
lot of time because the subnets of IPv6 are extremely large (it is 64 bits be default);
therefore, attacker must make 264 probes, that many scanning software do not have
an ability to scan an IPv6 subnet, in such a way, there are some multicast addresses
have been used which helps attacker together some resources from the victim
network.
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4.2 Hop-by-Hop

Hop-by-hop is one type of headers in IPv6. It is processed by the routers which
should be visited by packet to reach the destination. This header is located before all
headers in extension header. It might involve number of options and each may
appear several times with different sizes. Thus, an attacker can make DoS attack by
manipulating inconsistent options [10]. If an IPv6 packet consists a lot of options so
that the packet could be in a problem because the options of packet should be
looked by every routers and if all routers get affected by DoS attack, then the
transmission of packet will be a trouble. In addition, Router Alert option is a
potential security issue. It causes performance difficulty for a router that receives a
large number of packets with Router Alert hop-by-hop option [6]. Because the
router should look closer at the content of packet header so it consumes about all
resources. But the resources should be preserved for important tasks [6].

4.3 Routing Header Attacks

7Routing header is a list of one or more intermediate nodes which a packet should
visit them until it reaches the destination. Therefore, the address of destination is
replaced at each layer-3 hop which processes routing header and the source of packet
will be the final destination node. Routing header attacks reroute and redirect traffic
[11] before it reaches the destination intermediate nods. It causes the destination
node thinks that the traffic was forwarded by intermediate node [10, 11]. Routing
Header 0 (RH0) and Routing Header 1 (RH1) are two types of routing header. RH0
is used for source routing indication, and RH1 is used for mobile IPv6 [6].

4.4 Fragmentation Header Attacks

Internet protocol packet transmission delivers an Internet protocol packet from
source to destination. For carrying large amount of data, it is more appropriate to
send a few large packets than many small packets. The capability to transmit
packets is defined by Maximum Transmission Unit (MTU). If the size of packet is
bigger than MTU, it should be broke by fragmentation. Fragmentation is used for
breaking the packet into defined capability of transmit packet and sent separately.
Fragmentation header in IPv6 deals with some security vulnerability which is not in
IPv4. The first one occurs when the fragment overlap is not specified in RFC 2460.
It helps attackers to bypass the filtering, and the second one is the value of fragment
identification field which is predictable [10].
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4.5 ICMPv6 and Multicast

ICMPv6 is used to report errors occurred in processing packets and to perform
Internet layer functions. IPv4 block ICMP messages to provide security in IPv4.
However, there are some ICMPv6 message which should not be blocked. These
messages are related to some important mechanisms like NDP and path MTU
discovery mechanisms. As the result, to proper network operation, some ICMPv6
messages should be allowed. ICMPv6 allows some messages to be sent to multicast
address. Attacker can use this fact and modify a message directed to multicast
addresses. In this way, attacker receives information to find key systems on which
to target attacks [6, 7].

5 Security Issues Related to Transition Mechanism

The quite migration from IPv4 to IPv6 is impossible due to a large number of users
in many IPv4 environment, and there are many techniques for migrating from IPv4
to IPv6 or for supporting their coexistence [9]. Those techniques are dual stack,
traffic tunneling, and protocol translation.

5.1 Dual Stack

The most popular mechanism to migrate from IPv4 to IPv6 is dual stack. It involves
two protocol stacks, IPv4 and IPv6 protocol stacks. Both IP versions are able to
coexist on the same network. And all hosts as well as network devices run IPv4 and
IPv6 protocol stacks. In dual stack, when a client is interested to connect to a server,
first it sends a request to DNS server to find the address of server. The list of
addresses is replayed to the client, then it selects the address to connect the server
(IPv6 address is selected by default). The main drawback of dual stack is that most
of operating systems uses IPv6 by default and IPv6 security policies are not forced.
Thus, the attacker can launch and then attack. And another drawback is dual stack
hosts which are accessible to local IPv6 attacks even a network does not run IPv6.

5.2 Tunneling

Tunneling is another transition mechanism. According to Fig. 1, IPv6 packets are
allowed to transfer throughan IPv4 cloud to an IPv6host in another cloud.Thismethod
requires each tunnel end points should support both protocols (IPv4 and IPv6).
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So, the end points can be configured as dual stack. Figure 1 depicts how tunneling
mechanisms work [12].

Tunneling mechanisms are threatened by some attacks while IPv6 security
methods are without authentication, confidentiality, and integrity [13]. One type of
attack is Tunnel injection which makes an attacker as a legitimate user to inject
traffic in the tunnel by spoofing internal IPv6 and external IPv4 addresses [6]. The
next attack is Tunnel sniffing. In this case, attacker sniffs the IPv4 routing path then
he can control the tunnel of IPv6 and execute man-in-the-middle attacks. Moreover,
the data without knowledge of legitimate user can be redirected [13].

5.3 NAT-PT

Network address translation protocol translation allows communication between
native IPv4 hosts and native IPv6 hosts [14], as well as vice versa. NAT-PT device is
located at the boundary of IPv4 and IPv6 networks. This device involves Application
Level Gateway (ALG). ALGs rewrite IPv6 addresses to IPv4 addresses. This
mechanism is not appropriate when dual stack or tunneling can be used. NAT-PT
slows down packet flow and exploits some capabilities of both protocols. The attacks
which exploit NAT-PT are reflection attacks and DoS attacks.

IPv6 network IPv6 network

IPv4 network

Tunnel endpoint Tunnel endpoint

Router1 Router 2

PC PC

Fig. 1 How tunneling works
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6 Conclusion

IPv6 is the next generation of Internet protocol. Everyday IPv6 is accepted and used
more and more via global. IPv6 provides many features which improves the
functionality and security functions over network. Despite IPv6 brings new security
functionalities, it also raises new security challenges which has presented in this
paper. IPsec is a mandatory field provided by IPv6 which increases authentication,
integrity, and confidentiality. IPsec offers better security; however, it is not able to
eliminate the security problems all over. In this investigation, we highlighted var-
ious existing attacks in IPv6. These attacks are surveyed and investigated deeply. In
this paper, we discussed about IPv6 protocol, IPsec, the common threats in both
IPv4 and IPv6, IPv6 specific security threats, and the issues which are relevant to
transition methods.
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Moderating Bandwidth Starvation
Using PQDWRR

Arti Singh, Ambar Yadav and Aarti Gautam Dinker

Abstract High throughput and reduced delays are the basic necessities of
next-generation networks which use multimedia applications (ftp, videoconfer-
encing, VoIP, etc.). In order to make the network function efficiently, these
necessities should be improved and maintained at a desired level. This provides a
better quality of service (QoS) to the traffic which ensures a maximum customers’
satisfaction. These basic necessities are provided by using the appropriate scheduler
mechanism at the router. The data are handled in the form of packets in the required
manner. Presently, the scheduler mechanisms which are used have still some
drawbacks in them. Therefore, they cannot handle the packets in a proper way in
next-generation networks which are real-time applications. In this paper, various
existing scheduling techniques are explained like First-In First-Out (FIFO), Priority
Queue (PQ), Fair Queue (FQ), and Deficit Weighted Round Robin (DWRR).
A new scheduling technique is introduced in this paper which is a combination of
PQ and DWRR. Then a comparative analysis of the scheduling technique, i.e., PQ
and proposed scheduling technique, i.e., PQDWRR is performed. PQDWRR
technique provides a better QoS than the existing queuing mechanisms.

Keywords DWRR � PQ � WLAN � PQDWRR � QoS

1 Introduction

From the mid-90s to till date, telecommunication networks are undergoing rapid
growth and change in terms of infrastructure, services, and customers. The nature of
service is evolving from TDM voice calls, email, and Web services to enhanced
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multimedia services such as videoconferencing, mobile presence management,
and IPTV.

The major difficulties faced in the next-generation networks are the increasing
expectations of end users and demands with volatile bandwidth and delay-boundary
demands from new higher data rate services, such as high-definition television
(HDTV), video teleconferencing, multimedia streaming, voice over IP (VoIP), file
transfer, and online gaming. Thus, multimedia applications have experienced an
explosive growth.

The various parameters of QoS are packet loss, delay, jitter, and throughput.
Different queue scheduling algorithms have been proposed in establishing a better
QoS of the network. But still there are some limitations of these mechanisms which
need to be moderated in order to further improve the performance of network.

Queueing is not only something to store it but also to process it. In a network,
when data packets are sent out from a source to destination, they enter a queue and
at the router queue scheduling algorithms are used. Scheduling algorithms decide
which packets from that queue should be processed. Different types of scheduling
algorithms like Priority Queue, Round Robin, Weighted Fair, and Weighted Round
Robin (WRR) can be implemented.

Priority Queuing (PQ) algorithm is a more popular technique used in the NGN
for delay sensitive traffic. PQ classifies packets according to their preferences and
thus provides the best service to the highest priority packets. But simultaneously the
lower priority packets are starved of bandwidth. Thus, a large amount of bandwidth
is wasted. For this reason, we proposed a new scheme for bandwidth allocation to
lower priority traffic (LPT) and simultaneously increasing throughput by using a
combination of PQ and DWRR mechanism.

The combination of PQ + DWRR algorithms provides low delay for
low-priority queues and high throughput of the network. If the high-priority class
does not exceed the available output capacity other classes are serviced as classical
DWRR. There is also the possibility to limit the priority queue to a fixed rate. Then
the queue serviced using PQ will use the bandwidth required by the traffics assigned
to this queue up to this limit. Other packets will remain waiting in the queue, and
other queues will be serviced using DWRR. When setting an accurate value of the
limit we can avoid starvation of lower priority queues.

Next section of the paper describes the QoS parameters which are responsible for
a network performance. Section 2 presents the various queue scheduling mecha-
nisms FIFO, PQ, FQ, and DWRR along with their limitations. In Sect. 3, the related
work is explained. The proposed algorithm is described in Sect. 4. Simulation
results and their analysis are presented in Sects. 5 and 6, respectively. Finally,
conclusion and future scope are presented in Sect. 7.

2 Queue Scheduling Mechanisms

Queuing scheduling mechanisms are required mainly during congestion. While
congestion, there is no sequence of packet transmission through router.
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The various queuing mechanism can include:

(a) First-In First-Out (FIFO) Queuing,
(b) Priority Queuing (PQ),
(c) Fair Queuing (FQ),
(d) DWRR Queuing.

2.1 FIFO Queuing

The basic queue scheduling mechanism is First-In First-Out (FIFO). In this, no
configuration is required at the interface of the router. The packets are forwarded in
the order in which they arrive at the router. In case the queue becomes saturated,
new packets are dropped (tail drop).

2.2 Priority Queuing (PQ)

Priority Queue discriminates between the packets according to their priority.
Packets are mainly classified into four priority queues as high queue, medium
queue, normal queue (the default queue), and low queue. Packets of high-priority
queue are processed first by the router.

2.3 FQ

Fair Queuing (FQ) provides equal access to the bandwidth to the packets of each
queue. Each queue gets equal bandwidth irrespective of its traffic flow pattern and
its packet size. As the number of queues increases, the amount of bandwidth
provided to each queue decreases.

2.4 DWRR

In Deficit Weighted Round Robin (DWRR) algorithm, scheduler determines the
number of bytes in the packet at the head of the queue by visiting each non-empty
queue. The deficit counter is incremented by the quantum value. When the size of
the packet is greater than the variable deficit counter, then the scheduler moves to
service the next queue, and when the size of the packet is less than the variable
deficit counter, then the deficit counter is reduced by the number of bytes in the
packet and the packet is transmitted at the output port. The scheduler continues to
dequeue the packets and decrements the variable deficit counter by the size of the
transmitted packet.
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3 Related Work

In communication networks, QoS is an important factor which affects the network
performance. There are various QoS parameters like packet loss, delay, jitter, and
throughput. Throughput is one of the important parameters of QoS which can be
provided efficiently by scheduling mechanisms.

Zahirul and Rashed [1] discussed a comparative analysis of basic and hybrid
queuing methods and their impact on the VoIP traffic delay within the network.
Based on the simulation results, it was proved that PQ-CBWFQ was a low-latency
queuing scheme and a proper solution for a VoIP time-sensitive application.
Suardinata and Suanmali [2] proposed a new queuing scheduling algorithm based
on PQ which reduced delay in VoIP network.

Bhaskaran and Parthasarathy [3] developed a priority queuing model which
reduced the execution time of the jobs. A comparative analysis was made by Bhalla
et al. [4] between FIFO and PQ scheduling mechanism.

Patel and Dalal [5] proposed a novel scheduling scheme called Controlled
Priority Queuing (CPQ) with well-known RR and DRR algorithms. It was observed
that CPQ throughput was found better in case of RTPS and NRTPS service class.
Kochher and Chopra [6] presented various scheduling algorithms and concluded
that they provide different services and with different QoS parameters with their
queuing types to provide better QoS for end-to-end implementation.

4 Proposed Algorithm

The Bandwidth Starvation problem is eliminated by applying the proposed algo-
rithm. In this scheme, a threshold is set for the bandwidth. The proposed algorithm
is only practiced if the bandwidth consumed by higher priority traffic is less
than 60%.

The simulation tool used in this work is NS-2.35 [7].
The pseudocode of the proposed algorithm is as follows:

Step 1 SET Threshold Traffic = 60%.
Step 2 IF Higher Priority Traffic < 20% THEN Packet Priority Technique =

DWRR.
Step 3 ELSE IF 20% < Higher Priority traffic < 40% THEN Packet Priority

Technique for Lower Priority Traffic more than Threshold value along
with Higher Priority Traffic = DWRR Technique.

Step 4 ELSE THEN Packet Priority Technique = Dynamically Varying the
Weights.

Step 5 ENDIF.
Step 6 ENDIF.
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5 Simulations

According to our simulation scenario in Fig. 1, source 1 (blue packet) is provided a
low priority, whereas source 2 (red packet) is provided a higher priority. Here,
Priority Queue Scheduling is applied at the core router [8, 9]. The packets of node 0
are not forwarded until the queue of packets of node 1 is empty. Thus, the packets
of node 0 have Bandwidth Starvation as they do not get the bandwidth until the
queue of node 1 is empty.

In Fig. 1, it is seen that blue packets are stopped at the core router where they
form a queue. They are not allowed to use the bandwidth. Hence, Bandwidth
Starvation problem arises for packets of low-priority traffic (blue packet) in Priority
Queue [10, 11]. In Fig. 2, by applying PQ + DWRR scheduling mechanism at the
core router, it is seen that low-priority packets (blue packets) have the bandwidth
provided to them.

Fig. 1 Traffic generated
when existing scheduler
mechanism is used at router

Fig. 2 Traffic generated
when proposed scheduler
mechanism is used at router
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In our scheme, the threshold traffic at the core router is set at 60%. If the higher
priority traffic is greater than threshold traffic, then only PQ scheduling mechanism
is applied. But if the higher priority traffic is below threshold traffic, then the higher
priority packets are sent according to the PQ while lower priority packets are sent
according to the DWRR mechanism.

In our scenario, the higher priority traffic is less than threshold traffic. So, the
blue packets are forwarded according to the DWRR mechanism as shown in Fig. 2.
Hence, Bandwidth Starvation problem is resolved.

6 Result Analysis

Simulation scenario runs for 5 s. Here, the throughput is examined for the link
between node 4 and node 5. Node 5 is the destination node.

In Figs. 3 and 4, the throughput is measured in terms of bits/TIL (time interval
length, i.e., seconds). In the graph, throughput is increasing at a constant rate till
1 s. Then afterward, it acquires a constant rate which is equivalent to nearly
4.02 � 105 bits/s. Thus, it can be seen that much of the bandwidth is wasted here.

In proposed scheme, the throughput is again increasing at a constant rate till 1 s
and then becomes constant. But in this case, the constant value is around
5 � 105 bits/s. Thus, much of the bandwidth is utilized as compared to the existing
scheduling mechanism.

Fig. 3 Throughput of received bits at node 5 (proposed scheduler mechanism)
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The results of the above parameters can be analyzed now comparatively for both
the scheduler mechanisms in Table 1.

7 Conclusion and Future Scope

In this paper, various queuing mechanisms have been studied. PQ and PQDWRR
are comparatively analyzed. PQDWRR performs the best among other queue
scheduling mechanism [12, 13]. PQ gives the best result for real-time application,
but suffers due to Bandwidth Starvation problem. So PQDWRR gives good per-
formance in optimizing network performance. These queuing mechanisms are
applied in the network layer. In future, we will concentrate our work in the
application layer which will further decrease the delay and hence optimize the
network performance.

Fig. 4 Throughput of received bits at node 5 (existing scheduler mechanism)

Table 1 Result analysis

Parameter Existing scheduling
mechanism

Proposed scheduling
mechanism

Bandwidth starvation Exists Does not exist

Throughput
(105 bits/s)

4.02 5.05
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Coordinate-Based Void Detection
and Recovery in WSN

Shalu and Amita Malik

Abstract Wireless sensor networks (WSNs) have always been a fascinating area of
research among the research fidelity. Random deployment, energy constrains,
dynamic topology, physical damage may create the void areas in WSN where there
is no coverage at all. This paper makes an attempt to identify and recover such
regions based on the coordinate values of the nodes along the void region. The
coverage on the right and bottom coordinate points at a distance equal to the
sensing radius is calculated by comparing these points with the nearby sensing
nodes coordinate values without broadcasting any message. The uncovered points
can be clustered to give the rough estimates of the void region dimensions and
location in the network. The recovery can be made by deploying more number of
nodes in the estimated area.

Keywords WSN � Hole � Neighbor � Boundary

1 Introduction

With the recent advancements in the industry of integrated digital electronics cir-
cuits and micro-electro-mechanical systems (MEMS), the wireless sensor networks
(WSNs) have become an important electronic component in our life. WSN is the
collection of spatially dispersed sensors which senses some physical environmental
conditions (like temperature, light, humidity, pressure, speed, and direction) and
sends the collected information at some central location for further processing.
A WSN consists of high density of randomly deployed nodes which can be static or
dynamic in nature based on application. Due to the random deployment scheme and
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battery limitations, a sensor network can be affected by some anomalies. One of the
anomalies is the void problem in the sensing area under observation. The sensing
area is required to be covered by some adequate number of nodes for the proper
functioning of the network. Moreover, the nodes in the sensing area should be
capable of covering the entire region. The situations occurring due to the absence of
adequate number of sensor nodes may lead to the creation of the holes [1]. There is
no direct provision of identification of such regions. A lot of energy can be saved if
we can use the geometrical information of the nodes in the network. This paper is
based on the identification of such void regions in the network using the coordinate
information of the nodes near to the boundary of the said region.

The remaining part of the paper is organized as follows. Section 2 presents
related work performed by other authors on the same problem. Section 3 presents
the proposed algorithm used in the research. Section 4 shows various results and
observations followed by conclusion and future scope in Sect. 5.

2 Related Work

There are lots of algorithms to find the void regions in the WSNs. Wang [2] used
the Voronoi graph-based method for identification of void regions and recovers
such areas by using mobile nodes. The mobility of nodes is achieved at the sake of
consumption of large amount of energy. Li [3] in their research paper proposed the
void recovery using only connectivity information. The algorithm works for the
networks without location information. Gulling et al. [4] in their paper proposed the
idea of using the Voronoi diagrams to find the coverage hole. The algorithm is
suitable for the small networks but is not suitable for the larger networks. Ghrist [5]
proposed the homology-based void area detection. The method is centralized, but is
not suitable for larger networks. Algebra-based topology is used for getting the
connection diagrams by Kanno [6] and can be applicable to the sensor nodes not
having their coordinate positions information. Xin et al. [7] presents a boundary arc
node discovery along the void boundary. Another interesting algorithm is path
density-based algorithm given by Corke [8]. The algorithm is based on the path
density across the neighbors of a dead sensor node. The algorithm can efficiently
detect coverage holes remotely, but it requires more time and power consumption
for detecting coverage holes in practice. Pearl and Amita [9] elaborated a very
extensive survey on the various types of holes. They suggested the strengths and
shortcomings of already existing coverage hole detection algorithms. On the basis
of the study of the above-discussed research work, the paper is proposed titled as
coordinate geometry-based void detection and recovery algorithm. The proposed
paper aims to make cluster of the linear points along x- and y-axes around the
boundary nodes. The detailed information is discussed in the upcoming sections.
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3 Proposed Algorithm

This paper is based on certain assumptions that the sensors are distributed randomly
[10]. There are certain terms used in the algorithm like sensing neighbor, inter-
section points, and critical points of intersection [1].

Definitions
Sensing Radius: The radius of the circular sensing area around a sensor node is
called as sensing radius denoted by rs.

Sensing Neighbor: The sensing neighbors of a given node S are the set of all the
nodes that are within a distance of twice the sensing range.

Intersection Point: For any two sensor neighbors the circular sensing disks
intersect each other at two points called intersection points.

Critical Points of intersection: The intersection points which are not covered by
any other sensor node in the network are called as critical points (Cp).

Is_covered: It is a function that takes a point as argument and returns true if the
point is covered by one or more sensing neighbors.

Input

1. The location information of all nodes.
2. The coordinates information of the area under consideration, i.e., WXmin,

WXmax, WYmin, Wymax.

Algorithm
This paper aims to identify the rectangular void area around critical point of
intersection. The steps in proposed algorithm are as follows:

1. Collect the Location Information (i.e. X and Y
Coordinates) of all the nodes in the sensor network.

2. Calculate the intersection points of the nodes with
neighboring nodes.

3. Out of intersection points calculated at step 2 find all the
critical points of intersection Cp and sort them in
accordance with the Y Coordinate.

4. Calculate the Void region using the following steps:

4:1 While not processed all the points in Cp begin
4:2 Select a point P from Cp having Px and Py as the X and Y

Coordinates respectively.
4:3 Set the initial values of the parameters as

Ymin=Ymax=Py, Xmin=Xmax=Px, Xright= Xleft=Px and
Ydown=Py.

4:4 Calculate the rightmost uncovered point as
4:5 While not Is_covered(Xright, Ydown) and

(Xright <WXmax) do Xright= Xright +rs.
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4:6 Store the rightmost uncovered point Xright to update
Xmax.

4:7 Calculate the rightmost uncovered point as
4:8 While not Is_covered(Xleft, Ydown) and

(Xleft> <WXmin) do Xleft=Xleft - rs.
4:9 Store the leftmost uncovered point Xleft to update

Xmin.
4:10 If not Is_covered(Px, Ydown) and (Ydown> <WYmin)
4:11 Set Ydown = Ydown-rs. Set Ymin = Ydown. Set Set

Xright = Xleft = Px and goto 4.4
4:12 end of while loop at 4.1.
4:13 Plot a rectangle indicating the desired void region at

the Coordinates Xmin, Xmax, Ymin, Ymax as calculated in
step 4.1 to 4.13.

4 Simulation and Results

Our algorithm is simulated using MATLAB 7.0 nodes that are deployed randomly.
The number of initially deployed nodes is around 10.

In Fig. 1, the initial set up of randomly deployed nodes is shown. The x-axis
shows the x coordinate of nodes. The y-axis shows the y coordinate of nodes. The
nodes are randomly deployed in the region under consideration. There are clearly
shown void regions where there is no coverage. These areas have no single node
present and the void is required to be recovered. In the next diagram, the critical
boundary points are identified.

In Fig. 2, the intersection points have been identified and stored in the list and
then critical intersection points are identified. Once this information is completed,
next is to perform the recovery of such void regions. Figure 3 shows the coverage is
improved by inserting the nodes on the calculated positions.

It is clearly shown that the void region is covered by the newly deployed nodes.
The most important point of concern is to identify the proper location for the newly

Fig. 1 Originally deployed
nodes indicating avoid
regions
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deployed nodes. The proposed algorithm clearly shows that the void locations have
been identified and the nodes can be patched at suggested location to recover the
void region.

5 Conclusion and Future Scope

This is clearly shown that the algorithm calculates the void region in the network by
getting the location information of all the nodes. The algorithm locates the void
region by checking the coverage of the points at one hop distance in the left, right,
and the down position. The algorithm calculates the void region without passing
messages in between the nodes but it can give enough good estimates about the
uncovered regions. The patching using more sensor nodes helps to recover the void
region. The work can be further extended to remove the redundant nodes in the void
areas.

Fig. 2 Identification of the
intersection points

Fig. 3 Void recovery after
patching
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Optimized QoS-Based Node Disjoint
Routing for Wireless Multimedia Sensor
Networks

Vikas Bhandary, Amita Malik and Sanjay Kumar

Abstract Wireless multimedia sensor networks (WMSNs) are applicable in a wide
range of areas including area monitoring, video surveillance. But due to unreliable
error-prone communication medium and application-specific quality of service
(QoS) requirements, routing of real-time multimedia traffic in WMSNs poses a
serious problem. The proposed routing protocol, optimized QoS node disjoint
(OQND) routing, tries to improve the performance of network by considering both
average end-to-end delay and hop count for making route decisions and optimizing
various resources such as energy, bandwidth. OQND finds two types of routes, and
it can be restricted to find node disjoint routes only. Simulation results show that
OQND outperforms ad hoc on-demand multipath distance vector (AOMDV)
routing protocol.

Keywords Wireless multimedia sensor networks � Wireless sensor networks
QoS routing � Latency-constrained routing � Real-time routing

1 Introduction

The advancements in various technologies have led to the creation of tiny and
low-cost multimedia devices like video cameras and microphones, which can easily
be integrated to form a sensor node. These devices are used in special types of
wireless sensor networks (WSNs), called WMSNs [1, 2]. Using multimedia sensors
in WSN, drastically improves event description capability of sensor networks [3].
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WMSN can sense and transfer scalar data as well as multimedia data, i.e. image,
audio and video streams, in real time as well as non-real time. WMSNs inherit all
the characteristics of WSN.

Routing in WMSNs is a complex problem due to application-specific quality of
service (QoS) requirements and ad hoc nature of WSNs. Real-time streaming
requires guaranteed end-to-end transmission delay and high bandwidth. Generally,
multipath transmission is used in order to fulfil such high bandwidth requirements.
On-demand routing protocols specifically designed for WSN (e.g. AODV [4], DSR
[5], TORA [6]) focus only on energy efficiency, so they cannot be used for routing
in QoS-bounded WMSNs due to dissatisfactory performance [7]. Latency-
constrained routing protocols or multiconstrained routing protocols or location-
based routing protocols (e.g. SPEED [8], MMSPEED [9], DARA [10], TPGF [11])
are more suitable for delivering multimedia streams in WMSNs due to timely
delivery and less bandwidth consumption. In order to maintain QoS in WMSNs,
routing protocols need to transfer extra routing packets to exchange network state
information with all nodes.

The paper proposes an optimized QoS-based node disjoint (OQND) routing
protocol. OQND is an on-demand routing protocol, which tries to find multiple
node disjoint paths in a single route discovery. The novelty of OQND lies in the
fact that it uses destination-initiated path metric update procedure, which helps in
providing desired QoS. OQND uses five metrics in order to reduce end-to-end delay
and hop counts and hence reduce the total number of transmission.

The remainder of the paper is organized as follows. Section 2 reviews work
related to this paper. In Sect. 3, the proposed routing protocol is discussed in detail.
Section 4 compares the performance of OQND with AOMDV [12]. Section 5
presents conclusion.

2 Related Work

On-demand routing protocols in sensor networks specifically maintain only needed
routes and try to reduce routing overhead. Various on-demand routing protocols
have been proposed in the literature (e.g. AODV [4], DSR [5], TORA [6]). In recent
years, disjoint routing has been given much attention because of various applica-
tions, such as software testing [13], integrated circuit layout design [14]. Various
on-demand disjoint routing protocols (e.g. split multipath routing (SMR) [15, 16],
AOMDV [12]) have been proposed in the previous literature.

AOMDV [12] is an enhanced version of well-known routing protocol called ad
hoc on-demand distance vector (AODV) [4] routing. It cannot be used in
QoS-bounded WMSNs, but it is a multipath routing protocol. It finds multiple paths
between source node and destination node in every route discovery. It reduces
inter-nodal coordination overheads and ensures the disjointness of alternate paths.
Thorough analysis of AOMDV [12] performed in [17] shows that its performance
degrades with increase in packet rate.
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3 Optimized QoS-Based Node Disjoint Routing

The optimized QoS-based node disjoint (OQND) routing protocol is an on-demand
multipath QoS-based routing protocol for time-critical data streams. The protocol
attempts to find multiple node disjoint routes to the destination and evaluates those
paths to find best possible next hop using five routing metrics, i.e. average delay,
average energy, average packet drop, average used bandwidth and hop count. Each
intermediate node stores complete path to the destination, so that it can be used
whenever needed. The protocol implements a destination-initiated update mecha-
nism which updates route metrics after a constant interval of time.

OQND uses four different types of packets RREQ, RREP, UPD and RERR.
RREQ packet is broadcasted by the source node when it does not have route to the
destination node. RREP message is sent by destination node, which contains path
information and accumulated route metrics. The destination node broadcast UPD
message, which accumulates updated values of path metrics to make the right
decision for selecting next hop. RERR packet is sent by an intermediate node to the
source node, to inform when a node has stopped working.

OQND protocol tries to find node disjoint paths between source and destination.
Two different types of paths which are discovered using OQND are a set of node
disjoint paths and a set of split multipath. However, the algorithm can be restricted
to find node disjoint paths only, by setting non-disjoint route maximum count equal
to one.

A. Data Structures

• Routing table: Routing table used by the OQND protocol stores node list and
route metrics parameters. Routing table is designed to store multiple paths.
Table 1 shows sample routing table.

• Broadcast table: Broadcast table is used to store the route request broadcast
message information such as source ID, broadcast Id and counter field. These
entries are flushed after fixed interval of time.

• Neighbour table: Neighbour table is used to keep track of all the neighbours of a
node. It stores only two fields: neighbour ID and expire.

B. Algorithm

The algorithm used by OQND routing protocol consists of six stages, namely
initialization, route discovery, data transmission, path metrics updation, route
maintenance and error recovery.

Initialization phase: In this stage, nodes initialize various constants and store
neighbour ID received from HELLO messages. HELLO messages are sent by a
node repeatedly after a constant interval of time. HELLO message stores node ID,
timestamp and various other fields. HELLO messages are used to maintain the link
status between two nodes.
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Route discovery: This stage starts, when a node needs to send packets to the
other node. Steps taken in this stage by a node are:

• The node first checks whether it already has a route to destination. If yes, then
node starts transferring the packets.

• If not, then the node sends a RREQ message with sum of energy of each
traversed node, sum of packets dropped by each traversed node and sum of used
bandwidth of each traversed node among other fields.

• The intermediate node checks whether it has already received the packet. If the
received packet is new, then it inserts the sender’s ID into a broadcast table and
sets count attribute to 1. The node then checks whether hop count is greater than
maximum hop count possible. If hop count is larger than MAX_SR_LENGTH,
then the packet is dropped. MAX_SR_LENGTH is a constant defined in ini-
tialization phase, which denotes maximum source route length.

• After this, the node checks whether it is the intended receiver or not. If it is not
the intended receiver, then it adds its ID into node list and adds the energy,
packet drop and used bandwidth attributes in RREQ packet fields.

• If the current node is the intended receiver, then it checks whether the path is
already present in the table or not. If the path is not present, then node adds a
route entry in the table and sends a RREP message with the acquired infor-
mation, to the previous hop on the node list.

• When the intermediate node receives a RREP message, it checks whether it has
same path in their table, and if it is not present, then the RREP message is
forwarded to the previous hop in node list.

• Finally, when the source node receives the RREP message, it checks whether
the path is present or not. If it is not present, then it adds the path.

Data transmission: After path set-up, the data is transferred to the next
hop. Selection of next hop, in QoS routing, is a complex issue. In OQND routing
protocol, a factor a is calculated based on routing metrics: average path delay,
average used bandwidth, average path energy, average packet drops and hop count
[19]. This value is used to select next hop for the transmission of real-time data
packets. The path with a maximum value of a is selected for data transmission. This
decision is made at every node on the selected path.

This phase also performs various other operations such as a calculation, route
validity check and next hop selection. Firstly, the route validity check procedure
updates the status of paths in the table. After that, a for all valid paths is calculated
using Eq. (1). Maximum value of a denotes the best possible path for desirable
quality of services.

a ¼ c1 � 1� average delayi
maxdelay

� �
þ c2 � 1� average bandwidthi

maxdandwidth

� �
þ c3 � average energyi

maxenergy

� �

þ c4 � 1� average dropsi
maxdrops

� �
þ c5 � 1� hop counti

maxhop count

� �

ð1Þ
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where c1, c2, c3, c4, c5 are constants which can be adjusted to get the preferred
quality of service. This method used for path evaluation is the modified version of
method proposed in [20]. In order to select path with minimum average delay, the
ratio of average path delay and maximum delay is subtracted by unity, and then it is
multiplied by constant c1; this makes the final value of a positive. Similar method is
repeated for all adversely affecting route metrics.

Path metrics updation: OQND uses destination-initiated path metrics updation
process, where each destination node is supposed to broadcast UPD message which
contains destination ID, node list, hop count, sum of energy of each traversed node,
sum of packets dropped by each traversed node, sum of used bandwidth of each
traversed node and timestamp.

In order to reduce transmitted UPD messages, only those paths are updated
which were used during a specific time interval. The path is updated only if the
reverse path in the UPD message matches the path in routing table, otherwise the
message is discarded. UPD message updates routing metrics which are needed to
calculate a. The steps followed by nodes in this stage are:

(i) After a fixed interval, destination broadcasts UPD message by adding its
node ID and updated values of other attributes such as energy, packet
dropped, used bandwidth in UPD packet.

(ii) When an intermediate node receives UPD message, it first checks whether it
is not outdated message by checking its timestamp attribute. If it is valid,
then the node again checks whether it contains the path which is being
updated. If the node contains path in the route table, then it again checks
whether there is need to broadcast this message. If the current node is still
intermediate node, then updated UPD message is broadcasted, which con-
tains node ID in node list, and current node’s attributes are added to UPD
message.

(iii) When UPD message is received by the source node, it simply updates
routing metrics and deletes the packet.

Route maintenance: OQND protocol uses HELLO messages and UPD messages
to maintain the routes. HELLO messages are sent to maintain the link status
between two nodes. If a node is unable to send a HELLO message within the
maximum allowable time, then the node is considered faulty, and error recovery
mechanism is used to remove the error.

UPD messages are used to maintain the validity of paths. After some fixed
interval of time, the path becomes invalid and needs updated route metrics for
calculation of a; therefore, invalid paths are not considered for data transmission.
After receiving UPD message, node updates the route metrics and sets itself as valid
route. So that next time, updates route metrics are used to evaluate the route.

Error recovery: Whenever a node detects a link failure, a procedure is called to
handle the error. This procedure collects information about the faulty nodes and
deletes the path in order to cause less packet drops. Now the node checks whether
local route repair is possible, if it is possible, then it sends a RREQ message and
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repairs the route otherwise it sends RERR message to report that a link is down. So
source node checks whether the number of routes to destination is still equal to
minimum required multipaths. If not, then the source node broadcasts a new RREQ
message and starts route discovery.

4 Simulation Environment

OQND is implemented in Network Simulator 2 (NS2) version 2.35. OQND is
compared with pre-established AOMDV [12] protocol.

4.1 Simulation Parameters

Table 2 shows simulation parameters. For performing simulation of OQND, two
different scenarios are used to test the performance of OQND on different condi-
tions. In scenario I, total number of nodes is fixed to 26, but the simulation time is
varied from 10 to 300 s. Scenario I results will show how the performance of
OQND will change with respect to time. In scenario II, total simulation time is fixed
to 60 s, but the total number of nodes is varied. Scenario II results will show how
the performance of OQND will change with respect to number of nodes. The size of
sensing area is fixed to 2550 � 100 m square scenario I and 4072 � 100 m2

scenario II. The nodes are assumed to be static. At the MAC layer, 802.11 is used.
The transmission rate is set to 0.5 Mbps.

Table 2 Parameters of simulation environment

Simulation
parameters

Scenario I Scenario II Simulation
parameters

Scenario I/II

Sensing area
size

2550 � 100 m2 4072 � 100 m2 Transmission
rate

0.5 Mb

Propagation Two-ray ground Initial energy 1000 units

Antenna Omnidirectional antenna Idle power 1.0 units

MAC 802.11 Receiving
power

1.0 units

Simulation time 10–300 s 60 s Transmission
power

2.0 units

Number of
sensors

26 10–50 Packet size 1000 Kbits

Sensor mobility Static Tool used NS2 (version:
2.35)

Transmission
range

250 m
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4.2 Performance Metric for Simulation

The performance of both the scenario is measured in terms of average end-to-end
delay, total hops, routing overhead and total energy consumed.

4.3 Simulation Results

Figure 1 shows average end-to-end delay versus simulation time graph. The total
number of nodes in scenario I is fixed to 26, and the simulation time is varied,
whereas Fig. 2 shows average end-to-end delay versus number of nodes graph. In
both the simulation scenarios, OQND has outperformed AOMDV routing protocol.
This is because of the reason that OQND selects next hop on the basis of a. The
path which has maximum value of a gets selected every time when the node needs
to forward data packets.

Figure 3 shows total hop versus simulation time graph, whereas Fig. 4 shows
total hop versus number of nodes graph. In both the simulation scenarios, OQND
has outperformed AOMDV routing protocol. In scenario I, the total hops are
increasing at a constant rate. But in scenario II, total hops for OQND are less than
total hops of AOMDV, but it is fluctuating. When new nodes are added, the total
number of hops increases. This increase may affect the value of a, and the path with
more hop count gets selected because of its low average end-to-end delay value.
Therefore, total hops may increase or decrease, because of change in topology, but
its value always remains less than total hops in AOMDV.

Figure 5 shows total routing packets versus number of nodes graph. In simu-
lation scenario II, OQND transfers more routing packets as compared to AOMDV
routing protocol. This is due to the reason that OQND broadcasts UPD packets to
get up-to-date routing metrics values. Therefore, generally QoS-based routing
protocols use more routing packets as compared to other protocols.

Fig. 1 Average end-to-end
delay for scenario I
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Fig. 2 Average end-to-end
delay for scenario II

Fig. 3 Total hops graph for
scenario I

Fig. 4 Total hops graph for
scenario II
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5 Conclusion

Owing to the increase in applicability of WMSNs, researchers are more inclined to
persuade research on WMSN routing protocols, in order to guarantee QoS and
enhance energy efficiency of the system as a whole. We proposed a new approach
to improve the efficiency of WMSN by implementing new method of routing,
which consider average end-to-end delay and hop count for routing
decision-making. OQND was implemented and analysed with AOMDV. The
analysis was done on two different scenarios. The results clearly show that OQND
minimizes the end-to-end delay and total hops. But OQND has too high routing
overhead, due to unavoidable UPD message broadcast.

References

1. Akyildiz, I.F., Melodia, T., Chowdhury, K.R.: A survey on wireless multimedia sensor
networks. Comput. Netw. 51(4), 921–960 (2007)

2. Kumar, S., Dave, M., Dahiya, S.: ACO based QoS aware routing for wireless sensor networks
with heterogeneous nodes. Emerging Trends in Computing and Communication, pp. 157–
168. (2014)

3. Zhang, L., Hauswirth, M., Shu, L., Zhou, Z., Reynolds, V., Han, G.: Multi-priority multi-path
selection for video streaming in wireless multimedia sensor networks. In: Ubiquitous
Intelligence and Computing, pp. 439–452. Springer (2008)

4. Perkins, C.E., Royer, E.M.: Ad-hoc on-demand distance vector routing. In: Proceedings
WMCSA’99. Second IEEE Workshop on Mobile Computing Systems and Applications,
pp. 90–100 (1999)

5. Johnson, D., Maltz, D.: Dynamic source routing in ad hoc wireless networks. Mob. Comput.
153–181 (1996)

6. Park, V.D., Corson, M.S.: A highly adaptive distributed routing algorithm for mobile wireless
networks. In: Proceedings of INFOCOM ’97, vol. 3, (1997)

7. Ehsan, S., Hamdaoui, B.: A survey on energy-efficient routing techniques with QoS
assurances for wireless multimedia sensor networks. IEEE Commun. Surv. Tutorials 14(2),
265–278 (2012)

Fig. 5 Routing overhead
graph for scenario II

74 V. Bhandary et al.



8. He, T.H.T., Stankovic, J.A., Lu, C.L.C., Abdelzaher, T.: SPEED: a stateless protocol for
real-time communication in sensor networks. In Proceedings of 23rd International Conference
on Distributed Computing Systems, 2003, pp. 46–55 (2003)

9. Felemban, E., Lee, C.G., Ekici, E.: MMSPEED: multipath multi-SPEED protocol for QoS
guarantee of reliability and timeliness in wireless sensor networks. IEEE Trans. Mob.
Comput. 5(6), 738–753 (2006)

10. Razzaque, M.A., Alam, M.M., Mamun-Or-rashid, M., Hong, C.S.: Multi-constrained QoS
geographic routing for heterogeneous traffic in sensor networks. IEICE Trans. Commun.
E91-B(8), 2589–2601 (2008)

11. Shu, L., Hauswirth, M.: Geographic routing in wireless multimedia sensor networks (2008)
12. Marina, M.K., Das, S.R.: Ad hoc on-demand multipath distance vector routing. Wirel.

Commun. Mob. Comput. 6(7), 969–988 (2006)
13. You, L., Fan, J., Han, Y., Jia, X.: One-to-one disjoint path covers on alternating group graphs.

Theoret. Comput. Sci. 562, 146–164 (2015)
14. Guo, Y., Kuipers, F., Van Mieghem, P.: Link-disjoint paths for reliable QoS routing. Int.

J. Commun. Syst. 16(9), 779–798 (2003)
15. Lee, S.J., Gerla, M.: split multipath routing with maximally disjoint paths in ad hoc networks.

In: ICC 2001 IEEE International Conference on Communications. Conference Record (Cat.
No. 01CH37240), vol. 10 (2001)

16. Nasipuri, A., Castaneda, R., Das, S.R.: Performance of multipath routing for on-demand
protocols in mobile ad hoc networks. Mob. Netw. Appl. 6(4), 339–349 (2001)

17. Kute, V.B., Kharat, M.U.: Analysis of quality of service for the AOMDV routing protocol.
Eng., Technol. Appl. Sci. Res. 3(1), 359 (2012)

18. Hop count [online]. Available: http://www.infocellar.com/networks/ip/hop-count.htm
19. Khiavi, M.V., Jamali, S., Gudakahriz, S.J.: Performance comparison of AODV, DSDV, DSR

and TORA routing protocols in MANETs. Int. Res. J. Appl. Basic Sci. 3(7), 1429–1436
(2012)

20. Rani, A., Dave, M.: Weighted load balanced routing protocol for MANET. In: Proceedings of
the 2008 16th International Conference on Networks, ICON 2008 (2008)

Optimized QoS-Based Node Disjoint Routing for Wireless … 75

http://www.infocellar.com/networks/ip/hop-count.htm


Review of Industrial Standards
for Wireless Sensor Networks

Seema Kharb and Anita Singhrova

Abstract Wireless sensor networks (WSNs) are the today’s most interesting and
exciting research area. It is supporting a large number of application domains and
now planning for supporting wide industrial applications. As the requirements for
industrial application domain are different from other WSN applications, hence,
various standards are defined by some industrial alliances like HART, Zigbee to
meet the requirements of industrial domain. This paper discusses various WSN
standards specific for industrial domain along with their applications and limita-
tions. It also lists and discusses various unsolved challenges in IEEE 802.15.4e
industrial standard. Finally, a comparative analysis of these standards is provided
and the research gaps are discussed.

Keywords Wireless sensor networks � Standards � TSCH � TSMP � Industrial
automation

1 Introduction to Wireless Sensor Network (WSN)

WSN consists of sensor devices that are densely deployed in hostile environments
to gather sensory information from temperature, pressure, humidity, wind direction
and speed, illumination, sound and vibration intensity to pollutant levels, chemical
concentration, and many more. Each sensor node has memory, communication
device, controller, power supply and sensor/actuator that provide the capability to
sense, process, and communicate data.

Initially, the sensor nodes have limited computing power and operate on
batteries and are used only for military applications [1, 2]. But with the advance-
ments in technology, wireless communication and batteries WSN eliminate the
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need of human presence in dangerous and hostile environment, in addition to
providing facility to monitor and collect data from these environments. Also they
reduce the cost incurred due to placement and maintenance of wires. Therefore, the
application domain of WSN is spreading from military applications to factory
automation, disaster management (like wildfire), biodiversity mapping (observing
wildlife patterns), intelligent buildings, home automation, industrial automation,
facility management, machine surveillance, medicine, healthcare, traffic control and
surveillance, environment monitoring [3, 4], underwater monitoring, and many
more.

WSN used in industrial applications known as IWSN (Industrial WSN) [5] and
is different from traditional WSN in terms of requirements. A general WSN has the
requirement of small node size, low-cost low-power consumption,
self-configuration, scalable, robust, adaptable, reliable secure, efficient channel
utilization, and QoS support. In addition to these requirements, IWSN has the
following requirements of interoperability, resistance to noise, coexistence, link
reliability, deterministic latency, support for multiple source and sinks, service
differentiation, predictive behavior, application-specific protocols and facility for
data aggregation [6–8]. According to International Society of Automation, there are
six classes of industrial systems, viz. safety systems (like fire alarm systems hence
delay intolerant), closed loop regulatory and supervising systems (these are based
on feedbacks with a difference whether feedbacks or measurements are periodically
required or not), open loop control systems (WSN is used only for data collection
and is human operated), next is alerting system (like temperature monitoring), and
finally information gathering systems.

This paper focuses on various wireless standards that are specific for industrial
applications of WSN like WirelessHART [9], ISA 100.11a [10], Zigbee Pro [11],
6LoWPAN [12], IEEE 802.15.4e [13].

Section 2 discusses briefly various industrial standards for WSN with detailed
comparative analysis in Sect. 3 followed by conclusion in Sect. 4.

2 Industrial Standards for WSN

The basic requirements for an IWSN are low power, high administration, reliability,
maintenance, easy deployment, and low cost. Considering these goals various
standards like WirelessHART [9], ISA 100.11a [10], Zigbee Pro [11] have been
established by various working groups like HART Communication Foundation
(HCF) [14], Zigbee Alliance [15], and International Society of Automation [16]. All
these standards are based on IEEE 802.15.4 [17]. This paper also discusses a MAC
layer amendment to IEEE 802.15.4 for industrial applications known as IEEE
802.15.4e [13].
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2.1 WirelessHART

WirelessHART is the industrial standard developed by HART Communication
Foundation (HCF) based on HART communication protocol and IEEE
802.15.4-2006 for process automation. The protocol stack of WirelessHART as
shown in Fig. 1a implements physical layer of IEEE 802.15.4-2006 with opera-
tional frequency of 2.4 GHz and modulation technique by combining frequency
hopping spread spectrum (FHSS) and direct sequence spread spectrum (DSSS) for
efficient data transmission. At link layer, it extends the functionality of IEEE
802.15.4 MAC by adding the time slots of 10 ms and using Time Synchronized
Mesh Protocol (TSMP) [18] that uses TDMA (Time Division Multiple Access) for
channel access and reduces the number of collisions. For efficient channel usage,
channel blacklisting (blacklisting the channels which exhibit large interference) and
channel hopping are used. Network layer is responsible for routing and security.
The network manager is responsible for creating, maintaining, and scheduling the
network. WirelessHART employs redundant routing at the network layer. The basic
features of WirelessHART, include self-healing and self-organization, robust,
simple to implement, interoperable with other HART devices, energy efficient,
scalability, can be achieved either by using multiple WirelessHART gateway or
multiple access point, always on security, used for both star and mesh topologies,
time synchronization.

Besides the various benefits of WirelessHART, it suffers from some drawbacks
or limitations. Firstly, it is used for specific application domain of process
automation and is not operable with other IEEE 802.15.4-based standards.
Secondly, only dedicated links are present, and there is no provision related to
shared links. Finally, the scheduling algorithm used is centralized scheduling
algorithm.

Application layer HART  protocol
Services for appli cation 

layer & no process control 
applications

Zigbee device objects Application layer

Session layer Not defined Not defined Not defined Not defined
Presentation layer Not defined Not defined Not defined Not defined
Transport layer End to end reliability UDP Not defined UDP ICMP

Network layer Self healing network 6LoWPAN & IPv6 Security 
mgt.

Network 
mgt.

Routing 
mgt.

IPv6
Adaption layer

Data link layer
TSMP for time synchroni-

zation

Mac extension for channel 
hopping, time syn & graph 
routing IEEE 802.15.4-MAC IEEE 802.15.4-MAC

IEEE 802.15.4-MAC IEEE 802.15.4-MAC
Physical layer IEEE 802.15.4 PHY IEEE 802.15.4 PHY IEEE 802.15.4 PHY IEEE 802.15.4 PHY

(a) (b) (c)  (d)

Fig. 1 Protocol stack of a WirelessHart. b Zigbee. c ISA 100.11a. d 6LoWPAN
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2.2 ISA 100.11a

ISA 100.11a developed by ISA 100 working group provides robust and secure
communication for process automation application domain [10]. ISA defines a
protocol stack for ISA 100.11a which is built on top of IEEE 802.15.4 standard
having same PHY (physical layer) features as WirelessHART, i.e., operates on
2.4 GHz frequency with DSSS and FHSS modulations. The data link layer extends
the capability of IEEE 802.15.4 MAC features by supporting frequency hopping,
graph routing and time slotted, time domain multiple access (a combination of
TDMA and CSMA) that reduces interference and noise. Various channel hopping
techniques are used by ISA 100.11a like slow, fast, and fixed hopping. The network
and transport layers support the features of 6LoWPAN, IPV6, and UDP, respec-
tively. The protocol stack of ISA 100.11a is depicted in Fig. 1b. It provides the
following features that make it suitable for IWSN, i.e., determinism, reliability,
security, support for multiple protocols and applications, flexibility, work in both
star and mesh topologies, coexistence with other wireless technology, larger address
space, configurable time slots.

Limitations. Following are some limitations of ISA 100.11a. It is not interop-
erable with other IEEE 802.15.4-based devices. There is high implementation cost
and slow hopping results in increased power consumption as receiver remains on
for a longer time.

2.3 Zigbee

Zigbee is the standard created by Zigbee Alliance suitable for control and moni-
toring applications. It is also built on top of IEEE 802.15.4 standard with 2.4 GHz
operating frequency and can form star, mesh, and cluster tree topologies. It defines
its own network layer for different networking capabilities, and application layer
provides a framework for application development and communication. Two
implementation options for a Zigbee standard are provided. One is for smaller
networks (Zigbee) and other for larger networks (Zigbee Pro). The protocol stack is
shown in Fig. 1c. The salient features of Zigbee can be summarized as supports
star, cluster tree and mesh network topologies, robust, large number of nodes can be
added, long range, easy deployment, supports low to medium data rates, low power
and low cost, self-organizing and self-healing.

Limitations of Zigbee can be counted as they are interoperable with only
Zigbee devices. There is no frequency diversity. They are prone to security threats.
Static channel usages increase interference and hence delay. They support no path
diversity, i.e., if a path is broken new path must be set up. It follows a random
process for address assignments. Further, due to ad hoc on-demand distance vector
(AODV) routing protocol there is lack of scalability. Finally, it also lacks
energy-saving mechanism.
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2.4 6LoWPAN

6LoWPAN, an acronym for IPv6 over low-power wireless personal area network, is
developed by international engineering task force (IETF) and based on IEEE
802.15.4 PHY and MAC layer to integrate TCP/IP with WSN. It is developed for
embedded applications that require deployment of large number of sensor nodes to
cover a large geographic area with low cost, power, and computations. The inte-
gration of IPv6 provides Internet connectivity at low data rates with low duty cycle.
The basic features of 6LoWPAN are smaller packet size, header compression, and
fragmentation, scalable due to adopting adaption layer, supports mobility, and easy
network management due to IPv6, reliable, and reduce latency. Its protocol stack is
depicted in Fig. 1d. Some limitations of 6LoWPAN are they are more prone to
link failures. Interference is present, and providing end-to-end security is still an
open issue.

2.5 IEEE 802.15.4e

IEEE 802.15.4e [13] is the MAC layer amendment in the IEEE 802.15.-2011 [17]
standard and released in 2012 to provide better opportunities for industrial appli-
cations and to become compatible with Chinese WPAN. Main ideas are taken from
WirelessHART and ISA 100.11a. Major amendments in 802.154e can be catego-
rized in two broad classes.

MAC Behavior Modes. These are specified for support of specific industrial
application domains. These are briefed below.

TSCH, i.e., Time Slotted Channel Hopping is defined for application domains
such as process automation. It takes some of its features from TSMP [18] like time
slots (supports both dedicated and shared links) that are helpful in distributed
transmission, time synchronization, multiple access. The main concepts of TSCH
are the use of slot frames for data transmission and receiving, channel hopping to
mitigate the effect of multipath fading and interference, a modified CSMA/CA
algorithm for collision avoidance with in a slot.

But there are many drawbacks of TSCH like the maximum duration for a time
slot is not specified by the standard also there is lack of proper Advertisement
protocol. The author in [19] specifies a random advertisement protocol for Internet
of Things (IoT) which is a generalization protocol specified in [20]. How the
additional communication resources (slot frames and links) are allocated to devices.
This issue is left for upper layers so in this concern some work is done in [21] and
[22] where the authors specified a centralized (TASA-TSCH) and a decentralized
algorithm to deal with this problem. But the issues with centralized and decen-
tralized algorithms remain the same that is of static topology and mobility.
Deterministic and Synchronous Multi-channel Extension (DSME) is designed
specifically for industrial and commercial applications with stringent timeliness and
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reliability requirements. It supports the features of multi-superframe (combination
of superframes), multi-channel, and group acknowledgment for scalability,
robustness, and flexibility. It also provides the features of distributed beacon
scheduling and distributed slot selection for scalability and incorporates channel
adaptation and channel hopping as channel diversity methods. The standard only
explains the method of executing a schedule but it does not specify how that beacon
schedule is formed and how to perform slot selection. The authors in [23, 24]
represent a solution for this problem. LLDN, i.e., Low Latency Deterministic
Network is used for applications requiring very low latency requirement (e.g.,
factory automation, robot control). It works in star topology only and uses beacon
and assigned time slots to provide determinism. It is designed for small networks
and small frames. Radio Frequency Identification Blink (BLINK) is used for
identification, tracking, and location applications. Asynchronous multi-channel
adaptation (AMCA) is restricted to application domains where large deployments
are required (e.g., process automation/control, infrastructure monitoring). It works
in non-beacon enabled mode. The issues with this approach are firstly, it works for
single hop topology and secondly, the standard does not specify any method to
determine the line quality indication (LQI) or receive signal strength (RSS).

General functional improvements. They are defined for supporting the MAC
behavior modes to enhance their functionality. These are described below.

Low-energy (LE) protocol is introduced for allowing using minimal amount of
energy very low duty cycle devices can send ad hoc data. There are two types of
LE: coordinated sampled listening (CSL) which specifies how receiving devices
periodically monitors the channel and receiver initiated transmission (RIT)—here,
transmitting devices only transmit to a receiving device upon receiving a data
request frame. Information elements (IE) are added to provide extensible MAC data
transfers. These are useful in adding information to existing frame format without
adding new frames. Enhanced beacons (EB) and enhanced beacon requests (EBR)
are used to allow coordinator devices to send beacons with specifically requested
data. EB is used with TSCH and DSME with relevant IEs. The MAC multipurpose
frame provides the scalability and extensibility to allow standard to address new
application needs with minimal MAC changes. MAC performance metrics provide
upper layers with critical information on the quality of the communication links,
and FastA reduces the time required to associate. It is optional and not defined in
802.15.4 devices.

3 Comparison of Different Industrial Standards for WSN

Table 1 compares the above-explained industrial standards [25–27] on the basis of
various factors and provides an overview of their strength and limitations.
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3.1 Research Gaps

The various research gaps that exist in these standards can be formulated as, firstly,
because IEEE 802.15.4e is drafted in 2012 and provides details about physical and
MAC layers only, so it provides procedure for executing a method like beacon
scheduling but does not provide any algorithm to create and maintain them. Hence,
there are many open issues remain unsolved till date regarding this standard.
Secondly, the complete procedure for TSCH PAN Formation is specified but how
the issues related to slot and link scheduling and assignment will be solved is left
for upper layers. Thirdly, the advertisement protocol, i.e., how a PAN coordinator
will determine the rate of advertisement and choose a suitable PAN identifier from a
list of PANid is not specified. Finally, rest all the standards are interoperable with
similar type of devices but they are compatible with other IEEE 802.15.4 based 219
devices.

4 Conclusion

This paper reviewed various industrial standards like WirelessHART, ISA 100.11a,
Zigbee, 6LoWPAN, and IEEE 802.15.4e and compared them on various factors.
Zigbee is suitable for applications that need low-power consumptions, short range,
low complexity, and low data rates like chronic disease monitoring, home
automation, Zigbee smart energy profile offers utility to handle demand response
and provide control for load support but is not as suitable for industrial domain as
other standards due to lack of determinism property, and it cannot provide QoS
support for deterministic latency, and it cannot scale with large systems.
Furthermore, it employs only DSSS that results in performance degradation in case
of continuous noise. Similarly 6LoWPAN is the technology that offers low cost,
easy deployment, and adaptability features but has comparatively high power
consumption. It has its main application in Internet of Things (IoT) as it can connect
to other IP-based technologies without additional routers or proxies. Therefore,
HART Communication Foundation proposes WirelessHART as complete industrial
solution by adding wireless interface, end-to-end reliability, secure communication
and form a self-healing and self-organizing network properties to wired HART
along with channel hopping and channel blacklisting features. It found its great
applications in process automation and control. But again it lacks the deterministic
latency feature required for commercial applications and cannot support multiple
protocols. In contrast to this, ISA 100.11a is the standard that supports deterministic
timing requirement needed for control applications such as reliable monitoring and
alerting, predictive maintenance, condition monitoring, factory automation, asset
maintenance, location services, and logistics. Hence, it is the much suitable stan-
dard but it is not backward compatible with other standards.
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Although they all have same underlying principles based on IEEE 802.15.4, they
are not interoperable with each other and are specific for a particular type of
application domain either process automation or home automation or smart
metering. Hence to overcome the issues related to these standards, IEEE task group
4 has amended IEEE 802.15.4 with the specific features of WirelessHART and ISA
100.11a and added some new features to it so that a generic standard can be
formulated for industrial domain as presented it as IEEE 802.15.4e.
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Fairness and Performance Evaluation
of Fuzzy-Based Resource Allocator
for IEEE 802.16 Networks

Akashdeep

Abstract Intensification of mobile devices has triggered use of applications over
the web. These applications even put scheduler performance of broadband wireless
systems like WiMAX to test. The role of schedulers in such networks had become
very challenging, and only adaptive schedulers can survive to fit in user’s demands.
This paper has evaluated working of dynamic fuzzy-based scheduler used for
bandwidth allocation. The scheduler is implemented as component of the base
station and works to grant bandwidth to traffic classes after analysis of their traffic
share and quality of service parameters. The performance of proposed method is
justified by drawing comparisons with established practices.

Keywords Fuzzy scheduler � WiMAX � IEEE 802.16 � QoS

1 Introduction

IEEE 802.16 is one of recent broadband wireless access standards for MANs,
commercially popularized by WiMAX Forum with name of Worldwide
Interoperability for Microwave Access (WiMAX) [1, 2]. WiMAX has been stan-
dardized to cater to needs of ever-growing number of applications on the web. The
increase in number of these applications has been manifold because of popularity of
smartphones from 122 million to 968 million in 2013 (stastica.com-2014).
Resource distribution in such environments is always tedious task as pressure
exerted by these multimedia-rich applications is much significant. The presence of
real-time applications always tries to overpower resources of low priority
non-real-time classes.

Bandwidth allocation mechanism in WiMAX has not been standardized by
IEEE, and vendors can opt for any specific implementation according to their
requirements. Quality of service is supported by implementing five scheduling
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services or traffic classes, namely unsolicited grant service (UGS), real-time polling
service (rtPS), non-real-time polling service (nrtPS), extended real-time polling
service (ertPS) and best effort (BE). The quality of service levels for these traffic
classes maps to requirements of various user applications. The classifier sends
incoming traffic to one of these classes, and bandwidth is allocated by schedulers
according to implemented algorithm.

WiMAX implements a request-grant allocation mechanism scheme in which
subscribers (SS) registered with the base station (BS) request bandwidth, and BS
allocates these resources according to available channel conditions and requested
bandwidth. The time gap between resource request and allocation can be a bot-
tleneck in maintaining effectual QoS levels as during this period more admitted
real-time applications can account for resources of non-real-time traffic classes.
Role of scheduling structure and allocation policy gets much crucial in such cir-
cumstances and demands a ploy that shall be fair, intelligent and adaptive so that
the performance of scheduling classes do not deteriorate. Design of such intelligent
scheduling structure is only possible if most recent information from SS is incor-
porated into decision-making process. The most current state of traffic shall be
made available to scheduler, and decisions regarding allocations shall be made
accordingly. In this paper, authors have evaluated the performance of an adaptive
method that utilizes fuzzy logic principles. The proposed system evaluates three
qualities of service parameters from incoming traffic, and required number of slots
are calculated according to these values. The performance analysis has been done
by comparing the proposed method against established algorithms for four
parameters of throughput, delay jitter and fairness. The paper is organized as fol-
lows: Sect. 2 summarizes latest studies in this field followed by formulation of
problem. Section 3 introduces the proposed method followed by results and dis-
cussion in next section. Conclusion and future directions of work are provided in
the last section.

2 Related Work

Use of fuzzy logic for resource allocation in WiMAX has found a limited number of
studies in the literature, recently. It is one of hottest research areas, and few of these
studies explored by authors can be found at [3–10]. Bchini et al. [11] and Simon
et al. [3] used fuzzy logic concepts in designing handover algorithms. An intelligent
call admission and control system for different traffic classes of WiMAX has been
proposed by Shuaibu et al. [4]. Sadri et al. [5] implemented an interclass scheduler
for 802.16 networks on basis of latency for real-time applications and throughput
for non-real-time applications. Mohammed et al. [6] had implemented an adaptive
version of DRR algorithm on basis of priorities of different service classes, latency
and throughput requirements. Similar studies were also given by Hedayati et al. [7],
Hwang et al. [8], Seo et al. [9] and Akashdeep and Kahlon [10].
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The above-mentioned studies try to use fuzzy logic principles aiming to satisfy
latency and throughput requirements of traffic classes. These do not consider
request grant allocation mechanism used by WiMAX for bandwidth allocation
which can lead to starvation of non-real-time flows. The proposed approach finds
instantaneous information from various subscribers and makes allocation decisions
accordingly. The approach calculates share of traffic in queues of real and non-real
traffic together with latency and throughput requirements when system is up and
running. The system then works to find an appropriate value for queue weight using
fuzzy logic principles. This weight is utilized further for allocating bandwidth to
queues of real and non-real traffic. Comparisons with reputable approaches are
provided at end in order to justify the performance of proposed approach. Fairness
of the system has also been explored and is found to be sufficiently good.

3 Proposed System

The standard resource allocation process for WiMAX consists of different sub-
scribers requesting resources from the base station. The base station after evaluation
of all requests and available resources makes the decision for slot allocation. This
static process of allocation has been made adaptive by implementing fuzzy-based
scheduler that makes decisions as per latest information available at various SS. The
structure utilizes the latest information available at SS, senses changes in incoming
traffic and modifies the allocation policy accordingly in order to satisfy require-
ments of both real as well as non-real-time classes. The proposed fuzzy system
works on three input parameters: share of real-time and non-real-time traffic data,
throughput requirements for non-real-time traffic and latency requirement for
real-time traffic. The framework works adaptively by updating weights of queues
serving these traffic classes. Fuzzy system has been implemented to automate
weighted fair queuing (WFQ) algorithm for resource allocation on basis of
parameters extracted from incoming bandwidth request packets and amount of
traffic accumulated in queues of various SS. The output of the fuzzy system is
weight for real-time traffic which is utilized to allocate slots to queues. Figure 1

Fig. 1 Model of fuzzy logic-based resource allocator

Fairness and Performance Evaluation of Fuzzy-Based … 91



shows the adopted methodology. The input and output variables have been defined
with help of different linguistic levels. For latency and weight, we had defined five
linguistic levels, whereas traffic share and throughput is measured on basis of three
levels. This makes rules base to be used consisting of 45 different rules. The rules
have been framed considering variable traffic patterns and nature of our variables.
The dynamics of variables have been taken as ranging from (0) to +(1).

The allocation starts by assigning an initial weight to all flows (i) using Eq. (1)

wi ¼
Rmin ið Þ

Pn
i¼0 Rmin ið Þ

ð1Þ

where RminðiÞ is the minimum reserved rate for flow (i).
On receiving any bandwidth request from subscriber, the base station calls fuzzy

inference system. The fuzzy system reads values of latency, throughput and queue
length; performs fuzzification of these values against membership functions defined
for these variables and applies the inference mechanism using fuzzy rule base.
A final crisp value is generated after de-fuzzification using the centre of gravity
method. This crisp-generated value is taken as weight for real-time traffic, and
weight for non-real-time traffic is calculated using this generated value. Bandwidth
to real and non-real-time traffic is allocated using these two weights according to
Eqs. (2) and (3), respectively.

Breal ¼ Si � wiPn
i¼1 wi

� �

� Frame Duration
Maximum Latency

� �

ð2Þ

Bnon�real ¼ Si �
wj
� �

Pn
j¼1 wj

 !

ð3Þ

where Si is the number of slots requested for that flow, wi and wj are weighted for
real and non-real-time traffic queues. The overall performance of network has
increased, and over all fairness and fairness towards non-real-time classes have also
improved.

4 Results and Performance Evaluation

A simulating environment consisting of base station and multiple subscribers was
set-up for performance evaluations. The simulating environment has one base
station with increasing number of subscribers transmitting traffic according to five
service classes of WiMAX. The subscribers transmit traffic for ertPS at rate of
10 frames/s, nrtPS traffic at 512 kbps with polling interval of 1s and web
(BE) traffic. UGS class has an interval of 0.001 s. The requirement for rtPS has
been taken as lower than 150 ms with all connections specifying their minimum
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and maximum requirements. Experiments are conducted to evaluate the perfor-
mance of proposed system against established approaches such as EDF (Extended
deadline first), WFQ (weighted fair queuing) and WRR (weighted round robin)
with concerns to parameters delay, throughput, jitter and fairness.

Figure 2 shows a plot of throughput and shows that system improves consid-
erably in throughput. The fuzzy-based approach was quick to respond to require-
ments of real-time applications and provided allocation to non-real-time traffic in
case requirement from real-time traffic are not rigid. This ability of fuzzy scheduler
makes a positive impact on overall throughput value. Figure 3 plots average jitter
for fuzzy system against other algorithms. The performance of all algorithms is
similar till the number of subscribers is limited as resources are sufficient. The jitter
variations are considerable as subscribers are increased further beyond 60. The
proposed fuzzy system was successful in keeping jitter variations to minimum
possible level.

Figure 4 indicates that proposed system was able to keep delay within permis-
sible limits. This is because fuzzy-based system assigns major chunk of bandwidth
to those connection which has comparatively smaller latency values. The fuzzy
system is dynamic in nature, whereas other algorithms provide static allocations.
The delay gets stable after subscribers reach about 105 which indicates system is
able to meet requirements of all traffic classes, and weights are almost stable at this
point.

One more experiment to verify the fairness of fuzzy-based approach was con-
ducted in which fairness of different algorithms measured using Jain’s Fairness
Index was calculated and compared. Three service classes of rtPS, nrtPS and BE
were considered for evaluation for reasons that these classes do not get dedicated
allocations. Figures 5, 6 and 7 show plot of fairness observed by rtPS, nrtPS and BE
classes, respectively. Figure 5 shows that out of all algorithms, EDF is more fair
towards rtPS when number of connections are limited. Fairness deteriorates with
increase in number of UGS and ertPS connections. The performance of WFQ and
WRR is almost constant but shows a decline with increasing number of real-time
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connections. WRR and WFQ are fairer but shows decline in fairness at relatively
larger number of real-time connections.

Figures 6 and 7 suggest that proposed method is more inclined in fairness
towards non-real-time traffic classes of nrtPS and BE. This may be because allo-
cation to these classes is governed by relative variations in incoming traffic, and
fuzzy scheduler increases amount of allocations whenever traffic from these classes
tends to increase beyond a limit. This is a major reason for avoiding starvation of
these classes, whereas other algorithms fail to adopt this policy, and therefore, the
performance of these classes in other algorithms declines. Figure 7 shows that all
algorithms have same values for limited amount of traffic but decrease substantially
once traffic is increased. Out of all algorithms, WFQ and WRR provide relatively
more fair level of performance to BE class. The performance of proposed method is
also competitive.
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5 Conclusion

The above study has provided an evaluation of fuzzy logic-based resource allocator
to be used in WiMAX networks in terms of different parameters. The approach is
implemented to work adaptively using fuzzy logic vagueness. Decisions regarding
resource allocation have been implemented using variables that are extracted at
simulation time from incoming traffic. Use of fuzzy logic to implement an adaptive
system has increased throughput of network. The delay and jitter variations of
various service classes have been minimized, and low-prior non-real-time classes
are not starved as system takes care of these flows on basis of their share. The
approach was also tested for fairness, and results of the study are quite promising.
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Intrusion Detection and Recovery
of MANET by Using ACO Algorithm
and Genetic Algorithm

Kuldeep Singh and Karandeep Singh

Abstract Mobile adhoc network (MANET) is a self-configuring agglomeration of
wireless nodes with dynamically changing network topology that formed without
using any preinstalled infrastructure or any central administrator. Intrusion detec-
tion is the security system that is used to automatically detect the problem when
someone trying to break information system through violation of security policy.
Alone intrusion prevention method is not sufficient because in MANET, network
topology is continuously changing, so intrusion detection technique is used. This
paper is based upon the intrusion detection in MANET based upon the different
parameters of mobile nodes (MNs). Based upon some threshold values of param-
eters, ACO algorithm is used to detect the intrusion present in the network. And
after that, genetic algorithm is used to recover the network.

Keywords MANET � MNs � IDS � ACO � GA

1 Introduction

Mobile adhoc network (MANET) is the rapidly growing area of research and most
prominent technology of wireless network because the demand of wireless network
is increasing day by day. There is no preinstalled and fixed infrastructure in
MANET, and each node acts as intermediate router. Therefore, it becomes easy to
attack such type of network in which there is no monitor or administrator. The
various types of attack on MANET are flooding attack, warm hole attack, black
hole attack, dropping attack, [1, 2] byzantine attack, passive eavesdropping, active
interfering, data tampering, leakage of secret information, message replay, imper-
sonation, message distortion, and denial of service (DoS) attacks. These types of
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attack are not detected easily, so all mobile nodes (MNs) in MANET need much
cooperation for proper functioning of network. In wired network, traffic can be
monitored and analyzed through specified point or single administrator, but in case
of MANET, it is very difficult to monitor and analyze the traffic because there is no
central control over the network. Traffic can be analyzed in their radio transmission
range only (Fig. 1).

2 Background

2.1 Intrusion Detection System (IDS)

Intrusion detection [3, 4] is the act of detecting action that used to break the
confidentiality, integrity, and availability of the system and network resources.
Intrusion detection system is mainly three types:

Network Intrusion Detection System (NIDS): In NIDS, whole network traffic
is analyzed to determine the behavior of the network. Network traffic is continu-
ously sensed to find the abnormal behavior. Once the attack is identified or
abnormal behavior is detected, system alert can be sent to administrator by noti-
fying that there is problem in the network.

Network Node Intrusion Detection System (NNIDS): In NNIDS, the analysis
of traffic is done at specific node present in the network. Whole network traffic is
not examined. Based upon the parameter values of that particular node, we can
identify that there is problem in node or not.

Fig. 1 Structure of mobile adhoc network
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Host Intrusion Detection System (HIDS): In HIDS, the current state of the host
and previous state are compared, if the critical files of the system are decontaminate
or modified, the alert can be sent that there is problem in that particular host.

2.2 Ant Colony Optimization (ACO)

Ant colony [5, 6] optimization algorithm is used to find the optimization paths,
which is based on the behavior of ants’ searching of foods. At first, ant wonders
randomly, and when an ant finds source of food, it returns back leaving a marker
(pheromones). That shows the path has food. When other ants come across the
markers, they are likely to follow the path with a certain probability. If they do, then
they populate the path with their own markers as they bring the food back. As more
ants find the path, it gets stronger until there are a couple streams of ants traveling to
various food sources near the colony.

Same way, we can apply ACO algorithm to find the intrusion present in the
network. We are working with number of parameters of MNs like battery backup,
throughput, packet delivery ratio, end-to-end delay, and packet drop ratio. These
parameters have some threshold values. Based on these threshold values, we can
detect whether the parameter is faulty or not.

Initially at first parameter of each node, ant wonders. If the value of the
parameter is less than the specified values (threshold value) of node, then ant leaves
markers (pheromones) and moves further. Likewise on all five parameters of each
node, ants move and leave pheromones and then finally move one ant which counts
all the pheromones on each node at all parameters. The accuracy of this algorithm
depends upon the selection of parameters and threshold values.

2.3 Genetic Algorithm (GA)

Genetic algorithm [7, 8] is a heuristic search algorithm that is used to mimic the
behavior of natural selection. It is inspired from biological immune system, and it is
evolutionary algorithm. It uses chromosomes as a data that evolves through
selection. Mainly the selection process is randomly chosen and crossover that is
various recombination's of selected data to produce the better results and finally it
uses mutation process to create the diversity in the selected population. The process
is repeating until the best result is not obtained.
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3 The Proposed Intrusion Detection and Recovery
Technique

3.1 Parameter Extraction and Detection of Intrusion

Intrusion detection and recovery is the main goal of this technique. So first step is to
select the N number of nodes, and after that, we need to detect the parameters of all
N nodes. In this work, parameters used are battery backup, throughput, packet
delivery ratio, end-to-end delay, and packet drop ratio. Intrusion detection is
depending upon the efficient selection of parameters of nodes. As much the
parameter will be strong, intrusion detection probability will be more (Table 1).

Next step is detection of intrusion. Intrusion detection can be done by ACO
algorithm. Each parameter has some threshold value like battery backup has some
threshold value BBth and packet drop ratio has some threshold value PDRth. Based
on this threshold value, we can detect the problem in that node. Launch the iter-
ations of and on first parameter of each node if the parameter value is less than the
required value then ant leaves a pheromones and moves forward likewise second
and is moved on second parameter of each node and identify that whether there is
problem or not. At last, one ant is moved from first node of first parameter to last
node of last parameter and counts the all pheromones leave by other ants. And
hence, we can list the number of faulty parameters and can analyze how many
nodes have problem due to intrusion present in the network (Fig. 2).

Algorithm Ant Colony Optimization for Intrusion Detection

Step 1 Randomly select number of nodes.
Step 2 Detection of parameter values of all nodes.
Step 3 Launch the iteration of ants on each parameter of all N nodes.
Step 4 If parameter value is less than or greater than specified values
Step 5 Then leave pheromones on that node and move forward.
Step 6 Else move ant forward without leaving pheromones.
Step 7 Repeat Step 3 to Step 6 until all parameters of all nodes are not

processed.
Step 8 Leave single ant from first node of first parameter to last node of last

parameter.
Step 9 Count the number of pheromones and move forward.

Step 10 Calculate how many parameters of all N nodes have problem.

Table 1 List of parameter
used for intrusion detection
system

Parameter Threshold value

Battery backup >BBth

Throughput >NTth

Packet delivery ratio >PDVRth

End-to-end delay <EEDth

Packet drop ratio <PDRth
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Fig. 2 Ant colony optimization algorithm flowchart
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3.2 Recovery of Network from Intrusion

Intrusion is done by ACO algorithm. It lists how many parameters have fault.
Genetic algorithm is used to recover the network. It uses all parameter values of all
nodes as initial population. After that, it selects the populations of parameters from
initial population and the techniques of selection are based on random procedure.
The number of iterations can be performed to recover the problem, so we can
provide that how many iterations we required to perform so that our result will be
efficient. Crossover is the process that is applied after the selection process. In
crossover process, various recombinations of selected chromosomes are made to
recover the problem. We can perform one-point, two-point, and three-point
crossover parameter values. After crossover, the newly obtained generation is
stronger than previous generation. The final step of genetic algorithm is mutation.
Before applying the mutation, we need to select the probability of mutation process.
Mutation is mainly used to create the diversity in the selected population that is
obtained after crossover process. After the total iteration, the result is obtained and
analyzed that how many parameters have removed problem and how many
parameters have still remained. Following is the algorithm that is used to recover
the problem in mobile adhoc network due to the presence of intrusion (Figs. 3, 4, 5,
6, 7, 8, 9, 10, 11, and 12).

Genetic Algorithm for Recovery of Nodes

Step 1 Take into account the population of all parameters of all N nodes.
Step 2 Select initial population in which algorithm is need to be applied.
Step 3 Select the number of iterations.
Step 4 Perform one-point, two-point, and three-point crossovers on selected

population.
Step 5 Select mutation probability.
Step 6 Perform mutation to create diversity.
Step 7 If the number of iterations finishes.
Step 8 Calculate and analyze the result that how many nodes have removed

problem and how many have still remained.
Step 9 Else repeat the Step 4 to Step 7.

4 Experimental Results

By using ACO algorithm, we identify that how many parameters have problem
listed below as total number of faulty parameters, and for recovery, we use genetic
algorithm. Each time we can select different number of iterations and with different
probability of mutation listed as Mut_Pr(i) and after applying algorithm the number
of parameters corrected listed as No. of Par_Cor. Experimental results for various
numbers of node values have been listed.
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Fig. 3 Genetic algorithm
flowchart
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Fig. 4 Number of nodes
corrected when mutation
probability = 0.2

Fig. 5 Number of nodes
corrected when mutation
probability = 0.4

Fig. 6 Number of nodes
corrected when mutation
probability = 0.6
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Fig. 7 Number of nodes
corrected when mutation
probability = 0.2

Fig. 8 Number of nodes
corrected when mutation
probability = 0.4

Fig. 9 Number of nodes
corrected when mutation
probability = 0.6
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Total number of nodes—30
Total number of parameters—150
Total number of faulty parameters—106 (Table 2).
Total number of nodes—70
Total number of parameters—350
Total number of faulty parameters—242 (Table 3).
Total number of nodes—150
Total number of parameters—750
Total number of faulty parameters—489 (Tables 4).

Fig. 10 Number of nodes
corrected when mutation
probability = 0.2

Fig. 11 Number of nodes
corrected when mutation
probability = 0.4
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Table 2 Number of iterations with mutation probability and number of corrected nodes

No. of ite. Mut_Prl No. of Par_Cor. Mut_Pr2 No. of Par_Cor. Mut_Pr3 No. of Par_Cor.

5 0.2 31 0.4 14 0.6 24

10 0.2 54 0.4 46 0.6 36

20 0.2 52 0.4 56 0.6 34

30 0.2 64 0.4 46 0.6 26

40 0.2 62 0.4 60 0.6 58

50 0.2 56 0.4 46 0.6 22

60 0.2 46 0.4 76 0.6 24

70 0.2 52 0.4 56 0.6 12

80 0.2 50 0.4 60 0.6 36

90 0.2 50 0.4 84 0.6 30

100 0.2 48 0.4 44 0.6 32

Fig. 12 Number of nodes
corrected when mutation
probability = 0.6

Table 3 Number of iterations with mutation probability and number of corrected nodes

No. of ite. Mut_Prl No. of Par_Cor. Mut_Pr2 No. of Par_Cor. Mut_Pr3 No. of Par_Cor.

5 0.2 −24 0.4 28 0.6 48

10 0.2 46 0.4 54 0.6 76

20 0.2 88 0.4 164 0.6 0

30 0.2 132 0.4 122 0.6 36

40 0.2 108 0.4 86 0.6 84

50 0.2 108 0.4 120 0.6 20

60 0.2 102 0.4 134 0.6 68

70 0.2 130 0.4 102 0.6 56

80 0.2 110 0.4 128 0.6 62

90 0.2 112 0.4 94 0.6 40

100 0.2 108 0.4 110 0.6 12
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5 Conclusion and Future Scope

Intrusion detection is done by ACO algorithm, and recovery of network from
intrusion is done by genetic algorithm. The accuracy of the algorithm depends upon
the selection of parameters. As much the parameters will be strong, the result will
be more accurate. Research work shows that best result can be obtained by using
number of iterations between 10 and 80 and mutation probability within the range
of 0.2–0.4 units. For future work, we can use different techniques for intrusion
detection and can compare with this work. Like neural network can be used for
intrusion detection system.
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Avoiding Attacks Using Node Position
Verification in Mobile Ad Hoc Networks

G. Krishna Kishore and K. Rajesh

Abstract A mobile ad hoc network is a collection of autonomous mobile devices
that communicate with each other. This network may contain foe nodes and
trustworthy nodes. Foe nodes imply attacker nodes which are malwares, threats,
malicious nodes. To keep away from these nodes, we introducing node position
verification protocol. This protocol is utilized for message exchange which is used
for transmitting messages among the nodes and checks the location of each and
every node in the network. The message exchange protocol manages the distin-
guishing proof of nodes that are in a communication range. Distance computation is
in view of message transmission between the prover and its correspondence adja-
cent node. Calculated distance is utilized to confirm the location of communicating
nodes in network. For node position verification, mainly three methods are utilized.
This problem is implemented for mobile ad hoc network and simulation using NS2
tool. The benefit of this technique is to lessen the delay and accomplish the high
throughput and can stop attackers not entering into information transmission nodes.

Keywords Node position verification (NPV) � Foe nodes � Symmetry test �
Multilateration test

1 Introduction

In MANET, nodes have mobility and they have to announce their position in real
time to the surrounding nodes. Malicious nodes can announce incorrect position
information to threaten the network users or even collapse the network or even
make the network behave unexpectedly. This can cause severe consequence, for
example, by advertising forged positions, adversaries could bias geographic routing
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or data gathering processes, attracting network traffic and then eavesdropping or
discarding it. Solutions to these attacks and threats have to be found using node
position verification (NPV) protocol. By knowing the location, awareness has
become an advantage in mobile devices. In a wide range of protocols and appli-
cations require knowledge of the node positions. These are all examples of services
using node position information. Applications are geographic routing in sponta-
neous networks, data gathering in sensor networks, movement coordination among
autonomous robotic nodes, location-specific services for handheld devices, danger
warning, or traffic monitoring in vehicular networks.

2 Literature Survey

Hu et al. [1] Neighborhood discovery (ND) serves as central building blocks in
mobile wireless systems. Obviously, ND empowers (multi-hop) communication
[2], as it is vital for route discovery and data forwarding [3]. ND can also bolster a
wide range of system functionality network access control, topology control,
transmission scheduling, energy-efficient communication, as well as physical access
control. Given the basic and multifaceted part of ND, its security and robustness
must be guaranteed: ND conventions must distinguish as neighbors just those
gadgets that really are neighbors, even in unfriendly situations. Then again, the very
way of wireless mobile networks makes it simple to mishandle ND and along these
lines bargain the overlying protocols and applications [4, 5]. Along these lines,
giving strategies to moderate this susceptible and to secure ND is pivotal [6]. This
literature focuses on this problem and provides the different types of neighborhood
and ND protocol properties [7, 8, 9]. There are three neighborhood types:
(1) Communication and physical neighborhood. (2) Partial and complete neigh-
borhood discovery. (3) Neighborhood as a building block. In multi-hop wireless
networks, a wide range of data communication and dissemination (one-to-one,
one-to-many, or broadcast) depends on the thought of neighborhood.

3 Methodology

Attack scenario: Here we propose NPV protocol. The secure data transmission is
possible with NPV protocol. Source discovers the position of every adjacent node
utilizing the NPV protocol. In this protocol, prover shows the SELECT message to
all adjacent nodes. The prover additionally stores the dispatching the SELECT
message time for all adjacent nodes. Subsequent to getting SELECT message from
prover, each and every adjacent nodes store the SELECT message acceptance time
and RESPONSE to prover. The RESPONSE message contains every adjacent node
ID. This likewise inside spares the dispatch the RESPONSE message time.
Then DISCLOSE message is telecasted using prover’s location. It contains a proof
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that prover P is the creator of the first SELECT. After uncover message telecasted,
every adjacent nodes reported the position to verifiers. The REPORT message
incorporates the adjacent locations and dispatches the RESPONSE message time.

3.1 Notations Are Used in Algorithms

(1) P: prover. (2) A: Adjacent node. (3) Node_attacker: attacker. (4) adj_nodes:
Number of adjacent nodes which are neighbors. (5) Next_ip: Next input to verifier.
(6) Dispatch_ SELECT _Data: Dispatch the SELECT data. (7) Dispatch_time:
Node dispatching the time. (8) Acceptance_time: Node acceptance time,
(9) Node_id: Id of the node. (10) Dispatch_DISCLOSE_Data: DISCLOSE the
dispatching data. (11) location_X: Node X’s location. (12) dist[P][A]: Distance
from the node prover to attacker. (13) dist[A][P]: Distance from the Adjacent to
prover. (14) acceptance_time[P][A]:Time accepting from the prover to node
Adjacent node. (15) acceptance_time[P]: Time acceptance of the node prover.
(16) acceptance_time[A][P]: Time acceptance from the Adjacent node to prover.
(17) acceptance_time[A]: Acceptance time of the adjacent node. (18) Postion_dist
[P][A]: Distance between the positions of nodes from prover to adjacent node.
(19) comm._range: Communication range. (20) Link_count: Count of the nodes
which connected the prover. (21) Miss_ match_count: Count of the nodes which are
not connected to prover.

Algorithm 1: Location of adjacent nodes

if ( prover==Next_ip)

if find(adj_nodes,P) then Dispatch_ SELECT _Data(P); Load Dispatch_time(P);  

end-if

for( i=0;i<=Length(adj_nodes);i++)

adj_nodes[i]= Load  Acceptance_time(SELECT _data);

adj_nodes[i]= RESPONSE (Node_id, Dispatch_time);

end-for

if find(RESPONSE(adj_nodes)) then Dispatch DISCLOSE _Data(P); end-if

for( i=0;i<=length(adj_nodes);i++)

adj_nodes[i]: REPORT(location_X, Dispatch_time(RESPONSE));

end-for

end-if
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3.2 Position Verification

Each adjacent nodes of prover of the position is verified using three tests. They are

1. Direct symmetry test (DST)
2. Cross symmetry test (CST)
3. Multilateration symmetry test (MLT).

In DST verifier, the immediate connection nodes are confirmed with its corre-
sponding adjacent nodes. The predictable adjacent will be checked by taking the
criteria: (1) Time of Flight—(Time and speed-based) determined that separations
are reliable with one another, (2) with the location publicized by the adjacent node,
and (3) within communication range. In CST, test data commonly assembled by
every pair of correspondence adjacent nodes are checked. Euclidian distance: It
uses to calculate distance between nodes using the formula

PVN ¼ Xv � XNð Þ2 þ Yv � YNð Þ2
n o1=2 ð1Þ

Algorithm 2: Direct symmetry Test

if(prover==Next_ip)
dist[P][A] =(acceptance_time[P][A] - acceptance_time[P] )*speed_node 
dist[A][P] =(acceptance_time[A][P] – acceptance_time[A] )*speed_node

where distance=time*speed
here distance calculation is based on location of the nodes

Dist=[dist[P][A] – dist[A][P]];
Postion_dist[P][A]= [(nodeX_P – nodeX_A)2 + (nodeY_P – nodeY_A)2  ]1/2; 

Verification of the direct adjacent nodes of prover
if((Dist>threshold_value) or 

(Postion_dist[P][A]- dist[P][A])>threshold_value) or
(dist[P][A]>comm._range)) 
Node _attacker;

end-if 

Algorithm 3: Cross Symmetry Test

If(prover==next_ip) prover:Link_count[P]; /*number of adjacent nodes are 
connected to prover checking for  any pair of adjacent nodes
for (i=0;i<=Length(adj_nodes;i++) 

adj_nodes[i]:Link_count[i]++;
adj_node[i]:REPORT(Link_count[i],adj_node_id);

end-for;
if(Link_count[P]<=adj_nodes[i]) then Miss_match_count:Miss_match_count[i]++ ; 

Node_attacker;  end-if
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Multilateration Test
In this method, the unidentified connections are tested.

Algorithm 4

if(prover==next_ip) Prover: Location(adj_nodes[i]); Load: Fake_attacker; 
No_of_attacker[i]: attacker_location;

for (i= 0;i<= Length(adj_nodes;i++)
each adjacent nodes gives other adjacent postions
adj_nodes[i]: REPORT(Loacation_adj_nodes[i]) end-for;

Node_attacker; end-if
end-if

4 Results

Node 0 is verifier or sender. Attacker nodes are indicated by red color. Remaining
nodes are genuine nodes. Simulation area is 600 m � 600 m. Initially, verifier
sending a SELECT message to neighbors in the network as shown in Fig. 1a. All
neighbors sending RESPONSE (OWN ID) message to verifier, attackers (30, 33,
and 36) also sending RESPONSE message to verifier is shown in Fig. 1b. Figure 2a
shows that verifier sending DISCLOSE message to all adjacent nodes for position
get from all adjacent nodes after receiving RESPONSE message. At that time,
verifier also calculates the reception time of REPORT message for each adjacent
node. Each adjacent node sends own (original) position to verifier. Attacker (node
16, 12, 39) also reports fake position (near to source) to verifier is shown in Fig. 2b.

The DST only detects the attacker node 36. But attacker nodes 33 and 30 are not
detected. Because the attackers are 33 and 30 reception time of the distance is less
similar to the within the communication range of reception time (Fig. 3). Therefore,

Fig. 1 a SELECT. b RESPONSE
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the direct symmetry test only detects the attacker of original location distant away
from the adjacent nodes of source node is shown in Fig. 4a. DST of
23 = Verified_DST, DST of 33 = attacker_DST The CST is only detecting the
attacker 36 and the attackers 33 and 30 are not detected because these attackers 30
and 33 are placed within the communication range. So the attacker 33 is placed in
all adjacent nodes (verifier’s neighbor) node list as shown in Fig. 4b. Total number
of verifier adjacent nodes = 7, Threshold = 6 CST of 33 = attacker_CST CST of
23 = Verified_CST MLT (Multilateration Test):Verifier compares the each neigh-
bors reports the position of other nodes, Already verifier known the position from
REPORT message. Then verifier calculates the difference between positions get
from the REPORT message and each neighbors reports the position of other nodes.

Fig. 2 a DISCLOSE. b REPORT

Fig. 3 a DST. b CST

Fig. 4 a. MLT. b DELAY
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If the position will be matched from report, the position with each other, then the
difference is zero. Otherwise, the difference will be greater than zero. If the dif-
ference is greater than the zero, the attacker will find out as shown in Fig. 5a.
Figure 5b shows the number of nodes versus delay.

Figure 5a shows result node 0 and node 1 are a source and destination. Here, the
message has to pass from the source to destination through trusted nodes which are
represented in pink color. Here, attackers are represented in red color nodes; finally,
the path is set from source to destination through nodes 0, 27, 16, 22, 13, 1 which
are helpful for data transmission from not entering attackers. Figure 6b shows the
traffic overload in the network. But non-secure the attacker is not detected.

5 Conclusion

The proposed protocol is very durable to detect attacks and against to colluding foe
nodes, even when attacks contain complete idea about the prover adjacent nodes
and total information of whole network. Finally, we can transmit the data securely
using NPV protocol through NS2 simulation tool. We can say NPV protocol is
more efficient in data transmission with low delay.
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Algorithm for Multi-Hop Relay in Mobile
Ad Hoc Networks

G. Krishna Kishore and P. Sai Geetha

Abstract Mobile ad hoc network (MANET) is a collection of mobile nodes that
are connected each other. Considering the potential relay nodes based on power
constraint is a difficult problem to obtain efficient throughput. This problem can be
solved by selecting the minimum distance nodes as relay nodes from destination. In
the proposed method, the delay is analyzed by selecting the relay nodes in
multi-hop. Relay nodes are selected when the destination node is not in the com-
munication range. There exists more than one relay node between the source and
destination in multi-hop. Thus, the packets are transferred from source to destina-
tion through these relay nodes. If the destination node is not in the transmission
range, then consider one-hop neighbors of source and calculate the distance from
destination to these one-hop neighbors. The network topology is designed using the
NS2 tool which gives routing tables, to provide the information about neighbors
and also about the selected next hop node. The node with minimum distance is
taken as selected next hop node. This node is considered as a relay node. In this
manner, relay nodes are selected between source and destination. We can reduce the
packet loss and delay.

Keywords MANET � Delay � Multi-hop relay

1 Introduction

Mobile ad hoc network (MANET) is a collection of nodes consisting mobility
without any infrastructure. These are mainly used in military, rescue operations, and
personal area network. There are many challenges in mobile ad hoc networks such
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as dynamic topology, limited bandwidth, and power constraint. Every node in the
network can act as both host and a router. Nodes have the ability to roam inde-
pendently without any links, and they have the capability to change their links with
other devices [1]. The network topology is dynamically changed, and routing
protocols are used to manage this dynamic nature. Packets are transferred from
source to destination by using different routing protocols. Usage of MANETs is
increasing due to their mobility and less cost. If the destination is not in the
transmission range of source, then relay nodes are selected.

Relay node is used in mobile ad hoc networks to include fault tolerance. Packets
from sensor nodes are sent to the receiver through multi-hop paths. Relay nodes are
responsible for packet transfer from sender to receiver. Relay nodes carry out three
functions [2]. For transmitting or receiving, the information radio communication
section (RCS) is used. Information recording section (IRS) is used for receiving
sensor node information, and information destination is decided by information
conveying section (ICS).

2 Literature Review

2.1 On the Delivery Probability of Two-Hop Relay MANETs
with Erasure Coding

Yang [3] proposed a new algorithm for achieving delivery probability as 0 or 1.
0 indicates the packets are not delivered, and 1 indicates that the packets are
delivered successfully. Two-hop relay algorithm explains that if destination is
within the range, then source transfers the packets to destination directly or else a
random relay node is selected. A model Markov chain is developed for transferring
frames. Matrix method is used to calculate the delivery probability. But this paper
does not explain the process of selecting relay node between the source and des-
tination (Fig. 1).

2.2 Delay Control in MANETS with Erasure Coding
and F-Cast Relay

Krifa [4] proposed new algorithm for controlling delay in mobile ad hoc networks.
For reducing delay, erasure coding is combined with packet duplication process.
Sending the same packets to more than one relay node consumes more space.
Source node encodes the packets, and these packets are sent to different relays. At
the destination node, these packets are decoded to get the original message. Matrix
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technique is used to derive different expressions that are most important to reduce
delay of packets. This paper contains the redundancy concept. So the buffer space
required is more when compared to other methods. Overhead is also more in this
concept.

Fig. 1 Flowchart for multi-hop relay
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2.3 Message Drop and Scheduling in DTNs

Liu [5] proposed algorithm for dropping of the messages and scheduling of that
messages in delay-tolerant networks. The ordering of message is important to
deliver the original message to destination. The solutions to buffer management and
scheduling problems are that scheduling can be done by considering the node that
should contain messages with the decreasing order of their usage. Message is of less
utilized among the messages in buffer is dropped when a message arrives at node.
In this paper, probability of delivering message rate is maximized and delay is
minimized based on the optimality. But the disadvantage is that buffer has to
maintain the entire history.

2.4 Delay and Capacity in Ad Hoc Mobile Networks
with F-Cast Relay Algorithms

Liu [6] proposed two-hop relay algorithm in which packet is delivered to f distinct
relay nodes. A new form is developed that indicates trade-off in between delay or
capacity and f. Two-hop relay algorithm is developed in which f + 1 copies of
packets exist at each node which include source node copy [7]. One queue is locally
generated and waits for redundant copies (f) and that contain n − 2 relay nodes.
Packets are transferred from source to destination if destination is one-hop neighbor
of source or else relay nodes are selected. Here, sending number and receiving
number of packets are considered in order to get the original message from source.
But the selection of relay node is not specified.

3 Methodology

In MANETs, the main challenges are [8] limited bandwidth, dynamic topology, and
power constraint. Finding the potential relays based on power constraint is a difficult
problem. This problem can be solved by selecting the minimum distance nodes as
relay nodes. In multi-hop relay, packets are transferred from source to destination
through these relay nodes [9]. Relay nodes are selected in such a way that they are
very near to particular desired location. The main objective of multi-hop relay is
reducing delay of packets that are transferred from source to destination [10].

Neighbor Calculation: Consider source and destination. Calculate the one-hop
neighbors of all nodes. All the nodes are within the transmission range, and then,
they are considered as one-hop neighbors. If the destination is one-hop neighbor,
then direct transfer of packets takes place or else a relay node is selected.

Selection of Relay Node: Note all the one-hop neighbors of source, and cal-
culate the distance between the destination and these neighbors. Distance can be
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calculated by using Euclidian distance formula. Consider two points, destination
and source, with coordinates (X1, Y1) and (X2, Y2), respectively. If destination and
source distance is d, then it is calculated as follows.

d2 ¼ X2 � X1ð Þ2 þ Y2 � Y1ð Þ2 ð1Þ

This process is also continued for all relay nodes. Routing table contains the
information about source and its neighbors. Consider the minimum distance node as
relay node. This relay node becomes next hop node for source and that process is
continued up to destination node. Similarly, all relay nodes are selected between the
source and destination.

Traffic Flow: Packets are transferred from source to destination through inter-
mediate relay nodes which have less distance from destination. So the packets are
transferred effectively. Message from source is sent to relay nodes, and these relay
nodes process the information.

3.1 Algorithm of Proposed System

1. Create a network topology.
2. Select source(S) and destination (D) nodes.
3. If the destination (D) is one-hop neighbor of source(S), then frames are directly

transferred to destination. Otherwise, we have to select a relay node (R).
4. i ==S
5. While (i! = D)

{
Consider one-hop neighbors of node i.
Calculate the distance between destination (D) and one-hop neighbors. Select
the node that has minimum distance from the destination as a relay node(R).
}

6. Packets are transferred from S to D through these relay nodes(R).

Network topology is created, and choose the source and destination nodes. If the
destination is one-hop neighbor of source, then direct transmission takes place. If
the destination is at larger distance from source, the intermediate relay nodes are
selected as relay nodes. These relay nodes are selected based on the minimum
distance from source and destination. Traffic is sent from source to destination
through these relay nodes.
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4 Results

Simulation Environment: Initially, the network topology is designed using the
NS2 tool with 40 nodes and ranges 250 m. Using Simulation environment, packets
are transmitted using relay node more effectively from source to destination. From
this environment, we can say that accuracy is improved and delay reduced.

Figure 2a shows one-hop neighbors of each and every node that is calculated. If
node is within the transmission range, then it is known as one-hop neighbor.
One-hop neighbor calculation is used to know that the destination is one-hop
neighbor or not. If the destination is one-hop neighbor, then frames are transferred
from source to destination or else relay node must be selected. Figure 2b shows the
single-hop transmission. Source node is 35, and destination node is 37. Node 37 is
one-hop neighbor of 35. So, packets are transferred directly from source to desti-
nation. Packets are dropped when the packet size exceeds buffer limit. Figure 3a
shows two-hop transmission in mobile ad hoc networks. Source node is 14, and
destination node is 18. Node 17 is one-hop neighbor of source node 14, and it is
having less distance from the destination node 18. Packets are dropped when the
buffer size is less than the packet size. Figure 4b shows multi-hop relay in mobile
ad hoc networks. Source node is 9, and destination node is 16. Node 11 is one-hop
neighbor of source 9, and it is having minimum distance from destination. So, node
11 is selected as relay node. Packets are transferred from source to destination
through these relay nodes. Packets are dropping at source 9 because of the packet
size.

Figure 4a shows graph for end-to-end delay. Here, x-axis represents time, and
y-axis represents delay. Figure 4b shows graph for packet loss. It contains
single-hop, two-hop, and multi-hop transmissions in mobile ad hoc networks.
Packet loss occurs when the size of packets exceeds the buffer limit. Here, x-axis
represents time, and y-axis represents number of packets. Figure 4c shows graph for
packet delivery ratio. It contains single-hop, two-hop, and multi-hop. x-axis rep-
resents time, and y-axis represents packet delivery ratio.

Fig. 2 a One-hop distance calculation, b single-hop transmission
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5 Conclusion

Mobile ad hoc networks (MANETS) are widely used because of their features like
mobility and instant infrastructure. The research activities in mobile ad hoc net-
works are increased over the past few years. Our proposed method explains about
the selection of relay node concept. When the destination is having larger distance
from source, then relay nodes are used to process the message from source to
destination.
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Comparative Performance of Multipath
Routing Protocols in Wireless Mesh
Network

Meenakshi Sati, Mahendra Singh Aswal and Ashutosh Dimri

Abstract The WMNs are coming up as a new networking trend for setting up a
wireless networking infrastructure in metropolitan areas. Network operators prefer
WMN because of easy installation and fast deployment of it. It may also result in
reduction of monetary investment and cost of operation. The routing in WMNs is
challenging task because of the unpredictable variations in the wireless environ-
ments. In this paper, three routing protocols, AOMDV, MOLSR, and MHRP, are
compared in terms of their performance in WMN.

Keywords WMN � Multipath routing � MOLSR � AOMDV � MHRP

1 Introduction

The wireless mesh network (WMN) brought new opportunities and challenges,
because of its dynamically self-organized and self-configured network. Generally, a
WMN can be regarded as a set of wireless nodes which communicate with each
other and forward each other’s packets [1]. The nodes of a WMN are classified as
mesh router or mesh client. Each node in the network is not only a host but also
works as a router. It can forward the packets on behalf of other nodes that may be
beyond the direct wireless communication range of their destinations.

A WMN is dynamic in nature with self-organizing and self-configuring the
nodes, thus establishing and maintaining mesh connectivity automatically among
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the nodes. According to F. Akyildiz et al., these features provide many benefits of
using WMNs like lower setup cost, simple network management, fault tolerant, and
reliable service coverage. Figure 1 illustrates the architectural view of a typical
wireless mesh network.

The routing algorithm used is a main aspect affecting the performance of a
network. A number of single-path and multipath routing algorithms have been
proposed for WMN. The important goal of multipath routing is to incorporate
balancing of load and to achieve higher degree of fault tolerance. A number of paths
are chosen between two communicating nodes. The packet flow is allowed through
any one path. When a link becomes faulty on a path owing to a poor channel state
or mobile conditions, next path is opted from the group of remaining paths [1].

The present paper studies the comparative performance of three multipath
routing protocols namely AOMDV, MOLSR, and MHRP on the basis of different
parameters. The rest of the paper is arranged in the following manner. The next
section overviews the multipath routing in WMN. The third section elaborates the
features of different multipath routing protocols. The section four discusses the
results obtained after simulation, and section five contains conclusive comments.

2 Multipath Routing in WMN

A WMN is built with two kinds of nodes called as mesh router and mesh client.
The locations of mesh routers are fixed, but mesh clients can change their locations
and connect to network over other mesh routers and clients. S. Xuekang et al.
investigated that in addition to performing the routing capability of a traditional
wireless router for gateway/repeater functions, a mesh router node exhibits extra
routing functions to enable mesh connectivity.

The multipath routing makes use of the resources of core network by setting up
many paths between source–destination pair. The motives behind using it include

Fig. 1 Wireless mesh network comprising several stationary and mobile clients to the Internet [9]
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utilization of bandwidth, optimizing latency, making the network fault-tolerant,
building reliability and equal load distribution. The purpose of using multipath
routing is to employ the various valid routes to arrive at destination and not just the
most suitable path. But the control overhead incurred in establishing these multi-
paths should be optimal [2].

The three phases of multipath routing are path exploration, traffic distribution,
and path maintenance. The path exploration phase determines the existing paths for
a node pair. During the traffic distribution phase, the number of paths for dis-
tributing traffic is selected. Path maintenance is responsible for generating paths
again after exploring the initial path. It can be started either after the failure of one
path or after the failure of all the paths [3].

A. Path Exploration
Path exploration is the mechanism of finding out the existing path set for a
given sender and receiver node. There are numerous issues which a protocol
should take into consideration while deciding the subset of available paths it
tends to generate in the exploration process.
The one of the important issue here is that generated paths should be disjoint,
which dictates the path independence in terms of shared resources.

B. Traffic Distribution
There are a number of methods for allocating traffic to existing paths.
A multipath protocol may choose to transmit the traffic using only the best path
while keeping other explored paths as backups or using the paths in parallel.
A pathfinding algorithm chooses a subset of available paths on the basis of a
specific attribute of the paths. For instance, no. of hops is being used widely as
a metric for a long time. Some other possible metrics are path reliability, path
disjointedness, free bandwidth, degree of route interdependence, etc.

C. Path Maintenance
Path maintenance can be stated as the mechanism of recreating the paths after
the initial path discovery. Due to the resource constraints of the nodes, paths are
highly error prone. Therefore, there should be mechanism for path recon-
struction to reduce performance degradation.
The path discovery can start in three following situations: failure of an active
path, failure of all active paths, or failure of a subset of paths.

3 Multipath Routing Protocols

The primary aim of routing protocol is to choose the route from sender to receiver
node. The protocol should be reliable, quick, and with less overhead. Some mul-
tipath protocols constantly supervise and keep track of quality or overall QoS
metric of existing paths by using dynamic maintenance algorithms. The multipath
Routing protocols can be classified as reactive, proactive, and hybrid [4].
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A. Reactive Protocols
The paths are created only when desired by the source node. Some of the
reactive protocols are:

• AODV-based decoupled multipath (AODV-DM)
• AODV-backup routing (AODV-BR)
• Ad hoc on-demand multipath distance vector protocol (AOMDV)
• Multipath dynamic source routing (MP-DSR)
• Split multipath routing (SMR)

AOMDV protocol works on the basis of distance vector and routes on
step-by-step basis [5]. Moreover, AOMDV discovers multiple paths on request
using a single pathfinding technique.

The route request (RREQ) propagates from the sending node to the receiving
node and set up many return paths both at middle nodes as well as at the receiving
node. Multiple route replies (RREPs) traverse back these reverse paths in order to
construct multiple forward paths to the destination at the source and middle nodes.
AOMDV also assigns alternate paths to middle nodes as they are considered to be
helpful in minimizing route exploring frequency [5].

The main concept of the AOMDV protocol is to make sure that discovered
multiple paths are disjoint and free from loop and that such paths are efficiently
found using a flood-based routing method. Perkins et al. [6] proposed that AOMDV
protocol depends to a large extent on the routing information which already exists
in the under considered AODV protocol, thus reducing the delay resulted in finding
multiple paths.

B. Proactive Protocols
Routing information is stored in one or more tables at every node within the
network. The multipath optimized link state routing protocol (MOLSR) is a
proactive protocol that tries to produce reduced delay and data loss by
employing multiple path routing [7]. Xuekang et al. [2] investigated that OLSR
restricts broadcasting by using multipoint relays and multipoint relay selectors.
In MOLSR, multiple routes are found out and top two routes are selected as per
the link metrics specified. The routes having two or more identical nodes are
not taken into consideration.
MOLSR introduces the concept of cross-layer and the node discovery algo-
rithm which is used to find out every node on the path in order to bypass
disjoint path. The purpose of it is to reduce delay and packet drop ratio [7].

C. Hybrid Protocol
The hybrid routing protocols combine both proactive and reactive routing
protocols. One of the main hybrid protocols for wireless mesh networks is
multipath hybrid routing protocol (MHRP), where multipath is used to provide
the backup mechanism [8]. MHRP has four building blocks:

• Intra-Region Routing Protocol—IRRP
• Router Infrastructure Routing Protocol—RIRP
• Region Gateway Routing Protocol—RGP
• Route Maintenance
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As paths in the infrastructure mesh are comparatively fixed, RIRP is a
proactive-based protocol. IRRP is a member of reactive routing protocols group that
provide increased pathfinding and maintenance services using local communication
inside the particular regional scope. The Region Gateway Protocol (RGP) [8]
facilitates the routes between two ad hoc regions.

Before sending the data to a destination node, a node inquires if there exists a
route to destination; if the route is absent, the node initiates the route exploration
phase. The route exploration is performed in three stages: route request, route setup,
and route response.

Siddiqui [8] stated that MHRP is a hybrid approach as it adopts both proactive
and reactive methods in discovering the routes. Being a secure multipath routing
protocol, MHRP reduces the control overhead arising out of it to a great extent by
employing a simple mutual authentication mechanism [9, 10].

4 Simulation Environment

A. Experimental Setup
The simulation is done to analyze the performance of WMN routing protocols
for selected evaluation parameters using NS2. The network simulator NS2 V
2.34 was used for simulation study. The network was simulated with 10, 20,
30… 40 nodes using square grid topologies for each experiment conducted. All
nodes were distributed within the area of 1493 m � 734 m. The first node was
configured as source, while the last node was configured as destination. The size
of data payload was 512 bytes. The traffic type was constant bit rate type traffic.
A simulated WMN having 30 mesh nodes randomly deployed over 1493 m �
734 m region is shown in Fig. 2.
The three protocols AOMDV, MOLSR, and MHRP are simulated using this
simulation setup. The details of simulation parameter are given in Table 1.
In this simulation study, selected routing protocols are simulated for following
four evaluation parameters:

• End-to-End Delay: The delay of a network enumerates the latency it takes
for a bit of data to traverse the network from one node or endpoint to
another.

• Throughput: It is the number of packets that were delivered during a
specified time period.

• Packet delivery ratio: It is known as the ratio of the numbers of packets
successfully arrived at a receiving node to the total number of packets sent
by the sending node.

• Packet loss ratio: If one or more transmitted packets fail to reach at their
destination, it is called as packet loss. The packet loss ratio denotes the
percentage of transmitted packets that failed to reach the intended
destination.
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B. Result and Discussion
Comparison of reactive, proactive, and hybrid protocol is performed using the
measured parameters.
This simulation of AOMDV, MOLSR, and MHRP protocols was performed for
four different evaluation parameters namely end-to-end delay, packet loss ratio,
throughput, and packet delivery ratio.
The performance of protocols was analyzed for varying simulation time, and
resulting values of throughput, end-to-end delay, packet loss ratio, and packet
delivery ratio were measured for each protocol.
The results for throughput, packet loss, packet delivery ratio, and end-to-end
delay versus time are shown in Figs. 3, 4, 5 and 6, respectively.

Fig. 2 WMN topology having 30 nodes with random placement using NS2

Table 1 Simulation
parameters

Parameter Value

Network simulator NS2.34

Routing protocol AOMDV, MOLSR, MHRP

No of nodes 10, 16, 25, 30

Simulation area 1493 m � 734 m

Simulation time 10/20/30/40/50 s

Traffic type CBR

Packet size 512 bytes

Node deployment Random

Mac type 802.11
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5 Conclusion

In this paper, performance of three multipath routing protocols for wireless mesh
networks, namely AOMDV, MOLSR, and MHRP, has been compared. Simulations
were performed using NS2 in different random topologies. The results show that
AOMDV protocol provides better result than MOLSR and MHRP for packet

0

200

400

600

800

10 20 30 40 50

Th
ro

ug
hp

ut
 (K

BP
S)

Simula on Time (s)

AOMDV_Throughput

MOLSR_Throughput

MHRP_Throughput

Fig. 3 Comparison of
AOMDV, MOLSR, and
MHRP for time versus
throughput

0

0.2

0.4

0.6

0.8

10 20 30 40 50

Pa
ck

et
lo

ss

Simula on Time (s)

AOMDV_Packetloss

MOLSR_Packetloss

MHRP_Packetloss

Fig. 4 Comparison of
AOMDV, MOLSR, and
MHRP for time versus packet
loss

0

0.2

0.4

0.6

0.8

1

1.2

10 20 30 40 50

Pa
ck

et
 D

el
iv

er
y 

Ra
o

Simula on Time (s)

AOMDV_Delivery_Ra o

MOLSR_Delivery_Ra o

MHRP_Delivery_Ra o

Fig. 5 Comparison of
AOMDV, MOLSR, and
MHRP for time versus packet
delivery ratio

0
200
400
600
800

1000
1200
1400
1600

10 20 30 40 50

En
d 

to
 e

nd
 D

el
ay

 (s
)

Simula on Time (s)

AOMDV_Delay

MOLSR_Delay

MHRP_Delay

Fig. 6 Comparison of
AOMDV, MOLSR, and
MHRP for time versus delay

Comparative Performance of Multipath Routing Protocols … 133



delivery ratio, throughput, and packet loss for the given simulation environment.
However end-to-end delay of MOLSR is partially better than AOMDV and much
better than MHRP. We can conclude that AOMDV performs better as compared to
other two protocols for a WMN consisting of 10–30 nodes spread across the given
area. Our future work includes the enhancement of AOMDV by improving the
security features of it.
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Energy-Efficient Approaches in Wireless
Network: A Review

Veenu Mor and Harish Kumar

Abstract Environment protection and reduction of operational cost are gaining
popularity among researchers. Energy consumption has direct impact on both
factors and follows an increasing trend of attentions in recent years. A number of
energy-aware approaches have been found in research to trim down superfluous
energy expenditure by embedding energy alertness in the protocols, devices and
designing of wireless networks. This paper intends to provide a broad review of the
various researches at protocol stack for minimizing energy consumption in wireless
network.

Keywords Energy-efficient communication � Layer-based solutions � Cross-layer
optimization

1 Introduction

Information and communication technology (ICT) plays vital role in reducing
movement of people and products, to enhance efficiency of production and con-
sumption of goods, etc. Increased use of ICT helps to reduce emissions of CO2.
But, on the other side, electricity consumption of ICT equipment itself is growing
more rapidly contributing to carbon dioxide (CO2) emission. ICT is found to be
responsible for around 750 thousand tons of CO2 production for every terawatt hour
of energy dissipation. This sector is being reported to contribute for 2–3% [1] of the
total CO2 discharge of which mobile networks contribute about 0.2%. In developed
countries, CO2 emission rate is even higher. As ICT is the fastest growing sector,
it can contribute significantly in enhancing energy efficiency of other sectors and
hence in controlling average rise in temperatures.
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Furthermore, future trend is toward wireless communications, and bandwidth
requirements are increasing with launching of new bandwidth-hungry network
applications. Increasing Internet Protocol (IP) traffic demands expanding infras-
tructure like switches, routers and hence more network equipments are leading to
energy expenditure. Hence, the need for energy-efficient solutions in network has
become apparent due to the immense increase in amounts of energy consumption
and carbon footprints within ICT sector. Environmental aspects and the resulting
energy cost of network operators are major motivators for the energy-efficient
network solutions. Additionally, compared to hardware defined approaches like
power amplifiers, highly integrated modules, software-based solutions have wider
scope. So, this research work focuses on review of various ongoing solutions at
protocol stack.

This study broadly provides a survey of the most applicable research trends for
minimizing energy expenditure in wireless networks based on protocol stack layers.
The paper is formulated into four sections. Introduction to field is discussed in
Sect. 1. Section 2 represents various layer-based approaches ranging from physical
to application, cross-layer approach has been found to be more promising field;
Sect. 3 highlights trends of research work at protocol layers over last five years;
finally, Sect. 4 provides conclusion and future work.

2 Layer-Based Approaches

Energy consumption in wireless network is affected by each layers of protocol
stack. Hence, energy reduction should be considered throughout all layers. Apart
from traditional stand-alone solutions at individual layers, interaction among layers
can further reduce energy significantly. This section focuses on classification of
energy-saving techniques based on Transmission Control Protocol/Internet Protocol
(TCP/IP) protocol stack as depicted in Fig. 1. Application layer occupies top of
stack followed by transport, network, data link, and physical layer.

Physical Layer  Data Link Layer                   Network Layer            Transport Layer                     Application Layer

• Transmission 
Power

• Hop Distance
• Modulation 

Scheme
• Dynamic 

Voltage and 
Frequency  
Scaling

• Error Control
• Channel 

Allocation
• Adaptive Link 

Rate 

• Mechanical Relay
• Cooperation 

User based
Relay Based

• Network Coding
• Packet Size
• Resource Consolidation 
• Routing 

• Extending  
Sleeping State

• Efficient 
Congestion 
Control 

• Packet Loss

• Energy Efficient 
Instruction 

• Application 
Protocol 
Modification 

Fig. 1 Energy-efficient approaches at various layers of TCP/IP protocol stack
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2.1 Physical Layer

Physical layer is accountable for real conduction of data over communication link
in signal forms. Energy efficiency at physical layer can be achieved by optimal
setup of various parameters like transmit power, hop distance, modulation scheme,
dynamic voltage/frequency scaling. These parameters further depend on type of
channel models like Gaussian noise, block Rayleigh fading.

Transmission Power: It determines coverage area, effecting chances of locating
the receiver. Signal-to-noise ratio of the channel decides successful decoding of
received transmission and is proportional to transmission power. Increases in
transmission power decrease likeliness of error and enhance the chance of suc-
cessful transmission. But on other front leads to higher probability of collision with
other transmissions in neighbor. Hence, to achieve energy-efficient successful
transmission, an optimal balance between the two needs to strike out. In [2], per-
formance with respect to variable transmission power of a multi-hop network has
been analyzed. Energy of beam-forming base stations is reduced significantly at
cost of minor increase in consumption at user end. [3] has evaluated performance of
variable transmission power control on energy, delay, throughput, etc., which
shows better results for network performance and energy saving than
common-range transmission control schemes.

Hop distance: On similar ground, optimal hop distance helps in minimizing per
packet expended energy across a multi-hop network. It is based on rule that increase
in hop distance increases chances of error, hence increases power consumption
while reduces fixed circuitry cost due to less number of reception and transmission
(due of less number of hops) and vice versa.

Modulation: It is a deciding factor for the probability of success of transmission
as well as to achieve energy-efficient communication. Rosas and Oberli [4] have
studied optimization of modulation size with respect to Signal-to-Interference-
plus-Noise Ratio (SINR). It is reported that every modulation is associated with an
optimum SINR value where energy consumption for one bit of data can be found to
be minimum. In this scenario, binary phase shift keying and quadrature phase shift
keying are the optimum options for high transmission distances. But with decrease
in transmission distance, the optimal modulation size can be as high as
64-quadrature amplitude modulation (QAM). This study is based on an error-free
environment for both backward and forward frames, i.e., ignore possibility of loss
of data, and energy consumed at transmission and receiving are assumed to be
equal. Whereas [5] has optimized the M-ary QAM constellation size in multi-hop
linear networks with goal of minimizing the energy used per bit with in average bit
error rate. Modulation size and routing paths are together optimized. The circuit,
transmission, and retransmission energies have been considered. While, in [6],
modulation scheme has achieved energy performance by dipping total of packet
retransmission and hence the amount of bits.

Dynamic Voltage/Frequency Scaling (DVFS): Physical layer can also handle
processors and radio parameters as per ongoing working environment. By utilizing
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multiple voltages and frequency levels, energy eating can be reduced significantly.
The voltage and clock frequency can be varied based on workload to meet preferred
performance with minimum energy expenditure [6, 7]. It is one of the most useful
techniques when low-power sleep is not an alternative. A number of work are found
in the literature on DVFS, and approaches which work equally well in regular and
irregular workload needs more attention.

Being closer to physical medium among all layers, physical layer has vital role in
energy-efficient solutions, but network components may have varying properties.
So building solutions at physical layer involve separate solutions for such different
components.

2.2 Data Link Layer

Data Link layer (DDL) has potential to achieve energy-efficient operation. Error
control, channel allocation, and adaptive link rate (ALR) have been identified as
key components.

Error control: Significant number of studies has been reported on error control at
logical link part of DDL. It can be achieved by error coding, e.g., forward error
correcting (FEC) [8] and retransmission, e.g., automatic repeat request (ARQ) [9,
10]. FEC is a way to control errors of data transmission. Sender appends
error-correcting code to original messages, whereas ARQ deals with errors through
retransmission. In view of ARQ, utilizing current state of network conditions can
help in making decisions in re-transmitting packets at favorable time and hence
achieve energy savings. In [9, 10], transmitter nodes make intelligent decision to
reduce retransmissions by utilizing channel quality information for achieving
energy reductions.

Channel Allocation: Channels are scarce resource in wireless communication
and must be allocated efficiently throughout network. Channel allocation can be
achieved at media access control (MAC), and being an important parameter, it can
contribute significantly in archiving energy-efficient communications. An
energy-efficient MAC scheme should utilize benefit from both traffic and network
characteristics. Channel access MAC approaches can be majorly classified into
three types, i.e., contention-based, conflict-free, and hybrid. The contention-based
approaches cover channel allocations using ALOHA, slotted ALOHA, carrier sense
multiple access (CSMA), CSMA/CD, CSMA/CA, whereas FDMA, TDMA,
FH-CDMA, DS-CDMA are conflict-free. PRMA and D-TDMA are part of hybrid
channel allocation approaches. Numeral research works have been reported in the
literature with green channel allocation strategy. For instance, Wu et al. [11] have
jointly addressed both power and multi-channel issues to achieve energy efficiency
at a node by controlling the transmit power to reach intended receiver during
transmission. But this power control approach is found more effective when
numbers of channels are lesser than a threshold. Misra et al. [12] have introduced
learning automata-based distributed dynamic channel allocation approach with a
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focus toward improving overall system performance by reducing dropping proba-
bility in a highly mobile scenario. It helps to achieve energy saving but study lacks
in experimenting with different mobility patterns. In [13], energy-efficient MAC
(EE-MAC) for ad hoc protocol without significantly reducing network performance
is proposed. This approach is based on principle idea of electing some nodes to
form a connected virtual backbone set to route packets, while other nodes named as
slaves can stay in power-saving mode. Sheelavant and Sumathi [14] have proposed
a channel interference limited routing protocol for delay sensitive traffic to meet
throughput increase and energy saving of cognitive radio sensor networks. In [15],
two energy-efficient strategies, namely altruistic DISH, in situ DISH for cooperative
multi-channel MAC Protocols have been proposed. Approach is applicable for
single radio per node and does not require time synchronization. Results demon-
strate 40–80% energy saving without compromising at throughput part. But, in situ
is found suitable for scenario with less density nodes or low traffic.

In wide, purpose of energy-efficient channel allocation is to limit packets col-
lision for efficient channel utilizations and hence energy resource.

Adaptive Link Rate: It is an energy proportional computing scheme, which
adopts data rate with objective of optimum performance and energy efficiency
depending on traffic or channel conditions. It has less complex physical layer
modulation so needs less-power consumption to decode. A variable data rate
scheme is used in [16] to optimize total communication energy in body sensor
network and wifi. It achieves 86% energy reduction with respect to fixed data rates
solution. Furthermore, Nedevschi et al. [17] have proposed an energy-saving policy
for link rate adaptation based on link utilization and buffer queue length. Results are
compared with link sleep policy and found that during low link utilization, sleep
state is more feasible than rate adaption.

As seen, DDL has good capability toward achieving energy-efficient network-
ing. Adding mobility awareness in this layer will help in recovery of data due to
path failure.

2.3 Network Layer

In wireless mobile networks, the network layer is accountable for routing packets
under mobility constraints. Apart from traditional routings approaches, following
techniques can be applied to achieve energy efficiency at this layer.

Mechanical Relaying (Store and Forward): It is a technique applicable in
wireless mobile networks where communication is intentionally delayed till
meeting favorable networking conditions (e.g., improved SINR, region of less
prone to error). Mobile nodes can act as relay to carry data of its own and others
node. They are facilitated with ability to store information while on move. Hence, in
mechanical relay (MR), mobile nodes operate under a store-carry and forward
paradigm [18, 19]. Transmitting at better locations allows efficient use of radio by
reducing transmit power. It also leads to less interference to other nodes and hence
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better SINR at receiver side. Hence, this feature of carrying data mechanically,
communicating only at the best locations and within delivery deadlines helps to
achieve significant reduction in energy consumption during transmission. Kolios
et al. [20] proposed a MR to solve the problem of energy efficiency in cellular
network and proved that mobility prediction can be beneficial in saving energy. But
study is only limited to single cell, hence lacking intra-cell communication.
Message forwarding decision policy and size of message are key factors for suc-
cessful energy-efficient transmission. Policy can be applied in centralized or dis-
tributed, or hybrid manner. Cross-layer approach at application and MR at network
layer can together achieve further performance gains.

Energy Efficiency with Cooperation: Utilization of cooperation between nodes of
the network is one of successful technique to reduce energy consumption and to
achieve better performance improvement of wireless transmission [21, 22].
Cooperation can be categorized into two types, first is relay cooperation (RC) [21],
in which relay nodes assist the source in transmitting information to destinations,
and second is user cooperation(UC) [22] which is more suitable in multicast sce-
nario. UC is based on concept that destinations which receive data successfully and
have better channel quality to other destination nodes than source node will further
assist source in transmitting data to other remaining destinations. RC and UC both
can decrease the total energy consumption of network. But RC requires installation
of new relay node to network, hence expensive than UC. In UC, user’s relay nodes
may not always have better link quality with the remaining users than source node.
Performance is not always assured in UC.

Energy Efficiency with Network Coding: Under this approach, router nodes mix
content of different packets and broadcast the resulting packets. Network coding
(NC) helps to achieve optimum usage of network resources. Hence, it is important
to explore its effect on energy-efficient systems. Chen et al. [23] have shown that by
applying NC bandwidth can be saved. It is more suitable for multicasting scenario.
Chen et al. [24] have evaluated the potential of coding from perspective of
throughput and energy efficiency. Energy-saving factor in unicast random networks
is upper limited by 3, while throughput is lower bounded by a constant factor, but it
is suspected that the constant factor can be even smaller. Blind flooding factor for
achieving broadcast in NC can be improved by utilizing better broadcast mecha-
nism. Keeping this in view, [25] has combined NC with connected dominating set
(CDS)-based broadcasting approach to give network coding over connected dom-
inating set (NCDS). Energy gains have been reported as 161% over blind flooding
and 37% over CDS. In [26], network coding-based probabilistic routing scheme has
been projected. Results of scheme in terms of energy efficiency and reliability have
been found better than probabilistic routing and pure flooding.

Packet Size: It has relationship with loss probability and provides valuable
information in adjusting different network conditions for optimum utilization of
wireless resources [27]. Probability of packet delivery increases with small packets
achieving energy efficiency. But when overhead bits are taken into account, highest
energy efficiency exists for some optimal packet size [28]. In [29], packet size
optimization is devised as a nonlinear constrained problem, solved with sequential
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quadratic programming. In [30], the packet size and transmission power are decided
as a function of distance between transmitter and receiver under varying modulation
strategy. Data compression reduces transmission time of packets by reducing
transmitted bits; it can be looked as a firm technique for energy reduction and can
be applied at packet payload [31] and header part [32]. Additional computation cost
incurred by data compression needs to be considered for energy saving. [33] has
proposed a simple low computation power hungry algorithm.

Resource Consolidation: Networks are deployed keeping in view the quality of
service for peak traffic demands. In scenario when traffic follows a pattern on
periodical basis [34], resources are over-provisioned during low traffic periods.
Networks need not to operate in full capacity and can be dynamically adjusted
according to current traffic level. Resource consolidation (RC) is a kind of routing
achieves this objective by consolidating the network load and traffic on a selected
set of active network nodes and shutting down other lightly loaded nodes. Load is
redistributed by cooperation among network equipment [35]. RC is an attractive
means in fields like data centers, CPU, wired networks.

2.4 Transport Layer

Transport layer provides service for end-to-end communication. TCP/IP stack has
been proposed keeping in view of wired connections. Performance of classical
transport protocols degrades considerably in wireless network. It is necessary to
consider energy efficiency behavior of the transport layer protocols. Extending
sleeping state, efficient congestion control, packet loss recoveries are few of
approaches which can be exploited under this layer.

Extending Sleeping State: Such, approaches control data traffic to achieve
maximum sleep period. Few of early work has been addressed in [36–38]. In [36],
energy/throughput trade-off of TCP has been considered. In [37], energy con-
sumption for bulk data transfer under different TCP versions like Tahoe, Reno, and
New Reno has been studied. In [38] TCP header has been modified for TCP sleep
option. Before sleeping, client notifies server through this option. On seeing TCP
sleep from client, server will store data received from the application and does not
send it immediately. In [39], energy consumption of TCP data transfer by stretching
the ideal period has been considered. Bursty communication over a wireless LAN
can reduce the energy expenditure in TCP data transmit by around 60%. But
analysis of energy saving with impact over delay has been ignored. Hu and Li [40]
have studied cross-layer-based approach for energy competence of TCP in wireless
cooperative relaying networks. Relay selection is solved by using primal-dual
index-based heuristic algorithm. It is shown that the energy efficiency of TCP can
be enhanced by adapting the lower layer parameter, e.g., modulation, coding, frame
length, and limit on retransmission time.

Efficient Congestion Control and Packet Loss: Congestion can occur if packet
arrival rate exceeds packet service layer. Factors like contention, bit error,
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interference contribute toward packet loss and also add to congestion. In all both
factors increase packet service time and degrade energy performance. They are as
such important factors to be dealt under this layer. Suitable rate adjustment and
retransmission techniques will help to mitigate this issue. In [41], adaptive duty
cycle-based congestion control scheme has been projected.

Research for achieving energy efficiency is more centered toward lower layers;
upper layers had been ignored. Further potential of transport layer for
energy-efficient solutions needs to be explored for maximal gain in this direction.

2.5 Application Layer

Application layer consists of high-level setup services for the application program
and acts as interface between user and network. As being most closed to end user,
this layer is the best choice for utilizing application-specific information toward
designing energy-efficient solutions.

Application Protocol Modification: Energy saving can be achieved by modifying
particular application protocol and utilizing traffic pattern knowledge. For instance,
existing Bit Torrent, a P2P technology, used in distribute digital content in
decentralized architecture requires peers to be active all the time in spite of current
load. Green BitTorrent [42] is an improved version of existing BitTorrent, which
allows clients sleep in a swarm by disconnecting their TCP connections with peers
when not actively downloading or uploading contents, yet still active member in
peer lists. An assessment of Green BitTorrent with respect to energy savings and
download time has been done. Energy savings of up to 25% with standard version
are realizable, but with small increase in file download time. For backwards
compatibility with existing BitTorrent method to signal type of peer, i.e., green or
nongreen and to wake up the sleeping clients are not mentioned. From protocol
modification perspective, [43] Telnet is redesigned with a green objective to give
Green Telnet Protocol, allowing the client to go to sleep and recover later.
Additional control messages are required to share power state changes to avoid
losing data.

Energy-Efficient Instructions: It is other tool for achieving this goal, some work
toward this direction has been presented in [44, 45]. In [44], a green framework has
been proposed that supports energy-conscious programming using principled
approximation for expensive loops and functions. A dynamic instruction scheduling
logic has been discussed in [45]. It is based on grouping a number of instructions as
a single dispatch entity. The proposed logic holds and sends off extra instructions
without growing the size or number of ports. The results show energy cutback of
42, 50, and 44% for dispatch, select, and issue correspondingly. Green program-
ming can be explored further for reducing programmer burden through more
automated program approximation.

Energy-saving process can involve cross-layer cooperation as power consump-
tion is affected by each aspects of system design, varying from hardware to
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applications. Parameters of multiple layers like transmit powers, rates, link
schedules, routing can be utilized for joint optimization objective across protocol
stack with adjustability to required service, traffic load, and surroundings dynamics.
A large number of different issues have been successfully addressed by cross-layer
approaches in networking. Cross-layer solution can be seen as a very promising
research area in field of energy saving [46].

3 Trends

A survey on IEEE Xplore for last five years has been carried out to find out the
popularity of research in energy efficiency of TCP/IP protocol stack, and recorded
observations have been listed in Table 1. The following query has been used on
abstract, which is further refined by publication date and including discussed lay-
erwise approaches. Though, results may vary with inclusion/exclusion of other
keywords. The outcome clearly indicates that in energy-efficient wireless commu-
nication overall research trend is increasing.

Abstract (((((Energy OR Green) AND (Efficiency OR Efficient OR Saving
OR Aware OR Conservation OR Harvesting OR Performance OR
Computing OR Communication OR Radio OR Modulation OR
Performance OR Consumption)) AND Wireless Network))

Table 1 Trend in IEEE Xplore over last five years

Layer
year

2011
(Jan–Dec)

2012
(Jan–Dec)

2013
(Jan–Dec)

2014
(Jan–Dec)

2015
(Jan–Aug)

Total

Physical
layer

123 145 133 160 78 639

Data link
layer

86 74 112 108 53 433

Network
layer

483 520 493 486 210 2191

Transport
layer

74 78 71 62 26 311

Application
layer

8 13 8 13 1 43

Total 1583 1686 1730 1742 788 7528

Energy-Efficient Approaches in Wireless Network: A Review 143



4 Conclusion and Future Work

This study has highlighted solutions toward energy reduction within each layer of
TCP/IP protocol stack. The overall energy consumption is influenced by the
functionality of each layer. Future road map requires more coordinated energy
control among all layers with due consideration toward energy consumption of
solution itself. Based on survey, it has been acknowledged that inclination of
research is increasing in energy efficiency. Functionality of network layers are most
explored one in achieving energy-efficient solutions, and application layer is least
targeted. Hence, being most closed to end user, there is plenty of scope of research
for achieving energy efficiency at application layer.
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Developing Small Size Low-Cost
Software-Defined Networking Switch
Using Raspberry Pi

Vipin Gupta, Karamjeet Kaur and Sukhveer Kaur

Abstract Software-defined networking (SDN) is a new emerging technology for
networking that separates the forwarding and control plane. With SDN static,
inflexible and complex network are replaced by dynamic, scalable, and innovative
networks. The motivation of developing low-cost portable SDN switch arose when
we were developing load balancing and stateful firewall SDN applications during
our research work. To test and measure the performance of our applications, we
needed low-cost SDN testbed. Existing solutions were utilizing special hardware
such as NetFPGA or real switches. But these were not suitable due to high costs and
complexity involved. We could have tested these applications using Mininet
emulator but there are performance issues. In this paper, we created a small size,
low cost, portable SDN switch for testing our SDN applications using Raspberry Pi.
Our low-cost switch supports OpenFlow Specification 1.0–1.4. Raspberry Pi is
Linux-based small size low-cost device which can be used as a personal computer
as well as for making low-cost portable SDN switch.

Keywords Open vSwitch � OpenFlow � Raspberry Pi � SDN � Controller

1 Introduction

Computer network consists of a large number of network devices such as routers,
switches, and various middleboxes such as firewalls, load balancers, network
address translators having complex protocols on them. Network operators are
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responsible for configuring individual network devices using configuration
interface.

Software-defined networking is a new networking concept in which the data plane
is decoupled from control decision plane [1]. Data planes are actually dumbmerchant
silicon boxes. We can turn them into a simple hub, learning switch, or a router by
creating flow entries in flow tables. SDN in part represents logically centralized
network intelligence in control plane and data plane become simple packet for-
warding device that can be programmed via open interface. OpenFlow is a prominent
example of such an interface [2, 3]. OpenFlow switch has flow tables that contain
packet handling rules. When a rule matches with the incoming traffic, then corre-
sponding action such as dropping, forwarding, and flooding is taken. According to the
flow table rules, OpenFlow switch behaves like a switch, router, hub, or firewall [4].

SDN is getting a lot of attention from research community as well as industry
[5]. Open network foundation (ONF) has been created for promoting SDN and
standardizes the OpenFlow (Fig. 1).

Fig. 1 SDN architecture
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2 Related Work

Mininet [6, 7] is a emulator software that enables you in creating large networks on
a simple laptop or virtual machine (VM). It allows you to create simple as well
complex networking consisting of switches, controllers, hosts, and links. It provides
a simple, robust mechanism for testing OpenFlow applications. But there are
scalability issues and resource constraints when we run Mininet on a single system.
Many other researchers use special devices such as NetFPGA for creating testbeds.
But these SDN testbeds are not suitable due to higher cost and complexity [8].
Earlier work supported OpenFlow specification 1.0 [9], while in case of our work, it
supports OpenFlow Specification 1.0–1.4.

Raspberry Pi is small size low-cost device which can be used as personal
computer as well as for making low-cost SDN switch. Raspberry Pi is basically a
device using embedded Linux.

3 Steps for Developing SDN Switch

Our switch was made using Raspberry Pi which comes preloaded with Raspbian
operating system. For our switch, we used latest Raspberry Pi model B+ which also
comes with 1 GB Ram instead of 512 MB Ram in earlier versions. The Raspberry
Pi is a small, powerful, and lightweight ARM-based computer [9]. We loaded the
latest Ubuntu MATE 15.04 on Raspberry Pi. Raspberry Pi contains only one LAN
card. Since we wanted four ports SDN switch, so we ordered three USB-based
low-cost LAN cards online. The following are the steps for converting our
Raspberry Pi system to a SDN switch.

1. Attached three USB LAN cards to our Raspberry Pi system thus making total
number of LAN cards available to four.

2. We downloaded a pre-built image of Ubuntu MATE which is available on the
Internet [10]. We unzipped that image file and wrote the Ubuntu MATE image
file on MicroSD card that comes along with Raspberry Pi system. It removed the
default Raspbian image on MicroSD. We removed the Raspbian OS because it
does not support the latest version of OpenFlow switch (Fig. 2).

3. We used the ‘apt-get install’ for installing the Open vSwitch packages on
Raspberry Pi.

4. We used the ‘óvs-vsctl’ for making our Raspberry Pi as SDN switch and added
four LAN cards as four ports of our SDN switch.

5. We attached four laptops to four ports of our Raspberry Pi SDN switch. One
laptop was used as client system, one laptop as POX/RYU controller and two
other laptops as servers.

6. First, we tested our load balancing application using POX controller [11, 12].
Our Raspberry Pi switch was properly working as a load balancer.
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7. Secondly, we tested our firewall application using RYU controller [13, 14]. Our
Raspberry Pi switch was now properly working as firewall.

4 Laboratory Setup

For testing our switch, we created the laboratory as shown figure. Our switch ports
were named eth0, eth1, eth2, eth3. We attached our POX controller on eth0 and
hosts on eth1, eth2, and eth3 ports. We tested our Raspberry Pi-based SDN switch
using load balancing application and firewall application (Fig. 3).

The load balancing architecture consists of OpenFlow switch network with a
POX controller and multiple servers connected to the ports of the OpenFlow switch.
Each server is assigned static IP address, and the POX controller maintains a list of
live servers that are connected to the OpenFlow switch. Web service is running on
each server on a well-known port 80.

A firewall allows or rejects a specific type of data. Our firewall application
allows or restricts the traffic based on MAC addresses (Layer 2), source and des-
tination IP addresses (Layer 3), ports (Layer 4). When a packet enters into the
switch, the packet header is matched against the firewall rules.

Fig. 2 Raspberry Pi-based SDN laboratory
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We tested our load balancing application using POX controller installed on
‘172.24.0.81’ host. Firewall application was tested using Ryu controller installed on
‘172.24.0.81’. Raspberry Pi SDN switch was configured to use remote controller as
shown in figure. Both of these applications are working properly on Raspberry
Pi-based SDN switch (Fig. 4).

Fig. 3 Laboratory setup

Fig. 4 Switch ports for
connecting hosts
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5 Conclusion

Here we have successfully developed a SDN switch using Raspberry Pi by
installing Ubuntu MATE Linux and other open source softwares. We were able to
successfully test our load balancing and firewall applications. This switch is very
low cost and portable as compared to other available alternatives in the market.
Future work can involve creating a SDN testbed consisting of Raspberry-based
switches and hosts.
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A Timestamp-Based Adaptive Gateway
Discovery Algorithm for Ubiquitous
Internet Access in MANET

Prakash Srivastava and Rakesh Kumar

Abstract Internet gateways are used for integration of mobile ad hoc network
(MANET) with Internet to increase its usability. Mobile nodes in MANET need to
discover an Internet gateway to obtain Internet connectivity. Existing gateway
discovery approaches such as reactive, proactive, and hybrid suffer from low net-
work throughput and performance trade-off. In the proposed gateway discovery
scheme, proxy nodes are utilized to reduce network overhead as well as dynami-
cally adjust proactive area of gateways according to traffic load on a gateway. The
gateway selection scheme uses a timestamp factor besides hop count and queue
length for selecting an optimal Internet gateway. The performance of the proposed
approach is analyzed through simulation on the basis of routing overhead and
gateway discovery time. Results show that our approach has been found outper-
forming to existing approaches.

Keywords Mobile ad hoc network � TTL (time-to-live) � Adaptive gateway
discovery � Timestamp
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1 Introduction

Mobile ad hoc network [1] and the fixed networks such as Internet are integrated to
extend network coverage and also to enhance usability of such networks. The
architecture of such network differs from Internet as it makes assumptions of var-
ious sorts on the structure, dynamic topology, and communication patterns. Due to
these differences, integrating different networks to form a hybrid network is a
challenging issue. Internet gateway acts as a bridge between a MANET and the
Internet for achieving integration. Communication of mobile devices such as
laptop, PDA, smart phones in an ad hoc network and a fixed device in Internet
needs changes in MANET routing protocol such as AODV, DSR. The challenge in
integration of MANETs to Internet originates from the need to inform mobile nodes
about available Internet gateways. In this scenario, there is a great challenge of
making an optimal consumption of scarce network resources such as bandwidth
battery power. In the proposed approach, proxied adaptive is used for
MANET-Internet integration in which some nodes in the MANET act as proxy
nodes to minimize the load on gateway and also reduce network overhead as
depicted in Fig. 1.

The organization of the rest of the paper is as follows. Related work about
MANET-Internet integration and various gateway discovery approaches are
described under Sect. 2. The proposed gateway discovery scheme is presented in
Sect. 3. Section 4 presents performance evaluation using simulation. Finally,
conclusions along with directions of future work are presented in Sect. 5.

Fig. 1 MANET-Internet integration strategy
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2 Related Work

Hamidian et al. [2] proposed a gateway discovery scheme for Internet access to
mobile ad hoc networks. The AODV routing protocol used in the MANET domain
was modified. They devised three gateway discovery approaches, namely reactive,
proactive, and hybrid for Internet connectivity. All these three approaches are based
on single hop count metric for gateway discovery.

A load-adaptive gateway discovery proposal was proposed by Park et al. [3],
which resizes proactive gateway advertisements range dynamically and reduces
gateway acquisition latency. For adjusting this area dynamically, access gateway
should know the information like number of source nodes and network nodes that
requires Internet connectivity and size of the network. This approach takes into
account the load of the network while calculating the TTL value dynamically, but
the problem of gateway advertisement messages periodicity are not addressed.

The existing solution for MANET-Internet integration was analyzed by
Nordstrom et al. [4] but flexibility and robustness were found lacking. Authors
come to the conclusion that interconnection scheme’s inability to express indirec-
tion is the cause for routing failure. Another problem concerns state replication in
which a route update does not succeed to replicate all the routing state required to
forward packets to a gateway. The proposed scheme when combined with AODV
enhanced the packet delivery ratio up to 20% which is shown through simulation.

Zaman et al. [5] discussed two important issues in MANET-Internet integration.
First, the path load balancing during communication of mobile nodes with gate-
ways. Second, mobile nodes register with a gateway before communication begins.
This approach is focused on combining adaptive gateway discovery, balancing path
load mechanism, and maximal source coverage [6] scheme. The simulation results
show the improvement in normalized routing load but it does not show any sig-
nificant improvement in packet delivery ratio and end-to-end delay as compared to
other approaches.

Yuste et al. [7] proposed an adaptive gateway discovery scheme in which the
frequency of gateway advertisement (T) is optimized using fuzzy logic system and
TTL value is varied according to traffic load. However, this scheme does not focus
on efficient handover scheme and determination of optimized proactive area which
is also primarily important to improve network performance.

3 Proposed Gateway Discovery Mechanism

We call our scheme as timestamp-based proxy adaptive gateway discovery algo-
rithm. This approach takes the benefit of local information provided by proxy which
is gained by some mobile nodes in the network [8]. Since, adaptive gateway dis-
covery scheme creates a reactive and proactive zone, gateway advertisement
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(GWADV) does not require flooding across whole network [9]. Nodes which are
intermediate acting as proxy in proactive zone border reply using a gateway reply
(GW_REP) unicast to the originator and thereby reducing the overhead.

Majority of gateway selection schemes/approaches use minimum number of
hops to select an optimal gateway [10–12], consequently under high traffic load, the
nearest Internet gateway suffers from bottleneck, besides there is also some nodes
which are congested along the gateway route. In our scheme, we introduce an
additional metric, i.e., timestamp factor (T) as shown in Fig. 2 in gateway adver-
tisement message (GW_ADV) format. Now gateway selection metric takes into
account four metrics, and therefore now the composite metric gc is computed with
the help of modified Eq. 1.

gc ¼ hcþ T þ N=Nþ 1ð Þþ Q=Qþ 1ð Þ ð1Þ

The source node always selects gateways having high response time, and the
traffic is distributed evenly among other gateways resulting in lower chances of
collision and packet loss due to high congestion.

3.1 Algorithm for Calculation of Proactive Area

1. Initialize

2. ttl ← A.η/N.2P

n(Δt) n(Δt)

3. Load, q =
P

ki .
P

fi

i=1 i=1

// Event advertisement timer expires

4. if ttl > 0 then

5. GW _REP.src = this gateway;

6. GW_REP.dst = broadcast;

7. GW _REP.ttl = ttl;

8. GW_REP.T=current time;

Type Reserved Prefix size Hop Count
Broadcast ID

Destination IP Address
Destination Sequence Number

Source IP Address
Lifetime

Q
N 
T

Fig. 2 Modified gateway
advertisement (GW_ADV)
message format
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9. send GW_REP ;

10. end if //Event receive GW_REQ (Route request)

11. set-up reverse route;

12. GW_REP.src = this_gateway;

13. GW_REP.T=current_time;

14. GW_REP.dst = GCREQ.src;

15. send GW_REP ; //Event load estimation timer expires

16. cmax=q +0.005;

17. cmin= q - 0.005;

18. Estimate new load as

n(Δt) n(Δt)

q =
P

ki .
P

fi

i=1 i=1

19. If q >cmax then ttl ← ttl + 1;

20. If q < cmin then ttl← ttl -1; //Event receive DATA

21. communicate with DATA.src;

3.2 Algorithm for Congestion Mitigating Gateway Selection
and Discovery Scheme

1. Initialize

2. G ←Ø; where G set contains tuple of form (g,T) //g←set of gate-

ways // T←Timestamp factor

3. last _reply_ time ← 0;// Event route to Internet lost

4. if (current_time – last_reply_time) >= time between periodic GCREP then

5. GW_REQ.src = this_node;

6. GW_REQ.dst = broadcast;

7. send GW_REQ ;

8. end if //Event receive GW_REQ (Route request)

9. setup reverse route;

10. if G 6¼ 0 then

11. let g is the selected gateway from this node according to metric gc;

12. gc = hc + T + (N/N+1) + (Q/Q+1)

13. GW_REP.src = g;

14. GW_REP.T=current_time - T of selected g from (g,T);

15. GW_REP.dst = GCREQ.src;

16. GW_REP.proxy = yes;

17. send GW_REP ;

18. else
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19. forward GW_REQ // Event receive GW_REP

20. Set up forward route

21. if GW_REP.dst 6¼ this_ node then

22. forward GW_REP

23. if GW_REP.dst=broadcast then

24. last_reply_time = current_time

25. end if

26. end if

27. G ← G U GW_REP.src;

28. T ← current_time – GW_REP.T;

29. schedule active gateway timer for GW_REP.src;

// Event active gateway g timer expires

30. G ← G/{g , T}; //Event data transmit

31. if G 6¼ Ø then

32. Select a g which belongs to G such that metric gc is minimum

33. gc =T+ hc + (N/N+1) + (Q/Q+1)

34. send data

35. else

36. send GW_REQ

37. end if

4 Performance Evaluation

The proposed approach is implemented using NS-2 simulator (NS 2.34 version).
For performance comparison of our proposed approach with existing ones, common
simulation parameters are given as per Table 1 [13–16].

4.1 Performance Metrics

The following performance metrics have been used.

• Routing Overhead: The total number of control messages, including gateway
discovery generated is called routing overhead. It is computed by the formula
given below:

Roverhead ¼
Xn

i¼1

Overheadi
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• Gateway Discovery Time: The times required to search and discover a gateway
is known as gateway discovery time. It is computed by the formula given below:

TGWD ¼ searching timeþ delay latency:

4.2 Results and Discussion

The routing overhead in case of our proposed scheme as shown in Fig. 3 shows less
number of routing overhead messages as compared to other gateway discovery
schemes due to proxy and less congestion due to timestamp factor which causes
less packet drops and less retransmission, consequently less routing overhead.

If we are considering the fixed scenario of four gateways and increasing number
of source nodes, the overhead caused by our proposed scheme in terms of number
of message is less compared to other gateway discovery schemes as displayed in
Fig. 4. The scalability of our proposed scheme is better due to our unique con-
gestion mitigating scheme and integration of proxy node with gateways which does
not cause overload situation on gateways.

The proactive algorithm shows less gateway discovery time in short time span
and bad performance for longer time interval. Interval time is the time between
successive solicitations. The discovery time for RMD scheme is relatively constant,
as the frequency of solicitations depends on mobility condition. Our proposed
gateway discovery scheme performs better in terms of gateway discovery time even
in higher time intervals, and it is clearly reflected in Fig. 5.

Table 1 Simulation parameters

Parameters Values

Number of mobile nodes 15 and 60

Number of sources 10, 20, 30, 40 and 50

Wireless transmission range 250 m

Number of gateways 4

Number of hosts 2

Topology size 1200 � 800 m

Traffic type CBR

Packet size 512 bytes

Packet sending rate 5 packets/s

Mobility model Random waypoint

Length of interface queue 50 packets

Link level layer IEEE 802.11 DCF

Interval between successive GW_ADV advertisement 5 s

Speed of a mobile node 20 m/s

Simulation time 500 s
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Fig. 3 Routing overhead
when there is fixed number of
sources

Fig. 4 Routing overhead
when there is fixed number of
gateways

Fig. 5 Gateway discovery
time
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5 Conclusions and Future Scope

A new proxied adaptive algorithm is designed which exploits the traffic load on the
gateway to dynamically adjust the proactive range. Mobile nodes use timestamp
value which is set by a gateway in GW_REP message to calculate the composite
metric gc and thus select an optimal gateway with least congested route. Our
proposed protocol provides two benefits. First, it is scalable when the number of
gateways and source node increases. Second, it can also help a node choose an
efficient gateway among multiple available gateways with highest response time
with lower packet loss due to congestion. The future works include incorporation of
security mechanism to our modified proxy gateway discovery scheme. Further,
improvement may also include calculation of more accurate optimal proactive zone.

References

1. Murthy, C.S.R., Manoj, B.S.: Ad Hoc Wireless Networks, Architectures and Protocols.
Pearson Education (2004)

2. Hamidian, A., Korner, U., Nilsson, A.: A Study of Internet Connectivity for Mobile Ad Hoc
Networks in NS2. Department of Communication Systems, Lund Institute of Technology,
Lund University (2003)

3. Park, B.N., Lee, W., Lee, C.: QoS-aware Internet access schemes for wireless Ad Hoc
networks. Elsevier J. Comput. Commun. 30, 369–384 (2007)

4. Nordstrom, E., Gunningberg, P., Tschudin, C.: Robust and flexible Internet connectivity for
mobile Ad Hoc networks. Elsevier J. Ad Hoc Netw. 9, 1–15 (2011)

5. Zaman, R.U., Khan, K.U.R., Reddy, A.V.: Path load balanced adaptive gateway discovery in
integrated internet-MANET. In: IEEE International Conference on Communication Systems
and Network Technologies, pp. 203–206 (2014)

6. Ruiz, P.M., Gomez-Skarmeta, A.: Maximal source coverage adaptive gateway discovery for
hybrid Ad Hoc networks. Lect. Notes Comput. Sci. 3158, 28–41 (2004)

7. Yuste, A.J., Trivino, A., Trujillo, F.D., Casilari, E.: Using fuzzy logic in hybrid multihop
wireless networks. Int. J. Wirel. Mobile Netw. 2(3), 96–108 (2010)

8. Kumar, R., Mishra, M., Sarje, A.K.: A proactive load-aware gateway discovery in Ad Hoc
networks for internet connectivity. Int. J. Comput. Netw. Commun. (IJCNC) 2(5), 120–139
(2010)

9. Ruiz, P.M., Ros, F.J.: Low overhead and scalable proxied adaptive gateway discovery for
mobile Ad Hoc networks. In: 3rd IEEE International Conference on Mobile Ad-hoc and
Sensor Systems, Vancouver, Canada, pp. 226–235 (2006)

10. Shahid, M., Iqbal, A., Kabir, M.H.: Hybrid Scheme for discovery and selecting Internet
gateway in Mobile Ad Hoc Network. Int. J. Wirel. Mobile Netw. (IJWMN) 3(4), 83–101
(2011)

11. Das, S., Perkins, C.E., Belding-Royer, E.M.: Ad-hoc on-demand distance vector routing RFC
3561. In: IETF (July 2003)

12. Bouk, S.H., Sasase, I., Ahmed, S.H., Javaid, N.: Gateway discovery algorithm based on
multiple QoS path parameters between mobile node and gateway node. J. Commun. Netw. 14
(4), 434–442 (2012)

13. Ruiz, P., Gomez-Skarmeta, A.: Adaptive Gateway discovery mechanisms to enhance internet
connectivity for mobile Ad Hoc networks. J. Ad Hoc Sensor Wireless Networks 1, 159–177
(2005)

A Timestamp-Based Adaptive Gateway Discovery … 161



14. Ghassemian, M., Friderikos, V., Aghvami, H.: On the scalability of internet gateway
discovery algorithms for Ad Hoc networks. In: International Workshop on Wireless Ad Hoc
Networks (2005)

15. Vanjara, R.K., Misra, M.: An efficient mechanism for connecting MANET and the internet
through complete adaptive gateway discovery. In: 1st International Conference on
Communication System Software and Middleware, pp. 1–5 (2006)

16. Attia, R., Rizk, R., Ali, H.A.: Internet connectivity for mobile Ad Hoc network: a survey
based study. J. Wirel. Netw. Springer 1–26 (2015)

162 P. Srivastava and R. Kumar



A Directed Threshold Signature Scheme

Manoj Kumar

Abstract Directed signature is a solution of such problems when signed infor-
mation is sensitive to message holder/signature receiver. Generally, in a directed
signature, the signer is a single entity. But, when a sensitive message is signed by
an organization and needs the approval of more than one entity, threshold signature
scheme is a solution of this situation. To keep in mind, this paper presents a
threshold directed signature scheme.

1 Introduction

Physical signature is an old and natural tool to authenticate the communication, but it
does not work in electronic messages and the signer has to rely on digital signature
[1]. Digital signature is a cryptographic tool to solve this problem of electronic
authentication. Basically, digital signature has a self-authentication property, which
means that someone has public information related to the signature, will be able to
check its validity, but he/she will not able to forge this signature for other messages.
This self-authentication property [2] of digital signatures is definitely suitable for
many applications such as broadcasting of announcements and publication of public
key certificates, but it is quiet unsuitable for some situations [3].

In some conditions, when the message are very much sensitive to the signature,
receiver/message holder such that her/his medical reports, income tax related
information, any personal information or most personal business transactions are
these messages [4]. For these conditions, the information is signed such that only
the information holder will able to verify the signature and also able to prove the
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validity of the signature to a third person, whenever it is required. These types of
signatures are known as directed signatures [3–6]. In a directed signature scheme
[3], the receiver always has full control over the process of signature verification.
No other person can check the validity of this type signature without the help of
signer/receiver [1].

In most situations, generally a single identity creates signature on the message.
But there are so many conditions when the message is on behalf of a
group/organization, that message may require the approval or consent of several
people [2]. In these conditions, the signature is created by more than one identity
rather than by a single identity [5]. In case of large bank transaction, which requires
the signature of more than one person [7]. In such a condition, the problem can be
solved by having a separate digital signature for every required signer, but this type
of solution makes the verification process very typical [8]. This problem can be
solved with the help of threshold signature [8]. The (t, n) threshold signature
schemes [2, 7–10] are used to solve these problems. Threshold signatures are based
upon the concept of threshold cryptography [9, 11, 12].

1.1 Paper Organization

Section 2 is about some basic tools. In Sect. 3, we present a threshold directed
signature scheme. Section 4 discusses the security of the proposed scheme. An
illustration of the scheme is discussed in Sect. 5. Conclusion is in Sect. 6.

2 Preliminaries: Some Basic Tools

2.1 In This Paper, We Will Use the Following Public
Parameters

• p: a prime number.
• q: a prime number and q|p − 1.
• g: a generator [3] of order q in Z�

P:
• h: one-way hash function [13].

It is assumed that user A selects an integer xA 2 Zq and will be able to compute a
relative value/integer yA ¼ gxA mod p. Here, the integer xA is the secret/private key
of the user A, and yA is his/her public key.
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2.2 Schnorr’s Signature Scheme

In the above scheme, the signature of the signer A on a message m is given by a pair
ðrA; SAÞ, where, rA ¼ hðgkA mod p;mÞ, and SA ¼ kA � xA � rA mod p. The integer kA
is random and secret/private to A. The signature is verified by checking the equality.

rA ¼ hðgSAyrA mod p;mÞ:

3 Directed Threshold Signature Scheme

This section presents a threshold directed signature scheme [13, 14]. Suppose a
group G of n designated users, out of which any t members are able to signed a
message m. In our scheme, the message holder/signature receiver B will be able to
check the signature authenticity, and he/she can prove this message authenticity to a
third person C, whenever it is needed. It should be noted that no one other than the
message holder B can check the validity of this kind of signature without the help of
holder B [14]. We describe a construction of threshold directed signature scheme
for this situation as follows.

In our scheme, there exists a trusted share distribution center (SDC) [13, 14],
which is able to determine the secrets parameters and the secret shares vi,i 2 G for
all members of the group. Again assume that H be a subset of G, containing
t members. We also have a designated combiner DC for collecting partial signatures
of each participant of subgroup H. Any shareholders in the group/subgroup have
equal authority with respect to the main secret key for signature generation. In the
proposed scheme, the generation of the required directed signature needs t signers
out of n signers and interaction with DC. This scheme has the following steps.

3.1 Generation of Secret Key and Secret Shares for Group

(a) SDC also selects a polynomial

gðxÞ ¼ a0 þ a1xþ � � � at�1xt�1 mod q; with a0 ¼ K ¼ gð0Þ:

(b) SDC compiles group public key, yG, as, yG ¼ ggð0Þ mod p:
(c) SDC computes private shares vi for each user in group G, as,

vi ¼ gðuiÞmod q:

Here, ui is public information related to user i in the group G.
(d) SDC transfers vi to each user in a secret manner.
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3.2 Generation of Partial Signature by Any t Signer

Let any t signers out of n signers agree to sign a message m for receiver B, they
generate the signature using following steps.

(a) Each member i randomly picks Ki1 and Ki2 2 Zq and then computes

wi ¼ gKi2 � Ki1 mod p and zi ¼ yBKi2 mod p:

(b) Each signer computes Z, W, and R as

W ¼
Y

i2H
wi mod q; Z ¼

Y

i2H
zi mod q; and R ¼ hðZ;W ;mÞmod q:

(c) Each signer i modifies corresponding share, as

MSi ¼ vi:
Yt

j¼1;j6¼i

�uj
ui � uj

mod q:

(d) Each signer i computes

si ¼ Ki1 �MSi � Rmod q:

(e) DC collects the partial signatures and produces

S ¼
Xt

i¼1;

si mod q:

(f) {S, W, R, m} is desired directed signature.

3.3 Verification of Digital Signature {S, W, R, M}

(a) The signature holder B recovers l ¼ gSðyGÞRW mod p and recovers
Z ¼ lxB mod p:

(b) The signature holder B checks the validity of signature by verifying R = h(Z,
W, m) mod q.
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3.4 Proof of Validity by Signature Receiver to Any Third
Party C

(a) The signature holder B sends fSA;WB; rA;m; lg to third party.
(b) Third party checks if rA ¼ hðZB;WB;mÞmod q:

If this does not hold third party stops the process; otherwise goes to the next
steps [13, 14].

(c) Signature receiver (in a zero-knowledge fashion) proves to C that logl ZB ¼
logg yB as follows.

• Third party selects randomly two values u and v 2 Zp and then finds w ¼
lu � gvmod p and passes this value w to receiver.

• The signature receiver selects randomly a value a 2 Zp and then calculates
another value b ¼ w � gamod p and c ¼ bxB mod p, and then passes it to
third party.

• The signature receiver verifies that w ¼ lu � gvmod p. The third party
verifies b ¼ lu � gvþ amod p and c ¼ ZBuyBvþ amod p.

In this way, the third party ensures himself that the signature receiver is an
authentic user.

4 Security Discussion

This section is about the security aspect of the proposed scheme.

• Is it possible that an antagonist retrieves group secret key g(0) with the help of
group public key yG? It is computationally infeasible because this is equivalent
to solve a discrete logarithm problem.

• Is it possible that an antagonist recovers the secret information vi, from the
information ui? No, it is computationally infeasible because g is selected
randomly.

• Is it possible that an antagonist recovers the secret information vi, Ki1 and si,
from the equation si ¼ Ki1 �MSi � Rmod q? No, it is computationally infeasible
because unknown parameters are three and the number of equation is only one.

• Is it possible that an antagonist recovers the group secret key g(0) or any partial
information from the equation, S ¼ Pt

i¼1 si mod q? This is again computa-
tionally infeasible due the property of the equation.

• Is it possible that an antagonist impersonates a shareholder of subgroup H? To
impersonate, an antagonist needs a related secret share vi to generate corre-
sponding secret value si. To obtain this secret information from the public
information is computationally infeasible.
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• Is it possible that an antagonist forges the digital signature {S,W, R, m} by using
the equation

l ¼ ½gSðyGÞRW �mod p?

To recover S from the above equation is equivalent to solving a discrete loga-
rithm problem.

• Is it possible that a group of antagonist act in collusion to recover the poly-
nomial g(x)? Yes, this is possible, but this vulnerability is not a pitfall of the
proposed scheme. Actually, this is the basic characteristic of the proposed
scheme.

5 Illustration

To illustrate the proposed scheme, we consider that there are four users. Out of four
users A, C, E, and F any two users, say, A and F can generate the directed signature
for message m. The secret and public key pair xB ¼ 6, yB ¼ 8 of the receiver B. The
following steps illustrate our scheme.

5.1 Generation of Group Secret Key and Partial Secret
Shares

Let SDC choose p = 23, q = 11, g = 18, and g(x) = 3 + 5x mod 11, where g
(0) = 3 is the group secret key. The public values ui and corresponding secret shares
vi of users are as follows.

Users Public value (ui) Secret share (vi)

A 9 4

C 12 8

E 14 7

F 16 6

Now, the SDC computes the private/secret key as g(0) and then recovers the
group public key, yG, as yG ¼ 183 mod 23 ¼ 13.
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5.2 Signature Generation by Any t Users

Users A and F out of four users agree to sign a message m for user B, then the
signature generation has the following steps.

(a) The user A randomly selects Ka1 ¼ 2, Ka2 ¼ 7 and computes w1 ¼ 3, z1 ¼ 12:
Similarly, the user F randomly selects Kf1 ¼ 5, Kf2 ¼ 9 and computes w4 ¼ 4,
z4 ¼ 9:

(b) Both the users A and F make ðw1;w4Þ and ðz1; z4Þ publicly available through a
broadcast channel. Once all ðw1;w4Þ and ðz1; z4Þ are available, each user in
H computes the product Z, W, and R as

W ¼ 12; Z ¼ 16 and R ¼ hð16; 12;mÞmod 11 ¼ 5ðletÞ:

(c) The users A and F compute their modified shares as MSA = 6 and MSG = 8.
(d) The user A uses his/her modified share MSA = 6 and random integer Ka1 ¼ 2

and calculates his/her partial signature s1 ¼ 5.
(e) The user F uses his/her modified shadow, MSG = 8, and random integer

Kf1 = 5 and calculates his/her the partial signature s2 ¼ 9.
(f) Both the users A and F send their partial signature to DC who produces a group

signature S = 3.
(g) DC sends {3, 12, 5, m} to B as signature of the group G for the message m.

5.3 Signature Verification by B

(a) B computes µ = [183.135. 12] mod 23 = 3 and Z = 16.
(b) B checks the validity of signature by computing R = 5.

5.4 Proof of Validity by B to Any Third Party C

(a) B sends {3, 12, 5, m, 3} to C, and C checks that R = 5.
(b) Now, B proves to C that log3 16 = log18 8 in a zero-knowledge fashion [15] by

using the following confirmation protocol.

(i) C chooses at random u = 11, v = 13 and computes w = 2 and sends
w to B.

(ii) B chooses at random a = 17 and computes b = 16 and c = 4 and sends
b, c to C.

(iii) C sends u, v to B, by which B can verify that w = 2.
(iv) B sends a to C, by which she can verify that b = 16 and c = 4.
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6 Conclusion

The security of this cryptosystem is [16–18] based on the discrete log problem.
Only t − 1 shadows are not sufficient to obtain the group secret key and they will
also get no information about the group secret key, until t individuals act in col-
lusion. In this scheme, there is a designated combiner DC who collects the partial
signature of the signer [19, 20]. We should note that there is no secret information
associated with the DC [21–24]. Every user can compute his/her modified share
under mod q. If q is not prime, then the calculation of the exponents is performed by
mod U(q), which is not a prime. This implies that Lagrange interpolation for
calculating the modified shadows will not work (except when q = 3, in which case
we are not interested). Consider the situation, when

Qt
j¼1;j6¼i ðui � ujÞ and q are

co-prime. In this case, there is no way to find out the multiplicative inverse ofQt
j¼1;j 6¼i ðui � ujÞmod q. There is only possibility of selecting the large prime

q numbers in order for each person to get around this difficulty. These signature
schemes are meaningless to any third party because there is no way for him to prove
its validity. The only knowledge of Z is not sufficient to prove the validity of
signature. Signature receiver also has to perform the confirmation protocol in a
zero-knowledge fashion to prove the validity of signature [25–32]. No doubt, the
communication cost of the proposed scheme is very high, so in future, we should
try to reduce its cost without compromising the security of the scheme.
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Comparing Mesh Topology-Based
Multicast Routing Protocols in MANETs

Ashema Hasti and U.S. Pandey

Abstract In a network that is wireless, ad hoc, mobile, with forever differing
topology, the need for a routing protocol arises for locating routes to nodes of the
network so that a sender and a receiver can talk to each other via packets. An
important task is to write a routing algorithm that will search, the cost-effective
route, in terms of distance and overheads, between every source–target pair. In
MANETs, there is a need for multicast routing because data packets are transmitted
to dynamically changing groups. Therefore, multicast routing protocols should
ensure that certain parameter values are achieved. In such networks, link breakage
often happens. But when there are numerous paths available between the same pair
of source and sink, the robustness of the network increases. This is the case with
mesh-operated multicast routing protocols. This paper describes three of such
protocols, compares them, and proposes a solution that overcomes the challenges in
the existing protocols.

Keywords MANETs � Multicast routing � Mesh topology

1 Introduction

A mobile ad hoc network (MANET) is a wireless setup of nodes which are arbi-
trarily moving; they organize themselves into a network whenever there is a need to
communicate. Such a network does not require any centralized infrastructure or any
central access point [1]. For regular-wired networks, there are quite many multi-
casting routing protocols available. Since most of them are not meant for highly
transient networks, such routing algorithms are unable to cope with the frequent
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network mutations and sudden node movement in a wireless mobile ad hoc
network.

In ad hoc wireless networks, link breakage often occurs due to mobility of nodes,
which causes the path between the source and the destination to suffer. There are
multiple paths between source and sink in case of multicast routing protocols which
use mesh topology. Mesh-based protocols have an advantage of an enormously
good packet delivery ratio. This leads to a sturdy network. Source tree and shared
tree are two classifications of tree-based protocols [2]. Each router acts as a source
of the multicast tree on a source-tree protocol [1]. In shared tree protocol, only one
node acts as a core root node where all source nodes of a group share a single
multicast tree. Such a protocol faces deep failures in performance in case core node
stops operating. This is where mesh-designed protocol [3] gives flexibility. It gives
a variety of paths for each pair of source–receiver. And hence, mesh-operated
protocols are more resilient to failures as compared to tree-based protocols. The
remainder of the paper is organized as follows in the form of four sections: Sect. 2
reviews background of multicast routing and mesh-based multicast routing, fol-
lowed by Sect. 3 which describes three specific types of mesh-based routing pro-
tocols; after that, Sect. 4 elaborates on the significant comparison points among
these three protocols, and then Sect. 5 gives the requirements for developing an
optimum solution based on mesh-based multicast routing.

2 Mesh-Based Multicast Routing Protocols

2.1 Multicast Routing

For communication within a MANET network, whenever there are situations,
wherein, we need to send or receive messages in a group of nodes, we need to do
multicasting. This requires constructing a group with a set of member nodes. Each
such collection has a unique multicast address. Now in case of a MANET network,
the member nodes move around randomly as the topology keeps on changing.
Thus, in such as case, packet delivery and group maintenance are hard to achieve
[4]. Multicasting is the transmission of datagrams to a collection of zero or more
hosts having a single destination address. A multicast datagram is delivered to all
destination host group members with the same reliability as regular unicast packets.
Multicasting reduces the communication cost for applications that send same data
to multiple receivers rather than transmitting through multiple unicast. Multicasting
brings down channel bandwidth and propagation delay. For most scenarios with
realistic mobility levels and traffic loads in MANETs, the dominating part of
overhead in the packet transmission is the misrouting overhead [5].
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2.2 Mesh-Based Multicast Routing

The mesh-based protocols deliver more data packets as compared to tree-based due
to the presence of multiple paths. Multicast routing protocols perform better in
achieving parameter values of good packet delivery ratio, better reliability, less
control overheads, and packet delays [6]. Mesh-based protocols work efficiently
because they provide alternative routes and deliver packets with good success rates
and they are less vulnerable to the loss of packets amid a network of nodes that are
forever mobile. These structures are usually rooted at a core node (first sender or an
elected node from multicast group receivers) [7]. The drawbacks in maintaining
multicast trees in ad hoc network are frequent tree reconfiguration and non-shortest
path in a shared tree. Multicast protocols using mesh networks usually provide
multi-path links to nodes within a multicast group. And hence, mesh-based mul-
ticast routing protocols can respond quickly to link breakage due to mobility [8].

3 Description of Three Mesh-Based Protocols

3.1 ODMRP: On-Demand Multicast Routing Protocol

A mesh is formed by a group of forwarding nodes (intermediate nodes) within the
multicast network. These nodes forward data packets between source and receiver
and maintain message cache [9]. This cache discovers duplicity, if any, in data and
control packets. In the mesh creation phase, a multicast mesh is made. Each source
floods “Join Request” control packet periodically. Potential receivers can transmit
back “Join Reply” packet through reverse shortest path. The route between source
and destination gets formed once source gets the “Join Reply” packet (containing
sourceId and forwarding nodeId) [10]. In the mesh maintenance phase, multicast
mesh protects the communication from being affected by node mobility.
A soft-state approach is used to maintain mesh, i.e., for refreshing routes. The
source periodically floods JoinReq control packet [11]. See Fig. 1.

3.2 DCMP: Dynamic Core-Based Multicast Routing
Protocol

In mesh creation phase, the protocol tries to reduce the count of sources flooding
their “Join Request” packets. Sources are classified into passive, active, and core
active nodes [10]. A passive source is bound with a node called core active source
that forwards packets on behalf of passive source. Passive sources do not flood
“Join Request” control packets. Just active and core active ones do that. The total
tally of passive sources served by core active ones is limited (number of maximum
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passive sources is fixed). Also, the distance between the two is also limited
(maximum hop distance is fixed). In mesh maintenance, soft-state approach is used.
It is recreated periodically. After timeout value, forwarding nodes that are not part
of the mesh drop their forwarding status.

3.3 CAMP: Core-Assisted Mesh Protocol

This protocol eliminates flooding of control packets for increased bandwidth uti-
lization. The receiver initiates mesh creation. In order to join the mesh, the receiver
takes out core node ids from its CAM table. This table provides a mapping from
core to group address. It contains core node ids of the multicast group. A receiver
unicasts “Join Request” packet toward this core node [10]. This protocol assumes
that there is an underlying unicast routing protocol. Due to node mobility, multicast
mesh may become partitioned so the mesh maintenance is done by ensuring par-
tition repair by means of a control packet (core node explicitly sends join request)
sent by each active core node in the mesh partition to the active core nodes of other
mesh partitions.

4 Comparing Points in the Protocols: Benefits
and Limitations, Using the Simulation Model

The free space propagation model has been used as propagation model for simu-
lation. This model shows a circular communication range around the sender. If a
receiver is within the transmission range, it receives all data packets, else it discards

Fig. 1 Mesh topology in ODMRP
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the data packets. The simulation tool used was NS2 (Network Simulator 2). The
simulation parameters are present in Table 1.

4.1 Analyzing ODMRP

• Source initiates mesh creation.
• It is unconstrained by any unicast routing protocol.
• It uses soft state for mesh maintenance, which means the source periodically

floods “Join Request” control packets to refresh routes. This causes excessive
generation of control packets [12].

• The same data gets forwarded to a single receiver via multiple paths. This leads
to high amount of data forwarding.

• The main drawback of ODMRP is the lack of scalability with respect to number
of senders that causes high control overhead due to path redundancy.

4.2 Analyzing DCMP

• It reduces control overhead and provides better packet delivery ratio as com-
pared to ODMRP.

• As the number of sources increases, the performance of the routing algorithm
improves [13].

• Source initiates mesh creation.
• The factor one (maximum number of passive sources allowed) and factor two

(maximum hop distance allowed between core active node and passive node)
depend upon variables such as network load, multicast group dimension, and
total source tally.

• Collapse of core active node can lead to the entire mesh debacle.

Table 1 Simulation
parameters

Parameters Values

Protocols compared ODMRP, DCMP, CAMP

Area of simulation 1000 m * 1000 m

Count of nodes 50

Multicast group size 5–40

Mobility speed 1–20 m/s

Mobility model Random way-point model

Propagation model Free space propagation model

Node transmission range 150 m

Data packet size 225 bytes
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4.3 Analyzing CAMP

• It eliminates flooding of control packets both for mesh creation and maintenance
[14].

• Core node failure can lead to significant packet loss.
• It needs support of a unicast protocol.
• The mesh creation may be initiated by a receiver node.

5 Technical Requirements for Creating a New
Multicasting Protocol: A Solution

First, build the topology: Fix one particular node to send out control packets to all
other nodes in the mesh. Name every node which gets the control packet for the first
time, with a label. If a node later gets other packets, maintain excess labels in the
buffer. Secondly, whenever a transmitter receives a request, it might employ the
name of the impetrating node to establish paths and send data to the target. When
sending data, the initiator will verify whether the backup paths are required. And
then, the source can verify the labeled names of the target nodes to know if there are
identically labeled names in the same cluster. If not, then adopt the primordial route,
and whenever the labels are identical, employ the backup paths.

6 Conclusion

This paper presents comparative review of three mesh-based multicasting protocols
and proposes a solution that tries to overcome the challenges in the existing pro-
tocols in highly active MANETs. The proposed paradigm names nodes to create
and sustain the mesh and multicast. This strategy avoids unnecessary transmission
of control packets, but keeps up good packet delivery ratio. The efficiency of ad hoc
multicast routing protocols is gauged by a number of variables like their data packet
delivery ratio, data forwarding, or packet replication ability. That is decided by the
count of data packets sent per original data packet and total control overhead.
Mesh-based multicast routing helps to achieve this purpose. And, CAMP is most
successful as far as avoiding unnecessary transmission of control packets is con-
cerned. But ODMRP does not have any issues related to core node failure which
affects both DCMP and CAMP.

The future work entails a design and development of a multicasting protocol
which would be a hybrid of these methodologies, based on the proposed solution,
which has the benefits of CAMP but eliminates its limitations, to be tested by
making use of an appropriate model and a tool.
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SER Performance Improvement in OFDM
System Over Generalized K-fading
Channel

Keerti Tiwari, Bindu Bharti and Davinder S. Saini

Abstract In this paper, performance metric of orthogonal frequency division
multiplexing (OFDM) system is analyzed over a composite fading channel, i.e.,
generalized K-fading channel. Here, OFDM system is considered which includes
repetition code to enhance the wireless link performance with simplicity. Symbol
error rate (SER) performance is evaluated using binary phase shift keying (BPSK)
and 16-quadrature amplitude modulation (16-QAM) over generalized K-fading
channel. This channel model considers Nakagami-m distribution to define multipath
and gamma distribution to represent shadowing effects. Simulation results
demonstrate that improved system performance can be achieved by using repetition
code in severely faded environment. A comparative study of coded and uncoded
system is also given in this paper. Consequently, SER performance is improved
with the increase of shape parameters.

Keywords Orthogonal frequency division multiplexing (OFDM) � Generalized K-
fading � Binary phase shift keying (BPSK) � 16-quadrature amplitude modulation
(16-QAM) � Symbol error rate (SER)

1 Introduction

Next-generation wireless technologies have demanded efficient and reliable com-
munication system in severe multipath fading environment. Therefore, orthogonal
frequency division multiplexing (OFDM) is a competent and supporting technique
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in severely fading environment [1, 2]. However, OFDM systems suffer from
peak-to-average power ratio and peak interference-to-carrier-ratio problems. These
problems can be overcome by using Galois field (GF) and complex field
(CF) coding schemes [3, 4]. In [5], it has been reported that without the common
phase error correction technique, OFDM degrades the performance of the com-
munication system. Therefore, various codes such as convolution codes [6],
Reed-Soloman (RS) codes [7], low-density parity-check (LDPC) codes [8] and
Turbo codes [9] have been investigated to improve the system performance. OFDM
with error correcting code yields better performance. Over the past decades, many
researchers have reported different performance measures such as capacity limits,
bit error rate (BER), throughput over different multipath fading channels [10, 11].
In [12], it has been discussed that the approximated repetitive coding yields reliable
symbol regeneration and higher order modulation which improves spectral effi-
ciency. Moreover, the decoding complexity of repetition code can be significantly
reduced by QR decomposition with M-algorithm (QRM) maximum likelihood
decoding (MLD) method [13]. In [14], a technique is recommended to achieve the
frequency diversity gain in OFDM system using repetition code which is applicable
in aerial acoustic communications. One another coding technique for OFDM called
Hermite-symmetric subcarrier (HC) coding is also suggested which provides
greater power efficiency than that of a simple repetition coding. Also, the effective
performance of HC-OFDM is measured by considering variations in fading envi-
ronment [15]. In [16], it has been illustrated that the maximal ratio combining
(MRC) diversity technique gives better error performance than other diversity
combining techniques such as equal gain combining (EGC), selection combining
(SC). Hence, MRC is used for decoding in this paper. In [17], authors have been
derived a mathematical expression to measure the BER of OFDM system with
MRC under correlated Nakagami-m fading environment. It has been reported in
[18] that sensitivity of OFDM system is affected insignificantly by the fractional
change in the fading figure over frequency selective Nakagami-m fading channel. In
[17, 18], the channel is analyzed over small-scale fading, but usually the received
signal is obtained by the joint effect which is produced by the independent pro-
cesses such as small-scale fading and large-scale fading. The combination of
large-scale and small-scale fading effects introduce a composite distribution, i.e.,
generalized K-fading distribution [19]. The effects of fading and shadowing in the
wireless channel are effectively approximated with generalized K-fading model.
Moreover, in this distribution, multipath and shadowing effects can be represented
by Nakagami-m and gamma distribution, respectively. It is also shown that this
distribution is more familiar than the Nakagami-m lognormal model [20, 21].
Moreover, with the K-distribution model, mathematical analysis becomes simple in
comparison to lognormal based models, e.g., the Nakagami-m or the R-L model
[19]. In [22], the performance metrics of system are analyzed over
N*generalized*K-fading channels. Moreover, the capacity of generalized K-fading
channel with multiple-input multiple-output (MIMO) system is analyzed in [23].

In the existing literature, error performance of OFDM system has not been
investigated using repetition code over generalized K-fading channel. MRC can be
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used as the repetitive decoding which gives favorable performance. Here, binary
phase shift keying (BPSK) and 16-quadrature phase shift keying (16-QAM)
modulation techniques are used to evaluate the proposed system performance.

The rest of the paper is structured as follows. Section 2 describes OFDM system,
generalized K-fading channel model and repetition codes. Section 3 illustrates the
simulation results. Finally, paper is concluded in Sect. 4 and future scope of this
work is also given in this section.

2 System and Channel Model

2.1 Received Signal of OFDM Model

It is considered that the message bits are mapped to the sequence of BPSK/16-QAM
symbols in the OFDM transmitter. These symbols are subsequently converted into
N-parallel streams carried out by different subcarrier [1]. Therefore, the transmitted
signal of OFDM system is expressed as

xl nð Þ ¼ 1
N

XN�1

K¼0

Xl Kð Þej2pnK
N ; n ¼ 0; 1. . .N � 1; l ¼ 0; 1. . .1 ð1Þ

where Xl Kð Þ denote the lth transmit symbol at the Kth subcarrier and n is the index
of Kth subcarrier. In our model, we have assumed that at the transmitter, cyclic
prefix with significant length is added in the starting of OFDM symbol. At the
receiver, added cyclic prefix is removed during demodulation process. Hence,
inter-symbol interference (ISI) does not occur in OFDM symbol. Moreover, OFDM
system performance is analyzed over generalized K-fading channel. This model is
expressed as follows.

2.2 Model for Generalized K-fading Channel

The received OFDM symbol at the receiver is expressed as

Yl Kð Þ ¼ xl nð ÞZþw nð Þ ð2Þ

where Z is the generalized K-distributed signal envelop with the probability density
function (PDF) given by [18]

fZ zð Þ ¼ 4zmþ k�1

CmCk
m
X

� �kþm
2
Kk�m 2

m
X

� �1
2
z

� �
; z[ 0 ð3Þ
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where m, k, Kv �ð Þ, C �ð Þ [24, Eq. (8.310.1)] is the Nakagami-m fading, shadowing
parameter, modified Bessel function of order v �ð Þ [24, Eq. (8.432.1)] and the
gamma function, respectively. X ¼ E Z2½ �=k implies to mean power and E �½ � sig-
nifies expectation operator. Different combination of shaping parameters k and m in
generalized K-fading distribution describes variety of fading and shadowing model.
For k ! 1;m ! 1 approximates additive white Gaussian noise (AWGN) chan-
nel, k ! 1 approximates Nakagami-m distribution and m ! 1 approximates K-
distribution. PDF of generalized K-fading distribution with reference to average
signal-to-noise ratio (SNR) is expressed as [19]

fc cð Þ ¼ 2N
aþ 1ð Þ
2 c

a�1
2

CmCk
Nð Þ aþ 1ð Þ=2Kb 2

ffiffiffiffiffiffi
Nc

ph i
c� 0 ð4Þ

where, a ¼ mþ k � 1; b ¼ k � m;N ¼ k m
c ; c ¼ Z2 Es

N0
, c ¼ kXEs=N0, where Es is

energy per symbol, N0 is noise power spectral density, and c is SNR. There is
different performance metrics of wireless channel, one of them is symbol error rate
(SER). Symbol error rate for different modulation formats is expressed as [19]

SERðcÞ ¼ E AmodQ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Bmodc

p� �h i
ð5Þ

where Q(�) is the Gaussian Q-function. Moreover, modulation techniques are
defined by constants Amod and Bmod. Moreover, error correcting codes are signifi-
cantly adopted to analyze the OFDM system performance in composite fading
scenario. Hence, repetition code is discussed in Sect. 2.3.

2.3 OFDM with Repetition Codes

The performance of the OFDM system without coding scheme degrades due to the
existence of nulls at subcarrier frequency [3]. Therefore, to recover this problem,
error correcting codes are introduced for OFDM system [6–9]. In [25], it is dis-
cussed that repetition coding is a useful technique to reduce the probability of error,
to improve SNR over the modulation and error correction mechanism. In addition,
MRC diversity technique is advantageous to improve the reliability at the receiver,
which helps to recover the corrupted symbol [12]. The error correction codes can be
implemented before IFFT or after IFFT. In this paper, repetition coding is per-
formed before IFFT as shown in Fig. 1. Here, Xl Kð Þ symbols are allotted at the
transmitter. These symbols are then mapped as pi;j which is given as

Xl Kð Þ ¼ pi;j; K ¼ Fm i; jð Þ ð6Þ
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Fm i; jð Þ represents jth symbol in the ith group to the Kth subcarriers. Demapping
is performed at the receiver. The received group symbol can be given as

qi;j ¼ pi;jHi;j þWi;j ð7Þ

where Wi;j denotes DFT of wi;j.

Here, Mo groups are made after copying modulated symbols. The repetition
decoded symbols are represented as

qi;j ¼
XMo�1

i¼0

Gi;jqi;j

¼ pi;j
XMo�1

i¼0

Gi;jHi;j þ
XMo�1

i¼0

Gi;jWi;j

¼ pi;j þ
PMo�1

i¼0
H�

i;jWi;j

PMo�1

i¼0
Hi;j

�� ��2

0
BBB@

1
CCCA

ð8Þ

where Gi;j ¼ H�
i;jPMo�1

i¼0
Hi;jj j2 is the weight coefficients for repetition decoding. Here, the

approximation of weight coefficient is done with the assumption that there is
absence of inter-carrier interference (ICI) effects and the repeated symbols are taken
adequately apart [12].

Fig. 1 Block diagram of OFDM system with repetition codes
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3 Simulation Results and Analysis

In this section, the simulation results of the proposed system model are illustrated.
OFDM system with N = 128 subcarriers having cyclic prefix 32 is considered.
Hence, one OFDM symbol includes total 160 samples. The bandwidth is 20 MHz
which is taken into consideration and subcarrier frequency spacing is 20 MHz/128,
i.e., 0.15625 MHz. The SER performance metric is analyzed for different values of
m and k. In Figs. 2 and 3, SER is analyzed for uncoded OFDM system with BPSK
and 16-QAM modulation techniques, respectively. It is illustrated that for low
values of m and k, SER performance of the OFDM system is worst. However, as the
values of m and k increase, system performance is improved. It is depicted that with
high values of m and k, better performance can be achieved at low SNR as shown in
Fig. 2. For m ¼ 2, k ¼ 5:5, less SER is achieved as compared to m ¼ 5:5, k ¼ 2.
Thus, it can be analyzed that shadowing gives more impact on SER performance
improvement. It is noted that the generalized K-fading channel is generated by the
product of gamma random variables and channel matrix recommended for
Nakagami-m fading with its independent and identically distributed (i.i.d.) entries.
For all simulation, X ¼ 1 is considered. By comparing Figs. 2 and 3, it is depicted
that with BPSK (low modulation order) better SER performance is achieved than
16-QAM (high modulation order).

Here, MRC is used for decoding to improve the system performance. It can be
seen that the nature of SER curves for numerically chosen value of m and k for
BPSK and 16-QAM modulation techniques is similar. Moreover, the bit error
performance is improved at high SNR values with higher modulation order.
Moreover, the analysis for coded OFDM (repetition code) system with BPSK and
16-QAM is depicted in Figs. 4 and 5, respectively. The code rate of employed
repetition code is ¼. The illustration of SER performance for distinct values of m
and k is similar as discussed for the uncoded OFDM system.

Nevertheless, the comparison of SER performance for coded and uncoded
OFDM system with different modulation technique shows that the SER is improved
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with coded OFDM system. Also, approximately 6 dB less SNR is required in coded
OFDM at the SER of 10�2 for BPSK. Hence, the improved SER is achieved with
the proposed coded OFDM system at low SNR as shown in Figs. 4 and 5. In
addition, the comparison of uncoded and coded OFDM system with different values
of m and k is presented in Table 1. It is illustrated that at 10 dB SNR, coded OFDM
achieves less SER in coded OFDM, 0.444 and 0.1565 less SER at m ¼ 1, k ¼ 1 is
achieved using BPSK and 16 QAM, respectively. Consequently, 0.00753 and
0.0804 less SER is achieved at high values of shape parameters (m ¼ 5:5, k ¼ 5:5)
using BPSK and 16-QAM, respectively.

4 Conclusion

In this paper, SER performance is analyzed for repetition coded and uncoded
OFDM system over generalized K-fading channel with BPSK and 16-QAM
modulation techniques. A comparison is also made with arbitrary shape parameters.
It is concluded that coded OFDM system yields better performance at low SNR in
comparison to uncoded OFDM system. Moreover, it is also illustrated that the
shadowing parameter has a significant effect on error rate performance.
Furthermore, this work can be extended by using MIMO system with OFDM and
system performance can be enhanced with various concatenated codes. The adap-
tive modulation techniques can be employed with MIMO-OFDM system over
composite fading channel. Moreover, this analysis can be done in a noisy envi-
ronment and effects of frequency and phase offsets can be seen in this scenario.
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Automatic Classification of WiMAX
Physical Layer OFDM Signals Using
Neural Network

Praveen S. Thakur, Sushila Madan and Mamta Madan

Abstract The multicarrier OFDM technology has been chosen by many recent
networking standards as preferred modulation scheme at physical layer as it offers
high robustness against multipath effects. Automatic modulation recognition of
OFDM signal has been thus intensive research area in cognitive radios. Several
algorithms have been proposed in past that carry out effective detection, parameter
estimations, and automatic recognition of OFDM signals as part of radio sensing
techniques. In this paper, we proposed neural network-based classification of
WiMAX IEEE 802.19 physical layer OFDM signal which does not require any a
priori information or depends on cooperative embedded information from trans-
mitter. The proposed algorithm classifies WiMAX IEEE 802.16d OFDM signal in a
heterogeneous network environment having other digital modulation signals. The
proposed features are robust to channel noise and multipath fading effects on
wireless channel.

Keywords WiMAX IEEE 802.16 � Multicarrier signals � Orthogonal frequency
division multiplexing (OFDM) � Signal classification � Neural networks

1 Introduction

With the increasing demand for radio communications, the task of automatic
modulation classification of transmitted signal in the RF spectrum has become a
front-end processing stage and critical requirements in communication systems.
Recent emergence of high-speed 4G wireless data communication standards like
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3GPP TS 36.211, WiMAX IEEE 802.16, DVB EN 302 583, WLAN IEEE 802.11,
WRAN IEEE 802.22 employs multicarrier OFDM signals (orthogonal frequency
division multiplexing) due to its robust protection characteristics against multipath
fading effects. Software-defined Radio (SDR) and cognitive radio (CR) are finding
strong applications in these networks as they enable the mechanism to use scarce
communication spectrum effectively and efficiently. This is possible as they have
capability to monitor radio spectrum, identify modulation scheme, and adapt its
modulation to best suit the environment of operation. In this scenario, there is an
immense requirement seen in these radios to classify multicarrier signal like
OFDM, automatically from other single carrier modulation schemes, and to deduce
further transmission parameters to proceed to the next stage. The automatic mod-
ulation classification stage forms the first step in these radios immediately after
signal detection. For example, in case of cognitive radio, the radio continuously has
to sense the spectrum around its vicinity and use an unused radio spectrum available
to it. This means the radio scans and analyzes many signals available for modu-
lation schemes to find out multicarrier class of signals. Once it finds out the
presence of a OFDM signal, it has to next identify the modulation scheme used in
each subcarrier. The modulation used on subcarrier of OFDM signal is kept
adaptive and is changed based on channel conditions encountered to achieve best
trade-off between transmission throughput and bit error rate (BER). When the
channel conditions are favorable, the modulation type is increased to achieve best
throughput, and in unfavorable channel conditions, modulation schemes having low
BER are chosen on subcarrier of OFDM signal. The modulation information is
transmitted to receiver on signaling channels so that at receiver side, correct
demodulation can take place. However, this comes at extra cost of addition of
overhead information and thus decreasing the overall throughput of transmission.
The automatic modulation technique alleviates this problem by offering the
advantage of classifying the modulation parameters at receiver side automatically
and aids in demodulating the signal. If the classifying algorithm does not consume
much receiver processor power or increase latency in network, then the net gain is
bandwidth saving. ITU Recommendation SM.1600-1 suggests manual and auto-
matic methods of classifying modulation in these networks. Under automatic
methods, autocorrelation techniques are proposed to detect periodic sequences,
such as preamble or mid-amble, synchronization word or pilot codes, and training
sequences embedded in signal. Cyclic autocorrelation can identify OFDM and
OFDMA standard signals by detecting the periodicity embedded in signal.
Advanced methods like Haar wavelet transform can automatically identify if there
is some a priori information available for transmission parameters. However, these
techniques can identify standard signals only that comply to specifications. There
have been many other techniques developed to classify OFDM signals. In this
paper, we focus to evolve method to classify Worldwide Interoperability for
Microwave Access (WiMAX) IEEE 802.16d OFDM signal used on air interface
using neural network.
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The paper is divided as follows: Sect. 2 briefly covers previous work done on
automatically identifying OFDM signal, in Sect. 3, we present the signal model and
signal construct, Sect. 4 describes the method employed and experimental results,
and in Sect. 5, we conclude.

2 Related Work

The very first studies on OFDM classification are reported in [1] by Walter who
used for the first time asymptotically gausianess characteristics of multicarrier
signals. They estimated fourth-order cumulant of OFDM and single carrier signals
and separate them since calculated cumulant of OFDM is zero. In [2], Leinonen and
Juntti used decision theoretic approach methods mainly maximum likelihood,
GLRT, and quasi-likelihood ratio test to identify between PSK modulation and
QAM of OFDM subcarriers. Reddy et al. in [3] used the unique distribution of
errors of various modulation schemes at given SNR. They generated the probability
distribution function (pdf) of errors for given modulation scheme and SNR a priori
and then compared it at receiver for estimated SNR value from noisy samples
received. In other words, they boiled the blind demodulation problem to SNR
estimation with a priori pdf model available for the system. They could identify
with its subcarrier modulation BPSK, QPSK, QAM16, and QAM64. In [4], Tevfik
et al. formulated a maximum likelihood classifier and a suboptimal classifier under
noisy and ideal conditions. Huo in [5] exploited the fact that OFDM signals can be
treated as collection of independently, identically distributed random variables and
hence its amplitude distribution follows Gaussian distribution. They estimated
fourth-order cumulant which is very small than a single carrier modulation scheme
and used a radial basis function (RBF) neural network for classification. Han et al.
in [6] used subcarrier spacing and guard interval information to classify different
types of OFDM signal modes. In [7], Ulovec used fourth-order cumulant, nor-
malized signal, and spectrum amplitude. Results are presented in confusion matrix
as probability of correct recognition and probability of false alarms. Chen and Zhu
in [8] used back propagation neural network and in cooperative environment
classified OFDM signals based on higher-order moments as features. They could
classify weaker SNR user also due to cooperative nature of their algorithm.
Abdelaziz et al. in [9] tried to give solution to problem where detection of cyclic
prefix or subcarrier spacing of OFDM signal is not possible due to smaller duration
of cyclic prefix or where channel response is larger than the cyclic prefix or power
of received signal is small. They used kurtosis minimization, maximum likelihood,
matched filter, and cyclic frequency estimation principles in their method and
claimed that this technique is successful in above situation. Haq et al. in [10] tried to
use normalized signal spectrum amplitude to differentiate OFDM signal from other
digital modulation schemes. Vladimír et al. in [11] estimated cyclic autocorrelation
function using DFT under multipath fading and inexact frequency and timing
parameters to identify OFDM signals. Their detector could classify 802.11g
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WLAN OFDM signal even in negative SNR. Nouha et al. in [12] used cyclic
cross-correlation function to detect energy of pilot tones on a 3gpp LTE OFDM
signal. They also used Gaussian maximum likelihood approach which shows better
accuracy over pilot-induced cyclostationarity but is more complex. In [13], Michael
et al. exploited multiple cumulant for multiple-input–multiple-output (MIMO)
systems, which extensively employs OFDM modulation schemes and showed that
particularly eighth-order cumulant is most effective in identification of signals on
MIMO systems. In [14], Rasha et al. used discrete Fourier transform, discrete
cosine transform, and discrete sine transform to calculate mel frequency cepstral
coefficients as features and employed neural network and support vector machines
to classify OFDM signal in AWGN and multipath channel conditions. They pre-
sented results in negative SNR ranges as well. They extended their investigations to
adaptive OFDM classification in [15] by utilizing fuzzy logic interface and used 13
features in back propagation-resilient multilayer perceptron neural network. Hassan
et al. in [16] used higher-order statistical moments and cumulant features of the
received signals in multilayer artificial neural network trained using the resilient
back propagation learning algorithm to classify modulation scheme of MIMO
systems in blind environment. Their method did not depend on any a priori
information for classification. In [17], Al-Habashna et al. studied WiMAX and
3GPP LTE OFDM signals and accounted preamble, pilot- and reference
signal-induced second-order cyclostationarity. They also presented computational
load of the proposed algorithm and studied trade-off between number of samples
and performance, and their method is independent of carrier, waveform, or symbol
timing recovery. Michael et al. in [18] and [19] classified MIMO system modu-
lation using fourth-order cumulant and higher-order cumulant in ideal condition
assuming a priori state of channel information is known. They estimated channel
blindly using independent component analysis. There proposed method perfor-
mance achieves peak average likelihood ratio test (ALRT) performance when
channel information is assumed to be known and reaches hybrid likelihood ratio test
(HLRT) performance bounds when channel is blindly estimated. Gorcin and Arslan
in [20] studied the effects of channel impairments, frequency phase offsets, and
sampling mismatch on the well-recognized Gaussian characteristics of OFDM
signal and classified OFDM signal from other digital modulation schemes like FSK,
PSK, and QAM by formulating gaussianity test on complex data set. In [21], Sun
derived analytical expression in time domain and frequency domain of
second-order cyclic cumulant of OFDM signal by considering effects of time dis-
persion and consistent estimation errors. They only assumed that the OFDM signal
has a cyclic prefix and does not require any other a priori information of signal. Liu
et al. in [22] used independent component analysis to separate multiple streams in
OFDM signal from a MIMO system. They detected the modulation of separated
streams by maximum likelihood principle and support vector machine and estab-
lished upper bound of performance. Guibene and Slock in [23] attempted to classify
OFDM signal in a heterogeneous environment. They considered the presence of
OFDM signal originated from digital video broadcast TV (DVB-T), 3GPP
long-term evolution (LTE), and program making and special event (PMSE)
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networks. They employed autocorrelation detector for DVB-T signals, cyclosta-
tionarity characteristic of 3GPP LTE signal, and Teager–Kaiser energy detector for
PMSE signals in their parallel staged detector. Jantti in [24] presented a
cepstrum-based energy detector and showed its superiority over energy-based
detectors that are widely used for OFDM signal classification. They showed that
cepstrum-based detectors are more robust than energy detectors. They also esti-
mated the data lengths and the symbol lengths of the OFDM signal based on
cepstral properties of the OFDM signal. Sun et al. in [25] tried cyclic cumulant and
cyclic frequency method in both time and frequency domains to classify OFDM
signals from single carrier, linear, digital modulation schemes.

The brief literature taken up above shows that there has been a very limited
efforts invested in applying the artificial neural network techniques in classification
of OFDM signal which has been applied otherwise very extensively in automatic
classification of single carrier modulation scheme [26–30].

3 Signal Model

The WiMAX physical layer is based on OFDM. In case of OFDM, the available
bandwidth (BW) is divided into number of equal bandwidth channels. If W is the
available BW and if df is single channel BW, then total number of subchannels
created are as follows:

K ¼ B
df

ð1Þ

The OFDM transmitter converts serial data stream into parallel blocks of size
K and modulates these blocks using inverse discrete Fourier transform (IDFT) to
convert to OFDM symbols. Cyclic prefix is added to every block as per standard
specification to maintain orthogonality between subcarriers. The individual sub-
carriers are modulated digitally before transmission on channel. At receiver end, the
received signal in the kth subcarrier of OFDM signal can be represented by

rk n½ � ¼ ffiffiffiffiffi

Ek
p

bk nj j hk nj j þ gk nj j ð2Þ

where Ek is the energy of the transmitted signal, bk|n| is the data symbols, hk|n| is
channel coefficient, and ɳk|n| is noise on channel. The bk|n| is the independent
identically distributed random complex symbols. The problem of OFDM signal
classification is divided into two parts. The first part pertains to separation of a
OFDM signal from other single carrier digital signals like PSK and QAM; second
part consists of classification of OFDM signal from MFSK signals which belong to
its own family of multicarrier signals. In our work, we have considered a IEEE
802.16 WiMAX OFDM signal classification from other digital modulation schemes
like PSK, QAM, and multicarrier Mary (MFSK) signal. To achieve this goal, we
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have used neural networks. We generated the set of various digital modulation
signals like single carrier PSK2/8/16, quadrature amplitude QAM 8/16, and mul-
ticarrier MFSK 8/12/20 signals using MATLAB. We corrupted the signal sets with
AWGN noise and then with Rayleigh-faded channel to get real channel conditions.
The IEEE 802.16d WiMAX OFDM symbols were generated as per transmitter
block diagram shown in Fig. 1. The wireless fixed IEEE 802.16 symbol is made up
of 256 subcarriers, the number of which defines the FFT size. There are three
different types of subcarriers: first, data carrier for data transmission; second, pilot
subcarriers for channel estimation; third, null subcarriers used as guard bands. This
is depicted in Fig. 2.

We generated a random data using rand () MATLAB function and made pay-
load data units (PDUs) of 36 bytes each. These PDUs were fed to error correction
module which compromises of a Reed–Solomon block encoder, a convolutional
encoder, and an interleaver. The FEC schemes depend on chosen modulation
scheme as per Table 1, and in our case, we choose (40, 36, 2) RS scheme giving
40 bytes of data with 2 bytes of correction capability at receiver side. We used
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MATLAB rsenc(msg,n,k,genpoly) function to encode data bytes as per RS
encoding. The primitive polynomial used in the standard is x8 + x4 + x3 + x2 + 1.
The convolutional encoding used is 1/2 which doubles the number of PDUs to
80 bytes. The standard specifies puncturing to allow RS code flexible for variable
block size and variable correction capabilities. For QPSK scheme, puncturing is
done as per the standard at rate of 5/6. The perforation vector for 5/6 puncturing
scheme is [ 1 1 0 1 1 0 0 1 1 0], and we get total of 48 bytes. Both convolutional
encoding and puncturing are realized using MATLAB function convenc(msg,trellis,
puncpat). WiMAX uses a 12-level interleaver to spread the errors occurring in
burst. The interleaving is realized by storing the PDU bits row wise in a
Nrow � Ncol matrix where Nrow = 12 and Ncol = Total coded Bits/Nrow.

Once the signal is encoded, we proceed to map the signal onto chosen digital
modulation constellation. The IEEE 802.16d specification defines BPSK, QPSK,
16QAM, and 64QAM constellations. The support of 64QAM is optional for
license-exempt bands. The 48 bytes (384 bits) is fed to a QPSK symbol mapper to
produce 192 complex data which finally leading to 192 data carriers. Next, we have
pilot carrier insertion stage in which eight pilot carriers are generated through a
PRBS generator as per polynomial X11 + X9 + 1 and placed permanently at
eight fixed locations. The IEEE 802.16d specification defines frequency index
between −127 and 128 index in which location of pilot carrier is fixed as below.
These pilot carriers are BPSK modulated.

P�88; P�38; P63; P88 ¼ 1� 2dk
P�63;P�13;P13;P38 ¼ 1� 2d0k

where d’k is compliment bit of dk PRBS generated bit.
The OFDM signal preparation steps are complete after placing 56 carriers that

are zero carriers and are appended at the end as guard carriers. This allows natural
decay of the signal so that emissions are decreased in adjacent bands. The OFDM
symbol 256 data is fed next to IFFT module which produced a time-domain
complex data. We add then cyclic prefix (CP) which helps in overcoming delay on

Table 1 WiMAX IEEE 802.16d modulation and coding scheme

Modulation Uncoded block size
(bytes)

Coded block size
(bytes)

Overall
coding rate

RS code CC
code

BPSK 12 24 1/2 (12, 12, 0) 1/2

QPSK 24 48 1/2 (32, 24, 4) 2/3

QPSK 36 48 3/4 (40, 36, 2) 5/6

QAM-16 48 96 1/2 (64, 48, 8) 2/3

QAM-16 72 96 3/4 (80, 72, 4) 5/6

QAM-64 96 144 2/3 (108, 96, 6) 3/4

QAM-64 108 144 3/4 (120, 108, 6) 5/6
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channel, which results into ISI effect. The CP is added in the end of the OFDM
symbol as shown in Fig. 3 as copy of last portion of symbol itself.

After CP is added to each symbol, packet formation takes place. For the
downlink subframe, preamble and FCH are appended to the downlink bursts after
they have passed through all above physical layer modules. However, we have
omitted this step as our signal is not actually transmitted in air. Other sets of the
OFDM signal are prepared in same manner for other modulation schemes and each
modulation with four CP lengths as per Tables 2 and 3.

4 Experiment and Results

The simulated signals were analyzed using a feed-forward neural network structure
designed as per Table 2. Neural network has been extensively employed in iden-
tification of modulation schemes [27], but its use in classification of OFDM signals
has been still very limited. Neural network techniques in automatic modulation
classification mainly involve application of different architectures, trying different

Table 2 Details of neuron
model for MFSK
classification

Network parameter Detail

Type of ANN architecture Multilayered perceptron

Input neurons 3

Hidden neurons 2 layers, 10 neurons

Output neurons 3

Activation function Tan-sigmoid in hidden layer

Log-sigmoid in output layer

Learning algorithm Levenberg–Marquardt (LM)

MSE error for stopping
learning

0.001

Target value for active output 0.9 and above

Target value for inactive output 0.1 or below

Tdata

Tsymb

Tguard

CP

Fig. 3 Cyclic prefix addition in OFDM symbol
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learning techniques, and the identification of optimal parameters to train the net-
work. There is a trade-off involved between getting accurate classification results
and practical realizable network with minimum training time. Multilayer perceptron
is by far the most widely network structure used for modulation classification.
Generic steps involved in a neural network-based approach are depicted in Fig. 4. It
consists of three stages. The first step is a preprocessing step which is a signal
processing step to remove noise, unnecessary information to emphasis only dis-
criminatory features from the raw communication signal. The second stage is called
the feature extraction step which extracts useful information corresponding to exact
feature from the processed data to map the information onto chosen feature space.
The third is the pattern classifier stage which finds out membership of the extracted
feature to a family of modulation class.

The performance of the neural network depends highly on the choice of the
feature set used as input vector. A good feature set should yield limited training
data, memory, and computation power. It should be insensitive to the transmission
effects on the communication parameter and should remain sensitive to only the
class of modulation to which it belongs. Some of the most popularly used feature
sets that are tried out with different network architectures are time-domain
parameters, spectral features, signal moments, and signal cumulant.

The neural network model used in our study is a multilayered perceptron
(MLP) having three input layers, two hidden layers, and three output nodes. The
three input nodes correspond to three features we have used, and the three output
nodes correspond to three categories of signal the network classifies. The first
output corresponds to single carrier digital signal that groups single carrier
(SC) PSK modulation and QAM digital signals, second output corresponds to
multicarrier MFSK class signal, and third output corresponds to multicarrier
OFDM IEEE 802.16d signal. We have used two hidden layers because its error
performance is better than single layer. There is trade-off in using number of hidden

Table 3 Key parameters of IEEE 802.16d WiMAX

WiMAX parameter Value

Nominal channel bandwidth 3.5, 7, and 10 MHz

Number of subcarriers 256

Ratio of guard time to useful symbol time 1/4, 1/8, 1/16, 1/32

NFFT 256

Subcarrier spacing 15.625, 31.25, 45 kHz

Modulation scheme BPSK, QPSK, 16-QAM, and 64-QAM

Fig. 4 Neural network-based modulation identification process
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nodes and number of nodes. If the number of nodes is too few, the network
performance may not be acceptable and it cannot classify to required accuracy
while a too many nodes may require large training epochs. In our case, we have
chosen 10 number of nodes in hidden layer. Nonlinear tan-sigmoid (hyperbolic
tangent) activation function that ranges from −1 to +1 was used in hidden layer as it
results better feature extraction. In output nodes, we used log-sigmoid activation
function since it yields output in 0–1 range as output is supposed to be between 0
and 1. The details of used neural network structure are summarized in Table 2.

4.1 Key Features

The key features were derived for every available segment. The first parameter is
derived from [10] for single carrier digital modulated signals. It is /cnlp, absolute
value of the centered nonlinear component of the instantaneous phase, over nonweak
intervals of a signal segment which was used first time by Nandi [28, 29]. The Hilbert
transform converted input signal samples x(i) into analytic signal which is a complex
vector represented by y(i). We have instantaneous amplitude a(i) = abs (y(i)) and
instantaneous phase ɸ(i) = angle (y(i)) where abs and angle are MATLAB standard
functions, abs function calculates absolute value of input argument vector and angle
function calculates the phase angle in radians of input complex vector.

We calculate our first feature /cnlp as below

/cnlp ¼ unwrapðangle(yðiÞÞÞ � 2�p�F�
c i=Fs ð3Þ

where Fc is center frequency and Fs is the sampling frequency.
The unwrap function in MATLAB smooths the phase in vector y(i) by adding

multiples of ±2p. This feature is used to identify digital modulated single carrier
PSK and QAM family signal from the multicarrier signals. The plots for /cnlp of a
QPSK signals are shown in Fig. 5 where the presence of phase changes is mani-
fested in the form of maximum in histogram values of /cnlp. Similar plots are
obtained for QAM signal also, which also have phase changes along with amplitude
changes. Multicarrier signals do not have phase change characteristic, and thus
single carrier digital modulated signal can be classified by this feature.

The second feature is Ratio of Instantaneous bandwidth mean to global band-
width. We used this feature from [5], but instead of estimating the bandwidth
(BW) from spectrogram, we used the power spectral density (psd) of signal. We
calculate the mean of the psd spectral sequence as below

X nð Þmean¼
XðnÞ

lengthðXðnÞÞ ð4Þ

where X(n) is the psd coefficients of the signal x(n). The signals of MFSK class,
which are also multicarrier signals, differ from OFDM in sense that the carrier
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frequency used is not orthogonal. This allows them to be transmitted as
narrow-band multicarrier signals. We exploited this difference and estimated the
bandwidth occupancy in the signals by searching for the points p1 and p2 (Figs. 6
and 7) in the spectrum and store them in a bandwidth vector and use as a distin-
guishing feature between MFSK and OFDM signals. A maximum threshold of
1 kHz is chosen to mark the identified bandwidth as MFSK if less than threshold, or
OFDM if greater than threshold.

The third feature we choose is cyclic autocorrelation peaks of OFDM signal [6].
The cyclic prefix inserted as guard band in the OFDM signal makes the OFDM
signal a cyclostationary random process [11, 12]. A process, for instance, is said to
be cyclostationary in wide sense if its mean and autocorrelation are periodic with
some period. We calculate the autocorrelation of samples for various lags and
search for a periodic peak in the result. A presence of periodic peaks is entered in an
input vector to the neural network. In estimation of all the features, the observation
time is more than one symbol period of OFDM signal.
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4.2 Training Phase

Training of neural network is an important step before the network is subjected to
actual signal. We trained the network with training data set generated by matching
with the validation set. Five hundred segments of signals from all three categories
were generated in ideal and real channel conditions. We used a half of the generated
data sets in training phase and remaining half for testing. During training, neural
network biases were adjusted so as to match the neural network output as per
training vector. The training data is fed to neural network in pairs as input and
expected output pairs. The output of the neural network consisted of three neurons
which correspond to one row of target vector. The identified modulation class is set
as one in the row of target vector. There are many training algorithms available, but
we used Levenberg–Marquardt (LM) algorithm since it is one of the fastest training
algorithms and approaches second-order training speeds. The training results show
good performance of the chosen network with selected features and network con-
verged in less than 250 training epochs. The convergence is achieved when the
mean-square error performance target reaches which was kept to 0.001.

4.3 Testing Phase

We tested the network structure with 250 test signals generated for each category at
different SNRs and different guard intervals stored as test signals in a test set library.
Test success was calculated for a given set as percentage of total number of signals
identified correctly at the neural network output without adjusting the neuron biases.
The compilation of test success measured as success percentage classification rate is
shown in Tables 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, and 19. The results
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Table 4 Success
classification rate Tg = 1/4,
SNR = −5 dB

Modulation type Single carrier MFSK OFDM

Single carrier 87%

Multicarrier MFSK 77% 6%

IEEE 802.16d OFDM 2% 87%

Table 5 Success
classification rate Tg = 1/4,
SNR = 0 dB

Modulation type Single carrier MFSK OFDM

Single carrier 90%

Multicarrier MFSK 85% 2%

IEEE 802.16d OFDM 0.2% 90%

Table 6 Success
classification rate Tg = 1/4,
SNR = 10 dB

Modulation type Single carrier MFSK OFDM

Single carrier 94%

Multicarrier MFSK 90%

IEEE 802.16d OFDM 93%

Table 7 Success
classification rate Tg = 1/4,
SNR = 20 dB

Modulation type Single carrier MFSK OFDM

Single carrier 99%

Multicarrier MFSK 96%

IEEE 802.16d OFDM 97%

Table 8 Success
classification rate Tg = 1/8,
SNR = −5 dB

Modulation type Single carrier MFSK OFDM

Single carrier 87%

Multicarrier MFSK 76% 6%

IEEE 802.16d OFDM 2.2% 82%

Table 9 Success
classification rate Tg = 1/8,
SNR = 0 dB

Modulation type Single carrier MFSK OFDM

Single carrier 90%

Multicarrier MFSK 87% 1.9%

IEEE 802.16d OFDM 0.15% 86%

Table 10 Success
classification rate Tg = 1/8,
SNR = 10 dB

Modulation type Single carrier MFSK OFDM

Single carrier 94%

Multicarrier MFSK 90%

IEEE 802.16d OFDM 90%

Table 11 Success
classification rate Tg = 1/8,
SNR = 20 dB

Modulation type Single carrier MFSK OFDM

Single carrier 99%

Multicarrier MFSK 97%

IEEE 802.16d OFDM 90%
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Table 12 Success
classification rate Tg = 1/16,
SNR = −5 dB

Modulation type Single Carrier MFSK OFDM

Single carrier 87%

Multicarrier MFSK 78% 6.3%

IEEE 802.16d OFDM 1.7% 80%

Table 13 Success
classification rate Tg = 1/16,
SNR = 0 dB

Modulation type Single carrier MFSK OFDM

Single carrier 90%

Multicarrier MFSK 85% 2%

IEEE 802.16d OFDM 84%

Table 14 Success
classification rate Tg = 1/16,
SNR = 10 dB

Modulation type Single carrier MFSK OFDM

Single carrier 94%

Multicarrier MFSK 91%

IEEE 802.16d OFDM 85%

Table 15 Success
classification rate Tg = 1/16,
SNR = 20 dB

Modulation type Single carrier MFSK OFDM

Single carrier 99%

Multicarrier MFSK 97%

IEEE 802.16d OFDM 88%

Table 16 Success
classification rate Tg = 1/32,
SNR = −5 dB

Modulation type Single Carrier MFSK OFDM

Single carrier 87%

Multicarrier MFSK 78% 7.2%

IEEE 802.16d OFDM 2.5% 78%

Table 17 Success
classification rate Tg = 1/32,
SNR = 0 dB

Modulation type Single carrier MFSK OFDM

Single carrier 90%

Multicarrier MFSK 86% 2.2%

IEEE 802.16d OFDM 82%

Table 18 Success
classification rate Tg = 1/32,
SNR = 10 dB

Modulation type Single carrier MFSK OFDM

Single carrier 94%

Multicarrier MFSK 90%

IEEE 802.16d OFDM 80%

Table 19 Success
classification rate Tg = 1/32,
SNR = 20 dB

Modulation type Single carrier MFSK OFDM

Single carrier 99%

Multicarrier MFSK 99%

IEEE 802.16d OFDM 80%
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were taken on AWGN-corrupted and Rayleigh-faded signals as well as in idle
channel conditions also. The results in idle conditions were found better than in
depicted Tables 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, and 19 and have not
been included due to space constraints. The classification of single carrier PSK, QAM
against multicarrier MFSK, and OFDM signal is very good, and in better SNR
conditions, almost 99% digital single carrier could be differentiated with multicarrier
signals using selected feature /cnlp. The intra-class differentiation between MFSK
and OFDM signal poses some challenge in lower SNR range where some MFSK
signals are wrongly identified as OFDM signal and vice versa (Tables 4, 5, 8, 9, 12,
13, 16 and 17). This incorrect intra-class misclassification can be attributed due to
inaccuracy in bandwidth processing and processing of cyclic autocorrelation vectors.
This can be improved by adjusting to the set bandwidth threshold for classification
between MFSK and OFDM. It can be noted that due to strong autocorrelation feature
used for OFDM, the misclassification percentage is less for OFDM than MFSK case.
The classification accuracy of the IEEE 802.16d OFDM symbol is seen also
dependent on the guard interval time. The standard mentions four options due to the
fact that the guard interval though aids in avoiding intersymbol interference effects
but it actually increases energy requirement of the transmitter. Hence, the standard
offers options to keep CP duration as minimum as 1/32 of the total useful symbol
time. However with the decreasing guard period, the cyclic autocorrelation function
also degrades, and in low SNR ranges, this results in lower classification rate. This is
evident in the results for lower guard interval CP options, and classification rate falls
to low values as compared to higher duration CP. However in a ideal channel
conditions, the classification rate is better and more than 90% in worst case CP period
is observed.

5 Conclusion

In this paper, we suggested classification of multicarrier OFDM signals for a
WiMAX network which is competing with other 4G networking technologies like
UMTS and 3GPP LTE. The OFDM multicarrier modulation of the WiMAX IEEE
802.16d network is classified with good accuracy in the presence of single carrier
digital modulation and other class of multicarrier signals like MFSK.
Distinguishing features were extracted for the three categories of signal, and a
optimal neural network structure was designed to classify signals based on chosen
features. It was observed that the cyclic prefix guard time period plays important
role particularly when the SNR ranges are in lower ranges. The merit of the neural
network-based classification however is that it does not depend on any cooperative
environment like inclusion of symbols at transmitter side. Automatic modulation
classification capability that does not require any additional information at trans-
mitter side to aid modulation classification at receiver end greatly reduces trans-
mission overheads and increases bandwidth efficiency of the system.
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Further efforts are being invested to enhance proposed neural network capability
to also include IEEE 802.16e mobile WiMAX OFDMA signal and 3GPP LTE 4G
OFDM signal to make a more dynamic heterogeneous environment. Other possible
research objectives can be to identify other neural structures like radial basis net-
work and other robust features which are not sensitive to lower or negative SNR
range. It is expected that a neural network-based modulation classification can be
the best approach in today advanced data communication environment since it can
be retrained quickly to adapt to new parameters of different networks which have to
work in a highly heterogeneous network environment or quickly align to
advancements in new air interface standards.
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Routing Protocols in CRAHNs: A Review

Anukiran Jain, S. Umang and M.N. Hoda

Abstract Cognitive radio, CR is a promising technology to authorize the
competent usage of restricted natural resource radio frequency spectrum for the
wireless devices. The technology authorizes the secondary (unlicensed) users, SU
to exploit underutilized spectrum allocated to primary (licensed) user, and PU by
renovating the traditional static spectrum access approach to dynamic spectrum
access without creating any/allowable interference for PU. Design and implement
routing protocol in Cognitive Radio Ad Hoc Networks, is an upcoming challenge.
Such protocols require addressing the issues like environmental awareness to
identify the licensed spectrum which is comparatively underutilized by PUs and can
be use by SUs respecting the privilege of PUs usage and avoidance any interference
to them. This paper presents the revised analytical model using domain object
model of Dynamic Spectrum Management Functions (DSMF) that also represents
the concept of cognitive routing in Cognitive Radio Ad Hoc Networks (CRAHNs).
The presented analytical model facilitates to enhance the understanding of the
concept of routing protocol in CRAHNs. The paper designates suggested routing
protocols in recent years. Based on the literature survey, the paper also provides the
research gap in the area of cognitive routing protocol in CRAHNs and ends with
concluding remarks.
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1 Introduction

Cognitive Radio Ad Hoc Networks (CRAHNs) is the network of cognitive radio(s)
(the unlicensed radio devices comprise to cognitive technology) to utilize the
spectrum allocated to licensed users in an opportunistic approach respecting the
privileged policy for the action of licensed user within its allotted spectrum to
maximize the spectrum utility in efficient manner [1, 2]. Routing in CRAHNs is
similar to traditional Ad Hoc networks with additional complexities to address the
issues like spectrum awareness, primary user activities awareness, route mainte-
nance and lack of common control channel. These issues restrict the applicability of
stable Ad Hoc networks routing protocols for CRAHNs. So there is a need to
identify optimized cognitive routing protocol in terms of throughput end to end
delay packet ratio. This paper helps to understand the routing protocol in CRAHNs
through analytical model and review the various routing protocols in CRAHNs
suggested by the researcher. Based on the literature survey, the paper also high-
lights the research gap with concluding remark. The paper is organized in five
sections Sect. 1 provides the introduction; Sect. 2 introduces routing protocol in
CRAHNS and discuss the analytical model for the same; Sect. 3 discusses the
existing literature related to cognitive routing protocols; Sect. 4 discusses the
research gap in the same domain, and Sect. 5 ends with the concluding remarks.

2 Routing Protocol in CRAHNs

Due to dynamic spectrum access, DSA, feature, CRAHNs need to face obscure
topology and diverse QoS in comparison to Mobile Ad Hoc Networks which
necessitate the proper routing protocol that also address the cognitive radios
capabilities and reconfigure ability issues [1, 3, 4]. DSA exploits the spectrum
utilization efficiently without interfering primary user activities. To realize the
CRAHN, cognitive radio (CR) devices must have the capability to sense the white
holes in licensed spectrum using spectrum sensing techniques that can result in
multi-channel availability at a time for the secondary users. It makes the cognitive
users to exploit the capability of spectrum decision to select the best available
spectrum for the opportunistic use and vacant the spectrum or reconfigure the CR
transmitter parameters (operating spectrum, modulation, transmission power, and
communication technology) on detecting any primary user in the same spectrum to
respect the PUs priority usage policy through spectrum sharing and spectrum
mobility.

Analytical model [5] using domain object model can be used to enhance the
understanding of Dynamic Spectrum Management Functions, DSMF, which
includes cognitive capabilities and cognitive reconfigurability. Figure 1 represents
the enhanced analytical model suggested in domain object model of CRAHNs
functions [5], using domain object model to signify the involvement of DMSF
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to entail the appropriate routing protocols for CRAHNs. The model represents that
each cognitive radio needs to implement the cognitive routing protocol which must
be efficient to decide the finest available spectrum and transmit the data packets
efficiently using its cognitive capabilities and reconfigurability for the competent
usage of limited natural resource, i.e., spectrum. The model demonstrates the
domain objects like spectrum which can be specialized as license spectrum and
unlicensed spectrum; radio device which is specialized as license device or unli-
cense device; unlicense devise can be further specialized as cognitive radio which
implements the cognitive capabilites and cognitive reconfigurability interface at the
same time cognitive radio need to implement cognitive routing to maximize the
spectrum usage and efficient data transmission.

3 Literature Survey

Cognitive routing protocols are required to deal with the changing spectrum of
opportunities for cognitive radio(s); PUs privileged access for the licensed spectrum
and no interference constraint by CR to any licensed PUs; for its action in its
respective spectrum. Literature suggested several schemes to categorize the cog-
nitive routing protocol based on full spectrum knowledge and local spectrum
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knowledge [1, 6–8]. Cognitive routing protocols (more than twenty) discussed in
paper are generally based on local spectrum knowledge.

AODV—Ad Hoc On-Demand Distance Vector Routing suggested in 2003 [9] is
a novel routing protocol for Ad Hoc network in which routes are attain as per the
requirement suitable for dynamic self-starting networks. AODV is a novel protocol
as the basis for cognitive routing in Ad Hoc network.

SORP—Spectrum Aware Routing Protocol and DORP; Joint On-demand
Routing and Spectrum Assignment suggested in 2007 [1, 3, 6, 7, 10, 11] are
AODV-based routing protocol(s) consider cumulative switching and backoff delay
suitable for delay sensitive application. Both protocol(s) provide the solution for
whole path selection but does not emphasize on neighborhood discovery and avoid
spectrum dynamics. STOD-RP—Spectrum tree-based on-demand routing protocol
suggested in 2008 [1, 6, 7, 12] provides end to end linking using tree-based
proactive routing. Suggested protocol provides spectrum decision along with route
selection. The protocol comprises the features of statistical PUs’ activities and
considers CR users’ QoS as route metric and introduces spectrum adaptive route
discovery method. Metric used in this protocol includes channel overhead, protocol
overhead, packet size, link rate, packet error rate band availability, and spectrum
band switches.

Local Coordination-Based Routing and Spectrum Assignment suggested in 2008
[1, 7, 8, 13]. Protocol is suggested to achieve efficient routing for whole path
selection and spectrum assignment in multi-hop CRNs with minimal end to end
delay. Protocol describes two sections: joint on-demand routing algorithm with
spectrum selection and local coordination scheme for load balancing among mul-
tiple frequency band at intersecting relay node.

SAMER—Spectrum Aware Mesh Routing suggested in 2008 [1, 6, 14].
Suggested protocol provides whole path selection process considering spectrum
awareness dynamics based on long-term and short-term spectrum availability. It
considers the hop count and spectrum availability to balance the long-term opti-
mality and short-term opportunistic gain. Protocol used Path Spectrum Availability
(PSA) metric based on local spectrum availability and spectrum block quality
(bandwidth/loss rate). Protocol provides rank to the alternative path based on
activities of PU and SU as well. SAMER avoids congested and occupied links.

SPEAR—A multi-hop distributed channel assignment and routing algorithm
suggested in 2008 [1, 6–8, 15] to support high-throughput packet transmission. The
protocol takes the flexibility of link-based approach for the end to end optimization
of flow-based approach. Protocol consider three subsections: (i) integration of
spectrum discovery with route discovery (ii) minimization of inter-flow interference
through coordination of channel assignments per flow basis (iii) minimization of
intra-flow interference through exploitation of local spectrum heterogeneity and
assigning different channels to link. Suggested protocol selects the best path by
allowing multi-path propagation toward destination by embedding channel
assignment in RREP. The protocol provides channel reservation, and simulation
result indicates significant improvement in throughput. Protocol uses traditional
routing metric with manual parameter setting.
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MSCRP—multi-hop single transceiver cognitive radio network routing protocol
suggested in 2008 [7, 16] is based on AODV contribute to improve network
throughput. Suggested protocol supports CR transceiver to function on one channel
at a particular time. MSCRP is based on the approach of joint selection of the
spectrum with the choice of neighborhood node. Protocol solves the deafness
problem that constraints if two consecutive nodes are serving same flow; they must
not be switching nodes. Protocol supports the local coordination to focus on load
balancing. MSCRP applies three states to the node single channel state, switching
state, and non-free state.

Improved Ant Routing Algorithm suggested in 2009 [6, 17]. Suggested approach
is based on the principle of swarn intelligence which is inspired from the communal
behavior of social insects. The protocol is based on on-demand routing protocol
without CCC to crack large-scale optimization problem in a distributed way.
Protocol also instigates the route repair procedure in case existing route get disable.

SARP—Spectrum Aware routing protocol for cognitive Ad Hoc network pro-
posed in 2009 [3, 18] discusses about two functions of SARP intelligent
multi-interface selection function (MISF) and intelligent multi-path selection
function (MPSF). SARP assigns the interface to a route through MISF by using the
delay of the RREQ packet as a metric. The suggested protocol selects a path to
route packet through MPSF by using the throughput increment as metric. Protocol
results in high throughput, low delay, and overhead.

Spectrum Aware Highly Reliable Routing in CRN suggested in 2009 [6, 19]
exploits concept of multi-path routing. Metric used in this protocol includes channel
stability time (CST), link stability time (LST) PU on/off period, switching time, and
path effective time (PET). It also provides path maintenance mechanism.

RACON suggested in 2009 [20] designs data transportation in CRN using link
modeling to maximize data delivery rate, minimize latency, and minimize aggregate
system resource consumed in all. In this protocol, link cost metric of a node is
computed dynamically based on history of spectrum usage instead of current state.
The link cost increases if node is disconnected for long period or having history of
frequently disconnected-to-connected transitions. Suggested protocol always route
the data packet closer to the destination by supporting limited packet buffering for
short period even when the destination is not physically connected to the source or
its current network partition.

GYMKHANA Protocol introduced in 2010 [6–8, 21] is capable to discover most
stable routes. It is described in three classes: (a) to collect key parameters support
distributed AODV style protocol (b) the basis of mathematical structure is repre-
sented through a graph associated to a given path (c) the second smallest eigenvalue
of the Laplacian associated to the graph is evaluated to compute closed formula.
Mathematical model for Gymkhana is very complex.

SEARCH suggested in 2009 [6–8, 22] is a geographic forwarding-based
Spectrum Aware Routing protocol for CRAHNs that jointly undertake path and
channel selection to avoid the PU activities during route formation, during route
operations can be adapted to the newly discovered and lost SOP, and to consider
distributed environment with node mobility in various cases. SEARCH protocol
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avoids the PU active region while routing. Author suggested that SEARCH can be
extended to consider PU type with duty cycle and times of operation. More quality
attributes may be added for next hop selection.

BCCCS—The Backup Channel and Cooperative Channel Switching Routing
Algorithm suggested in 2010 [7, 8, 23] provides the concept of backup channel to
focus on the route maintenance issue of CRAHNs. Each node periodically updates
list of available channels with their priorities. Consider control packet channel
request (CREQ), channel reply (CREP), and channel information (CINFO) required
to maintain additional list and tables.

OSAB—Opportunistic Spectrum Access with Backup suggested in 2010 [24]
discusses the CRAHNs challenge related to spectrum handoff that occurs when a
channel occupied by SU and PU appears in the same channel. In this situation, SU
needs to vacate the channel to respect the PU privileged usage of channel and
results in degradation of performance of SU in terms of delay and link maintenance.
OSAB offers the feature of reducing the number of spectrum handoffs. To evaluate
the link maintenance probability and expected number of handoffs, a mathematical
model is discussed by author. Results presented by author are positive for OSAB
approach. Validation needs to be done through simulation for OSAB concept.

TACR—Traffic Aware Routing Protocol suggested in 2010 [6–8, 25] provides
the combination of traffic aware routing and Q-learning algorithm based on
on-demand routing protocol. It implements the cognitive packet to provide the
current traffic information. Spectrum decision is based on the input parameters for
traffic prediction and traffic perception. Q-learning technique helps to maintain
route. The protocol results in reduced end to end delay, better throughput, and less
packet loss in case of high traffic arrival rate.

WHAT based on weighted hop, spectrum awareness, and stability routing metric
introduced in 2010 [8, 26] is able to capture overall quality of a path to have
multiple consideration of metric calculation and enhance the network throughput.
WHAT requires tuning of parameters to determine the metric value and path
selection that can reduce the cognitive learning capabilities.

OSDRP—Opportunistic Service Differentiation Routing Protocol suggested in
2011 [27] addresses the cognitive routing issue where the average available commu-
nication time is shorter than the required communication time by cognitive radio(s).
Author suggested a cross-layer cognitive routing protocol, for the dynamic CRNs.
OSDRP emphasizes on minimum delay-maximum stable path for CRNs. OSDRP is
a multi-metric routing that consider the availability of SOP with switching delay
and queuing delay. Author identifies the possibility to explore implementation of
geographical routing techniques to further reduce the overhead of proposed scheme.

CRP—A routing protocol for CRAHNs suggested in 2011 [6, 28]. CRP maxi-
mizes the bandwidth availability and provides explicit protection to PU receivers by
considering the metrics for spectrum sensing, spectrum propagation characteristics,
PU receiver protection, probability of bandwidth availability, and variance in the
number of bits sent over the link. Suggested protocol works in two stages spectrum
selection stage and next hop selection stage. CRP also considered route
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maintenance by utilizing proactive and reactive components. CRP works on the
assumption that PU transmitter with known location is stationary in nature with
maximum coverage range.

SER—Spectrum and Energy Aware routing protocol for Cognitive Radio net-
works proposed in 2011 [3, 29] which includes the basic operations like route
discovery, data transmission, and route maintenance that combine the spectrum and
route discovery results in less delay in end to end linking, high throughput, and less
overhead.

Routing Protocol with Route Closeness Metric suggested in 2011 [6, 30] exploits
multi-path routing to attain reliability and throughput. This protocol introduced a
routing metric route closeness. It represents a variation of the DSR protocol for the
route discovery phase.

CAODV—Cognitive Ad Hoc On-demand Distance Vector Protocol presented in
2012 [8, 31] based on graph theory and mathematical analysis. CAODV proposed
with two versions; one exploits inter-route spectrum diversity and another exploits
intra-route spectrum diversity. CAODV is reactive routing protocol with three
objectives: (i) interference avoidance to primary users during both route formation
and data forwarding; (ii) perform a joint path and channel selection at each for-
warder; (iii) take advantage of the availability of multiple channels to improve the
overall performance. Introduce additional control packet PU-RERR. The protocol
results in high resource consumption due to the feature of discovery of multi-path or
multi-channel routes and additional control packet. This protocol can be extended
by using more effective route metrics.

Cooperative routing protocol in multi-hop CRAHNs proposed in 2012 [32]. This
on-demand routing protocol helps to get minimum cost path between source and
destination pair having maximum throughput and minimum delay with control
message in comparison to previous work. Suggested protocol used the cooperative
communication (CC) technique to resist fading effect and improved channel
capacity. Author implemented the cooperative routing protocol in ns-2 2.31 with
cognitive radio cognitive network Simulator [33].

D2CARP—Dual Diversity Cognitive Ad Hoc Routing Protocol suggested in
2012 [8, 34] is a variation of AODV. Protocol combines path and spectrum
diversity. Route discovery process of the protocol offers multi-path and
multi-channel routes. Suggested protocol offers improvement over CAODV in
terms of packet delivery ratio, overhead, delay, and hop count. In D2CARP pro-
tocol, RREP needs to be broadcast back to the source and need large routing table
and more resource consumption.

RPCRAN—A Routing Protocol for Cognitive Radio Ad Hoc Networks suggested
in 2013 [35] is sensitive to primary user activities and utilizes multiple channels to
enhance performance. This protocol suggested the incorporation of channel selec-
tion mechanism in the routing layer instead of MAC layer. Simulation results are
compared with AODV results.

LAUNCH—Location-based Cognitive Routing Protocol suggested in 2013
[6, 36] considers stochastic activities of PUs to select most stable route. The
selection of next hop is based on greedy decision which satisfies the condition that
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the next hop must be closer to the destination and result in minimum expected
delay. LAUNCH studies the impact of changing SUs density, number of PUs,
heterogeneity in PUs, mobility of SUs, data rate, and number of channels.

TIGHT—A geographic routing protocol suggested in 2014 [37] put forward
three modes of routing to exploit spectrum opportunity by SU over the dedicated
spectrum to PU without imposing interference on them. The greedy mode routes
around the PU region using shortest trajectory circumventing method, without
knowledge of primary user location. Greedy mode works best if the PU known to
be rarely active [38]. The optimal mode works when the primary user location is
known. In this mode, SU needs to compute the optimal trajectory to the destination
SU [39]. The suboptimal mode further reduces the computational complexity of
optimal mode at the cost of driving suboptimal trajectory from source SU to des-
tination SU. The protocol is relatively less sensitive to node mobility and com-
paratively bear low overhead due to routing dependability based on location instead
of next hop and doesn’t favor route discovery and route maintenance.

4 Research Gap

Nowadays researchers are working extensively on the challenges related to
opportunistic spectrum access and spectrum utilization. The networking concern
needs to be addressed in Cognitive Radio Ad Hoc Networks (CRAHNs) [1, 4]. The
methods for flexible spectrum use, distributes networks that wisely cooperate, low
power, scalable implementation of cognitive radios are open challenges among
researcher. Choosing the suitable path and choosing the suitable band at each path
are the two major routing problems in CRAHNs [2]. There are many challenges that
require attention of researchers related to cognitive routing in Ad Hoc networks
includes: spectrum awareness, primary user activities, quality routes, and spectrum
maintenance. Traditional routing protocols need to address the challenges of
CRAHNs to provide the efficient cognitive routing protocol which can consider the
spectrum decision with path selection based on spectrum awareness to provide the
end to end communication. The cognitive routing protocols need to support routing
with spectrum decision considering PUs’ activities and sustain through reconfig-
urability to avoid unnecessary spectrum handoff. Instead of several suggested
cognitive routing protocols by the researcher, it is strongly believed that research in
this field needs major contribution [1, 6–8]. Minimizing the frequent change in
CRN topology due to PUs’ activities is an open research challenge in CRAHNs.
Need to identify the techniques to predict PUs’ activities in a spectrum so that the
influence of these activities must be minimized on CRN topology. Researchers are
working toward the direction to minimize the rerouting requirements for cognitive
routing in case any PU unexpectedly appear in a give location that can result in
degradation of network performance or unpredictable route failure. Coupling of
quality metrics of end to end routes (nominal bandwidth, throughput, delay, energy
efficiency, and fairness) with metrics on path stability, spectrum availability/PU
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presence is an open research challenge. Effective signaling procedures are required
to restore ‘‘broken” paths with minimal effect on the perceived quality. The
neighbor discovery is an open issue of cognitive routing in Ad Hoc Networks, due
to lack of CCC broadcasting.

5 Conclusion

The paper demonstrates cognitive routing in CRAHNs through domain object
model and the importance of entire DSMF in cognitive routing. Through the dis-
cussed literature, it is known that the routing protocols suggested in recent years
consider almost static CRNs with stable communication channel where the channel
is available for longer time than required. PU activity can force the SU to vacant the
available channel to maintain the precedence of PU for channel utilization.
Cognitive routing algorithm need to be aware of spectrum availability, during CR in
operation also, which is based on surrounding special environment. Researchers
need to address the ways to couple routing algorithm with the entirely cognitive
cycle of spectrum management. Dynamic self-organized, a well-known novel tra-
ditional Ad Hoc routing protocol, AODV, Ad Hoc on-Demand Distance Vector
Routing protocol can be modified to propose a stable cognitive routing protocol in
Ad Hoc networks.
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Cluster-Tree-Based Routing—A Step
Towards Increasing WSN Longevity

Shalini, Umang and M.N. Hoda

Abstract Network lifetime is a major factor in determining the efficacy of a
wireless sensor network. There are several other issues involved, like management
in case of link/node failure, node mobility. Since, the nodes in a WSN operate in
unattended, battery operated mode, there is a constant need to minimize energy
consumption and address topology changes so that the network lifetime may be
maximized. Out of the basic tasks, i.e. sensing, local storage and processing and
communicating, involved in a WSN, communication uses the largest fraction of the
total energy consumed. Techniques like selective forwarding, clustering, data
aggregation, are employed in order to reduce energy consumption during com-
munication. It is basically the network topology that decides the scheme used for
communicating the sensed data to the sink. Different topologies like flat, clustered,
tree and cluster tree use evolving approaches to minimize the energy consumption
during communication. This paper discusses and compares the approaches used and
their contribution towards the desired behaviour of a prolonged network lifetime.

Keywords WSN � Cluster � Tree-based protocols � Cluster-tree-based protocols

1 Introduction

Sensor Networks are largely Distributed Systems that work on data generated by
surroundings (and captured by sensors). These form a bridge between the virtual
world and physical world [1]. Pervasive sensors may be woven into technological
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fabric (like buildings and infrastructure) as well as natural environment (dense
forests, huge water bodies, etc). Sensor networks have wide range of applications
ranging from home automation for comfort and optimal usage of resources for
military and defence. These may even be used for monitoring environment and
predicting and protecting against natural disasters, thus resulting in unleashing of
innumerable probabilities that would otherwise seem improbable and purely
hypothetical.

WSNs face multitude of challenges because of their shear nature; some of these
are listed as [1, 2]:

• Limited communication range, frequent errors and interference
• Ad hoc deployment
• Dynamic nature
• Unattended operation
• Need for energy conservation
• Robustness
• Scalability

Unlike traditional networks, where the focus is on maximizing channel
throughput or minimizing node deployment, the major consideration in a sensor
network is to extend the system lifetime as well as the system robustness and
scalability [3]. Utilization of local processing and hierarchical collaboration
would lead to reduction in the volume of transmitted data (by converting raw sensed
data to a high-level representation of the target) and thus reduces the energy con-
sumption and enhances the life of the network.

The data gathering methodology, i.e. the way nodes collaborate in order to
collect and communicate data to the base station plays a major role in determining
the energy consumption in the network, which in turn is dependent on the network
topology [4]. Over the years, WSNs have witnessed evolution in data collection
methodology, which range from flat communication to cluster-tree schemes. The
first generation offers simplicity of operations whereas the latter offers various
advantages like scalability, fault tolerance, addressing node mobility and many
more [3].

2 Related Work

Flat Protocols: Flat protocols like flooding, directed diffusion involve direct
communication between the sensor nodes and the base station. The process is
simple and fault tolerant as failure of SNs does not impact a region, densely
populated with sensor nodes. But the concept involves many drawbacks like
implosion, overlap and resource blindness [2] thus suffering from a major drawback
of high energy consumption. Also, transmitting sensed information over long dis-
tances between SN and BS causes rapid energy depletion in sensor nodes, thus
leading to early death of the network [3].
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Cluster-Based Protocols: Cluster-based protocols overcome the problems of
redundant data transmission, long transmission distances, etc., [5] by dividing the
sensed region into clusters. Each cluster contains a set of sensor nodes primarily
involved in sensing the environmental information. The information gathered by
these sensor nodes is collected by a special node termed as the cluster head (CH).
The role of the CH is to aggregate the collected information, thus representing the
current state of the sensed geographical region, and sending it to the base station.
This mechanism limits the high energy demanding task of data communication to the
CHs, hence although the energy of the member nodes of the cluster does not deplete
quickly, the CHs are penalized for this gain. In order to enhance network longevity,
the role of CH is circulated amongst different member nodes [6, 7]. Various factors
like residual energy, connectivity with other cluster members, etc., are used to decide
whether a member node may play the role of a CH or not. Cluster-based protocols
like LEACH, TEEN [8], APTEEN [9], HEED [10], DEEC [11] that evolved over the
years exhibit an increase in the network longevity [12, 13] but still do not offer much
scalability since the communication between CH and BS is done in single
hop. Chain-based protocols like PEGASIS [14] aim at reducing power consumption
due to CH selection by eliminating the CH election through a chaining model.
Though PEGASIS shows an improvement of 100–300% in terms of network life
time, but the problem is high delay in case of long chains [12]. Advances in hardware
saw attempts at leveraging capabilities of advanced nodes. SEP [15] harnessed the
higher energy levels of advanced nodes for playing the role of CH.

A comparison of cluster-based protocols, TL-LEACH [16], DWECH [17], USC
[18], PANEL [11] and HEER [19] is presented by the authors in [20].

Tree-Based Protocols: WSNs based on trees connect the sensor nodes to the BS
using multilevel hierarchies. The BS serves as the root of the tree and the nodes
farthest in the network act as leaves. The sensed data is transmitted from the leaves
through upper levels to the root of the tree [21]. This approach suffers from a major
problem of single path between any node and root; hence, any failure in the member
nodes leads to partitioning in the network, hence requiring a change in the network
structure. Protocols like EDGE and TREEPSI follow this approach.

EDGE—2005: Efficient data gathering is a tree-based protocol [22], which
requires each node in the network to be a part of the tree structure, which in turn
needs to be reconstructed whenever there is a change in the membership due to
node failure or additions. Initial tree construction is based upon child request
(CRQ), child reply (CRP) and child acceptance (CAC) packets. Tree construction is
initiated by the base station by broadcasting CRQ. The non-members nodes which
receive the CRQ within a predefined time period; send CRP back to the selected
parent (the BS in first iteration) and the parent replies back with the CAC packet.
The successful receipt of the CAC packet leads to addition of the child node to the
tree structure. This process is repeated by the newly added nodes, thus augmenting
the tree structure, after each iteration.

EDGE addresses change in tree structure due to node addition by using a parent
request (PRQ) packet, which is sent by the added node. Prospective parent nodes
reply by sending CRQ and the process of tree construction continues as before.
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Node failures of internal nodes lead to orphaned nodes. Such orphaned nodes
choose an alternate parent by selecting one of the nodes in a previously maintained
parental candidate table (PC) or by sending a PRQ in case the PC has no entries.

TREEPSI—2006: Tree-based efficient protocol for sensor information
(TREEPSI) [23]. It works by selecting a root node from all the sensor nodes, and
the tree path is built thereafter. Building of the tree path is either done by the sink,
centrally, using the location information, or in a distributed fashion on the indi-
vidual nodes through a common algorithm.

Once the tree is built, data gathering is done in a bottom-up fashion, whence the
leaf nodes collect the data and pass it on via the parent nodes to the root. The parent
nodes also perform data aggregation in the process.

Cluster-Tree-Based Protocols: Cluster-tree approach links clusters in the net-
work in a tree-like fashion [24]. The job of the CHs, as before, is to gather and
aggregate the information sensed by the member nodes of the cluster. The aggre-
gated information is forwarded to the BS, over a data collection tree (DCT). The
members of the tree may either be CHs or, as in case of VELCT, special nodes that
do not belong to any specific cluster. The advantage of maintaining a cluster tree
rather than a node tree is that it leads to better fault tolerance, more scalability and
decreased delay in transmission.

CTDGA—2012: Cluster-tree-based data gathering (CTDG) [25] works on
certain assumptions like: nodes have ability to transmit, directly, to any other node
as well as to the sink. It also requires that all sensor nodes have information
regarding their location and are immobile in nature. As per the protocol, the base
station has the responsibility to form the primal clusters, which, due to immobility
of nodes, do not change during the network lifetime. The BS incrementally splits
the entire network into smaller clusters and then goes on to select the cluster head
using the stored information regarding the location of the nodes. The nodes located
at the centre of the cluster are preferred to play the role of CHs. Once the formation
of the primal network topology is over, the responsibility of cluster maintenance
and choosing new CHs is shifted to member nodes; the choice is made indepen-
dently within individual clusters.

Once the clusters are formed, the sink uses Prim’s algorithm to form a minimum
spanning tree in order to collect information from the entire set of interconnected
clusters. The process of information transfer involves transmission of collected
data, from child to parent nodes, with aggregation at each level, until the BS
receives the final fused data.

CIDT—2014: Cluster independent data collection tree works on formation of
data collection trees (DCT) [26] composed of data collection nodes (DCN), which
in turn do not belong to a specific cluster. The responsibility of DCNs is to collect
data from a cluster head and forward this collected data to the next DCN in the
DCT. DCNs do not participate in the data collection process of a cluster and their
sole responsibility is to communicate the collected information to the sink, through
a tree that is independent of clusters in the network. The protocol ensures that
DCNs are re-elected each time CHs are changed.
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VLECT—2015: is an enhanced version of CIDT that overcomes issues like
node mobility [27], coverage, aims at selecting the cluster heads on various
parameters like residual energy, coverage distance and least mobility, thus reducing
the frequency of CH election and thereby increasing the cluster longevity.

Simulation on NS [26, 27] with 500 nodes in a region of 1000 � 1000 m2

having data packets sized 512 bytes, cluster size *40 m, sensing range *20 m,
yielded the following results (Table 1).

Thus supporting the claim that CIDT performs better that established
cluster-based protocols like LEACH and HEED [28, 29] (Table 2).

Table 1 Simulation result-based comparison of cluster and cluster-tree-based protocols [27]

PDR (%) Delay (ms) Total energy consumed (mJ)

LEACH 79 10 250

HEED 84 9.5 230

CIDT 93 6.5 140

VELCT 98 3 80

Table 2 Features and issues in tree and cluster-tree-based protocols

Protocol Year of
introduction

Features Issues

EDGE 2005 Tree-based protocol
Offers shorter delay and higher
PDR as compared to AODV, DD

Failure on any node leads to
restructuring of the
communication tree

TREEPSI 2006 Provides options for centralized
(BS controlled) or decentralized
tree building process
30% more energy efficiency as
compared to PEGASIS and up to
300% better efficiency as
compared to LEACH

Failure on any node leads to
restructuring of the
communication tree

CTDGA 2012 Cluster tree: more reliable than
node tree, since failure of member
nodes does not lead to
restructuring of entire network

Does not address node
mobility

CIDT 2014 Cluster tree. Works by building a
data collection tree composed of
nodes that do not belong to a
specific cluster

Requires re-election of DCN
every time CHs are changed
due to failure or mobility

VELCT 2015 Enhanced version of CIDT. Aims
at increasing cluster longevity by
choosing stable links with
maximum connection time and
RSS

Requires re-election of DCN
every time CHs are changed
due to failure or mobility
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3 Conclusion

It is observed that data collection scheme plays a major role in deciding energy
consumption in a WSN. Out of the choices available, i.e. flat, clustered, tree and
cluster-tree, the cluster-tree scheme combines the advantages of both cluster and
tree schemes, namely reduction in volume of transmitted data (by means of
aggregation in clustered networks) and multi-hop transmission (as in case of
tree-based networks). At the same time, the need for frequent restructuring due to
node failures as in case of tree-based schemes is eliminated. But the effectiveness of
cluster tree is based on various factors like cluster dimension, tree intensity and
mobility, and there is need for more intensive study related to factors that affect the
efficiency of a cluster tree and their impact on the performance of the network as a
whole. Also, CIDT and VELCT propose use of alternate DCT (separated from the
CHs): the approach needs to be analyzed further, and its limitations/enhancements
may be suggested.
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Performance Analysis of DTN Routing
Protocol for Vehicular Sensor Networks

Ram Shringar Raw, Arushi Kadam and Loveleen

Abstract Vehicular sensor network (VSN) has become an active research topic in
the field of networking. VSN is the application of vehicular ad hoc networks
(VANETs). Vehicular delay-tolerant network (VDTN) has evolved from
delay-tolerant network (DTN) and is formed by vehicular nodes with sensors
embedded in it. Many routing protocols have been implemented in VDTN, each
having its benefits and shortcomings in the implementation domain. In this paper,
performance of two routing protocols, namely MaxProp and packet-oriented rout-
ing (POR), are analysed and compared on the basis of different parameters. Both the
protocols are simulated on MATLAB.

Keywords Vehicular sensor network � Vehicular ad hoc networks � Delay-tolerant
network � MaxProp � Packet-oriented routing

1 Introduction

Due to recent advances in inter-vehicular communications and decreasing cost of
related equipment, VANETs have received much attention. It has been proved to be
useful in road safety, pedestrian safety and many other commercial applications
[1–4]. For instance, VANET can be used to make drivers aware of the forthcoming
traffic jam. It can also be used to avoid accidents by alerting the driver about the
speed and location of the nearby vehicles [5–7].
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VSN is a kind of VANET in which vehicles are equipped with onboard sensors
for monitoring the traffic and other services. Vehicles are generally not affected by
major energy constraints and can be easily equipped with these sensing devices.
VSN provides tremendous opportunity for many large-scale applications, one of
which is delay-tolerant vehicular sensor networks (DTVSNs) which enable the
transfer of data when the vehicular nodes are connected only intermittently. The
main problem in VANET and VSN is the fast mobility of vehicular nodes which
reduces the amount of time they are in communication range; this makes routing in
DTVSN a challenging task [2, 8–10].

DTN is based on the concept of partially connected networks. It is best depicted
as multi-graph, where edges are represented as the time required to transmit the
packet with respect to the delay. The main objective of DTN is to maximize the
probability of delivery whereas minimizing the delay [4, 11]. There are various
strategies in DTN routing proposed. The first DTN routing protocol, Epidemic
Routing protocol was proposed by Vahdat and Becker [12]. It follows the concept
of flooding scheme routing, which means whenever the node receives a message, it
will broadcast it to all its direct neighbours. It maximizes the performance of
throughput, but it cannot be used in a large-scale urban resource constraint sce-
narios. In [13, 14], the authors propose a routing protocol called Probabilistic
Routing Protocol using History of Encounters and Transitivity (PROPHET).
PROPHET introduces a metric which estimates delivery predictability for every
node for each known destination. When the two nodes meet, they compare their
delivery predictability for each destination and send packets to the party that has
higher probability of reaching the destination. On comparing the average cost per
packet the value PROPHET found to be lower than the epidemic.

Work in [15] proposed Resource Allocation Protocol for Intentional DTN
(RAPID) routing in which the packets are routed by the method of packet repli-
cation on estimating per-packet utilities. In [16], vehicle-assisted data delivery
(VADD) model was proposed to reduce the delay vehicles find its next road to
forward the packet on the basis of the traffic pattern. It is assumed that each vehicle
is embedded with GPS receiver device. In [17], authors gave a DTN routing
algorithm called GeOpps. It takes information from the satellite navigation system
to route a data packet to a particular geographical location. This model requires cars
equipped with GPS receiver. There are many protocols which are mentioned in
[18–22]. MaxProp [23] and POR [24] protocols will be discussed in detail in the
coming sections.

The organization of this paper is as follows: Sects. 1 and 2 presented the brief
introduction of MaxProp and POR protocols, respectively. Section 3 gives the
problem formulation about the work. In Sect. 4, simulation results and comparison
analysis are discussed. Finally, Sect. 5 concluded the paper.
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2 MaxProp Protocol

MaxProp [25] is a forwarding protocol which aims to increase the delivery rate and
lower latency of delivered packets. It defines few methods to transmit and delete the
packets for efficient buffer management. MaxProp uses acknowledgement sent to
all peers to ensure them about packet deliveries. It also stores a list of previous
transmission records so as to avoid redundant data to propagate to the same node.
The packet is deleted from the buffer when either the acknowledgement of the
packet is received or the buffer is full.

The protocol includes list of stored packets of ranked peers on a cost assigned to
each destination. The lowest path cost among all possible paths will be considered
for the particular destination. Packets with highest priority are transmitted first.
Lowest priority packets are the ones which are deleted first to make space for new
packets. When two peers discover each other, they exchange packets in an order as
depicted in Fig. 1. It sets the priority by checking the hop count. If the hop count is
less than a threshold hops, then the buffer is organized by hop count else it is done
by the shortest possible distance.

Basically, this protocol addresses two resource limitations, i.e. transfer duration
and storage difference between managing these two is that packets that are sent on
transfer opportunity may be sent in the next opportunity. But if the packet is
dropped from the buffer storage, then it may never be delivered.

2.1 Methods for Dropping the Packets

• When copy of message has been delivered to its destination. In this case,
concept of acknowledgement is used.

• When no route with enough bandwidth exist between peers and message des-
tination during the lifetime of message; cost estimation mechanism is used.

• When no copy of message has been transported but some copy of message will
be delivered even if peer drops its copy. This is difficult to estimate and
implement further. We use hop counts here as the packet that have transmitted
further in the network is given the lower priority and is also dropped first.

• When the buffer is full, the packet with lowest priority is deleted first to make
space for incoming packets.

Therefore, firstly the acknowledgement is deleted then the packets that have
reached the threshold of hop counts with high cost followed by the packets with the
hops below threshold.
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3 Packet-Oriented Routing (POR) Protocol

This protocol also emphasizes on how to choose the best carrier for transmission of
packets. This is done by utility-driven resource allocation problem, RAPID.
Neighbour marginal utility (NMU) is calculated for idle neighbours within the
communication range, one with the highest utility is selected and the connection is
made. The status is changed from idle to busy.

After selecting the neighbour, source node exchanges the metadata which aids in
removing the copies of packets which are been delivered and hence improving the
overall network performance. Now, the marginal utility (MU) of the packets is
calculated. The packets are delivered in the decreasing order of the MU. This
process is followed at each node until the packets have reached the destination.
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Figure 1 presents the scenario for POR routing protocol, where oi is the source
node which tries to forward the data packet to the destination node lm. There are
then n neighbouring nodes in the communication range of oi. The packet is for-
warded to the relay node nj because of the highest utility as calculated. Similarly,
the packet is transferred to the node mk , and it forwards the packet further to lm, the
destination node.

4 Simulation Results and Compression Analysis

The main objective of this work is to compare and analyse the performance of the
two DTN routing protocols, i.e. MaxProp and POR for VSNs. To analyse the
performance of MaxProp and POR, we have taken buffer size as a key metric over
adaptive threshold calculation. Comparison and analysis have been accomplished
on the basis of their parameters such as throughput, packet delivery ratio (PDR) and
end-to-end delay with respect to different scenarios. These parameters can be used
to enhance the performance of DTN routing protocols for VSNs. Table 1 presents
the parameters that were used for simulation for both packet-oriented routing
protocol and MaxProp routing protocol.

4.1 Packet Delivery Ratio

Packet delivery ratio is a key parameter to evaluate the performance of routing
protocol in any type of highly dynamic network. The packet delivery ratio can be
determined from the total number of data packets received at the destinations
divided by the total data packets sent from the sources. Generally, the network
performance is better when packet delivery ratio is high. Mathematically, it can be
represented as

Packet Delivery Ratio ¼
P

Total packets received by all destination nodeð Þ
P

Total packets sent by all source nodeð Þ ð1Þ

Figure 2 shows a graph between packet delivery ratio and variation in number of
nodes for both the protocols. As shown in the figure, packet delivery ratio variation

Table 1 Experimental
parameters

Parameters Value

Protocols MaxProp, POR

Number of nodes 100

Simulator used MATLAB

Simulation area 100 km2

Average speed of vehicles 10 m/s
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is from 0 to 3 for MaxProp protocol. But for POR protocol, it varies more and the
highest packet delivery ratio can be obtained when the nodes are between the ranges
of 50–60. It means it gives better performance as compared to MaxProp protocol.

4.2 End-to-End Delay

End-to-end delay is the amount of time taken by a packet to reach its destination
through the wireless medium. End-to-end delay also depends on the packet delivery
ratio. Probability of packet drop (due to collisions and interference) increases as the
distance between the source and destination increases.

The expected end-to-end delay consists of all the possible delays, i.e. buffering
route discovery delay, queuing delay, propagation delay and transmission and
retransmission delays. Mathematically, it can be represented as in Eq. (2), where D,
Trid, Tsid are represented as end-to-end delay, packet reception and sent time,
respectively.

D ¼ Trid � Tsidð Þ ð2Þ

As shown in Fig. 3, graphs are plotted for end-to-end delay with variation in
communication range and different time loads. In Fig. 3a, an end-to-end delay is
least between 50 and 100 of communication range and maximum at 40 m of
communication range for POR while it ranges from 0 to 2 for MaxProp. Similarly,
in Fig. 3b, an end-to-end delay for POR is lowest between 90 and 100 traffic loads,
and it is maximum at 40. While for MaxProp, end-to-end delay ranges from 0 to 2.
Therefore, end-to-end delay is more for POR protocol. It means MaxProp gives
better performance as compared to POR protocol.
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4.3 Throughput

Throughput of the protocol can be described as the received packet size divided by
the difference of the stop and start time of the packet between source and desti-
nation nodes.

Throughput ¼ RecvdSize
StopTime� StartTime

ð3Þ

In VSN, packets transfer between vehicles include large multimedia files, such
as images of accidents, status of traffic on the road, traffic congestion, traffic signs,
traffic efficiency. For getting fruitful results, all the data packets are sent at the
beginning of the simulation. We also assumed that every vehicle may find the
position of other vehicles at any time using GPS receiver and other centralized
location services. Therefore, control overhead for calculating the position and the
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distance between neighbouring vehicles of corresponding destinations can be
ignored.

Performance of the protocols is also estimated by the above two graphs for
throughput with different number of nodes and communication range. As shown in
Fig. 4, in both the cases, POR gives better performance than MaxProp protocol.

5 Conclusion and Future Work

In this work, we have discussed the two position-based delay-tolerant network
routing protocols for VCNs. These DTN routing protocols are MaxProp and POR.
As per result analysis sections, POR protocol works according to the local
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information of packets gained during neighbour selection method. It can support
delay-tolerant applications in VCNs effectively. For the performance analysis, we
have taken some key parameters such as packet delivery ratio, end-to-end delay and
throughput. By comparison, POR protocol performs much better than MaxProp
routing protocol. Further, POR adapts the DTNs and has an improved performance
at scalability while predictably increases the networks delay. Therefore, these
parameters could be used to maximize the performance of MaxProp routing
protocol.
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Analyzing Virtual Traffic Light Using
State Machine in Vehicular Ad Hoc
Network

Umang and Parul Choudhary

Abstract World is growing in urbanization which has escalated the growth of
congestion and accidents on road. Due to increase in traffic, the commute time of
people is becoming a huge problem in many cities. Traffic lights aid in smoothening
traffic to some extent. To mitigate problem of congestion, safety and commute time
of urban workers without leveraging huge expenses on new physical traffic lights a
new approach known as virtual traffic lights (VTL) are proposed. Vehicles organize
a VTL and help in reducing accidents at intersections. VTL improves the
throughput of traffic at an intersection by updating itself to current traffic infor-
mation and can also reduce carbon emissions and improve energy consumptions in
a smart city. We propose a complete VTL algorithm through a finite state machine
that will work and explore the horizons on larger environment in high and low
mobility scenarios.

Keywords VTL � FSM � ILL � VTLL � DSRC
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ITS Intelligent transportation system
WAVE Wireless access in vehicular environment
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1 Introduction

World is heading toward urbanization which supports people in their economic
growth and progress. This transit causes environmental pollution, resource, and
energy consumption in urban cities. Since more than 50% of the world population
lives in transportation convenient cities, the numbers of vehicles on the roads has
increased than the capacity of the road network in these cities. As it incorporates
huge investment in increasing road capacity, thus, it results in the acceleration of
traffic safety and congestion in major capitals of the world. Many new scalable and
cost-effective solutions are proposed to this daunting problem. Due to heavy traffic,
the increase in commute time of people is becoming a huge problem in many cities.
According to statics given by WHO more than 1 million human resources die out of
road accidents. Traffic lights aid in smoothening traffic and accidents to some
extent. But all intersections and road junctions are not provided with traffic light.
A close study reveals that only a small percentage of road junctions are equipped
with proper traffic lights and that too most of them are deployed where traffic
density is high. The total number of traffic lights deployed actually is few as
compared to the total number of intersections. More than 50% intersection acci-
dents occur in road junctions without traffic light. Moreover, it incorporates a huge
expenditure in installation and electric bill of traffic light at every intersection or
road junction. Through VANETs Government and Enterprises are encouraged to
integrate ICT into vehicle. To mitigate problem of congestion and commute time of
urban workers without leveraging huge expenses on new physical traffic lights, a
new approach known as virtual traffic lights (VTL) is proposed. Vehicles organize a
VTL via VANETs and help in reducing accidents at intersections. In VANETs,
vehicles operate at 5.9 GHz using technology of Dedicated Short Range
Communications (DSRC). VTL improves the throughput of traffic at an intersection
by updating itself to current traffic information and can also reduce carbon emis-
sions and improve energy consumptions in a smart city. In VTL, scheme vehicles
organize a leader at every road junction that takes care of controlling traffic at that
junction for sometime. This responsibility is then handed over to another cluster
leader in the orthogonal direction after sometime. This right-of-way decided by the
elected leader is broadcast to all the vehicles in the same direction as well as the
orthogonal direction. The man–machine interface used to inform each driver about
the “right-of-way” is envisioned to be a display unit which can be on the windshield
of every vehicle. This can make it convenient for each driver whether he should
proceed or stop at that intersection. This paper is organized as follows. Section 2
focuses on VTL protocol. Section 3 covers an overview of the related work done on
VTL and its simulations. Section 4 analyses the work done on VTL and describes it
through a finite state machine. Conclusion and future scope are given in Sect. 5.
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2 Virtual Traffic Light Protocol

The promising approach of virtual traffic lights (VTL) reduces congestion and cuts
off the commute time of urban workers. This is implemented in the presence of
vehicles running on vehicular ad hoc network (VANET).

Principle of Operation

In this protocol, conflicts are detected at road junctions and are sorted in an ad hoc
manner using V2V communications. By using DSRC, each vehicle broadcasts its
speed and position to check the presence of a conflict at the intersection. In case a
conflict is determined, following protocol is executed by vehicles which are
involved in the conflict:

1. Leader Election Process

At a road junction, when conflict has to be resolved vehicles in a same lane elect an
individual lane leader (ILL). The vehicle close to intersection in individual lane is
selected as ILL. All the individual lane leaders at the scenario must elect among
themselves one which does the work of the virtual traffic light leader (VTLL) at the
junction. VTLL announces its leadership to all individual lane leaders. This
unanimously elected leader configures or installs temporary traffic light infras-
tructure. Leader or elected vehicle creates and broadcasts traffic light information.
Other vehicles follow the traffic light infrastructure and follow the information of
the traffic light which has been broadcast by the virtual traffic light leader. The
elected vehicle stops itself by giving red light signal and coordinates with others in
leading it.

2. Generation of Traffic Light Information

After being selected as a virtual traffic light leader, it decides the time duration of
green light signal or right to move for each approaching direction. The timing of
green light and red light could be static or dynamic depending upon different
information received by the VTLL through VANET. The traffic behavior depends
upon various parameters such as the volume of traffic at different time of the day in
each direction, level of congestion at the junction, priority of different vehicles,
number of vehicles waiting in each road, etc. Leader constantly detects the volume
of traffic carried by road having green light, and when no additional vehicles are
detected to move through the junction the green light is stopped and is placed to
another connecting road [1].

3. Leader Handover

When the leader’s lane shows green light, the leader will have the right to move and
leave the junction. To maintain the flow of traffic light infrastructure, a new leader is
elected by any of the following two processes
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(i) The leader handover is done by current VTLL to any vehicle which is stopped
due to red signal at the junction.

(ii) The leader handover is done when no vehicle is stopped due to red signal.

3 Literature Review

According to [2] in their paper [2] proposed concept of adaptive traffic light that
changes the cycle of traffic lights dynamically depending on current traffic. Fixed
traffic light decreases the throughput of traffic at intersections. Adaptive traffic light
approaches improve traffic by dynamically changing the duration of traffic lights
depending on current traffic. To maintain all physical traffic lights in a city is super
expensive, and therefore virtual traffic light (VTL) VTL approaches may be a
feasible solution to facilitate energy efficiency in a smart city. The proposed
approach adapts the cycle of VTL according to current traffic, and results show that
the proposed AVTL approach effectively improves the throughput of road junctions
as compared to physical traffic light approach. The result of the adaptive approach
improves average speed by 10.1% when compared with fixed cycle traffic lights.

Michel Ferreira and all in their paper [3] proposed a traffic light control system
which is self-organizing, and work of the existing physical traffic lights is taken by
vehicles themselves. They optimize the problem of congestion without using any
roadside infrastructure by applying virtual traffic light protocol at road intersections.
Through this protocol, they propose to replace physical traffic lights by in-vehicle
signs which are possible with vehicle to vehicle V2V enabled vehicles. The pro-
tocol proposes to select a leader temporarily that broadcasts traffic light messages
that are shown to drivers through in-vehicle displays. The vehicles elected and
involved in this system themselves act as a traffic light and broadcasts the traffic
signal messages to rest of the vehicles approaching toward the junction. Through
simulation is done on large scale for Porto, they provide vital evidence to show that
their system is not only scalable but it proves to be cost-effective to urban traffic
control.

Nidhi and D.K. Lobiyal in their paper [4] propose to obtain results by simulating
real-world scenario through VANET. Since the deployment cost is huge and
implementation is a complex task, they believe research in VANET relies on
simulation. In their work, they use tools such as Google Earth and GIS to generate a
real-world map of their own university JNU. They analyzed and made traffic-related
data from a limited area to capture the realistic vehicular mobility model. To
accomplish their work they divided the entire region into various smaller routes.
This model dynamically picks the driver’s route and then analyzes its choice by
simulating it with traffic lights on NS2 using AODV routing protocol and IEEE
802.11 standard. The impact of the virtual traffic light is estimated by taking various
parameters such as rate at which packet is delivered, number of packets lost on way
and chances of router failure. The proposed network regulates the flow of traffic in a
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round robin fashion but for data transmission, it has become an obstacle since the
packet forwarding nodes at the intersection drop the packets, due to the high
number of transmission at the same time.

Ricardo Jorge Fernandes in his work [5] introduces an approach to enable
in-vehicle traffic signs. The protocol creates virtual traffic light without a centralized
control infrastructure. It is spontaneous in creating new traffic rules according to
changing traffic situations. The use of VTL is described by using simulator
DIVERT. Comparison between VTL and infrastructured-based pre-timed traffic
lights is done, and VTL tends to show better results.

Suhail M. Odeh in his paper [6] estimates and calculates the possibility of
congestion at four cross sections and also two highways. In this system, data is
assembled at one place through imaging and transferred to the current system using
genetic algorithm. Proposed system not only calculated the approximate time for
green light but also keeps the count of traffic flow.

Florian Hagenauer, Patrick Baldemaier, Falko Dressler, and Christoph Sommer
in their work [7] developed a few algorithms which worked on process of leader
selection and calculate the timings of traffic lights. They are implementing the
algorithm on a realistic platform giving service to support any abstract intersection
in synthetic scenarios. They have given successful results in low to medium traffic
load.

Samir A. Elsagheer Mohamed in his paper [8] has developed a system whose
purpose is to save energy and increases the lifetime of traffic lights by decreasing its
usage. This system turns down the lights automatically for the lanes which have
zeroed the traffic and put up the lights for those lanes where the traffic is supposed
to resume back. The system enlightens only that portion of road where there is any
traffic or expectation of any vehicle movement [9] and thus working of maintenance
of the lighting equipment for future.

4 State Machine of VTL

The virtual traffic light protocol gives an insight in which on the basis of leader
election process the traffic light information is generated to other vehicles [10].
The VTL protocol is investigated in more depth by us, and we present a complete
state machine of the entire VTL protocol concept [11, 12].

Overview of the state machine used to implement the VTL protocol is depicted
in Fig. 1. A finite state machine f(Q, R, ∂, q, F) comprises of five tuples.
Q represents finite states [13]. The VTL state machine comprises of four states
which are described as follows:

Idle

A state when there is no conflict or traffic is smooth or no approaching jam
situation.
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Individual Lane Leader

A state where vehicle is close to intersection as compared to other vehicles in the
same lane and elected as a leader of individual lane.

Virtual Traffic Light Leader

A state where vehicle is closest to the intersection or road junction and is unani-
mously elected among all individual lane leaders.

Passive Vehicle

A vehicle not closes from the intersection and follows the VTL leader.
A finite state machine remains in any one state at one time, so VTL state

machine can be in one of the four states. R represents the input mentioned upon the
arrows in Fig. 1. ∂ represents the transition set of machine from one state to
another. At any junction or cross-point, the vehicle first tries to determine the
possibility of conflict between his vehicle and the approaching vehicles. It uses its
location and also calculated the distance between own vehicle and approaching
vehicles based on their locations. Now if in case, there is no conflict the machine
remains in the same state of idle. In case of conflict, vehicle then calculates the
distance between own vehicle and other vehicles to determine the closeness of
vehicle with junction. If the vehicle calculates the smallest distance to the junction,
then it declares himself as individual lane leader by election else, vehicle remains in
passive motion and just obeys the traffic lights send by the leader. In case among the
individual lane leaders, the one who is closest to crossover becomes a VTL leader
or a vehicle it receives a handover from the current VTL leader becomes the new
VTL leader. Vehicle on the road just obeys the traffic signals as initiated by VTL
leader. Also, all these vehicles when passing the junction again come in idle state.

Fig. 1 Finite state machine implementing working model to VTL protocol
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Q represents the initial state and F set of final states. In this state machine, Idle is the
initial state and also final state.

5 Conclusion and Future Scope

The motivation of this paper comes from the main idea that the vehicle signs can be
achieved through the collaboration of the local vehicles, creating virtual signs in a
synchronized manner. Therefore, our main expected contributions of this work are
to identify feasibility of VTL algorithm through a state machine. Investigation of
the behavior of VTL protocols for traffic-congested environment will be the sig-
nificant contribution of this work. Based on the outcome of investigation, design of
efficient protocol for VTL protocol will be another vital contribution of this work.
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Design and Analysis of QoS for Different
Routing Protocol in Mobile Ad Hoc
Networks

A. Ayyasamy and M. Archana

Abstract A mobile Ad Hoc Network (MANET) is an own and self structuring
network of mobile devices, which are connected by wireless and Quality of Service
(QoS) routing is a major challenge for research. In this paper, design and analysis of
three major versions of QoS with support for effective routing schemes are being
proposed. First scheme is improved-LABS, second scheme is context-aware
adaptive QoS routing for mobile and wireless network using Fuzzy (COAAF)
approach, and finally, context-aware adaptive service (COAAS)-based dynamic
channel allocation approach for providing an optimal QoS over MANET, respec-
tively. The proposed schemes are compared with other existing schemes like
AODV, DSR, and FSR routing schemes.

Keywords Mobile ad hoc networks � QoS � COAAF � COAAS � I-LABS

1 Introduction

Mobile ad hoc networks (MANETs) [1] are self-organizing networks which operate
without any infrastructure using 802.11-based wireless local area network (WLAN)
technology. MANET has increased the attention [2] of node mobile services and
different industry groups. The primary aim of quality of service (QoS) [3]-based
research work focuses on multiple schemes or the approaches of providing adaptive
QoS for topology dynamic high mobility [4, 5] MANET. Three approaches are
discussed, based on an initial study, which stresses the need for QoS for MANET.
In this paper, QoS-related services over MANET are proposed, some of the
MANET protocols such as AODV [6], DSR [7] cannot be used due to their
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restricted mobility issues and the missing factor of dynamic update in node
topology.

The proposed routing protocols are implemented as the ITU/IEEE condition and
IEEE 802.11p MAC standards. This research proposes QoS-aware adaptive routing
algorithm using fuzzy QoS metrics COAAF and middleware for delivering
end-to-end QoS using dynamic channels COAAS. The three schemes primarily
focus on session management using the selection and utilizing the update on
transmission.

The rest of the paper is organized as follows: Sect. 2 elaborates about the lit-
erature survey on QoS-aware routing protocols and related issues. Section 3 dis-
cusses proposed QoS for three routing protocols, namely I-LABS, COAAF, and
COAAS. The performance and test results are discussed in Sect. 4. Finally, Sect. 5
concludes the paper and also discusses the future direction.

2 Literature Survey

Three types of routing protocols are adapted in favor of ad hoc networks such as
reactive [2], proactive [8], and hybrid [9]. These protocols have different criteria for
designing and classifying routing protocols for wireless ad hoc network. Its use in
the context of MANETs along with reactive and proactive is for all time an area
under analysis. Routing protocols are difficult due to the fast moving nodes as their
presentation degrades with speed. Such types of networks are complicated to
manage as fast handoff deteriorates signal quality, maximizes interference and other
reduction factors.

Chun and Baker [10] have discussed scheduling algorithm for packets sending
and receiving by DSR and AODV protocols. Based on the routing protocol, the
priority of packet control varies. In order to set the priority of data packets, the
end-to-end packet delay is decreased [11].

The challenges focused on this research work include a consistent update on
high speed, mobility, directional change, location update, lane/road change as well
constraints on context update, where nodes do differ in size and space [12]. Even
though high-quality research is being done on mobile ad hoc networking and
related areas in highly developed countries, the concept of MANET is still in its
immaturity in most of the efficiently slow developing countries, where mobile node
services do not adopt any standards.
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3 Proposed Routing Protocol Scheme

3.1 Improved-LABS

Time critical media services, defense applications, node position tracking, band-
width hungry services between ‘high mobile’ nodes demand consistent QoS to be
maintained over MANET. In this work, the QoS metrics and their performance over
MANET using IEEE 802.11a/b/g/n standards are discussed. Radio propagation
intensity of interconnecting links, end-to-end delay, and packet loss are QoS
metrics adopted. The load or traffic intensity identified between source and receiver
uses dynamic channel assignment to transmit the data over constrained intervals of
time in order to achieve QoS. This scheme does not adapt well to a relatively large
set of nodes in the domain. The standard ad hoc routing protocols such as AODV
and DSR, uses QoS utilization in response to bandwidth demand over a variable
type of services are analyzed.

A multi-route identifies several routing paths for effective data transmission over
high-speed access by I-LABS. It works on the basis of traffic intensity as each
router provides an optimal solution to handle large number of nodes in a domain
and also yields high traffic intensity.

3.2 Context-Aware Adaptive Fuzzy (COAAF)

COAAF works on route identification, route binding, update, and deletion process
based on the validation of adaptive QoS metrics, before the most favorable route
selection process between the source and destination. The COAAF protocols also
support applications which are not necessarily delay tolerant. COAAF routing
protocols work on maintenance of an end-to-end path for streaming media data to
make its goal. COAAF is modeled as a set of high-speed mobile nodes on varying
lanes, where any mobile node can establish connectivity with other nodes traveling
in the same direction or opposite direction of its motion.

COAAF transmits a QoS route request to discover an optimal route based upon a
QoS parameter. COAAF includes each intermediate node determining whether the
node can maintain the requested QoS parameter and, hence, update the QoS link
metric with a fuzzy metric and forward the QoS route request, with temporarily
reserving the required node resources. The objective node, upon getting the source
QoS route request, generates a route reply including the flow identifier, updated
QoS fuzzy metric, and QoS link metric for all discovered routes. The source node
generates fuzzy QoS metrics based on the updated QoS link metrics along with the
replies. The source node selects the optimal route to the destination node based on
the fuzzy QoS route metrics and transmits route confirmations to intermediate nodes
on the selected route.

Design and Analysis of QoS for Different Routing Protocol … 249



3.3 Context-Aware Adaptive Service (COAAS)

Large variations of QoS latency, bandwidth, and jitter may occur in MANETs
during media transfer. Applications need to adapt their functionality according to
dynamic change of their QoS update. An enhanced service-based platform provides
adaptive network services to higher level application layer components. COAAS is
structured in such a way that it can provide QoS awareness to streaming applica-
tions as well as manage dynamic ad hoc network resources.

The COAAS architecture defines dynamic channel allocation [13, 14] for ser-
vice, network, and the expected user’s QoS by using well-defined policy sets.
Services in use are defined at run time through objects space, which binds to event
functionality for exhibiting their adaptive behavior along with network OS and
related kernel components. The networking components and underlying infras-
tructure support heterogeneous OS, network, and sub-network domain setup are
shown in Fig. 1.

COAAS middleware infrastructure defines a five-layered stack architecture,
which functions on object monitoring, control, and query of device status with
extended services toward session establishment. Network devices include various
network components such as network adapter card, modem, access point, routers,
and gateway.

Application Services Application Services
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4 Results and Performance Analysis

In MANET, the test beds are generated using NS-2 [15] in order to measure the
efficiency of protocols. Experiments were carried over 25 mobile nodes placed
within a 1000 � 1000 m area randomly over a network.

The performance of first scheme (I-LABS) is compared with AODV and FSR as
shown in Fig. 2. The QoS metric is maintained by I-LABS which are very low
value compared with other existing QoS schemes. In this figure, when number of
nodes increases, end-to-end Delay (EED) also increases in AOVD and FSR. But
I-LABS approach performance is very less EED in terms of milliseconds.

Second scheme COAAF is analyzed in terms of round trip time (RTT). The RTT
is called the time required for a single pulse or packet to take a trip from specific
source to destination and back again. Figure 3 shows that the COAAF observed
less RTT compared to FSR and AODV.

Third scheme COAAS performs better in terms of percentage of packet loss.
Figure 4 shows that the COAAS scheme observed less packet loss compared to
DSR and AODV.

Fig. 2 Average end-to-end
delay of I-LABS

Fig. 3 Round trip time of
COAAF
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5 Conclusion

The main aim is to maintain a route that improves the quality for communication
and data transmission. The three stable QoS schemes are used to select a route
where all likely move at similar speed and toward similar directions are designed.
The experiment results show that COAAF, COAAS, and I-LABS provide the best
and adaptive routes for long time, when compared to AODV, FSR, and DSR. QoS
invariable depends on issues such as node mobility, multi-session establishment,
and service in use, which depend on node traffic prediction and service behavior at
any node, which can be considered in future research.
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An Agent-Based Solution to Energy
Sink-Hole Problem in Flat Wireless Sensor
Networks

Mamta Yadav, Preeti Sethi, Dimple Juneja and Naresh Chauhan

Abstract Repeated and continuous transmission of data to the sink leads to energy
loss in all the nodes in case of flat WSN. Especially, depletion of energy is
highly acute in case of nodes that are near to the sink. Conventionally known as
energy sink-hole problem, it causes early failure of the network even when there
is a substantial amount of residual energy left in it. Though the research fraternity
has been continuously addressing this problem and even has provided various
solutions to deal with it, the use of mobile agents to meet the above-stated problem
is still in its infancy. The paper proposes a mobile agent-based solution for solving
energy sink-hole problem. The proposed solution aims to extend the network life
by reducing redundant data being passed to the nodes near to the sink thereby
reducing the load and saving battery life. The algorithm is implemented using
aglets and the analytical results show significant improvement in the network
lifetime.
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Aglets
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1 Introduction

In the last two decades, advances in the micro-electromechanical systems (MEMSs)
[1, 2] technology have amplified research in wireless sensor networks (WSNs). As
defined by the research community, “A wireless sensor network is composed of tiny
sensor nodes each capable of sensing some phenomenon, doing some limited data
processing and communicating with each other [1, 3].” This wireless network of
sensors is used in a myriad of applications like intrusion detection, object tracking,
habitat, and other environmental monitoring, disaster recovery, traffic control,
hazard and structural monitoring, and inventory management in factory environ-
ment to name a few. Despite the huge applicability of WSN, the network is
however constrained by many operational and design challenges like low pro-
cessing power, limited battery life, and short radio ranges of the sensing units.
These challenges are thus key research areas, and so far many solutions for the
same have also been proposed to meet them.

Among the above-listed challenges, one of the major issues is to look for ways
and means to increase the lifetime of the network which is of prime importance in
case of non-deterministic environments [3–5]. The current work thus deals with
energy sink-hole problem which depletes the lifetime of the network. As the name
suggests, energy sink-hole problem is the name given to the process of acute energy
loss in the nodes of the network. The literature review [6–9] reveals that this energy
depletion is found in nodes which are nearer to the sink as they are engaged in
repeated and continuous transmission of data to the sink in addition to sensing.
When the section nearer to the sink dies due to lack of energy, the network also fails
since no data can be passed to sink anymore. The energy sink-hole problem thus
causes early failure of the network even when there is a substantial amount of
residual energy left in it.

2 Related Work

The problem of relaying the data to the sink which leads to energy loss of the
intermediate nodes has been exhaustively explored, and various solutions have been
proposed to meet it. Lian et al. [6] relate the data capacity of sensor nodes with their
deployment pattern. The work emphasizes the fact that energy sink-hole problem in
static model-based sensor networks serves as one of the major causes for this
ineffective utility of energy and less lifetime of the network.

Lu et al. [9] have given an algorithm which enhances the network lifetime by
reducing the data being forwarded around the sink node. The energy consumption
required for isometric transmission is analyzed, and the tactics of small world are
adopted to reduce the problem of energy hole.

Wu et al. [7] proposed a technique to avoid energy hole with non-uniform node
distribution. It was concluded by the team that although unbalanced depletion of
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energy found in WSN seems unavoidable as the network is based on multi-hop
communication model and performs constant data reporting, but it is possible if
nodes in the network are distributed in a manner such as number of nodes increases
in geometric progression from the outer coronas to the inner ones except the out-
most one. The solutions based on uneven distribution of nodes in a desired manner
to solve energy hole can significantly improve the network life cycle, but the
strategy is difficult to achieve in practice as in most cases the distribution of node
density is difficult to control.

Song and Liu [8] suggested that searching optimal transmission range for the
sensors in each corona and using it for transmission is the solution for energy hole
problem and better lifetime of the network.

Luo along with his team [10] proposed a solution for enhancing the lifetime of
the network by making use of mobile sink for collecting data. As the sink is mobile,
the problem of energy hole is automatically corrected. However, in many appli-
cations, mobile sink is not found suitable.

The literature review [6–9, 11] done till the time of listing reveals that though the
research community has put in a substantial efforts to solve the above-stated
problem, it has been almost silent on the use of mobile agents for the same.

As the name suggests, mobile agents [4, 11–13] are a special class of software
agents which are capable of carrying processing codes among the motes thereby
allowing the computation and communication resources at the sensor nodes to be
efficiently harnessed in an application-specific fashion. Owing to their inbuilt fea-
tures, mobile agents adjust their behaviors depending on the quality of service
needs (for example, data delivery, latency) and the network characteristics to
increase network lifetime while still meeting those quality of service needs [3, 14].

The current work aims to exploit the power of mobile agents for dealing with the
energy hole problem. The next section provides the detailed description of the
approach adopted for increasing the lifetime of the flat static WSN.

3 Proposed Work

The work proposes an agent-based approach which becomes functional when the
sink is notified by any node in its radio range that it has consumed one third of the
total energy (i.e., 33.3%) and only two third is left in the node. Figure 1 shows an
example of topology of sensor networks. In the given figure, sink is taken as level 0
node. The nodes in direct radio range of the sink (shown in white color) are termed
as level 1 nodes, and those nodes that are in radio range of level 1 nodes except the
sink are termed as level 2 nodes.

The subsection below describes the working algorithm for the proposed
approach.
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3.1 Working Algorithm

After the formation of itineraries, the data from the level 2 nodes go to the level 1
nodes in an efficient manner than before. As each level 1 node restricts itself to
collect data only from pre-identified designated nodes, the amount of data for-
warded is much less now. It can also be ensured that no data are lost as data from
each level 2 node are accepted by one of the level one nodes; hence, all the data
from level 2 region is passed to level 1 region. If the data received at level 1 region
is compared to the data received at this level before applying the algorithm, it can
be seen that overall redundancy is reduced in this region. Hence, the algorithm
helps in reducing the network load near to the sink, thereby balancing the energy
levels and reducing energy sink-hole problem. Itineraries only cover the part of
network necessary to deal with the sink-hole problem. They are short and easy to
build. Further, elongation of itineraries can also be done, but after level 2, it will not
be for all the routes concurrently, only those nodes in the outer level whose energy
level will get below a predefined threshold defined for that level, will dispatch the
software agent in the radio range, and hence another node will be a part of itinerary,
and the node with less energy left will now collect lesser data than before (Fig. 2).

Sink

Level 1 Nodes

Level 2 Nodes

Fig. 1 Topology of sensor nodes
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4 Implementation and Results

The work has been implemented using Aglets [15–17]. Aglet API is an agent
development kit.

It consists of a set of Java interface and classes that allow the creation of mobile
Java agents. Mobile agents built using the tool will run on every machine that
supports the Aglet API [18–21]. Aglet API is hosted by an Aglet Server, i.e., Tahiti
Server. The implementation has been carried out on a single machine with three ports
with port number 9000, 4434, and 434, respectively, (Fig. 3). However, the work is
scalable to three different machines connected via LAN. As shown in the Fig. 3, port
4434 is acting as sink, port 9000 as level 1 node, and port 434 as level 2 node.

5 Analytical Results

The theoretical analysis of the proposed algorithm reflects that network load on the
nodes near to the sink has reduced significantly after the application of the algorithm.
Since sink-hole problem deals with the nodes that are nearer to sink, only partial
sensor network is considered during analysis. Figure 4 illustrates the map of analysis.

As shown in Fig. 4 (left), there are four nodes (white colored) around the sink.
These nodes are in direct radio range of sink. The radio range of level 1 nodes has
been shown, and we can see some of their radio ranges overlap. Hence when some
nodes at level 2 send data, they send it to more than one level 1 node.

Algorithm:  Agent -based Energy Sink Hole Solution 
Input : 

• a flat static dense WSN
• sensor nodes capable of hosting agents .
• a special node called sink with mobile agent embedded in it.

Output :  a network less affected by energy sink hole problem and  with enhanced lifetime 
1. Generate mobile agent(MA) on the sink. MA runs and  provides host with a  “Itinerary sensor 

ID”.
2. Sink dispatches MA to level 1 nodes .
3. MA arrives and runs on each of the level 1 nodes, provide each node with distinct “Itinerary 

sensor ID”.
4. From each level 1 node MA is dispatched  to the nodes in radio range of level 1 nodes i.e to level 

2 nodes
5. After the arrival of agent on level 2 nodes, all the nodes run it (only once in case of multiple ar-

rivals from more than one level 1 node) and the agent generates Itinerary sensor ID” for them.
6. Each level 2 node dispatches agent ,containing its own ID back to respected level 1 node from 

where agent arrived.
7. After agent arrival at level 1 node , node stores the Itinerary sensor ID of the level 2 node pro-

vided by the agent . 
8. When any data packet arrives at level 1 node, data is accepted only if the source ID of data 

packet matches with the already stored itinerary ID’s at that node.
9. The data is processed and passed to sink.

Fig. 2 Algorithm for the proposed approach
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Fig. 3 Output on command prompt for different ports

Fig. 4 Data transfer in traditional WSN (left), itinerary influence on data transfer procedure (right)
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Double-shaded nodes are the nodes that are passing data to more than one node.
Analyzing from Fig. 4 (left), total 20 units of data are coming from the level 2
nodes to the level 1 nodes out of which 7 units of data are being repeated as some of
the level 2 nodes are passing data to more than one node, only 13 units of data are
actually required to be passed to the level 1 nodes.

After applying the algorithm (Fig. 4 (right)), we form itineraries and each node
at the level 1 only accepts data from predetermined level 2 nodes. Earlier, the level
2 nodes whose data were accepted by more than one level 1 node are now accepted
by only one level 1 node. Thus, after applying the algorithm, we get exactly 13
pieces of data. Hence, we can say that the algorithm has reduced network load at the
sink-hole-prone region by passing data in an efficient manner from level 2 region
nodes to region 1 region nodes, which in turn has made the network load less by
reducing the overall redundancy at level 1 region nodes.

Figure 5 shows comparison in number of packets transferred to region 1 before
and after the application of algorithm. Sensor networks with different sizes are
considered here. The x-axis represents the number of nodes in direct radio range of
sink (level 1 nodes), and the y-axis shows the number of those nodes in the level 2
region, which is in overlapped radio ranges of two level 1 nodes. For simplicity, it is
considered that whenever there is an overlap in radio ranges of region 1 nodes, it is
due to two nodes placed closed to each other; however, there can also be an overlap
in the radio ranges of more than two nodes also, itinerary effect in such a case is
even more beneficial.

6 Concluding Remarks

The approach is well suited for a dense network where nodes are unevenly dis-
tributed in a given area. Though it adds the overhead of maintaining and dispatching
mobile agents, but the advantage of removing redundant transmission in the nodes
lying in close proximity of the sink compensates for the same. As the work proceeds
by dividing the given area into concentric circles, the work can be extended to
calculate the itineraries of nodes even far from the sink. However, it will involve
selecting only those nodes whose energy level falls below the threshold.
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Compact Low-Profile WiMAX-MIMO
Antenna with Defected Ground Structure
for Disaster Management

Madan Kumar Sharma, Mithilesh Kumar, J.P. Saini
and Girish Parmar

Abstract This paper presents a novel, compact, and low-profile 2 � 2 multi-input
multi-output (MIMO) antenna for WiMAX 802.16a applications which is very
useful for disaster communication systems. Proposed WiMAX-MIMO antenna
designed on low cost FR4 substrate with the compact size of 32 � 32 mm2 with
dielectric constant of 4.4. The defected ground structure perturbed in the form of
L-shaped in the ground plane offer a good isolation up to −26 dB for the entire
frequency band of 3–14 GHz. The two patches on the top of substrate perpendicular
to each other introduced pattern diversity in the radiation pattern. The good
impedance bandwidth of 0–14 GHz, high isolation and low correlation coefficient
make the proposed design antenna suitable for WiMAX 802.16a applications.

Keywords WiMAX � MIMO � Diversity � Correlation

1 Introduction

To monitor various disaster situations of earthquake, catastrophes, and tsunamis, a
real-time alarming systems or a reliable wireless communication system must be
deployed [1]. Although different type of communication networks already exists
such as cellular telephony system, wireless local area network(WLAN), wireless
personal area network (WPAN), WiFi, but all these networks have low data
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transmission rate, small coverage, and less reliable and therefore not useful for
disaster management applications. WiMAX standard 802.16a is a key technology
[2] that capable to provide the better coverage up to 5 miles with high-speed data
transmission up to 75 Mbps with good quality of services (QOS), and hence
WiMAX network can be used as a backup communication network. It can replace
the damaged mobile base station-based network or other wireless network in case of
different disaster situations. WiMAX works on worldwide interoperability for
microwave access technique and having the ability to handle different disaster
situations. The architecture or model of WiMAX can be modified for different
applications at different convergence sub layers but at the physical layer there are
two WiMAX topologies are used, i.e., point-to-point for backhauls and
point-to-multipoint between base station and clients. In any of these situations
multi-input multi-output (MIMO) antennas should be deployed [3] at transmitter or
receiver section.

MIMO antenna can exploit the multipath to provide higher data rate and
simultaneously increase range and reliability of communication network, all
without consuming extra radio frequency. The channel spectral efficiency increases
two times compare to single input and single output (SISO) network configuration
[4]. Multiple antenna techniques are also effective techniques in mitigate the
co-channel interference and multipath fading problems occurs in non-line-of-sight
(NLOS) communication systems.

MIMO antenna may be implemented using two techniques [5]; i.e., first one is
spatial multiplexing technique in which independent information sequences trans-
mit simultaneously over multiple antennas, and ultimately, it offers higher data rate.
Another is antenna diversity techniques (pattern, polarization, and beam forming) in
which redundant data streams transfer on multiple antennas to reduce bit error rate
and also increase range of transmission with the help of antenna diversity gain.
But MIMO antenna efficiency limited by correlation coefficients because transmit
signals from multiple antennas correlate some extant, and hence radiation efficiency
of antenna decreases. If one antenna excited and another is terminated with matched
load of 50 X, surface current induced in second antenna, reduced the radiation
efficiency, and it termed as mutual coupling or isolation (S21). The researchers and
academicians always make efforts toward the antenna miniaturization without
degrade its performance in terms of pattern diversity, correlation coefficient, and
mutual coupling in this race.

In [6] a Dual ISM Band MIMO Antenna for WiFi and WiMAX application
designed on the FR4 substrate of size of 40 � 90 mm2, and it covers frequency
bands of 2.1–2.7 and 5.1–6.1 GHz only with isolation of � 15 dB. A Tri-Band
Printed Monopole Antenna for WLAN and WiMAX-MIMO systems presented in
[7] which covers the multiband of 2.4, 3.8, and 5.2 GHz. with isolation of � 12 dB
only. Although a compact dual-band (5.8 GHz for WLAN and 5.5 GHz for
WiMAX) antenna [8] offers a good port-to-port isolation of � 20 dB with the size
of 40 � 30 mm2 but it is also not suitable for 802.16a version of WiMAX.
A antenna [9] with substrate size of 45 � 45 mm2 designed with the help of four
micro-strip patch elements, but impedance bandwidth of antenna covers lower band
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(2.3 and 2.5 GHz) of WiMAX. A Compact WiMAX-MIMO Antenna Design for
laptop applications designed in [10] which has the total size of 70 � 8 mm2, and
impedance bandwidth also covers only lower frequency band of WiMAX, i.e., 2.3,
2.7, 3.4, and 3.7 GHz only with the isolation of below −15 dB for lower bands and
up to −20 dB for higher bands. A self-shielding open slot antenna for
WiMAX-MIMO application designed [11] on the ground plane size of
50 � 90 mm2 which operates at the 2.6 GHz band of WiMAX and offered the
isolation of � 24 dB. A 2 � 2 MIMO antenna [12] designed for dongle application
and frequency band of interest only 2.52 GHz only, although antenna size is very
compact 25 � 8 mm2 easily embedded in dongle card size of 90 � 25 mm2 all
parameters are fitted in the desired application. A compact dual-band multi-input
multi-output (MIMO) antenna array with eight elements study carried out in [13]
for the long-term evolution (LTE)/WiMAX mobile applications. The size of
antenna is too large, dimensions of 140 � 70 mm2 and it covers only lower bands
(2.4–2.6 and 3.4–3.6 GHz) of WiMAX with the isolation of −20 dB only.

Mutual coupling is one of the important issue with MIMO antenna design, while
thinking about miniaturization of antenna as discussed previously, if size of antenna
reduced somehow a strongest mutual coupling occurs between the MIMO antenna
elements. Although different techniques, such as inserting ground stubs, half
wavelength slot etched in the ground plane, parasitic, connecting neutralization line,
and Meta material inspired structures are used to minimize the size of antenna along
with least mutual coupling between MIMO antenna elements. The nominal value of
mutual coupling or isolation � 15 dB is considered in most of the cases. With the
best of our knowledge the all antennas studied from [6–13] does not cover the
frequency band of interest of WiMAX 802.16a (3–11 GHz) with high isolation.
The proposed design not only novel and compact in size but also fulfill all aspects
of WiMAX 802.16a.

Rest of the paper organized in Sects. 2, 3, and 4. In Sect. 2 antenna design
procedure and dimensions are given, in Sect. 3 study of all simulated results are
carried out, and finally Sect. 4 concludes the paper with consideration of
WiMAX-MIMO antenna used for disaster management, including future directions.

2 Antenna Design

The proposed antenna designed on the FR4 substrate with dielectric constant of 4.4
and thickness of 0.8 mm. The size of antenna is 32 � 32 mm2, which is very
compact and easy to embed in mobile transmitter and receiver of WiMAX. The two
L-shaped slots cut in the ground plane denoted by GC1 and GC2. The two L-shaped
ground plane slots perpendicular to each other offer good isolation between the two
antenna elements. The two radiating patch perpendicular to each other provide good
pattern diversity between the antennas elements and therefore yield low correlation
coefficient. Antenna consists of two rectangular patches that are fed by 50 X
micro-strip lines; ultimately, WiMAX range of frequency shifted from lower

Compact Low-Profile WiMAX-MIMO Antenna with Defected Ground … 265



frequency band to ultra wideband with the help of T-shaped stub is attached to the
rectangular patch which consists of a horizontal stub and a vertical stub. All
dimensions of proposed antenna optimized with the help of CST Microwave studio
simulation tool and designed structure as depicted in Fig. 1, all dimensions in mm,
also listed with diagram.

3 Results and Discussion

Results of designed WiMAX-MIMO antenna studied and carried out with the help
of CST Microwave studio simulation tool in the planer antenna design environ-
ment. Results are analyzed in terms of return loss, isolation or mutual coupling,
correlation coefficient, radiation pattern, and diversity gain.

3.1 Return Loss and Isolation

Return loss is a measure of dissipated power across the antenna port due to
impedance mismatch between micro-strip feed line and antenna itself. Antenna
efficiency limited by this parameter, and it should be S11 � 10 dB or low as
possible. Figure 2 shows the simulated return loss of the proposed WiMAX-MIMO

Ground Plane Metal Patch

Fig. 1 WiMAX-MIMO antenna, L = 32, W = 32, L1 = 16, L2 = 14, WP = 6, LP = 7, Wf = 1.53

Fig. 2 Return loss and isolation
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antenna. It can be observed that proposed antenna with defected ground structure of
L-shaped not only offers return loss of S11 � 10 dB for entire band of interest
3–11 GHz but also miniaturized size of propose antenna.

Port-to port-isolation can be determined by energized one port and other ter-
minated with matched load of 50 X. Isolation represented in terms of S parameter,
i.e., S21. High degree of isolation achieved in the proposed design as depicted in
Fig. 2 and its noticeable value started from −21 dB at frequency of 3 GHz and
increases more than −26 dB for the frequency up to 14 GHz.

3.2 Radiation Pattern

Radiation pattern is one of the most important figures of merit of antenna, which
show the graphical representation of antenna field strength in the far-field mode.
Multiple antenna radiation pattern differs from SISO configuration; they follow the
diversity in their radiation pattern in multipath propagation of signals. The signal
received in diversity systems can be correlated some extent, correlation of signal
decreases antenna efficiency. Proposed WiMAX-MIMO antenna follows the pattern
diversity in their pattern, and radiation patterns analyzed at the frequencies of 8,
10 GHz as depicted in Fig. 4. At these frequencies of 8 and 10 GHz, patterns of
patch one and two are complemented each other. The proposed WiMAX-MIMO
antenna offers good diversity in their radiation patterns with low correlation
coefficient.

3.3 Correlation Coefficient

Correlation coefficient is a mathematical and statistical parameter and that have a
great importance in multiple antenna design. Radiated signal from transmitting
antenna propagated with multipath and arrived at receiver antenna with the diver-
sity. Patterns at receiving antenna may or may not be correlated some extent due to
degree of similarity among the received signals. The modulus of correlation
coefficient varies from zero to one. Ideally, MIMO diversity system has its value is
zero or low by default. The simulated results of correlation coefficient as depicted in
Fig. 3. The proposed antenna has very low correlation coefficient with the value of

Fig. 3 Correlation coefficient and diversity gain
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less than 0.05 for the frequency of 0.6–15 GHz, which is very low and guaranteed
the good diversity performance present in WiMAX-MIMO antenna. The result is
depicted in Fig. 3.

3.4 Antenna Diversity Gain

Diversity gain of antenna is usually a measure of diversity performance of MIMO
antenna with different diversity techniques, it simply describes a comparison with
the received signal-to-noise ratio (SNR) from a single reference antenna and
enhancement of combined SNR from multiple antenna systems. The diversity gain
can also be calculated with help of correlation coefficient and given by Eq. (1),
where q is denoted as correlation coefficient.

DG ¼ 10
p

1� q2j jð Þ ð1Þ

The proposed antenna diversity gain simulated with the help of computer and
analyzed from S parameters, and it is to be notice from Fig. 3 that proposed
WiMAX-MIMO antenna offers excellent diversity gain of 9.99 (Fig. 4).

4 Conclusion and Future Scope

In this paper, very compact and low-profile WiMAX-MIMO antenna designed and
simulated with the help of CST. Proposed antenna is good candidate for disaster
management. In future, 4 � 4 MIMO antenna can design which increases the
diversity gain of antenna.

Fig. 4 Radiation patterns of patch 1 and 2 at the frequency of 8 and 10 GHz
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A Comparative Study of Various Routing
Classes and Their Key Goals in Wireless
Sensor Networks

Yahya Kord Tamandani, Mohammad Ubaidullah Bokhari
and Qahtan Makki

Abstract Regardless of the type of application and place of operation, one of the
primary aims of wireless sensor networks (WSNs) is basically to achieve data
communication while attempting to preserve the energy in order to function for a
longer time and to avoid connectivity collapse by employing effective and robust
power management strategies. There are various obstacles which need to be
addressed and overcome so as to design suitable and efficient routing protocols for
WSNs. The main issues are associated with the limitation of sensor nodes such as
restricted power, processing power, and other constrained resources. In this paper,
we have presented a comparative study of various routing classes and their key
goals in WSNs. This paper aims to explore the most important routing protocols
designed for WSNs along with their primary goals and compare them for a better
understanding and further researches.

Keywords Wireless sensor networks � Routing protocols classes � Key goals
Comparison

1 Introduction

Due to number of unique characteristics of wireless sensor networks (WSNs), the
design of routing protocols for these types of networks is a very challenging task.
Firstly, it is not practicable to design an overall addressing system for WSNs as in
typical communication networks. Secondly, because of the significant redundancy
of the generated data in WSNs, to preserve the energy and improve the bandwidth,
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such redundancy has to be dealt with. Thirdly, sensor nodes are extremely con-
strained, regarding their energy, storage, and processing capabilities. More than a
decade, many routing algorithms have been proposed and designed specifically for
WSNs and most of them aim to prolong the life of the network [1–3]. These routing
approaches typically can be categorized as data centric, location-based and hier-
archical routing protocols (Fig. 1). Data centric routing protocols are typically
based on query, hence capable of reducing the redundancy of the data significantly.
In location-based approach, a message is forwarded from a source to the destination
via the most efficient path discovered by the location of the neighboring sensor
nodes of the sender. Hierarchical routing protocols divide the networks into number
of clusters, and each cluster possesses a cluster head which is responsible for
gathering data from other nodes (within the cluster), performing data aggregation
and fusion then sending them to the sink. This paper aims to explore the most
important protocols designed for WSNs along with their primary goals and com-
paring them with one another for a better understanding and investigation of open
issues for further researches.

1.1 Routing Classes in WSNs

A routing algorithm could be thought of as a strategy by which a node comes to a
decision about selection of a neighboring path to send a packet to a desired des-
tination. The distinguished features of WSN make the routing a tough task. As there
is an enormous number of nodes, distributed within the network, it will not be
feasible to use a global addressing method [4]. In WSN, data are sent from several
sources to a base station (sink). There are also some limitation related to sensor
nodes which has to be considered carefully while designing of routing protocols
such as energy, transmission, and processing power. Routing algorithms in WSNs
can be classified as follows: data centric, location-based, and hierarchical routing
algorithms as shown in Fig. 1.

Fig. 1 Classification of
routing protocols in WSNs
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2 Data Centric Routing Protocols

In WSNs, each single node is required to send out data to the sink which leads to a
considerable redundancy, resulting in large wastage of energy waste. Thus, routing
approaches have been introduced that are capable of selecting a range of nodes on
query-based, known as data centric routing. Queries are sent by the base station
(BS) to a particular region for the desired information. Considering that data are
demanded via queries only a certain data from an interested region needs to be
transmitted to and as a result this will reduce the redundancy of the data as well as
the number of transmission which will improve the energy consumption and life-
time of the network significantly. One of the earliest routing protocols based on data
centric approach is SPIN [5]. In SPIN protocol, data are named using meta-data or
other high-level descriptors. With the help of an advertising mechanism, the data
descriptors are exchanged before the transmission process. As soon as a node
possesses a new data to be shared, it will generate an ADV message and send it to
its neighboring nodes, and in return the neighboring nodes use a request message in
order to obtain the desired data (provided they haven’t possessed it already) through
a REQ message. Finally, the source from where the ADV message has been gen-
erated and sent transmits the real data to finish up the process. The process is shown
in Fig. 1 which is redrawn from [5]. Table 1 shows the most important routing
protocols in this category along with their key characteristics and objectives
(Fig. 2).

Table 1 Comparison of the main data centric routing protocols and their main objectives

Routing protocol No. of
possible
BS

Data
aggregation

Adaptive
to
mobility

Taking into
account the
battery
lifetime

Key objectives of
the protocol

SPIN [5] Single Yes Yes Yes • Preserving energy
to extend network
lifetime

• Reducing number
of messages

Direct diffusion [6] Multiple Yes Limited No • Fault tolerance
• Improving on data
diffusion

Rumor routing [7] Single Yes Limited No • Reducing number
of queries in
network

Information-driven
[8]

Single Yes Limited Yes • Extending
network lifetime

(continued)
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3 Location-Based Routing Protocols

Location-based routing protocols utilize the geographical location of sensor nodes
in order to form the optimal route and send packets from a source to the desired
destination. A packet is sent from source to destination by considering the geo-
graphical position of the neighboring nodes of the forwarder. The information about
sensor node’s location is obtained via Global Positioning System (GPS) which is
tiny and low consuming power devices embedded in the body of the sensor nodes.
The following Table 2 depicts the main routing protocols in this class along with
their key characteristics and objectives. GAF [15] is one of the location-based
routing protocols which aims to prolong the network’s life. A virtual grid id is
formed, and all the nodes link themselves in it as it is depicted in Fig. 3. Nodes that
are linked within the exact same location on the grid will be considered to have the
same cost of routing. Hence to preserve energy in an attempt to prolong the net-
work’s life, nodes linked to the same point on the virtual grid could turn into the
sleep mode. As we observe from Fig. 3, to reach node 5 from node 1 we could do it
through the node 4 and turn the node 2 and 3 into the sleep mode. [4]. Table 2
displays the most important location-based routing protocols along with their main
objectives and features.

Table 1 (continued)

Routing protocol No. of
possible
BS

Data
aggregation

Adaptive
to
mobility

Taking into
account the
battery
lifetime

Key objectives of
the protocol

REAR [9] Multiple Yes Limited Yes • Extension of
network lifetime

• Improving data
delivery

MCFA [10] Single No No No • Improving data
delivery

ACQUIRE [11] Multiple Yes Limited No • Query
optimization

• Extending
network lifetime

Gradient-based
routing [12]

Single Yes Limited No • Achieving data
delivery via
lowest number of
hops

Link quality
estimation-based
[13]

Single No No No • Achieving data
delivery with
lowest number of
retransmission

Energy-aware [14] Multiple Yes Limited Yes • Extending
network lifetime
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Fig. 2 Working procedure of SPIN protocol

Table 2 Comparison of the main location-based routing protocols and their main objectives

Routing
protocol

No. of
possible
BS

Data
aggregation

Adaptive
to
mobility

Taking into account
the battery lifetime

Key objectives
of the protocol

GAF [15] Multiple No Limited Yes • Extending
network
lifetime

SPEED [16] Multiple No No Yes • Extending
network
lifetime

• Achieving real
time

MMSPEED
[17]

Multiple No No Yes • Extending
network
lifetime

• Achieving real
time

• Enhancing
SPEED
protocol

GEAR [18] Single No Limited No • Extending
network
lifetime

EAGR [19] Multiple No Limited Yes • Enhancement
of GAF
protocol

• Extending
network
lifetime
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4 Hierarchical Routing Protocols

In this type of routing, the whole network is divided into number of clusters and in
each cluster one node will act as the cluster head (CH) (Fig. 4). The CH is in charge
of receiving the sensed data from other nodes within the cluster (cluster members)
and performing data aggregation and/or data fusion, then sending the data to the
base station. Different routing protocols have different techniques for selection of
cluster heads. However, the residual energy of a node and its distance from the base
stations are the main factors that are considered by the recent and modern routing
protocols while election of CHs. The main objective of this category of routing
protocol is to balance the energy among the sensor nodes in order to extend the
lifetime of the network. The earliest and most well-known hierarchal routing pro-
tocol is LEACH [20] (Low-Energy Adaptive Clustering Hierarchy). It reduces the
energy consumption of the network by choosing the CH nodes in a random fashion

Fig. 3 Virtual grid in GAF

Fig. 4 Cluster formation in LEACH routing protocol
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to distribute energy load evenly to each and every node. Figure 3 shows the cluster
formation in LEACH routing protocol. Table 3 shows the main hierarchical routing
protocols along with their main features and goals.

5 Conclusion

Mainly due to limitation of sensor nodes and other restrictions of WSNs, routing is
significantly vital and plays an essential role in the efficiency of the network. In this
paper, the characteristics and main objectives of main routing protocols in WSNs

Table 3 Comparison of the main hierarchical routing protocols and their main objectives

Routing
protocol

No. of
possible
BS

Data
aggregation

Adaptive
to
mobility

Taking into
account the battery
lifetime

Key objectives
of the protocol

LEACH [20] Single Yes Fixed bs Yes • Extending
network
lifetime

PEGASIS [21] Single No Fixed bs Yes • Extending
network
lifetime

• Improving
bandwidth of
network

TEEN [22] Single Yes Fixed bs Yes • Extending
network
lifetime

• Achieving real
time

APTEEN [23] Single Yes Fixed bs Yes • Extending
network
lifetime

• Achieving real
time

EWC [24] Single Yes Fixed bs Yes • Extending
network
lifetime

• Guarantee the
data delivery

Self-organized
[25]

Single No Yes No • Achieving
higher fault
tolerance

Energy-aware
cluster-based
[26]

Single No No Yes • Extending
network
lifetime

• Achieving real
time
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have been given. Considering the main goals of these routing protocols, we realize
that the energy efficiency and extension of network’s life is the objective of most
routing protocols. However, there is not a standard routing protocol for WSNs, and
selecting the most efficient and suitable depends highly on the type of application.
In this paper, main routing protocols in WSNs have been compared against one
another in order to easily observe their strong and weak points. This helps to realize
the open issues for further researches as well as for a precise selection of the most
appropriate routing protocols to specific applications.
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WLAN Channel Compatible Design
Goal-Based Energy-Efficient Fibonacci
Generator Design on FPGA

Sonam and Anuradha Panjeta

Abstract In this research paper, we have analyzed that life and reliability of an
integrated circuit are affected when different frequencies have been used to perform
the operation on the circuit, FPGA technologies, and design goals. Fibonacci
generator has been taken as our target circuit. Our design is capable of working with
operating frequency of different WLAN channels. The device operating frequencies
of 802.11b/g/n, 802.11y, 802.11a/h/j/n/c, 802.11p, 802.11ad, and 802.11ah are
2.4 GHz, 3.6 GHz, 5 GHz, 5.9 GHz, 60 GHz, and 900 MHz. Along with the
frequencies, the device is also operated at different FPGA technologies such as
Virtex-6 (40 nm) and Artex-7 (28 nm) FPGA technology. Five different design
goals have also been taken into consideration. It has been observed that large
amount of power (96.75%) can be saved on operating the device at 28 nm tech-
nology instead of 40 nm technology along with area reduction design goal. Also, if
the design is being operated at a frequency of 900 MHz instead of a high frequency
of 60 GHz, 99.88% of power consumption can be saved by using the balanced
design goal.

Keywords Design goals � Energy efficient � Virtex-6 � Artex-7 � WLAN chan-
nel � Fibonacci generator � FPGA

1 Introduction

A field programmable gate array consists a feature of matrix of gate array logic
circuitry which is reconfigurable. By the use of FPGA, implementation of hardware
for a software application can be performed. In the place of, one can use single
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FPGA by integrating millions of logic gates in a single IC chip then the role of
many thousands of discrete elements get performed. The basic structure of FPGA is
designed by the combinations of logic elements, programmable interconnect, and
memory. FPGA does not have an operating system but for processing logic, a
dedicated hardware is being used. The good thing in FPGA is that different pro-
cessing logic will not compete to get same resources because they are parallel in
nature, and therefore, even with the addition of any processing component in the
circuit, there is no effect on the performance of the other processing part. Wireless
networks are an integral part of day-to-day life for connectivity and communication.
Reference [1] examines the problems relating to the topic of wireless security and
the background literature. Characteristics of a new class of signal correcting Galois
field codes are described, which provide error detection and correction at the
physical level of computer networks without additionally generating and trans-
mitting cyclic redundancy check (CRC) codes [2]. Wi-fi-enabled devices periodi-
cally broadcast in their unique identifier along with other sensitive information.
Therefore, they are vulnerable to a range of privacy breaches such as the tracking of
their movement and inference of private information [3]. The penetration of mobile
phones and tablets to gain wireless access to the Internet has been accompanied by
a similar growth in cyber-attacks over wireless links to steal session cookies and
compromise private users’ accounts [4]. Here, energy-efficient green Fibonacci
generator is used to generate key for WLAN networks for secure green commu-
nication. Since power goes directly proportional to energy, so energy crises being
faced by the whole universe can be overcome by making energy- and
power-efficient devices [5–8]. In the following design, the power is being analyzed
at different frequencies along with the change in design goals at 28 nm (Artex-7)
and 40 nm (Virtex-6) FPGA technologies. After the comparison, the optimized
technique is being suggested. There are many more energy-efficient techniques such
as clock gating, capacitive scaling, and thermal scaling being used in order to make
the device energy and power efficient [9–11].

2 Energy-Efficient Techniques

2.1 Design Goals

In this technique, the design is being tested at different design goals and the best goal
is then selected out of all. There are total five goals which are defined as follows:

(i) Area Reduction: By applying such technique, less number of LUT’s and
registers are being used. So, less space is being utilized by the device, and
hence, area will be reduced. So power is also affected by this.

(ii) Minimum Runtime: By applying this design goal, the execution time has
been reduced. Number of cycles will be reduced and the program will
execute in the minimum required time. Hence along with the time, the power
has also affected.
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(iii) Timing Performance: In this technique, timing is being reduced and along
with it, power consumption is also decreased.

(iv) Balanced: It is the summation of all the above techniques. By applying such
technique, we can get an optimized time, area, performance, and power also.

(v) Power Optimization: It is one of the design goals. This goal mainly affects
the dynamic and static power as well. By applying such technique, we can
get the optimized value of power (Fig. 1).

2.2 Frequency Scaling

In this technique, the range of frequencies has been changed from a lower range of
MHz to higher range of GHz. Wireless local area network channel frequencies have
been taken into consideration to make it WLAN compatible. The different fre-
quencies are mentioned in Table 1.

DESIGN GOAL

AREA 
REDUCTION BALANCED

MINIMUM 
RUNTIME

POWER 
OPTIMIZATION 

TIMING 
PERFORMANCE

Fig. 1 Figure representing
the different design goals

Table 1 Table representing
the WLAN channel
frequencies

900 MHz

2.4 GHz

3.6 GHz

5 GHz

5.9 GHz

60 GHz
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2.3 FPGA Technologies

With the advancement in the technology, the numbers of transistors fabrication on
an IC have been increased from few thousands to millions and billions. In the
following design, we are focusing on the four FPGA technologies which are 90 nm
(Virtex-4), 65 nm (Virtex-5), 40 nm (Virtex-6), and latest 28 nm (Artex-7) tech-
nology. The 40 and 28 nm signifies the length of channel. By varying the four
technologies, the power analysis has been done on all the technologies and after-
ward, the results of all the technologies have been compared and optimized tech-
nique has been chosen for the unicoder design (Table 2).

3 Static Power Analysis

3.1 Static Power Consumptions at Different FPGA’s
by Applying Area Reduction Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following static power consumptions are being observed as shown in
Table 3.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 96.75% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 8.69% of static power consumption can be
reduced as shown in Fig. 2.

Table 2 Table representing the different FPGA technologies

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

Table 3 Static power consumptions at different FPGA’s by applying area reduction design goal

Freq. Power

Static power consumptions at different FPGA’s by applying area reduction design
goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.042 1.294 0.321 0.167

2.4 GHz 0.043 1.296 0.322 0.167

3.6 GHz 0.043 1.299 0.323 0.167

5 GHz 0.043 1.301 0.329 0.167

5.9 GHz 0.043 1.302 0.335 0.167

60 GHz 0.046 1.396 0.491 0.167
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3.2 Static Power Consumptions at Different FPGA’s
by Applying Balanced Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following static power consumptions are being observed as shown in
Table 4.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 74.54% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 3.00% of static power consumption can be
reduced as shown in Fig. 3.

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

900 MHz 2.4 GHz 3.6 GHz 5 GHz 5.9 GHz 60 GHz

Ar x-7 (28nm) Virtex-6 (40nm)

Virtex-5 (65nm) Virtex-4  (90nm)

Fig. 2 Graph showing the
static power consumptions at
different FPGA’s by applying
area reduction design goal

Table 4 Static power consumptions at different FPGA’s by applying balanced design goal

Freq. Power

Static power consumptions at different FPGA’s by applying balanced design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.042 1.298 0.323 0.170

2.4 GHz 0.043 1.307 0.328 0.178

3.6 GHz 0.043 1.314 0.333 0.186

5 GHz 0.043 1.322 0.343 0.196

5.9 GHz 0.044 1.327 0.352 0.203

60 GHz 0.060 1.607 0.491 0.219
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3.3 Static Power Consumptions at Different FPGA’s
by Applying Power Optimization Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following static power consumptions are being observed as shown in
Table 5.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 96.68% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 28.33% of static power consumption can be
reduced as shown in Fig. 4.
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Virtex-5 (65nm) Virtex-4  (90nm)

Fig. 3 Graph showing the
static power consumptions at
different FPGA’s by applying
balanced design goal

Table 5 Static power consumptions at different FPGA’s by applying power optimization design
goal

Freq. Power

Static power consumptions at different FPGA’s by applying power optimization
design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.043 1.298 0.323 0.169

2.4 GHz 0.043 1.306 0.328 0.176

3.6 GHz 0.043 1.312 0.333 0.182

5 GHz 0.043 1.320 0.342 0.190

5.9 GHz 0.044 1.325 0.351 0.195

60 GHz 0.058 1.606 0.491 0.219
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3.4 Static Power Consumptions at Different FPGA’s
by Applying Minimum Runtime Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following static power consumptions are being observed as shown in
Table 6.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 96.68% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 25.86% of static power consumption can be
reduced as shown in Fig. 5.
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Ar x-7 (28nm) Virtex-6 (40nm)

Virtex-5 (65nm) Virtex-4  (90nm)

Fig. 4 Graph showing the
static power consumptions at
different FPGA’s by applying
power optimization design
goal

Table 6 Static power consumptions at different FPGA’s by applying minimum runtime design
goal

Freq. Power

Static power consumptions at different FPGA’s by applying minimum runtime
design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.043 1.298 0.328 0.172

2.4 GHz 0.043 1.307 0.328 0.181

3.6 GHz 0.043 1.314 0.333 0.189

5 GHz 0.043 1.322 0.343 0.199

5.9 GHz 0.044 1.327 0.352 0.206

60 GHz 0.060 1.607 0.491 0.222
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3.5 Static Power Consumptions at Different FPGA’s
by Applying Timing Performance Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following static power consumptions are being observed as shown in
Table 7.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 96.75% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 8.69% of static power consumption can be
reduced as shown in Fig. 6.
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Fig. 5 Figure showing the
static power consumptions at
different FPGA’s by applying
minimum runtime design goal

Table 7 Static power consumptions at different FPGA’s by applying timing performance design
goal

Freq. Power

Static power consumptions at different FPGA’s by applying timing performance
design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.042 1.294 0.321 0.167

2.4 GHz 0.043 1.297 0.322 0.168

3.6 GHz 0.043 1.299 0.324 0.169

5 GHz 0.043 1.301 0.329 0.171

5.9 GHz 0.046 1.303 0.335 0.171

60 GHz 0.046 1.401 0.491 0.216
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4 Dynamic Power Analysis

4.1 Dynamic Power Consumptions at Different FPGA’s
by Applying Area Reduction Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following dynamic power consumptions are being observed as shown
in Table 8.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 68.75% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 98.84% of dynamic power consumption can be
reduced as shown in Fig. 7.
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Fig. 6 Graph representing
the static power consumptions
at different FPGA’s by
applying timing performance
design goal

Table 8 Dynamic power consumptions at different FPGA’s by applying area reduction design
goal

Freq. Power

Dynamic power consumptions at different FPGA’s by applying area reduction
design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.015 0.048 0.025 0.038

2.4 GHz 0.052 0.168 0.083 0.006

3.6 GHz 0.083 0.258 0.256 0.006

5 GHz 0.113 0.359 0.743 0.006

5.9 GHz 0.134 0.424 1.289 0.006

60 GHz 1.300 4.276 1979.146 0.008
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4.2 Dynamic Power Consumptions at Different FPGA’s
by Applying Balanced Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following dynamic power consumptions are being observed as shown
in Table 9.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 7.877% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 99.88% of dynamic power consumption can be
reduced as shown in Fig. 8.

Power Dynamic Power Consump ons at different
FPGA’s by applying Area Reduc on Design

Goal Freq Ar x-7 (28nm)

900 MHz

2.4 GHz

3.6 GHz

5 GHz

5.9 GHz

60 GHz

Fig. 7 Graph showing the
dynamic power consumptions
at different FPGA’s by
applying area reduction
design goal

Table 9 Dynamic power consumptions at different FPGA’s by applying balanced design goal

Freq. Power

Dynamic power consumptions at different FPGA’s by applying balanced design
goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.006 0.284 0.253 0.252

2.4 GHz 0.203 0.615 0.688 0.666

3.6 GHz 0.302 0.920 1.164 0.996

5 GHz 0.420 1.28 2.002 1.381

5.9 GHz 0.494 1.51 2.773 1.627

60 GHz 5.025 15.287 1993.34 16.155
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4.3 Dynamic Power Consumptions at Different FPGA’s
by Applying Power Optimization Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following dynamic power consumptions are being observed as shown
in Table 10.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 67.28% of power consumption can be saved if
we choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 98.48% of dynamic power consumption can be
reduced as shown in Fig. 9.

Power Dynamic Power Consump ons at different
FPGA’s by applying Balanced Design Goal Freq

Ar x-7 (28nm)

900 MHz

2.4 GHz

3.6 GHz

5 GHz

5.9 GHz

60 GHz

Fig. 8 Graph showing the
dynamic power consumptions
at different FPGA’s by
applying balanced design goal

Table 10 Dynamic power consumptions at different FPGA’s by applying power optimization
design goal

Freq. Power

Dynamic power consumptions at different FPGA’s by applying power
optimization design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.070 0.214 0.234 0.217

2.4 GHz 0.187 0.573 0.637 0.556

3.6 GHz 0.280 0.859 1.088 0.832

5 GHz 0.389 1.193 1.900 1.153

5.9 GHz 0.458 1.407 2.654 1.360

60 GHz 4.606 14.245 1993.055 13.501
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4.4 Dynamic Power Consumptions at Different FPGA’s
by Applying Minimum Runtime Design Goal

When the circuit is being operated at different frequencies and different FPGA
technologies, following dynamic power consumptions are being observed as shown
in Table 11.

It has been observed that maximum power has been consumed in case of
Virtex-6 (40 nm) FPGA technology and minimum power is being consumed at
Artix-7 FPGA technology. Hence, 64.01% of power consumption can be saved if
we will choose 28 nm FPGA technology instead of 40 nm technology at a fre-
quency of 900 MHz as shown in the graph below. Furthermore, if we lower down
our frequency from 60 GHz to 900 MHz, 98.48% of dynamic power consumption
can be reduced as shown in Fig. 10.

Power Dynamic Power Consump ons at different
FPGA’s by applying Power Op miza on Design

Goal  Freq Ar x-7 (28nm)

900 MHz

2.4 GHz

3.6 GHz

5 GHz

5.9 GHz

60 GHz

Fig. 9 Graph showing the
dynamic power consumptions
at different FPGA’s by
applying power optimization
design goal

Table 11 Dynamic power consumptions at different FPGA’s by applying minimum runtime
design goal

Freq. Power

Dynamic power consumptions at different FPGA’s by applying minimum runtime
design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.070 0.231 0.688 0.257

2.4 GHz 0.203 0.614 0.688 0.668

3.6 GHz 0.302 0.920 1.163 1.000

5 GHz 0.420 1.280 2.002 1.387

5.9 GHz 0.494 1.511 2.773 1.635

60 GHz 5.029 15.287 1993.8 16.235
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4.5 Dynamic Power Consumptions at Different FPGA’s
by Applying Timing Performance Design Goal

It has been observed that maximum power has been consumed in case of Virtex-6
(40 nm) FPGA technology and minimum power is being consumed at Artix-7
FPGA technology. Hence, 64.70% of power consumption can be saved if we
choose 28 nm FPGA technology instead of 40 nm technology at a frequency of
900 MHz as shown in the graph below. Furthermore, if we lower down our fre-
quency from 60 GHz to 900 MHz, 98.71% of dynamic power consumption can be
reduced as shown in Fig. 11 (Table 12).

Power Dynamic Power Consump ons at different
FPGA’s by applying Minimum Run Time Design

Goal  Freq Ar x-7 (28nm)

900 MHz

2.4 GHz

3.6 GHz

5 GHz

5.9 GHz

60 GHz

Fig. 10 Figure showing the
dynamic power consumptions
at different FPGA’s by
applying minimum runtime
design goal

Power Dynamic Power Consump ons at different
FPGA’s by applying Timing Performance Design

Goal Freq Ar x-7 (28nm)
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Fig. 11 Graph representing
the dynamic power
consumptions at different
FPGA’s by applying timing
performance design goal
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5 Conclusion

In case of static power, if we move from 40 nm technology to 28 nm technology,
then maximum power consumption savage of 96.75% is being done in the case of
two design goals which are area reduction design goal and timing performance
design goal. Wherein case of frequency, if we decrease lower range from 60 GHz to
900 MHz, then maximum power savage of 28.33% occurs in case of power opti-
mization design goal.

In case of dynamic power, if we move from 40 nm technology to 28 nm
technology, then maximum power consumption savage of 68.75% is being done in
the case of area reduction design goal. Wherein case of frequency, if we decrease
lower range from 60 GHz to 900 MHz, then maximum power savage of 99.88%
occurs in case of balanced design goal.

6 Future Scope

As per the practical view, a 40 nm Virtex-6 and 28 nm Artix-7 FPGA used on
Xilinx’s 28 nm Artix-7, Altera’s Stratix FPGA, ECP, XP, SCP/M series FPGA of
Lattice, ABAX FPGA of Tabula, FPLIC series FPGA of Atmel, etc., can be used to
redesign this Fibonacci generator. This approach can be extended to different
hardware like router, gateway, and other devices which are especially required for
communication purpose. Many other energy-efficient techniques like thermal
scaling, heat sink, air flow can also be applied to make the device more energy and
power efficient.

Table 12 Dynamic power consumptions at different FPGA’s by applying timing performance
design goal

Freq. Power

Dynamic power consumptions at different FPGA’s by applying timing
performance design goal

Artix-7 (28 nm) Virtex-6 (40 nm) Virtex-5 (65 nm) Virtex-4 (90 nm)

900 MHz 0.018 0.051 0.032 0.041

2.4 GHz 0.055 0.170 0.095 0.103

3.6 GHz 0.087 0.272 0.274 0.151

5 GHz 0.120 0.377 0.770 0.206

5.9 GHz 1.396 0.444 1.322 0.242

60 GHz 1.396 4.485 2517.604 1.992
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NS-2-Based Analysis of Stream Control
and Datagram Congestion Control
with Traditional Transmission Control
Protocol

Rashmi Rajput and Gurpreet Singh

Abstract Internet applications like multimedia are comprised of a large amount of
data traffic, and its transmission is increasing continuously due to the growth of
Internet. The quality of different applications depends on network conditions and
transport protocol. Quality of services needed by today’s Internet applications
cannot be fulfilled by the traditional transport protocol like transmission control
protocol (TCP) therefore other transport protocols like SCTP and DCCP with
advanced features were developed. This paper considered three transport layer
protocols they are transport control protocol (TCP), datagram congestion control
protocol (DCCP), and stream control transport protocol (SCTP). The analysis of
these transport layer protocols is done on the basis of average throughput, number
of packets sent, average jitter, delivery ratio, average delay, number of packets lost
using NS-2. NS-2 provides virtual environment for simulation. Simulation result
shows that DCCP achieves higher throughput with less jitter and less delay.
However according to our simulation analysis, it is found that more number of
packets is dropped in DCCP protocol than other two protocols. But DCCP over-
comes its competitor protocols from all other parameters.
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1 Introduction

With the introduction of new access technologies, the need for multimedia appli-
cations in the networks is rising day by day. During transportation, these multi-
media applications are required to meet the quality of service requirements and
better utilization of bandwidth [1]. Transport layer protocol is the most important
factor which can affect the QoS of media applications [2]. The transport layer
protocol TCP is mainly considered for the transportation of multimedia data, as it
gives fast transmission of data and multimedia applications cannot tolerate any
delay. TCP provides reliability and connection orientation with three-way
hand-shaking. The only problem in TCP is it provides congestion control with
more delay which is intolerant in multimedia applications. In order to overcome
these problems, for the transportation of multimedia applications, DCCP is used.
DCCP is an unreliable transport layer protocol which provides better congestion
control in the network. It has support for explicit congestion notification
(ECN) which provides notification of end-to-end network congestion [3]. SCTP is
another transport layer protocol which provides reliability and congestion control in
the network with many other features. It is connection-oriented protocol that pro-
vides ordered data delivery with no error in data. SCTP also provides features like
multi-homing and multi-streaming. In multi-homing, to increase reliability of a
network connection, additional alternative network interfaces or IP addresses are
provided. SCTP also supports multi-streaming feature in which the data is sent in
streams. Both multi-homing and multi-streaming are helpful for better transmission
of data [3].

1.1 Transport Layer Protocols

Transmission Control Protocol (TCP):

Transmission control protocol (TCP) is a criterion used in Internet applications that
defines procedure for establishment and maintenance of network conversation to
exchange data.TCP gives information about the transmission of packets of data
between two computers. TCP needs a connection to be established between source
and destination and this connection is maintained until packets have been
exchanged. TCP is stream-oriented protocol which allows sending process to
deliver and receive data as stream of bytes. It provides error-free data transmission
and congestion control with some delay. TCP also handles flow control by using
sliding window on each connection. In the open systems interconnection model,
TCP covers parts of transport layer and session layer [2]. There are a number of
variants of TCP to control congestion which are given as below:

298 R. Rajput and G. Singh



TCP Reno: TCP Reno will halve the congestion window if triple duplicate
ACKs are received, perform a fast retransmission, and enter fast recovery [4].

TCP New Reno: TCP New Reno improves the TCP Reno’s performance with
modified fast recovery algorithm, when a burst of packets is lost [4].

TCP Sack: In this, when there is packet loss at receiver the receiver sends an
ACK packet which includes the list of up to four ranges of sequence no. of packets.
This sequence shows the no. of packets which have been successfully received, and
the gap between two ranges is used by the transmitter to decide which packet is lost
and should be retransmitted. TCP sack and TCP Reno differ by the ways through
which multiple packets are dropped from window [4].

TCP Vegas: TCP Vegas detects congestion at an early stage unlike TCP Reno,
New Reno, etc. It stress on packet delay, i.e., the rate at which the packets are sent
and works on the basis of increasing round-trip time (RTT) values. The algorithm
depends heavily on accurate calculation of the base RTT value [4].

Datagram Congestion Control Protocol (DCCP):

The datagram congestion control protocol (DCCP) is an unreliable transport pro-
tocol which is used for real-time applications in which delay is intolerable which is
somewhat similar to UDP. DCCP is suitable for applications which demand
timeliness to reliability, and also it provide unordered delivery of data as reordering
leads to more delay [4]. DCCP is a new transport protocol that provides an unre-
liable transmission with congestion control and applicable to applications like
streaming media [3]. DCCP has been designed with the best features of both UDP
and TCP and additional feature of congestion control with less delay. DCCP is a
congestion control protocol instead of flow control protocol. DCCP does not make
use of flow control because flow control affects the transfer rate. The flow control is
optional in DCCP, and if it is required to have flow control, then it is implemented
on top of DCCP. DCCP has two types of congestion control mechanism like
DCCP-TCP and DCCP-TFRC which are two such standard mechanisms.

DCCP-TCP-like congestion control mechanism (CCID 2) is similar to TCP as it
has an algorithm that controls the congestion by tracking a transmission window.
After tracking, it regulates the transmission rate [5]. DCCP-TFRC congestion
control (CCID 3) has an algorithm which controls congestion by tracking packet
loss rate and varying the transmission rate in a smoother manner using additive
increase multiplicative decrease (AIMD). It is suitable for application which needs
to transfer more data at a time [5].

Stream Control Transmission Protocol (SCTP):

SCTP is a reliable and connection-oriented transport protocol. It supports four-way
hand-shaking during initialization and provides ordered delivery of data with flow
control as well as congestion control. It also supports other features like full duplex
data transfer, data fragmentation, multi-streaming, network-level fault tolerance
through supporting of multi-homing at either or both ends of an association,
check-summing, packet validation services to the user. It offers flow control similar
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to TCP, and for acknowledgement, it uses selective acknowledgement mechanism.
The design of SCTP includes appropriate congestion avoidance behavior and
resistance to flooding and masquerade attacks [6].

SCTP also supports multi-homing. In multi-homing, to increase reliability of a
network connection, additional alternative network interfaces or IP addresses are
provided. During transmission, routing table of the host decides the source inter-
face. Multi-homing is a salient feature of voice communication [7]. SCTP supports
multi-streaming unlike TCP which support single data stream per connection. In
multi-streaming, data are sent in streams, i.e., parallel transmission of data from
source to destination. If a packet of particular stream is lost then the lost data are
stored in buffer until it is retransmitted from transmitter. If one stream has error,
entire transmission will not be delayed as multi-streaming gives error-free trans-
mission [8].

2 Simulation Result and Analysis

In this section, we shall compare the performances of various transport layer pro-
tocols such as TCP, DCCP, SCTP using NS-2 [9–12]. There are many network
simulators available in the market [13–16]. We choose NS-2 because this simulator
is used by maximum researchers for their work. Moreover, NS-2 is an open source
software, the code of which can be easily modified and can understand at any stage
according to the needs and requirements of the researchers. It is also cost effective
and consumes less time while changing the existing protocols in a controlled and
reproducible manner. To estimate the performance of these protocols, a number of
simulation experiments were run using NS-2 over a small network as shown in

Fig. 1 Simulated topology
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Fig. 1 with a number of input nodes. The main parameters that are taken into
consideration are average throughput, number of packets lost, number of packets
sent, average end-to-end delay, delivery ratio, and average jitter. For all the three
protocols, nine nodes were used and two-source two-destinations were taken into
consideration first from source node 0 to sink node 7 and other from source node 1
to sink node 8.

In this paper, we considered the different parameters for comparing various
protocols such as average throughput, number of packets lost, delivery ratio, delay,
and jitter. We have conducted experiments on the given topology in this paper and
analyzed the results on the basis of selected parameters. The values generated in the
experiment are given below in the tabular form as shown in Table 1.

Average Throughput (bits per second): It is an output relative to input. It is also
defined as an amount of data passing through a system from input to output over a
period of time. A better congestion control algorithm results in the delivery of good
number of packets with respect to time always. However, we have calculated it in
packets per second.

Average Throughput ¼ Total number of packets received/Total Time

The total time is the difference between last packet sent and first packet sent time:

Figure 2 shows that DCCP has higher output as compared to SCTP and
TCP. SCTP gives least throughput.

(a) Number of packets sent: The total number of packets sent over a period of time
helps in measuring the efficiency of the particular algorithm.

Table 1 Parameter comparison table

Parameters Different transport layer protocols

TCP DCCP SCTP

Average throughput 7072.2035 9452.3567 3907.887

Number of packets sent 60,314 80,587 33,344

Number of packets dropped 27 126 72

Delivery ratio 99.95523 99.84364 99.78406

Average end-to-end delay 0.05952 0.03642 0.08693

Average jitter 0.064972 0.0148286 0.060727

0

2000

4000

6000

8000

10000

TCP DCCP SCTP

N
um

be
r o

f P
ac

ke
ts

Throughput 

TCP

DCCP

SCTP

Fig. 2 Throughput

NS-2-Based Analysis of Stream Control … 301



Figure 3 shows the number of packets sent for communication of data. It shows
that data rate of DCCP is better than others.

(b) Number of packets dropped: Packet drop is defined as the total number of
packets lost during the transmission of packet from source to sink. It can be
calculated by measuring the difference between total number of packets
transmitted and received. Due to congestion, data packets are dropped during
transmission. The amount of these packets dropped should be maintained low.

Packet Dropped ¼ Packets transmitted � Packets received

Figure 4 shows the number of packets lost during the transmission. It shows that
DCCP has maximum number of packets dropped and TCP has lowest loss.

(c) Delivery ratio: It is the ratio of total packets sent by the source to the total
packets received by the destination. It is measured in percentage.

Delivery Ratio ¼ Total data packet delivered successfully
� 100=data packet generated

Figure 5 shows that SCTP has minimum delivery ratio than both TCP and
DCCP, whereas TCP has highest delivery ratio.

(d) Average Jitter: Time difference between two consecutive delays is called jitter.
It is caused by network congestion, timing drift, or route changes. It must be as
low as possible for an efficient protocol.

Jitter ¼ Delay Að Þ � Delay Bð Þ
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where Delay (A) = delay of a current packet and Delay (B) = delay of a
previous packet.

Figure 6 shows that DCCP has minimum jitter which is less than 0.02 ms and
TCP has maximum. So DCCP is better than both SCTP and TCP on the basis of
jitter.

(e) Average Delay: It is the total time taken by a packet to transmit from one node
to other node. Minimum delay should be provided by any protocol. For mea-
suring delay, the difference of sending time and receiving time of a packet is
considered.

Delay ¼ Packet receive time� Packet send time

Figure 7 shows that DCCP has minimum delay as compared to others therefore
again on the basis of average delay DCCP is better than other two protocols.
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3 Conclusion

In this research paper, performance of TCP, DCCP, and SCTP is evaluated.
Different performance metrics such as throughput, number of packets send, packet
loss, delivery ratio, delay, and jitter are used for evaluating the performance of these
protocols. Most of the times, DCCP works better than TCP and SCTP. On the basis
of throughput, number of packets sent, average delay and average jitter, DCCP
gives better performance. However TCP has least packet drop and so has highest
delivery ratio. But, after comparing three protocols, TCP, DCCP, and SCTP on all
the six parameters, it can be stated that DCCP can deliver better QoS in terms of the
number of packets sent, jitter, delay, and throughput. Thus, it can be used for
efficient transportation of data in different applications.

In future work, DCCP and SCTP protocols can be applied in many fields in
which TCP is not much efficient such as heterogeneous network of wired and
wireless networks while maintaining all the essential requirements like congestion
control and reliability during the transmission.
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Wireless Power Transfer Using
Microwaves

Nitin Sharma, Tarun Bheda, Richa Chaudhary, Mohit
and Shabana Urooj

Abstract In this paper, a model has been presented which transfers electric power
without wires by using microwaves. A breadboard model of receiving antenna
called rectenna is developed for preliminary experiments including wireless power
transmission. The paper presents one to one MPT system in which electric power is
transferred at radio frequencies ranging GHz so that the losses can be reduced
which generally occurs during transmission and distribution of electrical power.

Keywords Wireless power transmission � Microwaves � Rectenna

1 Introduction

Transmission and distribution losses are always a key problem to power engineers.
The main cause of this loss is resistance of wires. The power loss associated with
transmission and distribution is approximated around 26%. According to the World
Resources Institute (WRI), India’s electricity grid has the highest transmission and
distribution losses in the world [1]. Using high-graded conductors and cables can
improve the transmission efficiency, but it would become costly too. Therefore, in
this paper, we present a more effective, efficient, and low cost method of power
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transfer. Transmission of electricity without wires has always been an attractive
theme of interest from several past decades. Many prodigious researches have been
practicing on this area to enhance the aspect of conventional transfer of electricity.
Nikola Tesla was first to perform experiments in wireless power transmission and
hence called “Father of Wireless.” In early 90s, he has developed a spark-excited
radio frequency resonant transformer now called Tesla coils by which he was able
to transfer electricity without wires by inductive and capacitive coupling. Figure 1
shows Wardenclyffe tower designed by Tesla to transmit electricity over long
distances wirelessly. The discovery of high power microwave emitters called
magnetron has driven the idea of WPT technology to new dimensions. William C.
Brown is known as the first person who achieved long distance wireless power
transmission in 1960. In 1961, he published the first paper which proposes to use
microwaves for transmission of power, and in 1964, he established a model
of microwave-powered helicopter that gets power from microwave beam at
2.45 GHz [2].

At Goldstone in California in 1975 and at Grand Basin on Reunion Island in
1997, power ranging tens of kilowatts were transferred without wires [3]. Japan was
the first to perform MPT experiment in ionosphere, a rocket named microwave

Fig. 1 Wardenclyffe tower
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ionosphere non-linear interaction experiment (MINIX) is validated by experiment
in 1983 [4]. Likewise, the Stationary High Altitude Relay Platform (SHARP) is the
world’s first fuel-free aircraft driven by microwave energy from ground which was
testified in 1987 at Canada [5]. Also, Dryden Flight Research Centre of NASA
recognized a laser-powered model airplane indoors in 2003. In 2004, Japan
anticipated wireless charging of electric motor automobiles by microwave power
transmission.

2 Materials and Method

It mainly involves a microwave source (magnetron 2.45 GHz), an antenna for
transmission, and an antenna at the receiving end, also called rectenna. In this
model, a 2.45 GHz magnetron is used as a microwave source, and the other choices
are klystron, semiconductor microwave transmitters (GaAs MESFET,
SiC MESFET, AlGaN/GaN HFET), microwave power module (MPM), and trav-
eling wave tube (TWT). Rectangular microstrip patch antenna is used due to
simplicity and low cost. According to recent researches, a slotted waveguide
antenna is epitome to use for this purpose because of its high aperture efficiency
approximated at 95% [6]. Ge 1N34 diodes are used to make rectenna model, these
diodes have a very low forward voltage when connected in series and are able to
convert RF power to DC [7]. Figure 2 shows the purposeful block diagram of
wireless power transmission system.

Table 1 shows the efficiency of rectenna at different frequencies using various
diodes one by one and calculating results according to observations obtained.

Fig. 2. Block diagram of wireless 58 power transmission system
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3 Results and Discussion

Five Ge 1N34 diodes are connected to build a demonstration model of rectenna.
Table 2 shows the results obtained at operating frequency of 2.45 GHz.

The most scorching problem was to design a most efficient rectenna [8, 10, 11].
It was the most tedious target to achieve. The rectenna designed in this paper is
made by using Ge 1N34 diodes. The amount of power transmitted using this
rectenna was quite high and better than power transmitted by using any other
method [12, 13]. Using this rectenna model, we succeeded to transmit electricity
without wires up to four meters [9]. Earlier the use of microwave, for transmission
electricity, was considered biologically hazardous, but now it has been proven that
microwave have same amount of biological impact as much a household micro-
wave oven [6].

4 Conclusion and Future Prospect

With the improvement in type of rectenna used and source of microwave, trans-
mission of electricity, wirelessly and economically, has finally become a trance
come true. The amount of power transmitted reported here in this paper could be
enhanced by using more number of Ge 1N34 diodes and using additional circuit
periphery like filters, amplifiers, and power electronic circuits. Using microwave to
transmit power is the most efficient way than any other method used in present
world. With the potential scope of such type of research can change the face of
electrical engineering.

Table 1 Efficiency of rectenna at different frequencies

Frequency (GHz) Diode used Measured efficiency (%) Calculated efficiency (%)

2.45 [7] GaAs-W 92.5 90.5

5.8 [8] Si 82 78.3

8.51 [9] GaAs 62.5 66.2

Table 2 Rectenna demonstration at operating frequency 2.4 GHz

Distance (m) Output voltage, mV (DC) Output rectenna current, mA (DC)

1 2.335 0.379

2 2.281 0.292

3 2.165 0.206

4 1.924 0.140
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Performance Evaluation of AODV
and DSR Routing Protocol on Varying
Speed and Pause Time in Mobile Ad Hoc
Networks

Anil Saini and Rajender Nath

Abstract MANET is an emerging approach to wireless communication with
potential applications in random and dynamic environments. In MANET, there
cannot be a central administrator due to mobile nodes and frequent breakage of
links. Thus, routing in MANETs becomes a challenging job, and the motivation
behind this paper is to discover and study the effect of pause time and mobility of
nodes on Dynamic Source Routing (DSR) and Ad hoc On-Demand Distance Vector
(AODV) routing protocols. Network Simulator version 2.35 has been used to
perform the experiment.

Keywords AODV � DSR � End-to-end delay � MANET � PDR � Pause time
Throughput

1 Introduction

Ad hoc wireless technology is an emerging approach to wireless communication
with potential applications in random and dynamic environments. In contrast to
cellular and infrastructure-based networks, it does not possess any fixed infras-
tructure or central administrator such as router. MANET is a set of independent
system of mobile nodes that move freely and randomly. Its network topology is
dynamic in nature and may change speedily and randomly. Due to this, the inter-
communications among nodes keep on changing. MANET [1] depends on many
other aspects including location of request initiator, topology of network, optimum
selection of routers, and specific underlying features that could work on finding the
path rapidly and efficiently. In MANETs, routing protocols are used to decide the
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optimal route for packet transfer and make sure that the packets are reached to the
desired destination. Several routing protocols for MANETs have been given, and
their performance under different network situations and traffic constraints has been
considered. Routing protocols are categorized as: proactive and reactive.
Proactive-based routing protocols [2, 3] are also known as table-driven routing
protocols. It maintains optimal routing information for each node in the network by
spreading route update information at periodic intervals. Many proactive routing
protocols have been proposed in the literature such as Wireless Routing Protocol
(WRP), Destination-Sequenced Distance Vector (DSDV) routing protocol,
Optimized Cluster-Head Gateway Routing (CGSR). Reactive-based routing [2, 4]
protocols, also known as on-demand routing protocol, take a different method for
routing as compared to proactive protocols. The advantage is that when a path is
desired, it is immediately available which reduces the routing overheads. Various
types of reactive-based routing protocols are as follows: Dynamic Source Routing
(DSR) [5, 6], Ad hoc On-demand Distance Vector (AODV) [7, 8], and Temporally
Ordered Routing Algorithm (TORA). Among these protocols, on-demand routing
protocols are commonly used because they find routes in reactive fashion. AODV
routing protocol uses are active approach to discover routes; it uses the destination
sequence number to determine fresh path to the destination, which distinguishes it
from other reactive-based routing protocols; it also uses a broadcast route discovery
process to find a path to the target, and then, target node uses the unicast route reply
massage to reply back to the source, whereas DSR is designed mainly to use in
multi-hop mobile ad hoc networks.

This paper analyzes the AODV and DSR protocols for varying speed and pauses
time by using performance evaluation metrics such as packet delivery ratio,
throughput, and end-to-end delay.

The following sections are organized as follows: Sect. 2 discusses the related
work. Section 3 presents the proposed work and simulation activity process for
simulation scenarios. Section 4 discusses the simulation results. Section 5 presents
the concluding remarks.

2 Related Work

There are numerous papers [6, 8–11] related to the performance evaluation of
routing protocols in MANETs.

Lego et al. [6] compared the performance of DSR, DSDV, and AODV protocols
on varying pause time. They found the value of PDR for AODV and DSR were
almost equal when pause time was taken as 0, and it increased when pause time was
increased.

Khattak et al. [8] analyzed various routing protocol by changing the mobility and
density of nodes with TCP and UDP traffic. They show that all routing protocols
did well under TCP traffic type, whereas PDR was less in case of UDP due to
unreliable transmission.
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Gupta et al. [9] compared the performance of AODV and DSR protocols con-
sidering three different scenarios by using network routing load, packet fraction
rate, and end-to-end delay metrics. They found DSR started losing data packets
when mobility of nodes and network resource were increased.

Lee [10] evaluated the performance of DSR and AODV routing protocols and
found packet loss of DSR is more as compared to AODV for a less amount of time
while it is almost equal to a greater amount of time. They further found DSR was
more stable than AODV protocol due to absence of periodic packet broadcast and
multiple paths.

Taksande et al. [11] studied DSR and AODV protocols by keeping network
pause time and node speed as constant with changing network size. They concluded
DSR protocol performs better for lesser no. of nodes as compared to AODV,
whereas AODV protocol outperformed DSR protocol in terms of end-to-end delay.

3 Proposed Work

As discussed in the forgoing section, AODV and DSR protocols have not been
studied for varying speed and pause time in MANETs [12–14]. Hence, this paper
focuses on evaluating AODV and DSR protocols by changing both the speed and
the pause time. For evaluation, following metrics are used: throughput, PDR, and
end-to-end delay [15, 16]. Figure 1 shows the methodology of studying the per-
formance of the protocols. A tcl script with wireless scenario and traffic pattern of
mobile nodes is created, which is run on the network simulator. The outcomes of
the simulation are trace file and the awk script, which are used for analysis.

The experiment is performed on NS2.35 by taking two scenarios, as shown in
Tables 1 and 2. In Scenario 1, speed is kept constant and pause time is varied. In
scenario 2, pause time is kept constant and speed is varied. The following three
metrics are used to evaluate the performance of the proposed approach:

Throughput: Throughput is defined as the number of packets successfully
transferred from one end to other per unit time [17].

Throughput ¼ No: of bytes recieved� 8
Simulation time� 1000

Kbps ð1Þ

Packet Delivery Ratio (PDR): It is the ratio of the received packets at the target
node to the generated packets at the source node [18].

PDR ¼ No: of packet recieved
No: of packet sent

� 100 ð2Þ

End-to-End Delay: It is average time required to transfer the data packets from
source to destination [19].
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End to End Delay ¼
P

arrive time� send timeð Þ
P

no: of connections
ð3Þ

4 Simulation Results and Analysis

Tables 3 and 4 show the experimental values of end-to-end delay, throughput, and
PDR for AODV and DSR protocols with varying speed of the nodes and constant
pause time, i.e., 100 s. Tables 5 and 6 show the experimental values of end-to-end
delay, throughput, and PDR for DSR and AODV protocols and varying pause time
with constant speed, i.e., 2 m/s [20–22].
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Table 1 Simulation scenario 1

Parameters Values

Simulator Ns 2.35

Media access control 802.11

Simulation period 500 s

Channel Wireless channel

Protocols AODV, DSR

Antenna model Omnidirectional

Simulation range 670 m � 670 m

Traffic type FTP

Radio propagation TwoRay Ground

Interface queue type DropTailPriQueue (AODV), CMUPriQueue (DSR)

No. of nodes 25

Speed 2 m/s

Pause time 0, 100, 200, 300, 400 (s)

No. of connections 8

Table 2 Simulation scenario 2

Parameters Values

Simulator Ns 2.35

Media access control 802.11

Simulation period 500 s

Channel Wireless channel

Protocols AODV, DSR

Antenna model Omni

Simulation range 670 m � 670 m

Traffic type FTP

Radio propagation TwoRay Ground

Interface queue type DropTailPriQueue (AODV), CMUPriQueue (DSR)

No. of nodes 25

Speed 1, 2, 5, 7, 10 (m/s)

Pause time 100 s

No. of connections 8

Table 3 AODV (TCP Agent) for 25 Nodes with 8 connections with constant pause time (100 s)

Pause time (s) Speed (m/s) End-to-end delay (s) Throughput PDR

100 1 0.52911 626543.65 99.12

2 0.56479 614041.53 99.16

5 0.49337 646147.81 98.99

7 0.50525 628833.35 98.96

10 0.48529 664151.94 98.61
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Figure 2 shows the throughput of DSR and AODV protocols with constant
number of nodes, i.e., 25, constant pause time, i.e., 100 s, and varying speed (from
1 to 10 m/s), which is indicated on x-axis. The results show that in “low-speed”

Table 4 DSR (TCP agent) for 25 nodes with 8 connections with constant pause time (100 s)

Pause time (s) Speed (m/s) End-to-end delay (s) Throughput PDR

100 1 0.79886 642652.09 99.60

2 0.77235 657537.17 99.64

5 0.84206 641226.70 99.56

7 0.93346 615488.76 99.52

10 0.80645 642658.09 99.57

Table 5 AODV (TCP Agent) for 25 nodes with 8 connections with constant speed (2 m/s)

Speed (m/s) Pause time (s) End-to-end delay (s) Throughput PDR

2 0 0.58293 560884.56 99.31

100 0.56479 614041.53 99.16

200 0.46952 615804.76 99.11

300 0.45677 632733.06 99.05

400 0.50547 620460.62 98.74

Table 6 DSR (TCP Agent) for 25 nodes with 8 connections with constant speed (2 m/s)

Speed (m/s) Pause time (s) End-to-end delay (s) Throughput PDR

2 0 0.84075 652952.68 99.37

100 0.77235 657537.17 99.64

200 0.71514 650040.38 99.48

300 0.75970 629148.62 99.69

400 0.68679 628442.59 98.78
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situation, DSR protocol outperforms AODV but in “high-speed” situation AODV
outperforms DSR protocol.

Figure 3 shows the throughput of DSR and AODV protocols with constant
number of nodes, i.e., 25, constant speed, i.e., 2 m/s, and varying pause time (from
0 to 400 s), which is indicated on x-axis. The results show that in the beginning and
intermediate phase, DSR protocol outperforms AODV in “low-mobility” situation.
On the other hand, in “high-mobility” situation, both AODV and DSR protocols
give similar throughput value [23–25].

Figure 4 shows the PDR of DSR and AODV protocols with constant number of
nodes, i.e., 25, constant pause time, i.e., 100 s, and varying speed (from 1 to
10 m/s), which is indicated on x-axis. The result shows that in both AODV and
DSR Protocols when the speed of the node is increased, the PDR gets decreased.
But in low-to-high mobility situation, DSR protocol gives better result as compared
to AODV Protocol.

Figure 5 shows the PDR of DSR and AODV protocols with constant number of
nodes, i.e., 25, constant speed, i.e., 2 m/s, and varying pause time (from 0 to 400 s),
which is indicated on x-axis. In this scenario, it is observed that the DSR protocol
gives better result than AODV in all situations.
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Figure 6 shows the end-to-end delay of DSR and AODV protocols with constant
number of nodes, i.e., 25, constant pause time, i.e., 100 s, and varying speed (from
1 to 10 m/s), which is indicated on x-axis. The result shows that in AODV protocol,
when the speed of the node is increased the end-to-end delay gets decreased, but in
DSR protocol, the delay is increased when the speed of the node is increased.
So DSR has comparatively high delay than AODV in all situations.

Figure 7 shows the end-to-end delay of DSR and AODV protocols with constant
number of nodes, i.e., 25, constant speed, i.e., 2 m/s, and varying pause time (from
0 to 400 s), which is indicated on x-axis. The result shows that in AODV protocol,
when the pause time is increased the end-to-end delay gets decreased, but in DSR
protocol, the delay is increased when the pause time is increased. So DSR has
relatively high delay than AODV in all situations.
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5 Conclusion

In this paper, performance of the two most widely used protocols—DSR and
AODV—has been evaluated by varying speed and constant pause time. The
experiment results have shown that AODV has outperformed DSR when speed of
the node is low and pause time is kept constant. While AODV has performed well
under high mobility of the nodes. It has also been found that the DSR has better
results as compared to AODV in terms of throughput and end-to-end delay when
pause time is kept constant. On the other side, AODV is performed better when
pause time is varied.
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TCP- and UDP-Based Performance
Evaluation of AODV and DSR Routing
Protocol on Varying Speed and Pause
Time in Mobile Ad Hoc Networks

Arun Kumar Yadav and Ashwani Kush

Abstract Mobile Ad Hoc Networks are a self-configured, decentralized, and
infrastructure-less network which can have different number of active links at any
instants. Multihop wireless connectivity, frequently link breakage and mobility of
nodes, gives this network a dynamic environment. Because of this dynamicity, it is
quite difficult to propose a suitable routing protocol. Experimental analysis of
working mechanism and functionality of available on-demand routing protocols
(AODV and DSR) has been done using network simulator in this research paper.
Results have been discussed using graphs, and analysis has been done.

Keywords AODV � DSR � MANET � PDR � TCP � UDP

1 Introduction

In this era of dynamicity, Ad hoc wireless network is a demanding an approach for
the wireless communication [1], as it allows variable number of nodes with
self-configuring behavior in the network. Ad hoc networks rely on
infrastructure-less and decentralized administration which is polar opposite to the
approach being used for cellular- and infrastructure-based networks such as routers.
Since number of mobile nodes and active links for the communication are not fixed
in this network, that’s why it does not have a fixed topology. Randomly changing
topology of mobile nodes for communication makes a perception that each node
can act as host as well as router. In such a dynamic environment, to route packets
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efficiently by ensuring delivery to the correct node is a tedious task. Many other
aspects like the selection of router and topology have to be considered while
selecting a routing protocol for the MANET [2].

Depending upon the ability to find the efficient path, routing protocols can be
categorized as proactive, reactive, and hybrid [2] as described in Fig. 1.

Proactive routing protocols [3, 4] maintain routing tables and have to periodi-
cally update it by means of sharing. Proactive routing protocols are also referred to
as table-driven protocols. Some popular routing protocols are as follows:
Destination-Sequenced Distance Vector (DSDV) [5] protocol, Wireless Routing
Protocol (WRP) [6], and Optimized Cluster Head Gateway Routing (CGSR) [7].

Reactive routing [8, 9] protocols have the ability to find a path whenever
required because of which these are also referred to as on-demand routing proto-
cols. It finds an efficient path by flooding the route packets.

Reactive Routing Protocols [4] main under consideration are as follows:
Dynamic Source Routing (DSR) [1, 10, 11] protocol, Ad hoc On-Demand Distance
Vector (AODV) [3, 4, 12] routing protocol, and Temporally Ordered Routing
Algorithm [13].

AODV [14, 15] is a type of reactive protocol which is sometimes referred to as
On-Demand Distance Vector routing protocol. In AODV, links are established only
when they are required for the efficient communication, and the communication is
initiated by source node. It has the feature of both on demand as well as distance
vector, and it uses a hop-to-hop methodology for packet exchange. To establish an
efficient path for communication, source node is flooded with RREQ (Route
Request) packets over the network. If there exists a valid and appropriate path from
source to destination, then a RREP (Route Reply) packet is sent to the source node.
If no valid path is there, then RERR (Route Error) packet is sent to the source node.

The Dynamic Source Routing (DSR) [2] is a reactive protocol which is based on
two mechanisms, i.e., route discovery and route maintenance. A route discovery
and route maintenance features of DSR allow the ad hoc network to be
self-configuring and self-organizing and hence makes it infrastructure-less. Since it
does not use beacon messages and hence saves battery power, reduces the network
bandwidth, and avoids large routing updates.

This paper presents a TCP-/UDP-based performance of the two broadly used
reactive protocols such as AODV [1, 4, 10] and DSR [1, 3, 4, 10]. The performance

Fig. 1 Wireless routing
protocol
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of both AODV and DSR is calculated by varying speed and pause time and metrics
used in PDR.

The remaining paper has following sections. Section 2 is about the literature.
Section 3 has brief description of the research methodology. Section 4 describes the
proposed work. Simulation results and analysis of protocols have been discussed in
Sect. 5. Summary and conclusion have been given in the last section.

2 Related Work

There have been numerous work [1, 4, 10, 18] related to performance evaluation of
mobile ad hoc protocols. Adlakha et al. [1] presented the overview on a comparison
of AODV and DSR in constrained situation. Mishra et al. [10] evaluated perfor-
mance of AODV and DSR using NRL (normalized routing load). Ahmed presented
a comparative study of AODV and DSR in vehicular ad hoc network. Dhakal et al.
[4] presented the performance comparison of reactive-based routing protocol.
Upadhyaya and Joshi [16] presented the comparison of reactive- and
proactive-based routing protocol using network simulator 2. Lee [17] presented the
comparison of multicast routing protocol in MANET. Mahdi et al. [18] presented
performance comparison of routing protocols in MANET for dense and sparse
topology. In [10, 17], they have analyzed these protocols on the basis of packet
delivery ratio and routing overhead. Analysis has been done by varying mobile
speed only, but in another different paper [3, 14], it has shown different results by
varying pause time and by keeping mobile nodes constant.

3 Research Methodology

Network simulator (NS2.34) [19–22] has been used to perform all the simulations
by taking following parameters. Numbers of nodes are 20 with 6 TCP/UDP and 50
with 14 TCP/UDP connections; simulation time has been taken as 500 s. These
scenarios have been considered in 670 m � 670 m area for 20 nodes and
1000 m � 1000 m area for 50 nodes. Random Way Point model [23] is used in
which a mobile node has been initially placed at random location for the simulation.
For simulation, environmental surrounding selected is pause time and speed. Pause
time is changing between the ranges from 0 to 400 s. Work is performed by using
reactive protocol (AODV, DSR) with varying pause time and speed of the node.
Metrics being used for the evaluation of performance of proposed approach are as
follows:

Throughput: The rate of successfully transmitted data per unit time in the network
during the simulation is called throughput [6].
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Packet Delivery Ratio (PDR): The fraction of successfully received packets, which
survive while finding their destination, is called packet delivery ratio [24] (PDR).
This performance also measures and determines the completeness and correctness
of the routing protocol.
End-to-End Delay: The end-to-end delay [15] is the average time interval between
the generation of a packet at a source node and the successfully delivery of the
packet at the destination node. Less end-to-end delay gives better performance of
the network.

4 Proposed Work

Figure 2 illustrates the simulation process activities of the proposed work, and the
simulation parameters have been described in Table 1. Firstly, wireless scenarios
and traffic patterns are defined in order to create a tcl script for the proposed system.
Then, after tcl script is given as an input to the network simulator which executes it
and generates a trace file. PDR is calculated. After PDR calculation graphs have
been generated for different scenarios, the graphs have been cumulatively analyzed.
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Results

Graph Generation

Trace and Nam Files
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scenario 

generation

Traffic 
Pattern 

Generation

Network Simulator

TCL SCRIPT FILE

+

Fig. 2 Simulation process
activities
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5 Experimental Results and Analysis

To analyze the performance of AODV and DSR, reading has taken by varying
different parameters such as number of nodes, speed, pause time, and connection
agent. For each scenario, PDR has been calculated. Graph 1 shows PDR for 20
nodes. Pause time is constant, i.e., 100 s, and speed varies from 1 to 10 m/s.
Connection used here is TCP. It is observed that PDR for DSR is better than PDR
for AODV for whole range of speed. It ranges from 98.5 to 99.2% in AODV and is

Table 1 Simulation scenario Simulation parameters Parameter value

Simulator NS-2.34

MAC type 802.11

Channel Wireless channel

Antenna type Omni

Radio propagation TwoRay ground

Interface queue type DropTailPriQueue (AODV)
CMUPriqueue (DSR)

Simulation area 670 m � 670 m (for 20 nodes)
1000 m � 1000 m (for 50 nodes)

Mobile nodes 20 and 50

Pause time 0,100,200, 300,400

Speed 1.0, 2.0, 5.0, 7.0, 10.0 m/s

No. of connections 6 (for 20 nodes), 14 (for 50 nodes)

Routing protocols AODV, DSR

Traffic sources CBR(UDP)/TCP

Simulation time 500 s

Performance metrics Packet delivery ratio

Graph 1 PDR for 20 nodes versus speed (TCP agent)
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approximately touching the same in DSR. In DSR, it outshines at many intervals in
the range of 0.44–1.2% and so DSR outperforms AODV.

Graph 2 shows PDR for 50 nodes. Pause time is constant, i.e., 100 s, and speed
varies from 1 to 10 m/s. Connection used here is TCP. It is observed that PDR
decreases for DSR as well as for AODV as the mobility of nodes increases. It
ranges from 93.4 to 96.6% in AODV and from 90.2 to 92% in DSR. In AODV, it
outshines at all intervals in the range of 2.4–4.5% and so AODV outperforms DSR.

Graph 3 shows PDR for 50 nodes. Speed is constant, i.e., 2 m/s, and pause time
varies from 0 to 400 s. Connection used here is TCP. It ranges from 93.3 to 97.2%
in AODV and from 90.2 to 95.1% in DSR. In AODV, it outshines at all intervals in
the range of 1.8–4% and so AODV outperforms DSR.

Graph 4 shows PDR for 20 nodes. Speed is constant, i.e., 2 m/s, and pause time
varies from 0 to 400 s. Connection used here is TCP. It is observed in Graphs 3 and
4 that PDR increases for both DSR as well as AODV as the pause time increases. It
ranges from 98.4 to 99.4% in AODV and is approximately touching the same in
DSR. In DSR, it outshines at many intervals in the range of 0.4–1.3% and so DSR
outperforms AODV.

Graph 5 shows PDR for 50 nodes. Pause time is constant, i.e., 100 s, and speed
varies from 1 to 10 m/s. Connection used here is UDP. It is observed that PDR for
AODV decreases while PDR for DSR increases as the speed increases. It ranges
from 81.7 to 82.1% in AODV and from 82.5 to 83.2% in DSR. In DSR, it outshines
at many intervals in range of 0.5–1.5% and so DSR outperforms AODV.

Graph 6 shows PDR for 20 nodes. Pause time is constant, i.e., 100 s, and speed
varies from 1 to 10 m/s. Connection used here is UDP. Here, PDR for both DSR
and AODV decreases as the speed increases. It ranges from 84.7 to 84.9% in
AODV and is approximately touching the same in DSR. In DSR, it outshines at
many intervals in the range of 0.1–0.3% and so DSR outperforms AODV.

Graph 7 shows PDR for 20 nodes. Speed is constant, i.e., 2 m/s, and pause time
varies from 0 to 400 s. Connection used here is UDP. Here, PDR for both DSR and

Graph 2 PDR for 50 nodes versus speed (TCP agent)
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Graph 3 PDR for 50 nodes versus pause time (TCP agent)

Graph 4 PDR for 20 nodes versus pause time (TCP agent)

Graph 5 PDR for 50 nodes versus speed (UDP agent)
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AODV increases as the pause time increases. It ranges from 84.7 to 85.3% in
AODV and is approximately touching the same in DSR. In DSR, it outshines at
many intervals in the range of 0.2–0.4% and so DSR outperforms AODV.

Graph 8 shows PDR for 50 nodes. Speed is constant, i.e., 2 m/s, and pause time
varies from 0 to 400 s. Connection used here is UDP. Here, PDR for both DSR and
AODV decreases as the pause time increases. It ranges from 81.7 to 82% in AODV
and is approximately touching the same in DSR. In DSR, it outshines at many
intervals in the range of 0.1–1% and so DSR outperforms AODV.

After analysis of all the scenarios, it has been observed that

• For TCP-based network traffic, as the number of mobile nodes increases in ad
hoc networks, AODV outperforms DSR.

• For UDP-based network traffic, DSR always performs better than AODV in
mobile ad hoc networks.

Graph 6 PDR for 20 nodes versus speed (UDP agent)

Graph 7 PDR for 20 nodes versus pause time (UDP agent)
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6 Conclusion

In this work, an experiment has been performed to analyze the performance eval-
uation of AODV and DSR by using the network simulator for TCP-/UDP-based
network traffic. On the basis of PDR, it has been found that for UDP traffic, DSR
performs better than AODV in every scenario. While for TCP-based network traffic,
AODV performs better than DSR in denser networks and DSR performs better in
less dense network. It is concluded that for TCP-based traffic, PDR decreases with
the increase in speed, whereas PDR increases with the increase in pause time. In
future, more work will be carried out for throughput, delay as well. Also fading
effect and other issues will be taken care of.
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Hybrid Multi-commodity-Based Widest
Disjoint Path Algorithm (HMBWDP)

Pallvi Garg and Shuchita Upadhyaya

Abstract The paper deals with the Traffic Engineering for online multi-path
routing in MPLS networks. The algorithm presented is inspired from the concept of
profile classes (in which the traffic demands are classified into various profile
classes which are generated based on the SLAs signed by the Internet users). In the
proposed algorithm, multi-commodity network flow formulation is used to prevent
network bottlenecks and to ensure minimum rejected requests/traffic demands. In
the proposed algorithm SLAs, Global and Local quasi-static knowledge about the
network are used to generate multi-commodities based “profile classes” in the first
phase and then these multi-commodities flows are distributed over Widest Disjoint
Paths with respect to the bottleneck links in the second phase. The combination of
multi-commodity-based flows and the disjoint paths w.r.t. bottlenecks prevents the
network from saturation point which helps in minimizing the congestion, delays,
rejected requests, and maximizing the throughput, i.e., improving the overall per-
formance of the network.

Keywords Multi-protocol label switching � Equalizing blocking probability �
Widest disjoint paths

1 Introduction

Multi-protocol label switching enables service providers to meet challenges
accounted due to explosive growth of the Internet. Many traditional routing algo-
rithms [1–3] and MPLS adaptive multi-path routing algorithms [4–8] have been
presented by researchers in the past, but most of them suffered from shortcomings.
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In Profile-Based Routing [9] with many examples, researchers elaborated that if a
bad path is selected for one flow; it may lead to generate bottleneck links for the
upcoming future traffic flows. In the lack of additional network information about
the traffic flows, any online routing algorithm can perform poor in the worst case.
At the same time, it is not of much importance to gather all the knowledge about the
network at once; instead, exploiting the network knowledge to its extreme is more
important. The main objective of any multi-path routing algorithm is to fulfill the
maximum traffic demands through the network by utilizing the network resources to
its maximum and keeping the network congestion free by cleverly choosing the
paths to avoid bottlenecks to enhance the overall performance.

The proposed algorithm is inspired by the concept of multi-commodity-based
“profile classes” introduced in PBR [9]. With the help of multi-commodity flows,
the traffic demands are classified into various profile classes which are generated
based on the SLAs signed by the Internet users. “Commodity” could be represented
as an entity that needs to be “shipped” from the source to the destination node by
using MPLS on the underlying network. To select any path, information about the
global network topology is always required. The presented work uses SLAs and
infrequently exchanged global information to categorize the network traffic into
various profile classes and then find the minimum cost in terms of bandwidth based
on the globally exchanged information about the network in the
multi-commodity-based preprocessing phase. In the Online Path Selection for Label
Switch Paths request phase, Widest Disjoint Paths (WDPs) [10] using locally
adaptive knowledge about the bottlenecks are used.

In the rest of the paper, in Sect. 2, Profile-Based Routing algorithm [9] and WDP
including their key aspects and limitations are accounted. In Sect. 3, Hybrid
multi-commodity-based Widest Disjoint Path is presented. In Sect. 3.2, the pro-
posed algorithm is discussed. Finally, Sect. 4 concludes the paper.

2 Existing Algorithms

In the literature, on multi-path routing schemes, there are many proposed algorithms
that use specific capabilities of an MPLS network. Dynamic Routing with Partial
Information (DR-PI) [4], Dynamic Restorable Routing [5], Minimum Interference
Routing Algorithm [7, 8], and Profile-Based Routing [9] used the MPLS technique
extensively in multi-path routing. In DR-PI [4] and DORA [5], the number of
rejected requests is not taken into consideration, considerable computation com-
plexity is a major limitation for their online implementation, and no local/segment
backups are considered in these algorithms. MIRA [7, 8] focuses extensively on the
interference effect of a single ingress–egress pair at a time, so MIRA is computa-
tionally very expensive too. In PBR [9], the utilization of traffic profiles of data
flows is proposed. PBR suffers from the limitation that there is no explicit fault
recovery treatment. All these online multi-path routing algorithms have given
important contribution to the exploitation of the MPLS topology (ingress–egress

334 P. Garg and S. Upadhyaya



nodes). A brief review and scope of improvement in PBR [9] and Widest Disjoint
Path [10] algorithms is introduced next.

2.1 Profile Based Routing [9]

Profile-Based Routing algorithm [8] is the routing algorithm in which traffic going
through network is measured, and the traffic flow is classified as per “profile
classes.” Each profile class includes Bi, which denotes the aggregate bandwidth
requirement of the aggregated LSP setup requests between source si and destination
di and is mapped to class ID. Each profile is symbolized by (class ID, si, di, B)
called commodity ith. For approximately satisfying all the requests on future, the
authors have proposed simultaneous equations to find amount of traffic of each
ingress–egress pair distributed on every link (first step namely multi-commodity
Flow Preprocessing). If the problem has solution, they applied the solution to the
network. For each LSP demand, its class is determined, used the solution of the first
step for each class to initialize the network topology and then used the shortest path
algorithm (MHA) to find optimal solution (second step namely Online Path
Selection for LSP requests). On general case, not all the profiles can be completely
satisfied (Fig. 1).

2.2 Main Aspects and Limitations of Profile-Based Routing

1. The algorithm works in two phases—1. Multi-commodity Flow Preprocessing
phase and 2. Online Path Selection for LSP requests.

2. The algorithm considers traffic in terms of classes or commodities as per SLA or
from quasi-static information about network. It does not deal as per flows like
MIRA [7, 8]. With the help of traffic routing based on commodities (classes), the
optimized routing algorithm could be generated. Each profile class includes Bi

Fig. 1 Excess edges are added to the graph in the preprocessing phase to accept all the traffic
demands in the preprocessing phase in PBR
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which denotes aggregate bandwidth requirements of LSP setup requests
between ingress–egress pairs required by the commodities for a group of source
and destination pairs.

3. The “commodities profile classes” could be categorized and prioritized on
various parameters based on types of traffic demand, packets, data, holding time,
number of times the particular traffic demand is rejected, path failures, etc. So,
one more parameter say Pi for each profile class Ci must be used. The value of Pi

can be estimated by the globally exchanged information and SLAs to utilize the
concept of multi-commodities with MPLS to the extreme.

4. The algorithm deals only with the splitting traffic as per profile class flow. For
unsplittable traffic, the traffic has to go through a single path.

5. In PBR for Online Path Selection for LSP requests, minimum hop algorithm
with the help of breadth first search is used, whereas Hybrid multi-commodity
Widest Disjoint Path algorithm could be good choice to save the network
from saturation point for any real-time network topology with the help of Widest
Disjoint Paths w.r.t. the congestion points and bottlenecks.

2.3 Widest Disjoint Path [10] Algorithm

Most of the times, multiple paths perform good individually but when traffic is
routed along them collectively, it may not perform so well and even quiet poor. The
reason is sharing of the bottleneck links. The best way to reduce bottlenecks is to
compute maximum disjoint paths, but this approach is static and overly
conservative.

In Widest Disjoint Path algorithm, maximally disjoint paths are computed. If
there are multiple such paths, then path with the highest width (w.r.t. bandwidth) is
chosen for the network flow. But with this approach, overall network performance
is degraded and majority of network resources are not utilized. Sharing of nodes or
links does not matter, but the sharing of bottleneck links matters. To avoid con-
gestion, sharing of bottlenecks must be avoided. Disjoint paths w.r.t. bottlenecks
can enhance the performance of any network routing model. The knowledge about
the bottlenecks is gained from the global link state updates. Proportioning the traffic
to these disjoint paths can be done with the help of Equalizing Blocking Probability.

3 Hybrid Multi-commodity-Based Widest Disjoint Path
Algorithm

In this paper, a Hybrid algorithm for dynamic multi-path routing using the
advantages of two basic algorithms PBR and WDP using MPLS technique is
presented. The quasi-static information is used about the network. The algorithm
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works in two phases: preprocessing phase and path selection phase. Problem setup
and basic routing requirements are mentioned next.

3.1 Problem Setup and Routing Requirements

The network can be modeled as a graph G = (V, E); here, V denotes the set of nodes
(i.e., routers) and E represents set of edges (i.e., links). The current residual capacity
of each link e 2 E is denoted as cap(e). Each Label Switch Path (LSP) can be set up
as a subset of routers which are assumed to be ingress–egress routers. It is assumed
that the network topology of all the ingress–egress routers (i.e., LIR and LER) is
known and the information is changing very infrequently. Any appropriate time
period h can be predicted as a time duration after which network information is
changed. Since many flow requests are inherently unsplittable, routing traffic flows
along a single path without splitting is assumed and given high priority.

3.2 Hybrid Multi-commodity-Based Widest Disjoint Path
Algorithm

Hybrid Multi-commodity-Based Widest Disjoint Path Algorithm

Step 1: Multi-commodity Flow Preprocessed Phase

• Predict optimized value of degree of multi-commodities
i (where i is maximum number of commodity flows routed
through edge e).

• Prioritize the commodities using globally exchanged link state
metrics.

• Maximize the total carried traffic using global optimal
proportioning.

• Minimize the Average Blocking Probability br.

Step 2: Path selection for LSP requests Phase

• Remove all edges e from graph G, for which blocking proba-
bility is more than br (for the whole network with the help of
Localized Adaptive Proportioning). (These edges are critical
edges having high blocking probability for any class Cid.)

• Find disjoint paths with widest residual bandwidth.

Step 3: Decrease the residual bandwidth b, in all the edges e for all paths
P.

Step4: Route along label switch path P (s, d, b).
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3.2.1 Multi-commodity Flow Preprocessing Phase

In this preprocessing phase, traffic profiles (CID, Pi, si, di, Bi) are generated, cor-
responding to a real-time network G = (V, E), where CID is traffic class identity, si
the finite set of sources, di is the finite set of destinations, and Bi is minimum
aggregate bandwidth requirement for this traffic profile class Cid between set of
sources si and set of destinations di. Pi is the priority assigned to this profile class
based on the previous knowledge about the network. Each traffic class is treated as a
separate commodity. The objective is to find widest disjoint routes w. r. t. the
bottleneck links in the network to send maximum number of commodities along
these disjoint routes, for the traffic flow demands between source nodes to the
destination nodes. In the literature, global optimal proportioning has been exten-
sively studied.

Since each source node (LER) knows real-time network topology information
(which includes the maximum residual capacity cap(e) of every edge) and the traffic
load to be routed between every ingress–egress pair. With the help of this globally
exchanged knowledge gathered after every time period h, offered traffic loads
through the network and service level agreements (SLAs), the optimal proportions,
for distributing multi-commodity-based flows to the LSPs for each ingress–egress
pair, can be computed as described below.

r ¼ s; dð Þ denotes a source–destination pair
kr average arrival rate of flows arriving at the source node s destined for

node d
lr average holding time for the flows
mr offered load between source–destination pair r

So, mr ¼ kr=mr

Rr finite set of all the feasible paths for fulfilling traffic demands between pair r
ar optimal proportions of the path for each r 2 Rr and

P
r2Rr

ar ¼ 1
br is the average blocking probability
W is the total carried traffic

The objective in preprocessing phase is to maximize the total carried traffic W,
with the help of global data exchange by updating the network information after
every periodic time h.

W ¼
X

r

X

r2bRr

armr 1� brð Þ is maximized ð1Þ

The same objective can be achieved by minimizing the average blocking
probability br, and to minimize br localized strategies are used in path selection
phase. All such profile classes are generated by ensuring these objectives at the
server side (i.e., router) before actual path selection, it seems highly complex but
with the help of past data complexity can be reduced.
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3.2.2 Path Selection Phase

Once the profile classes (class ID, Pi, si, di, Bi) are generated in the preprocessing
phase, the traffic demand flows are now handled by grouping them as per profile
class, between source–destination pairs through LSPs. In path selection phase,
Widest Disjoint Paths w.r.t. bottleneck links are generated for the corresponding
profile class flows generated and categorized in the preprocessing phase.

To find the bottleneck links, average blocking probability br is computed as
below:

br ¼
Xk

i¼1

aribri ð2Þ

The value of br must be minimized in preprocessing phase.
Since a set of multiple paths between any pair r may perform well or near

optimal individually but may lead to congestion and poor network utilization when
performed collectively, it is wise to discard those links whose blocking probability
is greater than br, since these links are bottleneck links. So to ensure that
multi-commodity flows do not share bottleneck links, what can be done is to
remove the traffic flows from one of the paths and then shifting the load to another
candidate path by ensuring that there is no increment in the average blocking
probability, br. Therefore, it is necessary to ensure that the candidate multiple paths
are mutually disjoint with respect to the bottleneck links.

In Widest Disjoint Path algorithm w. r. t. bottlenecks, multiple disjoint paths are
selected that do not share bottlenecks. If multiple such paths are found, then the
path with the widest residual bandwidth is selected. With these widest residual
bandwidth disjoint paths, both the objectives—minimizing the no of rejected
requests and maximizing the traffic flow—are achieved with a balance.

4 Conclusions and Future Work

The main contribution of this paper is the development of Hybrid algorithm
exploiting the concept of MPLS and profile classes generated using SLAs. The
assumption is that the traffic demands are available, and all ingress–egress pairs are
known. The key idea is to pre-compute the paths between any source–destination
pair using the global and local knowledge about the network in the preprocessing
phase before the actual path selection, with the objectives—minimizing the number
of rejected requests and minimizing the average blocking probability. To minimize
the blocking probability, disjoint paths w. r. t. bottlenecks are used with the help of
which both the objectives can be fulfilled. The discarded paths which contain
bottlenecks can be used for rerouting and as backup paths. In the near future,
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experimentation of the algorithm in operational MPLS network and comparison of
the simulation results of the present algorithm with those of the already existing
algorithms are scheduled.
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A Perusal of Replication in Content
Delivery Network

Meenakshi Gupta and Atul Garg

Abstract Content delivery network (CDN) is increasingly used to improve the
network performance for end users. This helps to reduce the load on origin server
by delivering the contents from the edge of the network in proximity to end users
requesting for the contents. Content providers take the services of CDN service
providers to improve the Quality of Service (QoS) requirements of their users, and
in return, they have to pay for these services. Therefore, this demands optimal
placement of contents on surrogate servers. This paper analyzes the existing
strategies suggested for replication of contents on these servers to provide a
foundation for devising a more efficient replication strategy in a CDN.

Keywords Content provider � Content delivery network � Origin server �
Surrogate server � Content replication

1 Introduction

In recent years, the Web is gradually became part of our routine life. The servers of
popular Web sites are finding it difficult to handle the Web requests of their users.
Therefore, the trend is shifting from centralized to distributed architecture for Web
content delivery. This has led to the development of content delivery network
which is a large-scale distributed system of servers deployed at the edge of the
Internet closer to end users. These servers are named as surrogate servers, replica
servers, or CDN servers. The intent is to reduce the load on origin server network
and as a result to improve the performance of Web content delivery at end users.
The content providers take the services of CDN service providers to serve better
Web requests from their clients. In return, they have to pay them for the storage
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space used for replicating the contents as well as for servicing the Web requests for
these contents by them. Therefore, it is not efficient to replicate all the Web contents
on every surrogate server [1]. The contents and surrogate servers for replication are
selected in a way so that the cost of storing, maintaining, and delivering the con-
tents is minimized and user-perceived Quality of Service is maximized. The
strategy used for content replication is implemented during request redirection in
the CDN system. Therefore, the replication and redirection policy has been con-
sidered jointly [2–4] earlier.

This paper focuses on the problems of assigning CDN resources for replication
of contents, closer to end users to make their network experience better and reduce
the cost as well. Various factors affecting the content replication strategies are
discussed in Sect. 2. Section 3 presents a picture of existing strategies for content
replication in CDNs, while their comparative analysis is presented in Sect. 4.
Section 5 concludes the paper.

2 Factors Affecting Replication

The content replication in CDN requires consideration of various factors. These
factors are taken as input for solving the replication issues. Some of these factors
are controllable by the system such as the number of surrogate servers, their
location, consistency protocols. However, the factors such as request rate, contents
update rate, and available network bandwidth cannot be controlled by the system
[5]. The various factors that are taken into account by different researchers and
CDN service providers are as follows:

• Surrogate servers—The decision about number and position of surrogate ser-
vers for content replication has to be taken into account. However, CDN service
providers usually have pre-established infrastructure, so content providers have
to only select the surrogate servers for replication out of existing ones.

• Storage capacity—What amount of the storage capacity at each of the selected
surrogate servers should be used for replication? As the servers have finite
storage capacity for replicating the objects, therefore, the objects have to be
replicated optimally on these servers keeping in view their limited storage space
as well as storage cost.

• Content selection—How much contents should be selected for replication on
surrogate servers whether full or partial? Though the disks are becoming
cheaper [6], the number and volume of contents is increasing as well. Therefore,
the partial replication is preferred; further, it will reduce the storage and
maintenance cost.

• Content outsourcing—Which policy should be used to replicate and update the
contents on surrogate servers? Different policies that have been suggested for
the purpose are the following: cooperative push-based, uncooperative
pull-based, cooperative pull-based [7].
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• Contents granularity—What should be the granularity of contents to be repli-
cated, whether entire replication (coarsest grain), object replication (fine-grain),
or per-group/cluster-based replication (coarse-grain) [8, 9]?

• Popularity of content—Whether the decision about replication should be
affected by the popularity of contents or not? It is cost effective to replicate the
contents taking into account their popularity [9]. However, this information may
not be always available or it is extremely volatile [6].

• Communication cost—The cost of communicating the contents has to be
considered. It largely affects the pricing in CDN. It comprises the cost of
replicating contents from the origin server to surrogate servers, delivering the
contents to end users according to their requests and updating the contents.

• Server load—What should be the upper bound of load on a server? Whether the
load balancing should be done to improve the performance of the servers?

• QoS requirement—This is a mandatory factor, i.e., the performance require-
ment of Web content delivery expected by end users should be the main focus
while deciding about the above-mentioned factors.

3 Existing Replication Strategies

With the development of CDNs, more and more surrogate servers are established.
Replication of contents on as many surrogate servers as possible is not always a
good strategy. This will increase the operational cost, i.e., storage and distribution
cost. Moreover, when the number of replicas of contents exceeds a threshold, the
performance starts decreasing [10]. Therefore, making the decision about the
optimal number of surrogate servers, their location, and capacity is essential.

It has been proved in [11] that the problem of content replication in CDN is
NP-complete. This means it is not feasible to solve this problem optimally for a
larger number of objects and surrogate servers. Therefore, various heuristics have
been suggested based on the information available for solving the problem. Here,
some of these strategies are presented to have a better understanding of content
replication process in CDN.

Random—A surrogate server and an object are selected randomly with uniform
probability for replication subjected to the storage constraint of autonomous sys-
tems. However, an object can be assigned to several nodes but only once at a
surrogate server [11].

Popularity—Firstly, the objects are arranged in decreasing order according to
popularity among its clients. These then are replicated on surrogate servers starting
with the most popular object subjected to storage constraints. The object popular-
ities are assumed same across all the servers [11].

Greedy-Single—Each server i calculates cost Cij for each object j, where
Cij = pjdij(xo), pj is popularity of object j, dij is the shortest distance to a copy of
object j from server i. Then, the objects are sorted in decreasing order of Cij and
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stored as many objects, as the storage constraint allows in this order. The Cijs are
calculated only once under the initial placement xo to store the objects subjected to
storage constraints. These are not adjusted when the objects are replicated [11].

Greedy-Global—The server–object pair with highest Cij is selected and object
j is stored on server i, resulting in a new placement x1. The Cij is recalculated
according to this new placement. This process is repeated until all the storage space
is used [11].

Simple Replication Algorithm (SRA)—It is a greedy heuristic assuming that
no replica exists and read/write frequencies are static and known in advance. The
objective is the replication of objects on surrogate servers to minimize total data
transfer cost. It improves quality of solution when read requests are considerably
larger than write requests as it replicates objects based on local benefit value [1].

Genetic Replication Algorithm (GRA)—It is a genetic algorithm-based
heuristic that performs better than SRA even when there is a change in size of
network, capacities of sites, and update ratio [1]. However, it is slower than SRA.

Adaptive Genetic Replication Algorithm (AGRA)—It is an improvement over
the GRA algorithm that takes current replica distribution as input and calculates
new, using the changes in read/write requests for particular objects. It quickly
adapts the replica distribution according to new demands [1].

Centralized Object Replication Algorithm (CORA)—The number and
placement of replicas are decided by a centralized managing site and remain fixed
until reallocation is done based on access pattern and load on surrogate servers. The
objective is to improve latency of read transactions [12].

Distributed Object Replication Algorithm (DORA)—This algorithm is an
improvement over CORA. In this algorithm, the decision of replication and
migration of objects is taken by each site at local level based on the changing
demand for objects [12].

Lat-cdn—This object placement algorithm is based on total network latency
produced by objects and does not take into account the popularity of objects.
Initially, all the objects are placed on an origin server. The objects are replicated
based on the distance to a replica of object from surrogate server under placement.
The surrogate servers are cooperative with one another and have the knowledge of
objects replicated on other surrogate servers with in same CDN [6].

il2p—il2p stands for integration of load and latency object placement. This
approach is an improvement over Lat-cdn that takes into consideration both latency
and load of the object to replicate it on surrogate servers. The load of the object is
measured by multiplying access rate and size of the object. The object with max-
imum utility value in terms of load and latency is replicated [13].

Constraint P-Median (CPM)—A three-phase algorithm in which the number
of replicas for each file is computed proportional to visiting probability of the file
and considering the storage capacity constraint of surrogate servers. The replicas are
placed on the servers in a way to minimize the total network cost [14].

CDN Utility Replica Placement—This heuristic replication method is based on
CDN utility metric to decide the placement of contents on surrogate servers.
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The metric states the relation between the number of bytes served and pulled on a
surrogate server [15].

Greedy Dropping—This is a local searching algorithm for content replication
based on stochastic demands and M/M/1 servers. It assumes that all the objects
have same size and all the servers have same storage capacity. Further, it supposes
that initially every server holds all the objects irrespective of storage capacity
constraint. Then, objects are removed one by one so that the number of travel
demands for the origin server increases least. This process is repeated until one of
the stopping conditions is met that may result in feasible or infeasible solution [16].

Tabu Search—This is a global searching algorithm based on tabu list to avoid
repetitive search. Firstly, an initial solution is found using greedy dropping
heuristic. If a feasible solution is not found, then greedy adding procedure is applied
to find the initial solution. After that, tabu search procedure is implemented by
swapping different objects between two servers to optimize the overall performance
of CDN system under storage capacity and waiting time upper bound constraints
[16].

4 Comparative Analysis

The various replication strategies discussed above have focused on diverse
parameters. However, their main aim is to improve the performance of Web content
delivery to end users, while minimizing the cost of replication and communication.
Table 1 sums up the replication strategies discussed in previous section. The col-
umns in the table are as follows: (1) storage constraint, (2) network latency/
communication cost, (3) load balancing, (4) popularity of objects/request statistics,
(5) granularity, (6) other considerations, (7) objective, and (8) algorithms compared.

The comparative analysis of these strategies portrays that the algorithm used for
replication should be simple and fast. All of these strategies considered storage
capacity constraint which is a certain percentage of total size of objects stored on
the origin server. Network latency or communication cost plays an important role in
deciding the replication of contents. However, very few strategies considered bal-
ancing of load on surrogate servers during the replication process. Popularity of
objects, though volatile in nature, is also significant in taking the replication
decision. It is inefficient to replicate objects that require frequent updates as this will
not help much to reduce the network cost. The replication granularity applied in
these strategies is fine-grain. However, this may be clustered in real network
environment due to the problem in handling of a large number of objects.
Additional assumptions and/or factors considered by these algorithms are also
pointed up in the table. The objective of the algorithms is mainly to minimize the
network cost and/or improve user-perceived performance of Web content delivery.
The last column in the table shows the algorithms compared and the algorithm
(in bold) that outperforms the others.
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5 Conclusion

A content replication strategy plays an important role in improving overall per-
formance of any CDN. In this paper, various strategies that have been proposed for
replication of contents are discussed. The main aim of these strategies is to reduce
the network traffic and improve the response time of Web content delivery. An
optimal replication policy will not only reduce the cost but will also improve the
efficiency of request routing techniques to satisfy QoS requirements of end users.
This comparative analysis of existing strategies for replication may help to devise a
better approach for optimal replication of contents in CDNs.
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An Assessment of Reactive Routing
Protocols in Cognitive Radio Ad Hoc
Networks (CRAHNs)

Shiraz Khurana and Shuchita Upadhyaya

Abstract Cognitive radio ad hoc networks (CRAHNs) emerged to solve problems
associated with wireless networking due to limited available spectrum. The problem
of spectrum inadequacy can be removed by exploiting the usage of existing wireless
spectrum intelligently. In a CRAHNs, secondary users SUs (unlicensed users) are
able to exploit and utilize underused channel but should vacate the channels if any
interference is caused to primary users PUs (licensed users) that own the channels.
In this paper, various routing challenges in routing of CRAHNs are introduced.
Then reactive routing schemes are discussed along with challenges it addresses. An
analytic assessment is carried out in the end to identify the covered and uncovered
challenges in reactive routing protocols and further concise of direction to be taken
to improve upon the protocol.

1 Introduction

Cognitive radio ad hoc networks (CRAHNs) emerged to solve problems associated
with wireless networking due to limited available spectrum. The problem of
spectrum inadequacy can be removed by exploiting the usage of existing wireless
spectrum intelligently. Earlier the spectrum is allocated using static spectrum
allocation policies which have partitioned the radio spectrum into two parts:
licensed and unlicensed bands. Licensed bands are given to licensed users which do
not transmit all the times results into spectral resource waste. Examples of licensed
bands are mobile carriers, television broadcasting.

Unlicensed users operate in unlicensed bands which supports variety of appli-
cations (e.g., sensor networks, personal area networks (PAN), mesh networks,
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wireless local area networks (WLANs)), which has caused congestion in this cat-
egory of band. To solve this problem of spectrum insufficiency in licensed band, the
Federal Communication Commission (FCC) has recently approved the usage of
unlicensed devices in licensed band. According to FCC [1] in static allocation
scheme, the average utilization of licensed band varies from 15 to 85% and rest of
the time spectrum goes unused. Henceforth, the concept of dynamic spectrum
access (DSA) was introduced. DSA was proposed to solve these spectrum insuf-
ficiency problems. The software-defined radio (SDR) allows the development of
such devices which can be adjusted to function in a wide spectrum band such
devices are called cognitive radio (CR) devices. These devices can change their
transmitting parameter like (operating spectrum, modulation, transmission power,
and communication technology) on the basis of surrounding environment. These
devices can identify spectrum blocks which are not getting used for communication
and intelligently access this vacant spectrum blocks also known as spectrum holes.
Devices that are capable of such properties can be collaborated to create a network
called cognitive radio networks (CRNs) [2].

CRNs can be created with or without fixed network backbone. With fixed
infrastructure support is called as centralized network, in which a base station
provides single-hop connections to communicating nodes. Without any fixed
infrastructure support it called as distributed network, in this nodes communicate
with each other in an ad hoc manner [3], and this is called cognitive radio ad hoc
networks (CRAHNs).

In CRAHNs, licensed users also known as primary users (PUs) will have priority
in using spectrum; they have a license to operate in certain band. Unlicensed user or
secondary user (SU) accesses these licensed bands in such a manner that is not
reliable. SU have cognitive radio capability and they can use vacant spectrum band
to carry on their activities without interrupting the transmission PU. At any instant,
if PUs want to use its channel for transmission, it can do so. SUs must leave their
current operating channels immediately. There should be no interference with PU
transmission.

The remainder of this research paper is structured as follow: Sect. 2 discusses the
need for new routing protocols in cognitive radio ad hoc networks and various
challenges involved in this. Section 3 presents various types of routing protocols in
CRAHNs. Section 4 discusses related work available in literature. Section 5 pre-
sents an analytical review on related work and challenge associated with routing in
CRAHNs. Section 6 concludes the findings of this paper.

2 Need for Routing in CRAHNs

Routing in CRAHNs is quite different from traditional ad hoc networks routing due
to various kinds of additional challenges involved in CRAHNs. The concept is
depicted in Fig. 1.
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Figure 1 shows a CRN with three primary user base stations and various sec-
ondary users. Consider a case where SU (S1) wants to establish a route with SU
(S5). Using a traditional mobile ad hoc routing protocol, it may provide a route with
minimum number of hops with path (S1–S2–S3–S4–S5). However, this may pro-
vide poor network performance because the route passes through the three primary
user base stations resulting in high interference to the primary users. While cog-
nitive radio-based routing protocol may provide a route with larger number of hops
(S1–S6–S8–S9–S10–S5) that generates less interference to the primary users and
this increases end-to-end performance for SUs. So, it is clearly visible from the
example given above that traditional routing protocols are not adequate for routing
packets in CRAHNs.

2.1 Routing Challenges in CRAHNs

There are few key challenges in routing of packets in CRAHNs mentioned in
literature [2–4]:

(1) Variance in availability of channel: The availability of the channel for data
transmission is highly dependent on primary user’s channel utilization and
mobility of secondary user. A channel which is free from PU’s activities will
be preferred more rather than highly utilized one. Since chances of link
failure are more as compared to traditional ad hoc networks so more channel
switches are necessary.

(2) Fusion of various operating environments: Data can be exchanged between
two secondary users if and only if they have at least one channel operating on
same frequency. Every channel has different data rates and transmission
range. A low power secondary user in routing path can be a bottleneck for
data transmission. So, this parameter can also affect route selection.

(3) Impractical scenario for control channel: When nodes communicate in an
ad hoc manner, they usually exchange control information in a fixed control

Fig. 1 Routing in CRAHNs
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channel (CC). The availability of permanent and all time availability of CC
cannot be guaranteed. So, chances of information loss of link failure are
more in CRAHNs and selecting a route without channel information might
not result into optimum paths. So, it is very important to consider this as a
challenge.

(4) Minimizing switching delay and back-off delay: If a PU wants to access its
licensed channel which is being used by a SU, it has only two choices of
actions available. Either it can switch to new channel resulting into a
switching delay or it can wait for the PU to finish its work resulting into
back-off delay. Routing schemes should minimize both channel switch delay
and back-off delay as these delays affect the routing performance.

(5) Broadcasting on multiple channels: Secondary users might be using any of
the vacant channels available so a single broadcast on a single channel might
not reach all the neighboring SUs. Henceforth, it is required to broadcast on
multiple channels resulting into increased total number of transmissions on
available bandwidth. So, it is suggested that proposed protocol must have
some mechanism to minimize this traffic in CRAHNs.

(6) Variety of SUs: CRAHNs may have secondary users with different capa-
bility, e.g., transmission power and processing speed, for instance, an
in-between SU with lower capacity may become hindrance in data flow due
to its limited capacity and this can reduce performance. Therefore, routing
protocols to be designed should consider variety of SUs as an important
challenge.

(7) Flexibility of secondary users: This is another major challenge and also
observed in mobile ad hoc networks. It is very difficult to maintain routes
when secondary users are also mobile. It has considerable impact on the
number of channel switches and energy consumption. Sudden movement of
secondary users makes it more challenging to minimize interference with
PUs.

(8) Balance among number of hops and network-wide performance:
Selection of hops occurring in a route should be done carefully. A route with
lower number of hops might have some advantages and disadvantages.
Lower number of hops results into large propagation distance so as con-
gestion. Since distance among nodes is quite large so chances of link failure
and more energy consumption increases.

(9) Energy preservation throughout network: Multiple transmissions might
be required in route discovery and route maintenance phase leads to more
energy consumption, for example, flooding of RREQ control messages all
over the networks incurs energy consumption and in route maintenance
phase, to maintain routes lots of messages needs to be propelled on to the
network that consumes lots of energy in network. Routing protocol should
consider this energy preservation.

(10) Primary user protection: This is the main challenge which differentiates
between ad hoc networks and CRAHNs. Primary users are the licensed users
which have priority in using spectrum. The transmission of primary users
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must be saved on all cost. If any SU is using spectrum of PU, the SU must
abandon its transmission on that channel until or unless PU itself surrenders
that channel.

Apart from these challenges mentioned in literature, challenge related to QoS has
been anticipated in the context.

Quality of Service (QoS): This challenge can be seen as a collection of various
challenges. QoS of a network can be measured by these metrics: network avail-
ability, bandwidth (throughput), Jitter, out of order delivery, dropped packet,
latency.

3 Types of Routing Protocols in CRAHNs [5]

The routing protocols available in literature can be categorized into the following
categories.

3.1 Proactive Protocols

Proactive routing protocol, every secondary user node in the network has one or
more routing tables that are updated frequently. Each secondary user broadcast
messages to other secondary users on regular intervals or to know if there is any
modification in a network. This incurs additional cost to maintain up-to-date
information, consequently, waste of bandwidth but it shows the real availability of
the network. It also helps in reducing end-to-end delay. It includes following tra-
ditional routing protocols; fisheye state routing (FSR), destination sequenced dis-
tance vector (DSDV), etc.

3.2 Reactive Protocols

In contrast, reactive protocols, also identified as on-demand routing protocols, seek
to set up the routes on demand. Every secondary user node in the network discovers
or maintains a route based on-demand. Source starts the route discovery phase by
broadcasting the route request packet, and the bandwidth is utilized only at the time
the data is being transferred. The advantage is less overhead requires less routing
information but produces substantial amount of control messages for route dis-
covery and route maintenance. The examples of these traditional reactive protocols
are ad hoc on demand routing (AODV) and dynamic source routing
(DSR) protocols, etc.
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3.3 Hybrid Protocols

Hybrid protocols have the advantage of both proactive and reactive routing pro-
tocols. It utilizes both proactive and reactive protocols to perform the routing. It
provides a good balance of trade-off between communication overhead and delay.
Example of traditional hybrid routing protocol is zone routing protocol (ZRP), etc.

In CRAHNs, we can use any of the routing protocols. Although research work
has been done for all of these kinds of routing protocols, but according to the
characteristics of cognitive radio networks, we found the reactive routing protocol
most suitable one and an identification of the challenges they overcome.

Hence, the focus of Sect. 4 is on reactive routing protocols.

4 Reactive Routing Protocol Schemes in CRAHNs

Cheng et al. [6] suggested a flow-level channel selection method, which minimizes
end-to-end delay of each flow by reducing two types of delays, channel switching
delay for each flow along its path, and back-off delay for intersecting flows. It
addresses routing challenges 1, 2, and 4. The channel selection method provides a
suitable trade-off between these two delays. When a secondary user wants to switch
between different flows, if it is switched to an unused available channel, it may
create switching delay. If an assigned available channel is added to a new flow, it
may create back-off delay. SU nodes share information (such as switching, queuing
delays, back-off delays) among neighbor nodes in order to discover and choose
better routes and re-routing decisions.

In [7], author targets challenge 1, 3, and 4. They proposed a joint framework of
routing and channel assignment that exploits variance in channels to optimize
routing performance and increase the network utilization. It works without central
control channel (CCC). They suggested keeping a backup channel to satisfy for
channel assignment to improve end-to-end performance by avoiding re-route
procedures.

Kamruzzaman et al. [8] proposed a routing protocol which addresses spectrum
and energy aware routing with channel time slot allocation for multi-hop CRAHNs
which assign traffic over time slots of different channels along a route in order to
maximize network throughput. It addresses challenges 8 and 9. The routing scheme
with channel time slot assignment can reduce energy consumption and reduce
traffic across multiple channels in various time slots. It also leads to a considerable
increase in network efficiency and shortens end-to-end delay.

In [9], Wang et al. suggested a routing scheme that jointly undertakes the
inter-flow intervention and cross-layer optimization for channel assignment and
path selection for end-to-end route in order to enhance the performance of a net-
work. The suitable transmission power is selected to reduce the interference. It
deals with challenges 4 and 7. The interference between the flows is minimized by
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selecting suitable transmission power. It allots weights to routes so as to select a
route with minimal intervention and the least number of the channel switches. It
chooses subsequent hops and channels by a cross-layer design, which includes the
physical, data link layer, and network layer. The physical and data link layers
control the transmission power and collect information about the channel, partic-
ularly inter-flow interference and network layer performs choice of route using this
information.

The focus of [10] is on reducing the end-to-end delay. It addresses challenge 4.
A maximum flow segment-based approach is added to channel selection in cog-
nitive radio networks. It reduces the number of times channel is switched along a
flow. The author has reported to reduce the end-to-end delay by 50%. In
MFS-based approach search for a new chain is begin at the destination toward
source node. Since every node can have different number of channels, so it starts
looking for a path from destination to source, without changing its channel. When
the search gets terminated on some intermediate node, the procedure is repeated
from that node again. This metric is combined with AODV to get better result in
routing of CRAHNs.

In [11], Qin et al. propose a routing protocol which handles the problem
occurred due to emergence of primary user. It intelligently does spectrum selection
and routing. It differentiates between spectrum holes or opportunities based on their
duration of availability, so that unnecessary switch between different channels is
avoided. The system selects channels with low PU usage and the less number of
hops to the destination, to diminish the channel switches and interruption to PU
transmission. After establishing a path, each SU monitors a set of backup channels
continuously, and share that information with their respective neighbors of SU.
Therefore, when the PU reappears in the current operating channel, groups switch
SU for the backup channel and continue with their communications. It addresses
challenges 1, 4, 8, and 10.

In [12], author discussed a distributed routing protocol named Spectrum Aware
Routing protocol for Cognitive ad Hoc networks (SEARCH). Their approach is to
mutually optimize the path and channel selection to avoid regions of PU activity
during route formation so that the path latency is reduced. It adapts to the newly
discovered and lost spectrum opportunity during route operation. Greedy geographic
routing is applied on all the channels to reach the destination by identifying the
primary user’s activity region. Path information obtained from different channels is
used by the destination node in a series of optimization measures to determine the
optimal route in an effective manner. It addresses challenges 1 and 10.

Xi et al. proposed [13] a path-centric channel allocation algorithm for multi-hop
ad hoc cognitive networks. They suggested a protocol that couples routing and
channel allocation determining the channel assignments for each node to achieve
global optimized performance. The proposed algorithm does not focus on dynamic
channel allocation and PU activities. It only addresses the challenge 6.

Xie et al. [14] addressed the quality of services issue on routes for group
communication in cognitive radio ad hoc networks. Since the nodes have different
ambient environment in the CR network, the secondary users have different
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available channels. This feature introduces additional complications for coordina-
tion and communication between nodes in a cognitive radio network. QoS is pre-
served in group communication by finding a multicast tree for each member in the
group communication, which is rooted from a member and extends to all the other
members, and each compound meets the trees QoS requirements. Due to the
diversity in channel availability, it may require several broadcasts by the source, in
order to obtain the messages received by all locations. Therefore, it is essential to
construct a tree of routing communications and schedule the transmission along the
tree such that the total bandwidth usage is minimized.

In Yang et al. [15] proposed an approach to reactively initiate route calculation
and selection of frequency bands in a multi-hop cognitive radio networks.
Availability channel nodes may change overtime, which is aimed at changing the
network topology. Thus, channel availability information must be shared among
secondary users. They also discussed the impact from multi-frequency flow and
proposed a new scheduling scheme for intersecting nodes. Metric that evaluates the
efficacy of routes, taking into account the spectrum of switching delays and back-off
time is defined. It addresses challenges 1 and 4.

5 Analytic Overview

It has been observed that most of the protocols discussed here focused on mini-
mizing switching delay and back-off delay. Lots of work has been done to cope up
with diversity or variance in channel availability and solving problems associated
with different kinds of operating environments [4, 9, 12]. To get full benefits of
CRAHNs, all the challenges discussed here should be satisfied by the proposed
routing protocol. But on the basis of literature discussed here, it is clearly visible
that there is a need to combine the advantages of two or more protocols. For
example, [11] satisfy challenges 1, 4, 8, and 10. It can be modified to support
challenge 6 to solve issue related to mobility of secondary user. We should not only
consider the primary issues related to CRAHNs but also secondary issues. For
instance, very less work is available in literature in minimizing energy consumption
in route discovery and maintenance; work can be extended in this direction for the
protocol mentioned in Sect. 4. Above all the challenge of QoS provision is an issue
that has attracted least attention in literature. Further work needs to be carried out in
this direction also.

6 Conclusion

Cognitive radio networks (CRN) can be considered as next-generation wireless
networks. It differs from traditional ad hoc networks due to some different criterion,
e.g., primary user protection, variance in availability of channel, fusion of various
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operating environments, impractical scenario for common control channel. This
paper first discussed the challenges involved in CRAHNs and then various routing
schemes for reactive routing protocols are discussed, and each scheme is identified
with challenges it covers. It has been observed that none of the scheme covers all
the challenges. Numerous challenges are still not addressed in routing schemes.
Future work needs to complement the advantages of one protocol into another.
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Analysis and Simulation of Low-Energy
Adaptive Clustering Hierarchy Protocol

Amita Yadav and Suresh Kumar

Abstract Wireless Sensor Network (WSNs) is a collection of small, self-powered
devices with sensing capabilities. Sensor nodes are deployed for carrying out
various applications such as disaster recovery, industrial control, health monitoring,
environmental monitoring, etc. Battery is the main source of energy for sensor
nodes. However, because of the limited storage capacity of batteries nodes remain
operational for a limited amount of time. Energy efficiency or energy consumption
plays a major role in the lifetime of WSN. It is very difficult or sometimes
impossible to replace or recharge the battery in remote areas, e.g., deep forest.
Hence, an energy saving of a sensor node is a major design issue. There has been a
flourish of research efforts on prolonging the lifetime of WSN. Since environmental
sensing and transmission of information to the base station are an important task in
WSN that consumes energy. Therefore, routing plays a major role. Advancement in
WSNs led to the development of various routing protocols. In this paper, we have
simulated the LEACH protocol using MANNASIM framework. Network perfor-
mance is analyzed in terms of total energy consumption, total number of live nodes
in the network by varying the number of clusters using Network Simulator (NS-2).

Keywords Cluster head � Energy efficiency � LEACH � NS-2

1 Introduction

Every sensor node is equipped with one or more sensing units, a microcontroller, a
radio transceiver for receiving and transmission of information, and a source of
energy such as battery (Fig. 1). The sensor node in the sensor network senses the
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interest region for some ambient condition and then converts it into electrical
signals. Sensor node senses the temperature, humidity of constrained area.
Depending upon the application requirement acoustic signals, seismographic data
of the environment or maybe motion can also be sensed. The bearing of living
creatures can, likewise, be observed [1]. Application areas of WSNs include bat-
tlefield monitoring, forest fire and traffic monitoring, etc. Based on application and
capability, electrical signal processed for revealing some vicinity properties or
compressed to reduce communication overhead. The sensor nodes form an ad hoc
network, which refers as wireless sensor networks (WSNs). The communication
unit wirelessly sends such data toward a central control directly or via other sensors.
This central control is often referred as a sink or base station.

Generally, sensor nodes are energy constrained as they rely on finite sources of
energy like battery. In some applications like disaster management, where human
intervention is not possible, battery replacement is quite a difficult task. Energy
harvesting from the environment is currently a promising research area. Due to
limited source of energy, a lot of research work needs to be done from every
possible aspect in gaining energy efficiency. Other key characteristics include
limited computation and communication capability.

In Wireless Sensor Network, devices communicate wirelessly. If the sink is at
distant place and because of limited transmission range of nodes, communication
between nodes and sink requires intermediate nodes to forward the message.
Therefore, devices have the responsibility of routing the messages as well as
sensing the environment. Different routing protocols are required for such type of
communication in wireless sensor networks. Inherent constraint and different
characteristics from other wireless network pose great challenges to routing in
WSN.

Fig. 1 Architecture of sensor node
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Various routing protocols for energy efficiency are already developed. Clustering
is one of the techniques in routing. Nodes are grouped together to form clusters. In a
network, there may be many clusters. In every cluster, there is a cluster head. Nodes
communicate with the cluster head (CH), and CH sends data to the base station.
Clusters are formed using different cluster formation algorithms [2]. Although
formation and maintenance of clusters incur cost, the better performance of
cluster-based protocols seeks attention of the researchers.

Among many hierarchal protocols, LEACH [3] (Low-energy adaptive clustering
hierarchy protocol) is the most promising one. Lot of research work is still going on
for the improvement of LEACH protocol.

This paper analyzes the cluster-based LEACH protocol for different performance
metrics, e.g., total energy consumption in network. Very few papers have discussed
the simulation of LEACH protocol using NS-2. We have discussed the LEACH
protocol in brief, its limitations, and future scope.

2 LEACH Protocol

LEACH [3] is one of the most commonly used hierarchical routing protocols in
wireless sensor networks [4], in which nodes in the network are divided into
clusters. This is a single-hop communication protocol. Nodes closer to the cluster
head join the cluster, only when they receive strong signals from the respective
cluster head. Data transmits from sensor node to the base station via cluster head.
Random selection of cluster heads reduces the energy consumption of the cluster
head nodes. Cluster head aggregates, compresses the data using different techniques
[5], and then transmits the information to the base station. LEACH uses distributed
algorithm for the creation of cluster heads. Any node in the network can get a
chance to become a cluster head, therefore, leads to efficient energy utilization and
longer lifetime of the network.

Initially, the number of clusters or cluster heads is assumed. If CH node dies, all
the nodes lose communication. Therefore, LEACH supports CH rotation.

In this protocol, there are two phases in a round.

(I) Setup phase and
(II) Steady-state phase.

In setup phase, each node decides to which cluster it belongs. CH broadcast the
advertisement messages using CSMA-MAC protocol to nodes present in the net-
work. The node which are not CHs, transmit the join request back to the CH to
which cluster it belongs using the CSMA-MAC based on the received signal
strength [6].

In setup phase, the CH sets the TDMA schedule for each node in the cluster [7].
The nodes send the sensed data based on their TDMA time slot to the CH. If one
node is sending in their respective slot, other nodes will be in sleep state thus
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minimizing the energy consumption. The setup phase comprises of allotment of
cluster heads and the TDMA schedule to each sensor nodes. Steady-state phase is
long as compared to setup phase, which minimizes the overhead of cluster for-
mation in setup phase [7].

Steady-state phase deals with the transmission of sensed information from sensor
nodes to the CH in their respective TDMA slot and then transmission of data from
CH to the base station. Transmission of frames from nodes to the cluster head node
is a low-energy transmission because of the join request initiated by the sensor
nodes based on the strong signal received from CH during setup phase. The cluster
head node is always in a receiving mode. Once the entire data received from nodes,
CH performs the aggregation operations and sends the aggregated data to the base
station [6]. This is a high-energy transmission because of the large data and distance
between the base station and cluster head nodes.

3 Simulation Parameters

We have simulated the LEACH protocol using MANNASIM framework integrated
with NS-2.35 on Ubuntu 13.04. We have investigated how the variation in a
number of cluster heads affects the energy consumption of the wireless sensor
network. Network performance is analyzed in terms of total number of live nodes
and average energy consumption by changing the number of cluster heads and even
the transmission range of common nodes. Set the parameters of simulation as given
in Table 1.

For Figs. 2 and 3, transmission range is set as 50 m and for Figs. 4 and 5,
transmission range is set as 30 m.

Table 1 Simulation
parameters

S. No. Parameters Values

1 Numbers of nodes 100

2 Scenario size 500 � 500 (m2)

3 Simulation time 500 s

4 Base station location 50 � 175

5 Transmission range 50 m

6 Percentage of cluster head 3, 4, 5, 6, 8, 10, 12

7 Initial energy 10 J

8 Node distribution Grid

9 Min. packet in IFQ 50

10 Antenna model Antenna/omni antenna
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Fig. 2 Percentage of cluster
head versus number of live
nodes (transmission
range = 50 m)

Fig. 3 Percentage of cluster
head versus average energy
consumption (transmission
range = 50 m)

Fig. 4 Percentage of cluster
head versus number of live
nodes (transmission
range = 30 m)

Fig. 5 Percentage of cluster
head versus average energy
consumption (transmission
range = 30 m)
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4 Results

First simulation result as shown in Fig. 2 shows that as the percentage of cluster
head increases the total number of live nodes decreases but suddenly shows
increment for 8% and after that again decreases.

Figure 3 shows the average energy consumption of the network versus per-
centage of cluster heads. As the number of cluster head increases, the average
energy consumption increases. Energy consumption decreases again for 8% cluster
head, but an overall increase in the energy consumption had been seen.

Figure 4 also shows the number of live nodes decreases, as the number of cluster
head varies. Energy consumption also increases with the increases in number of
cluster heads Fig. 5.

5 LEACH Limitations/Assumptions

1. LEACH supports random rotation of cluster heads and assumes that all nodes
have similar residual energy after a round, which is not true.

2. There is no guarantee of even distribution of cluster heads in the entire network.
3. The number of cluster heads is predefined in the network, and there is no

discussion on optimal cluster head selection.
4. Cluster sizes may vary in the network, as the number of nodes is not equal per

cluster.
5. LEACH is well suited for small networks. Single-hop communications do not

allow the large network.
6. LEACH assumes that nodes always have data to send in their respective TDMA

slot, which is not true.

6 Conclusions

LEACH is a basic energy efficient routing protocol. Simulation results of NS-2 have
shown that there is a decrease in number of live nodes and random energy con-
sumption with the increase in the percentage of cluster heads because the time and
energy are required in setting up of clusters. Optimal number of cluster head
selection minimizes the energy consumption, which increases the number of live
nodes in the network. By analyzing the simulations and limitations of LEACH
protocol, the cluster formation algorithm of different routing protocols will be
explored in future for better network performance.

366 A. Yadav and S. Kumar



References

1. Culler, D., Estrin, D., Srivastava, M.: Overview of sensor networks. Special Issue in Sensor
Networks, IEEE Computer Society, pp. 41–49, Aug 2004

2. Brachman, A.: Simulation Comparison of LEACH-Based Routing Protocols for Wireless
Sensor Networks. Springer-Verlag, Berlin, Heidelberg (2013)

3. Heinzelman, W.B., Chandrakasan, A.P., Balakrishnan, H.: Energy-efficient communication
protocol for wireless micro sensor networks. In: Proceedings of 33rd Annual Hawaii
International Conference on System Sciences, vol. 2, p. 10, Jan 2000

4. Akkaya, K., Younis, M.: A survey on routing protocols for wireless sensor networks. Ad Hoc
Netw. 3, 325–349 (2005)

5. Yao, K., Hudson, R., Reed, C., Chen, D., Lorenzelli, F.: Blind beam forming on a randomly
distributed sensor array system. In: Proceedings of IEEE Workshop Signal Processing Systems
(1998)

6. Tao, L., Qing-Xin, Z., Yu-Yu, Z.: An energy efficient adaptive clustering protocol for wireless
sensor network. Sens. Transducers, 1726–5479 (2013)

7. Tyagi, S., Kumar, N.: A systematic review on clustering and routing techniques based upon
LEACH protocol for wireless sensor networks. J. Netw. Comput. Appl. (2013). doi:10.1016/j.
jnca.2012.12.001

Analysis and Simulation of Low-Energy Adaptive … 367

http://dx.doi.org/10.1016/j.jnca.2012.12.001
http://dx.doi.org/10.1016/j.jnca.2012.12.001


Packet Delay Prediction in MANET Using
Artificial Neural Network

Harshita Tuli and Sanjay Kumar

Abstract MANETs are composed of sensing nodes which organize themselves
into temporary topologies and forward data to each other. Delay prediction of
packets in MANET depends on many variables; some of them are length of path
from source to destination, hop count, mobility of nodes, interference from other
neighbours, bandwidth and past values of delay, etc. In order to make data delivery
more reliable, accurate prediction of delay is a necessary task. The goal of this
paper is to predict the source to destination delay in MANETs in presence of all the
factors affecting the delivery of packet. Simulation environment is NS3, and the
prediction of delay involved is done by ANN techniques.

Keywords MANET � Delay � Artificial neural network � NS3 � MATLAB

1 Introduction

Mobile ad hoc networks (MANETs) are group of mutable nodes (communicating
devices) coupled by wireless links. All nodes are self-governing in nature and
dynamically organize into random and alternate network topologies. Traditionally,
application areas of MANETs were tactical networks which improve battlefield
communication where the network cannot rely on access to a fixed communication
infrastructure. The network is ad hoc because of its special characteristics of each
node’s wish to pass on data to other nodes. This implies that every node performs
the role of host and router simultaneously since it holds the information of routes
between its neighbours and contributes and maintains network connectivity. For
such an erratic network, routing is much more complex than in traditional wireless
systems. Thus, in a MANET, quality of service is of prime concern. Quality of
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service (QoS) refers to the capability of a network to provide better service to
selected network traffic over various technologies. In order to provide quality
delivery to real-time applications, it is imperative that ad hoc networks provide QoS
support in terms of throughput, delay, jitter, reliability, etc. There are many
researchers who have tried to address the issue of QoS many times through many
ways. In this paper, we have tried to focus on delay which is an important QoS
metric in ad hoc networks routing. Delay is defined as summation of transmission,
propagation and processing delay. Estimation of end-to-end packet delay in
MANET is complex because transmission, queuing and processing delays have to
be considered, which in turn depends on many factors such as path length from
source to sink, intermediate hops, link expiration time, mobility and interference.
Because of nodes mobility, some of links may fail as soon as the path is established.
This failure causes connection interruption and data loss. Many researchers have
addressed this issue and tried to predict delay using many influential tools. Artificial
neural networks are also one of them which provide the facility to classify any
activity based on limited and incomplete data sources. Artificial intelligence/neural
networks is an area which plays an important role in developing the knowledgeable
system. There are several features of neural networks that make them beneficial for
forecasting which are as follows:

(i) Neural networks are able to learn from limited available examples.
(ii) Neural networks can generalize after learning the data presented to them.

In this paper, we have tried to determine the total delay sum of packets from
source to destination in presence of all the factors affecting delay. We have used
ANN time series prediction model to predict the delay. The paper is categorized
into different sections such as background work, data collection, ANN model,
conclusion and future work and reference section.

2 Background

Delay prediction has been done by scientists in [1–4] papers in many ways. Singh
et al. in [1] have used artificial neural network for prediction of end-to-end packet
delay in MANET. For evaluation of delay path length, a number of neighbours
between source and destination have been used as input parameters. In their study,
they have applied radial basis function (RBF) network and generalized regression
neural network (GRNN) for their analysis and evaluated that GRNN gives better
prediction than RBF. [3]. In [5], Singh et al. have tried to predict the delay using
fuzzy logic-based model and found that trapezoidal fuzzy-number-based model has
stood at good position in prediction in terms of various criteria of performance of
network. After the detailed study on this area of predicting delay, it has been
observed that because of mobility of nodes, links on shortest path may fail as soon
as the path is established. So, in papers [6–8], authors have focused on mobility
prediction of nodes through different ways in order to ensure the packet delivery. In

370 H. Tuli and S. Kumar



[8], average E2E delay and throughput with restricted the mobility of nodes have
been analysed. Authors proposed a model considering random access multihop
wireless networks as open G/G/1 queuing networks and use the diffusion approx-
imation in order to evaluate the average end-to-end delay. They have used mean
service time of nodes to obtain the maximum achievable per-node throughput.
Sheikhan and Hemmati, in [4], have presented multipath routing algorithm in
MANETs and done a study on a transient chaotic neural network (TCNN) which
chooses more reliable path for transferring packets. Also delay occurs due to packet
dropping problem of nodes in order to conserve their battery which is selfishness of
nodes. In [9] this property of nodes has been studied and protocol to control this
behaviour is proposed which ensures safe delivery of packets. From the literature
reviewed, it has been observed that delay is the most important metric of any
network and it is aggressive too in case of MANETs, so prediction techniques are
required to ensure safe and timely delivery of packets among source–destination
pairs.

3 Data Collection

The data packet transmission and reception is simulated on NS3. The number of
nodes is 30. Mobility model is taken to be of RandomWaypoint for movement of
nodes with a speed of 20 m/s in an area of 300 � 1500 m. Friis loss model and ad
hoc mode of Wi-fi with a 2 Mb/s rate (802.11b) have been considered for study.
The power of transmission is set to 7.5 dBm. Routing protocol used is AODV
protocol. By default, 10 source/sink data pairs for UDP traffic with rate of
2.048 Kb/s each are considered. NetAnim animator has been used to animate the
flow of data packets. The data for analysis is taken after simulation which is saved
in flow-monitor file. In flow-monitor file, the succeeding attributes can be obtained:

1. The time when the transmission of packets starts;
2. The time when the transmission of packets ends;
3. The time when destination starts receiving the packets;
4. The time when packet reception is ended;

Mean hop count is evaluated by understated expression.
Mean hop count = 1 + (no. of times a packet forwarded/received packets) [7].

4 ANN Model Development

For predictions to be accurate, the input variables are of supreme importance as they
determine the structure of ANN. And moreover, time series prediction techniques
can predict the values of future data set of the series based on past data observations
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[10]. The number of input variables has implications on results too [10]. It may
result in over fitting of data. For this paper, we have considered last delay and hop
count as input variables. MATLAB has been used for implementation of neural
network with hop count and last delay are the input parameters [11–14]. In this
study, 70% of data set has been used for training, 15% for validation and 15% for
testing process. For time series prediction, training of network is done using trainlm
function. Figure 3 shows that error has decreased in testing phase, and it also shows
the error histogram.

5 Results and Discussion

Results of simulation are shown in response graph in Fig. 1 which shows com-
parison of actual delay and predicted delay. It can be observed that predicted and
actual outputs are close at some instances, and error has gone to zero for validation
and testing sets. In other words, the computed error is low at instances which mean
training done by the model is good, and also Fig. 2 shows best performance at
epoch 2 but with very high mean square error (MSE) but finally at 8th epoch it has
touched zero. In Fig. 3, the blue bars represent training data, the green bars

Fig. 1 Predicted versus actual delay
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Fig. 2 Performance plot of simulated data

Fig. 3 Error histogram showing zero error
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represent validation data, and the red bars represent testing data which shows that at
−1.6e + 8 is the value where zero error has been achieved. Regression R Values
measure the correlation between output and target the value for R in this is 0.886
which shows the prediction done by the model is close to actual values of delay.

6 Conclusion and Future Work

In above study, we have applied neural networks to model end-to-end delay of data
packets in MANET. For modelling delay, we have used Levenberg–Marquardt
back propagation algorithm for time series prediction. For our delay prediction, we
have used hop count and last delay as input metric. Through literature reviewed
under this study, it has been observed that fuzzy model can be combined with ANN
techniques for better prediction of delay which can be the future study.
Minimization of error that occurs during prediction can be another direction of
future.
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Detection of Hello Flood Attack
on LEACH in Wireless Sensor Networks

Reenkamal Kaur Gill and Monika Sachdeva

Abstract Wireless sensor networks are newer technology consisting of sensor
nodes deployed in an unattended environment which collect environmental data by
sensing and then forward it to the base station. The security of WSN in such an
environment is very difficult. There are many routing protocols for WSN, but
LEACH is the widely used energy proficient hierarchical routing protocol which
saves nodes energy by forming clusters. In LEACH, cluster member forwards its
data to the cluster head, which then aggregate and forward the entire data it received
from member nodes to the base station. There are various types of attacks which
threaten the services of LEACH are Sybil attack, black hole, selective forwarding,
and Hello flooding attack. Hello flooding attack is a type of DoS attack which
degrades the performance of LEACH by continuously sending large number of
cluster head advertisement packets. Inside this text, firstly, we have discussed
LEACH routing protocol and how it can be compromised by Hello flooding
attackers. Once we threaten the services of LEACH by Hello flood attack, the
impact of attacks on the performance metrics of LEACH is evaluated. In this paper,
we have also proposed a detection strategy using coordinator nodes which detect
the nodes causing Hello flood attack and then prevent it. The performance of
algorithm is then tested using the NS-2 simulator.

Keywords Wireless sensor networks � LEACH � Hello flood � NS-2

R.K. Gill (&) � M. Sachdeva
Department of Computer Science and Engineering, Shaheed
Bhagat Singh State Technical Campus, Ferozepur 152004, Punjab, India
e-mail: reenkamalgill@gmail.com

M. Sachdeva
e-mail: monasach1975@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
D.K. Lobiyal et al. (eds.), Next-Generation Networks, Advances in Intelligent
Systems and Computing 638, https://doi.org/10.1007/978-981-10-6005-2_40

377



1 Introduction

Wireless sensor networks are the most modern research area which includes
employment of sensors that exchange information with every other node only over
an exacting environmental region to provide aggregate measurements. The funda-
mental working of sensor nodes is to sense and collect ecological data and send this
to the base station after processing it [1]. Sensor node is a tiny device having low
power and low cost and is proficient of communicating at short distances. WSN has
a vast range of real-time applications such as military applications, environment
applications, smart homes, monitoring of health issues.

WSN also faces various challenges like it does not include the security of the
routing protocol at the design phase; restricted resources of WSN make it hard to
employ complex security algorithms, and also WSN is open to everyone so it is
more vulnerable to attacks.

For routing purposes of WSN, many routing protocols have been proposed
which are categorized under location-based, data-centric, and hierarchical-based
routing protocols. In data-centric routing protocol, base station sends query to the
central region and waits for its data. For reducing data redundancy, it uses the
concept of data naming [2]. Hierarchical routing protocols are the one in which
member cluster forwards its data to the cluster head which then combine and reduce
data to promote it to base station. These protocols are the energy efficient routing
protocols since it saves lot of energy of sensor nodes by forming clusters. Last is the
location-based routing protocol which uses the location information so that it can
send data just to the particular location than sending it to the complete arrangement
of nodes. Location routing protocols are not energy conscious; hence, these are not
widely used.

The structuring of the rest of paper is as follows: In Sect. 2, we discuss LEACH
routing protocol. In Sect. 3, attacks on LEACH are defined; Sect. 4 illustrates Hello
flood attack simulation model; in Sect. 5, we talk about simulation model, and then
in Sect. 6, simulation parameters are described along with performance metrics.
Section 7 describes the simulation results by doing analysis of LEACH with and
without attack; Sect. 8 defines the proposed detection technique and its results; in
Section 9, we conclude the paper and define the future work.

2 LEACH and Its Phases

Low-energy adaptive clustering hierarchy is a protocol which improves lifetime of
the network by forming the clusters. It is the most popular routing protocol in which
sensor nodes form cluster by accepting the advertisement request from a cluster
head on the base of received signal strength. It is then the task of cluster head to
receive data from the cluster member nodes and send this data to the base station,
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allowing nodes to save their energy. Only 5% of the total nodes from the network
can become cluster head in each round.

Cluster head performs all the processing and aggregation of data before sending
it to base station. The task of cluster head keeps on rotating; hence, LEACH is also
known as dynamic routing protocol.

The working of LEACH protocol has several rounds, and each round can be
viewed as follows: setup phase, which is the first step of LEACH functioning and
steady phase, the next phase after cluster setup phase.

The basic steps of setup phase are:

1. Advertisement of cluster head
2. Cluster head setup
3. Transmission schedule formation

The first step of this phase is cluster head advertisement during which random
number is chosen by each node that should be between 0 and 1, and its threshold
value (T(n)) is computed (Fig. 1).

Here,

p node’s cluster head becoming probability
r round in progress
G group of nodes that were not cluster head in initial round

If threshold value is less than the chosen random number, then node can become
cluster head for current round. Once the node becomes a cluster head in first round,
it is not then eligible for being a cluster head for the next 1/p rounds. Once 1/p − 1
rounds are finished, the threshold is set to 1 and all the nodes are again eligible to
become cluster head. Nodes that become cluster head then broadcast their adver-
tisement using CSMA-MAC protocol [3].

During the second step, each node informs the cluster head about its choice of
using CSMA-MAC protocol. During this step, the receiver of each head must be
kept ON.

In third step, head node generates a transmission plan for each node during
which it can send its data.

Next is the steady phase, it has following fundamental steps:

1. Each node sends out its data to cluster head
2. Data fusion by cluster head
3. Data communication to the base station.

Fig. 1 Formula to compute
threshold value
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During this phase, each sensor node forwards its data to the cluster head during
the allocated TDMA schedule. Cluster head after performing data fusion transmits
it to the base station. After a predefined time, the network then starts next round of
LEACH by going back to the setup phase and steady phase.

3 Attacks on LEACH

There are various types of attack which threaten the services of LEACH protocol by
degrading its performance. Attackers mainly drop, alter, spoof, or replay the
packets. Following are the major attacks on LEACH [4].

A. Sybil Attack—It is generally made in peer to peer networks and is the com-
plicated one to discover. It is the attack in which single adversary node takes
the characteristics of several other legitimate nodes to access the data
exchanged between them. Due to this attack, the fault-tolerant schemes of the
network become inefficient [5].

B. Selective Forwarding—In this malicious node refuses to forward confident data
to the network and simply drops those packets. The simplest version of
selective forwarding is black hole attack in which adversary does not send any
data to the neighboring nodes. This type of attack is easy to detect, but in case
of selective forwarding the attacker is more intelligent and forwards data
selectively. So it is difficult to notice.

C. HELLO Flooding Attack—Many routing protocols in WSN require transmit-
ting hello packets to advertise itself to other nodes in the network. The nodes
which receive these packets believe that it is in radio range of the transmitter.
However, in case of attacker, it floods hello packets to waste nodes energy and
increases network traffic and thus causes collisions.

4 Hello Flood Attack

LEACH is the commonly used clustering-based routing protocol of WSN.
In LEACH, every non-cluster head node decides to join cluster head advertising
node on the base of received hello packets, thus making LEACH vulnerable to a
laptop-class attack known as Hello flood attack. Hello flood attack is a network
layer attack [6].

An adversary node broadcasts hello packets with high transmitting power so that
most of the nodes in the network select it as a cluster head. Nodes receiving these
packets send join request to the adversary thinking that it is in their radio range but
in actual nodes are far away from the enemy. As a result, the complete network is in
the status of uncertainty as the sensor nodes have very small transmitting power so
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their packets will get lost in between without even reaching the adversary node
(Fig. 2).

In Hello attack, adversary need not be able to construct genuine passage to
launch Hello flood attack rather attacker just broadcast hello packets in order to
cause collision in the network.

5 Simulation Model

The cost of setting real environment is much greater so various simulators are used
to establish virtual environment. NS-2 has been used as a simulator for the purpose
of simulation in our work. A square area of 1100 m * 1100 m is considered for
research. The network of 50 immobile nodes is taken; out of these, 5% of the total
nodes are taken as cluster head. We have used CBR traffic to create UDP packets.
From the total nodes, only 1% of the nodes has high sensing and transmission
power and is known as base station. Initial energy for the sensor nodes is 10 J.

5.1 Simulation Methodology

Initially, we have created LEACH routing protocol using TCL and awk scripts and
then generated legitimate traffic in the network. After that, we have analyzed per-
formance metrics such as packet delivery ratio, packet loss, and residual energy
from the trace file of the network.

After that, we have implemented Hello flood attack on LEACH to analyze its
effect by comparing the same performance metrics. The most important requirement
for any network is security so for that detection strategy is proposed to identify
adversary node in the network.

Fig. 2 Adversary transmits
hello packets and routing
information with enough
power so that all the nodes in
the network assume it as their
neighbor
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5.2 Simulation Parameters

Performance metrics: Performance metrics considered for the network analysis with
and without attack are as follows (Table 1):

Packet delivery ratio (PDR): It is the ratio of packets that are effectively reached the
base station by the nodes. More the value of PDR better will be the performance of
the network. It is defined as follow

PDR ¼ packets received by the destination=packets generated by the sourceð Þ
� 100

Packet loss: It defines the number of packets lost during the simulation.
Residual energy: After the entire simulation is over, the energy which is left is
known as residual energy.

6 Simulation Results

For the simulation purpose, we first analyze the performance of LEACH by
determining the value of performance metrics, and then we simulated LEACH with
Hello attack and again analyze the metrics. At the end, we compare the results of
both LEACH and LEACH with Hello attack

1. Packet delivery ratio

Figure 3 depicts the performance of LEACH with and without attack in terms of
PDR. Figure 3 clearly depicts that the packet delivery ratio is better in LEACH than
with Hello flood attack on LEACH.

The reason of decreased PDR with Hello flood attack is that malicious node
increases the network traffic by sending advertisement packets with high

Table 1 Parameters for
simulation

Parameter Value

Number of nodes 50

Number of clusters 5

Network area 1100 m * 1100 m

Base station location 878 m * 586 m

Routing protocol LEACH

Traffic type CBR

Initial energy of nodes 10 J
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transmission power, thus causing the sensor nodes data collision and some of the
data is lost in between due to the distance between the malicious node and sensor
nodes [7].

2. Packet loss

Figure 4 shows the number of packet loss in LEACH and with attack on LEACH.
The number of lost packets in LEACH is much less than with attack [8]. The packet
loss in attack increases abruptly due to the attacker node which allows nodes data to
be lost in between. Packet loss in LEACH is due to the various other factors such as
environmental issues, congestion, buffer overflow.

Fig. 3 Comparison of PDR with and without attack

Fig. 4 Comparison of packet loss with and without attack
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3. Residual energy

Figure 5 shows the remaining energy of the network with attack and without attack.
Energy consumption in attack is more than in simple LEACH because Hello attack
wastes lot of nodes energy by continuously transmitting hello packets [9, 10]. It
leaves the node into the state of confusion as the far away nodes sending the packets
into oblivion.

7 Detection Strategy and Results

The detection strategy proposed for the detection of Hello flood attack includes the
deployment of coordinator nodes which are used to detect the malicious nodes in
the network [11, 12]. Whenever any node receives a cluster head advertisement, it
simply forwards this advertisement to coordinator node with the cluster head
advertising node’s ID. Coordinator node then sends this ID to the base station. The
base station then computes degree of connectivity of each cluster head i.e., how
many nodes have received advertisement request from a particular cluster head
advertising node. The node whose degree of connectivity is greater than the
threshold value will be marked as malicious, and this information is broadcasted in
the network.

Fig. 5 Comparison of residual energy with and without attack
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The main task of coordinator node is just to take advertisement request from the
sensing nodes and forward it to base station [13]. The count of coordinator nodes
can be varied with increase in number of sensor nodes. Within our simulation, we
have deployed five coordinator nodes.

Algorithm for this detection strategy is as follows (Fig. 6).
Figure 7 shows the improved results after applying detection strategy on

LEACH with attack. The PDR is now above 80% which proves the efficiency of the
detection strategy.

Fig. 6 Algorithm for
detection strategy
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8 Conclusion and Future Scope

Security is the most fundamental feature of sensor networks. So, we have proposed
a detection strategy to secure LEACH from Hello flood attack. This paper discusses
LEACH and various types of attack on LEACH. We have simulated LEACH and
then Hello attack on LEACH, compare their results and then implemented detection
strategy.

In future, this approach can be enhanced by taking energy aspect in mind. Also,
performance of LEACH can be analyzed with the presence of other type of active
and passive attacks.

Acknowledgment Profound gratitude and indebtedness to Dr. Monika Sachdeva, Associate
Professor, SBS State Technical Campus, Ferozepur, for her inspiring intellectual supervision as
well as valuable suggestion throughout the research work.
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Detection of Selective Forwarding
(Gray Hole) Attack on LEACH in Wireless
Sensor Networks

Priya Chawla and Monika Sachdeva

Abstract Wireless sensor networks (WSN) are mainly deployed in an unattended
and hostile environment. So security is a major concern in these types of networks.
Many routing protocols have been designed in WSN, which are responsible for
maintaining the routes in the network. We mainly focused on LEACH, the most
popular hierarchical routing protocol. But the services of LEACH are threatened by
various kinds of attacks such as Black Hole, Selective Forwarding (Gray Hole),
Sybil, and HELLO flood attacks. In this paper, firstly we have discussed LEACH
and then how it can be compromised by Selective Forwarding Attack. The per-
formance of LEACH without the existence of attack and with the attack has been
evaluated in terms of various performance metrics such as packet delivery ratio,
packet loss, and remaining energy of the network using Network Simulator (NS-2).
We have also emphasized on how to secure the network if they have been
threatened to Selective Forwarding Attack. To detect the malicious nodes in the
network, we have proposed and implemented a detection strategy.

Keywords Wireless sensor networks � LEACH � NS-2

1 Introduction

Wireless sensor network (WSN) consists of a number of sensor nodes, which are
deployed over a particular geographical area. The main purpose of the sensor nodes
is to sense the information and, after proper processing and gathering the infor-
mation, transmit it to the most powerful node having high energy resources as
well as high computational and communication resources known as base station.
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WSN is used in various other areas like in military, medical applications, landslide
detection [1].

According to [1], WSN is categorized into two types: unstructured and structured
WSNs.

Unstructured WSN: It has a huge number of sensor nodes, and there is no proper
way to deploy the nodes, i.e., nodes are deployed in an unplanned manner.

Structured WSN: It has a well-developed pre-planned criterion for the deploy-
ment of the sensor nodes in large area, i.e., at what specific locations, sensor nodes
are to be deployed. As compared to unstructured WSN, it has a less number of
sensor nodes. Maintenance and management cost is very less in structured WSN as
compared to unstructured WSN.

As far as the concept of routing is concerned, routing protocols [2] in WSN are
as follows:

(1) Data-centric protocols—In this type of routing protocols, queries are sent to
specific regions by base station and then base station waits for its data. For
example, SPIN protocol comes under this category.

(2) Hierarchical protocols—This type of routing protocol is based upon the
clustering concept in which a network is divided into clusters and cluster head
is chosen from each cluster, which is responsible for data transmission, e.g.,
LEACH, PEGASIS, TEEN, APTEEN.

(3) Location-based protocols—In this, the sensor node position is used to decide
or determine the routing path, e.g., Geographical and Energy Aware Routing
(GEAR), etc.

WSNs are becoming hottest research areas nowadays, but as it uses wireless
medium as well as wireless channel is open and easily accessible to everyone, they
are easily prone to attacks [2]. In this paper, we have discussed LEACH, the most
popular clustered routing protocols, and the impact of the Selective Forwarding
Attack on LEACH. Performance of LEACH with Selective Forwarding (Gray
Hole) Attack has been evaluated with the help of the most well-known and popular
simulator, i.e., Network Simulator (NS-2) [3, 4].

Our paper is arranged as follows: In Sect. 2, we have discussed LEACH pro-
tocol. Section 3 discusses the attacks on LEACH. Section 4 discusses the Selective
Forwarding (Gray Hole) Attack on LEACH. Section 5 presents the objectives of
the work. Section 6 gives the detailed description of simulation environment.
Section 7 discusses results of performance analysis of LEACH with and without
attack, Sect. 8 presents the detection strategy and its results, and then in Sect. 9, we
have concluded our whole paper.
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2 LEACH—A Hierarchical Routing Protocol

LEACH is the most popular hierarchical routing protocol. It increases the network
lifetime as it uses the concept of clustering in which nodes are divided into clusters
and from each cluster, cluster head is chosen, which is responsible for data
aggregation and then data transmission to base station. Hence, it also saves energy
of sensor nodes [5, 6].

The working of LEACH can be bifurcated into two steps, also known as phases:

(1) Setup Phase
(2) Steady Phase

In the first phase, i.e., setup phase, cluster formation takes place and then the
election process of cluster heads is there, whereas in the second phase, i.e., steady
phase, transmission of data takes place, i.e., firstly sensor nodes send data to their
respective cluster heads and then after aggregating data, cluster head transmits it to
the base station.

(1) Setup Phase—To choose a cluster head, threshold value T(n) is computed and
it is calculated by using the formula as follows:

TðnÞ ¼
P

1�P� rmod1Pð Þ if n 2 G

0 otherwise

(

where

p node’s probability to become a cluster head
r present round, i.e., round which is current
G group of nodes that could not become cluster heads in the previous rounds

The node that wants to become cluster head selects a random number within
the ranges 0 to 1. If the threshold value T(n) is greater than the random
number, the node is elected as the cluster head for that particular round. After
that, elected cluster head broadcasts a message to all the nodes in the network
in order to inform them that it is elected as the cluster head for this round.
Based upon the signal strength of the message, the normal nodes reply back
with an acknowledgment message to their respective cluster head to inform
that they are ready to join their cluster. After receiving the acknowledgment
message from the nodes, TDMA schedule is created by cluster heads in which
each and every node in their cluster is assigned a particular time period in
which nodes can send their data in order to avoid collisions in the network.
And then, this TDMA schedule is sent to every node in the network.

(2) Steady Phase—During this phase, sensor nodes send data to their cluster
heads. Before sending the data to base station, cluster heads perform its
function, i.e., aggregation of data to eliminate redundancy in data.
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3 Attacks Possible on LEACH

LEACH protocol is exposed to various kinds of attacks that degrade its perfor-
mance to a large extent. Following are the major attacks on LEACH [7]:

(1) Sybil attack—The major possibility of this attack can be found in peer-to-peer
networks. In this, a single malicious node uses the identities of various
legitimate nodes in the network. For example, whenever two legitimate nodes
want to communicate, malicious node comes in between the interaction and
assures the sender node that it is the one to whom he wants to exchange the
information. In this way, an adversary can take all the information.

(2) Selective Forwarding Attack—This attack mainly occurs at the network layer.
It is also known as Gray Hole attack, in which a malicious node forwards
some data to the base station and simply drops the rest of the data. This
degrades the Quality-of-Service in WSNs. Detection of this attack is very
difficult [8].

(3) HELLO Flood attack—Some routing protocols require to transmit HELLO
messages to neighbor nodes to assure its presence. But when any malicious
node comes in the network, it continuously sends HELLO messages to
neighboring nodes just to waste the energy of the nodes for receiving these
high signal strength messages. The major intention of the attacker node is to
increase the traffic in the network that leads to collision also [9].

4 Selective Forwarding (Gray Hole) Attack

Now the thing is how LEACH is vulnerable to Selective Forwarding (Gray Hole)
Attack. As we know, LEACH is a protocol which mainly relies on a cluster head for
the aggregation of data and then sends it to the sink, also known as base station. So
when any malicious node becomes the cluster head, it can launch this attack and
selectively forwards data to the base station [10, 11]. This type of attack affects the
network performance to a large extent. Its detection is very difficult.

5 Objectives of Work

The main objectives of our work are as follows:

(1) To analyze a LEACH protocol with various performance metrics.
(2) To analyze LEACH with the existence of a Selective Forwarding Attack under

same performance metrics.
(3) To measure the impact of attack by comparing the results with LEACH.
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(4) To propose and implement detection strategy for the identification of malicious
nodes in the network.

6 Simulation Environment

To establish a realistic environment makes it so much cost expensive. Networking
research community has provided us with various simulators, which is a replica of
real environment, and simulators are mainly used to easily understand and
demonstrate network-related queries. So we have chosen the most well-known
simulator for our work, i.e., Network Simulator (NS-2), which has proved useful in
studying the dynamic nature of communication networks. To create a network
topology in NS-2, we have used 1100 m � 1100 m area and 50 nodes have been
taken. Out of 50 nodes, one node has much more computing power, communication
as well as energy resources, which is known as base station. Constant bit rate
(CBR) traffic has been used to create UDP packets.

6.1 Simulation Methodology

Now here is simulation methodology which means in what order we have done our
work.

In the first step, we have created a network topology in NS-2 using Tcl and awk
scripts and using LEACH as a protocol and then we have generated legitimate
traffic in the network. After that, we have analyzed performance metrics of LEACH
like packet delivery ratio, packet loss, and remaining energy of the network using
trace (.tr) file which is the output file in NS-2.

In the next step, we have implemented Selective Forwarding Attack on LEACH
and again we have analyzed same performance metrics and after that, we have
measured the impact of attack on LEACH by comparing their results.

We have also emphasized on security factor that how to detect the attack, so we
have proposed and implemented detection strategy for the identification of mali-
cious nodes in the network.

Table 1 Simulation
parameters

Parameter Value

Total number of nodes 50

Number of clusters 5

Network field 1100 m � 1100 m

Base station location (884,590)

Routing protocol LEACH

Traffic type CBR

Initial energy of nodes 10 J

Simulation time 15 s
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6.2 Simulation Parameters

See Table 1.

7 Simulation Results

7.1 Performance Metrics

The performance of LEACH with and without attack has been measured in terms of
different performance metrics which are as follows:

(1) Packet Delivery Ratio (PDR)—It is the ratio of the number of packets suc-
cessfully received by destination node to the number of packets forwarded by
the source node. The performance of the network will be better if the value of
packet delivery ratio is more.

(2) Packet Loss—The number of packets lost during the whole simulation is
termed as packet loss.
The performance of the network will be better if the value of packet loss is
less.

(3) Remaining Energy—It can be defined as the remaining energy of the network
after the entire simulation is over.

Fig. 1 Packet delivery ratio of normal LEACH and with the existence of Selective Forwarding
(Gray Hole) Attack
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7.2 Packet Delivery Ratio

Figure 1 shows the packet delivery ratio of LEACH with and without attack. It is
cleared from the graph that without attack, approximately all the packets success-
fully received at the destination, PDR is very much better throughout the network.
But PDR is greatly affected when attacker nodes come in the network. As the
attacker nodes come, PDR goes on decreasing. Hence, this shows that how the
performance of network starts declining when it is threatened to this attack.

7.3 Packet Loss

Figure 2 shows how many packets have been lost during the whole simulation in
the case of LEACH without attack and with the attack. It is cleared from the graph
that there is not much packet loss in case of LEACH without attack. Now, the thing
is that in spite of not being attacked, still why some of the packets cannot reach its
destination? Apart from malicious intent, there can be other reasons of dropping
like collisions, buffer overflows, and traffic congestion in the network. But in Gray
Hole attack, there is a huge amount of packet loss as the malicious node comes in
the network. Hence, we can say that network performance is greatly affected when
it is compromised by attacker nodes.

Fig. 2 Packet loss in normal LEACH and with the existence of Selective Forwarding (Gray Hole)
Attack
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7.4 Remaining Energy of the Network

Figure 3 shows the overall average remaining energy of the network. It is cleared
from the graph that energy consumption in both the cases is almost same. The
question is why so? There is a logical reason behind this that although the attacker
nodes are dropping packets but still they are participating in all other activities that
consume energy.

Fig. 3 Remaining energy of the network in normal LEACH and with the existence of Selective
Forwarding (Gray Hole) Attack

Table 2 Algorithm of
detection strategy

Step 1: Start the communication

Step 2: Sensor nodes start sensing data and send it to their
respective cluster head

Step 3: Cluster head after aggregating data sends it to the base
station

Step 4: Base station compares the data of each and every round

Step 5: If data received in the current round is approximately
same or more as compared to previous rounds, then proceed
with the normal communication

Step 6: Else if data received in the current round is very less,
then the base station checks in that round which cluster head has
sent very less data

Step 7: Mark that cluster head as malicious node and inform all
the nodes not to forward data to that cluster head

Step 8: Continue the detection process
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8 Detection Strategy

See Table 2.

8.1 Results of Detection

To implement the detection strategy, we have run the simulation up to 30 s; rest of
all the simulation parameters are same as Table 1. As we know, LEACH is a
protocol that works upon rounds. It is cleared from Fig. 4 that the point at which
packet delivery ratio is very low, i.e., near about 60–85%, malicious nodes have
been detected in those rounds on applying detection strategy and then removed
from the network. After that, the packet delivery ratio starts increasing and reaches
up to 95% or above. After 18 s, the packet delivery ratio is near about 100%, and up
to 30 s, it remains 100%, which means that there are no malicious nodes left in the
network. Hence, malicious nodes have been identified or detected and also removed
from the network, which results in enhancing network performance. So this proves
the efficiency of the detection algorithm.

9 Conclusion

This paper studied the impact of Selective Forwarding Attack on LEACH. The
simulation results showed a huge drop in the packet delivery ratio. Also, it has been
observed that the impact of attack in case of energy consumption is not very huge.
We also proposed and implemented detection strategy and observed that how

Fig. 4 Packet delivery ratio of the whole network on applying detection strategy
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network performance increases after the malicious nodes have been detected and
removed from the network.

In future, performance analysis of LEACH can be done against various active
and passive attacks and other detection techniques may be proposed and
implemented.
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H-LEACH: Modified and Efficient
LEACH Protocol for Hybrid Clustering
Scenario in Wireless Sensor Networks

Vishal Gupta and M.N. Doja

Abstract Wireless sensor networks consist of independent sensors that sense and
monitor the area of deployment and distributedly communicate this information to
base station. The desirables of WSN are to have long longevity and high reliability
along with maximized coverage. LEACH is one of the most discussed hierarchical,
cluster-based routing protocols for sensor networks owing to its load-balancing
characteristics. In this paper, we have presented a hybrid approach (H-LEACH) in
which the clusters are fixed, but the cluster heads are chosen dynamically. The
approach shows an improved performance that is duly supported by the simulation
results using MATLAB. The paper concludes with the limitations and further scope
for improvement in the proposed protocol.

Keywords Wireless sensor network/s � LEACH � H-LEACH � Cluster �
Lifetime � Skewness � Base station (BS) � Cluster head (CH)

1 Introduction

In wireless sensor network (WSN), the sensor nodes mostly employ distributed
algorithms to collect the information and wirelessly communicate this information
to the base station, from where this information may be processed and analyzed.

Out of these responsibilities, the communication amongst nodes is considered to
be the major energy consumption area in WSN [1]. The main approaches used in
the literature to reduce this are either to limit the amount of data to be communi-
cated or to minimize the distance between the source and sink of the data to be
transported.

V. Gupta (&) � M.N. Doja
Department of Computer Science, Faculty of Engineering & Technology,
Jamia Millia Islamia, Jamia Nagar, New Delhi, India
e-mail: vishalg26@rediffmail.com

M.N. Doja
e-mail: mndoja@gmail.com; ndoja@yahoo.com

© Springer Nature Singapore Pte Ltd. 2018
D.K. Lobiyal et al. (eds.), Next-Generation Networks, Advances in Intelligent
Systems and Computing 638, https://doi.org/10.1007/978-981-10-6005-2_42

399



Different types of routing protocols and algorithms have been proposed by
different researchers for WSN. The hierarchical protocols are the category of pro-
tocols that has got the most concern in this field. The characteristic of these pro-
tocols is to cluster the field nodes, thereby reducing the overhead for transmissions.
In this approach, the nodes in the particular cluster talk to the cluster head of the
respective cluster. The cluster head in turn communicates this received information
to base station. Clustering significantly improves the network lifetime by mini-
mizing the number of nodes participating in long-distance transmission to base
station [2].

“Low-Energy Adaptive Clustering Hierarchy protocol” (LEACH) [3] is the
widely discussed protocol with clustering hierarchy. However, the issues of the
number of cluster heads and the cluster members cannot be controlled by LEACH
[4].

In present day scenario, where we have very cheap and effective coordinate
finding techniques like GPS, we can use this technological improvement to enhance
the performance of basic LEACH protocol. In this paper, we have utilized this
concept that if we have this information, we can modify the basic leach protocol to
enhance its performance.

The paper organization is as follows: Section 2 presents the brief idea of the
basic LEACH protocol. Section 3 summarizes some work done by different
researchers to enhance the performance of the basic LEACH protocol. In Sect. 4,
we have explained our proposed protocol H-LEACH with the simulation results
supporting our claim. The paper lists the limitations and assumptions of this work in
Sect. 5. Finally, the conclusion and future scope are presented in Sect. 6.

2 LEACH Protocol

LEACH [3] is the most popular clustering strategy for WSNs where the sensor
nodes make autonomous decisions for dynamic cluster formation.

The protocol works in rounds, and the different rounds consist of two phases
each: the set-up phase and the steady-state phase as shown in Fig. 1.

The cluster heads are chosen in the set-up phase on the basic of the following
function (known as candidate/threshold function):

TðnÞ ¼
P

1�P r:mod1Pð Þ ; if n 2 G

0; otherwise

(
ð1Þ

where the meaning of symbols used is

P percentage of the cluster head nodes;
r number indicating the current round;
G set of nodes those were CH node in the previous 1/P rounds.
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The selected CH list is broadcast in the area, and the different member nodes
pick the CH as one that is nearest to them and convey this to the selected CH with
the join request. The CHs then create TDMA schedule for the different member
nodes in the respective clusters for data transmission. In steady-state phase, the
sensed data are transmitted by the different member nodes as per their time slot to
the CH. The CH may aggregate this collected data (if desired) and then forwards
this to the base station for further processing.

After this, the whole process is repeated over again marking the beginning of the
next round.

3 Literature Survey

Much work has been done to enhance the performance of the basic LEACH pro-
tocol. In this section, we summarize some work by different researchers in this area.

LEACH-C [5] considers the residual energy when the clusters are formed.
Muruganathan et al. in [6] have proposed a centralized protocol “Base station-
controlled dynamic clustering protocol (BCDCP)” that claims to uniformly dis-
tribute the dissipation of energy amongst all the deployed sensor nodes.

In BN-LEACH [7], the author propose to select the CH using the Bayesian
network (BN) model based on three factors distance to base station (BS), remaining
energy and density. Wang and Zhu et al. in [8] have proposed LEACH-R routing
scheme to improve the cluster head selection using the relaying node. WEEC [9]
utilizes the location of each node for calculating the probability of CH-selection.

Kumar et al. [10] have proposed a heterogeneous model in which the selection of
cluster head is based on weighted probability. Wang and Yong in [11] have proposed

Fig. 1 LEACH protocol
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cluster head selection using pseudo-cluster concept. Energy Efficient Extended
LEACH (EEE-LEACH) proposed in [12] is a multilevel clustering approach to
improve the energy efficiency. In [13], Farooq et al. have presented a “Multi-hop
Routing with Low-Energy Adaptive Clustering Hierarchy (MR-LEACH)” protocol
for WSN.

Liao [14] proposed a scheme to select CHs based on the residual energy along
with the location information of nodes. They also presented an optimized threshold
for selecting cluster head. In [15], Ma et al. have presented an “Adaptive
Assistant-Aided Clustering Protocol using Niching Particle Swarm Optimization
(AAAC-NPSO)” to increase the lifespan and data delivery rate by regulating the
energy dissipation in the WSN. Mehra et al. [16] have proposed a LEASE protocol
to control the energy dissipation rate of the different nodes in the network to
enhance the efficiency. In [17], Abhishek and Sumedha have implemented node
residual energy and node distance-based algorithm for clustering of nodes to
minimize the average energy consumption in WSN.

Arumugam and Ponnuchamy [18] have proposed a protocol “EE-LEACH”
claiming a better packet delivery ratio, lesser energy consumption and lesser E2E
delay than the EBRP and LEACH protocols. Sheta and Solaiman [19] have pre-
sented two hybrid clustering algorithms called K-Means Particle Swarm
Optimization (KPSO) and K-Means Genetic Algorithms (KGAs) showing
improvements over traditional LEACH. An improvement over LEACH protocol is
presented by Tohma et al. [20] on the basis of number of packets, number of living
nodes, etc. using the OMNet++ as the simulation environment. Li and Changdong
[21] proposed an improved LEACH algorithm that considers the current position
and the current energy of the node.

The proposed work is presented in the next section.

4 H-LEACH: Proposed Protocol

We have proposed a modification in the basic LEACH protocol by utilizing the area
and node location coordinates and then clustering the area on the basis of this
information. In essence, we first partition the complete area in as many zones as the
desired number of clusters. The protocol chooses one node from each zone as the
CH of that area on the basis of LEACH criteria in each round. The role of the CH is
rotated amongst the nodes of the respective zones in each round to balance the
energy dissipation of the nodes. The member nodes of a particular zone talk to their
respective zone cluster head.

Figure 2 shows the arbitrary deployment scenario for normal LEACH showing
the base station, cluster heads (as picked by the current round of the protocol) and
the member nodes in the given area of (100 * 100) units. The association of the
member nodes to their respective cluster head for this round is shown by Fig. 3.

Figure 4 shows the arbitrary deployment scenario for H-LEACH showing the
base station, cluster heads (as picked by the current round of the protocol) and the
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Fig. 2 Normal LEACH deployment scenario

Fig. 3 Normal LEACH node association to CH
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member nodes in the given area of (100 * 100) units. The association of the
member nodes to their respective cluster head for this round is shown by Fig. 5.

Figure 6 presents the comparison of average energy consumed by all the
member nodes in different rounds for some arbitrary deployment. Figure 7 shows
the comparison of average energy consumed by all the member nodes in different
deployment scenarios.

Figure 8 shows the energy gain corresponding to the difference of average
energy spent by the member nodes in normal LEACH and H-LEACH protocol over
different deployment scenarios.

5 Limitations and Assumptions

Comparing our protocol to the basic LEACH protocol, we have assumed that all the
nodes deployed are well-aware of their location coordinates that are also shared by
base station as well. Also, we have not considered the energy consumed by the CH
nodes to transfer the gathered information to the base station because this will affect
both the protocols roughly equally for a long run as the CH is chosen randomly in
both the schemes.

Fig. 4 H-LEACH deployment scenario
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Fig. 5 H-LEACH node association to CH

Fig. 6 H-LEACH versus normal LEACH (rounds)
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Fig. 7 H-LEACH versus normal LEACH (deployments)

Fig. 8 Energy gain: H-LEACH versus normal LEACH (deployments)
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There may be an extreme chance that some zone have very few or no nodes at all
as the nodes are randomly deployed. In this case, the proposed protocol fails. But
the probability of this case is negligible owing to the large scale, random but
controlled deployment of the sensor nodes.

6 Conclusion and Future Scope

From the results obtained by the simulation clearly indicate that applying the
available location information for nodes can result into an energy efficient design of
a WSN. From Fig. 5, we conclude that the nodes in H-LEACH get associated with
the CH node in the respective zone only, thereby guarding themselves to have
long-distance CH association with CH nodes as shown by Fig. 3 in the case of
normal LEACH.

From Fig. 6, we also observe that for some rounds, the results favour normal
LEACH. These are the cases when the member nodes find this efficient to get
associated with the CH nodes that are not in their zone but are nearer to them. But
in long run, the Hybrid-LEACH protocol shows much energy gain as normal
LEACH, thereby enhancing the lifetime of the network. Also, this is intuitive that
this effect will keep on reducing as the number of zones/CHs is increased.

For future work, this will be interesting to see the effect of increasing the
zones/CHs along with the number of deployed nodes on the energy gain of the
given network.
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Implementing Chaotic
and Synchronization Properties of Logistic
Maps Using Artificial Neural Networks
for Code Generation

Bijoy Kamal Bhattacharyya, Hemanta Kumar Sarmah
and Kandarpa Kumar Sarma

Abstract Logistic maps, usually preferred for chaotic sequence generation,
provide certain challenges while implementing for real applications. Specifically,
while considered for applications as a coder or spread factor generators in wireless
communication, certain modular and simplified approaches are necessary to miti-
gate effects of complex designs. The chaotic nature of logistic maps has been
exploited for code generation and has been preferred for spread factor generation as
part of spread spectrum modulation (SSM). In this paper, we describe an approach
of using certain modular designs for reducing the complexities of a logic map coder
and spread factor generator, specially the computational load, while implemented
using artificial neural networks (ANNs). The learning ability of the ANN is used to
track the chaotic and synchronization properties of logistic map and used as an aid
to SSM in a wireless setup.

Keywords Logistic � Channel � Chaotic � Synchronization � Spread � Spectrum

1 Introduction

The dynamic nature of wireless channel makes voice and data communication
through it a very tricky issue. One of the critical factors contributing to this dynamic
and stochastic nature is fading of the signal which degrades the quality of service
(QoS) [1, 2]. A range of tools and procedures has been developed to mitigate the
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effects of fading in wireless communication. Among them is certain communication
techniques developed around the spread spectrum modulation (SSM). The QoS of a
SSM-based communication method like code division multiple access (CDMA) is
dependent on the generation of a spread factor (SF) which expands the spectrum
much more than that normally required during transmission and identically shrinks
the waveforms during recovery. The benefit derived is that due to the rapid
expansion and shrinkage of the spectrum by a specially designed noise-like
waveform, specific portions of the signal cannot be degraded by channel-related
aberrations (natural and induced), much higher bandwidth is generated and col-
lective lowering of the QoS is prevented. The spreading of the spectrum is done by
using phase and frequency variations executed at rapid intervals in terms of vari-
ations in the waveform pattern of the SF. The SF is often obtained using a
pseudo-noise (PN) sequence generated from multi-bit linear feedback shift registers
(LFSRs). Gold codes are other preferred options. The PN sequence and Gold code
generators are restricted by the physical size of the registers which at times places
constraints in the designs while handling practical communication conditions. In
many situations, the fading encountered in wireless channels require enhanced
length SFs for better QoS [3]. Therefore, the chaotic properties demonstrated by
logistic maps have been preferred for such cases [3, 4]. This is because of the fact
that the generation of varying length of the chaos code is dependent on the itera-
tions which the logistic map executes unlike the fixed register size-dependent
behavior demonstrated by the other traditional SF methods. Deterministic chaos [5,
6] using iterative mechanism makes logistic maps ideal options for such situations.
Further, logistic maps in synchronized states [7, 8] can also be effectively used to
fight fading in wireless communication while being part of SSM systems [9].
However, such SF generation methods executed exploiting chaotic and synchro-
nization properties of logistic maps provide certain challenges in terms of imple-
mentation. This is related to the fact that while the length of the chaotic sequences
varies with fading conditions, the computation cycles fluctuate considerably. It puts
constraints on the processing blocks. Therefore, certain solutions are required. The
learning properties of artificial neural networks (ANNs) already used for innu-
merable applications [10, 11] can be effectively used to reduce the computational
load involved in such frameworks.

In this paper, we describe an approach of using certain modular designs for
reducing the complexities of a logic map coder and SF generator implemented
using ANN. Initially, certain experiments are performed to configure logistic map
generators of varying sequence lengths to improve QoS of transmissions in a faded
wireless channel. The range of code generation mechanism is replicated by an ANN
during training. After the ANN is trained, it effectively acts as a SF generator and
demonstrates the deterministic chaotic behavior closely resembling that of an actual
logistic map. The rest of the paper is organized as follows. Section 2 gives a
description of the theoretical considerations involved with the work. Section 3
includes the experimental work. The experimental details and results obtained are
included in Sect. 4. Section 5 concludes the discussion.
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2 Theoretical Considerations

In this section, we discuss some of the theoretical aspects related to the work.

2.1 Logistic Map as Chaos Generator

A polynomial expression limited to second order is the basis of defining a logistic
map executing complex and chaotic behavior and is governed by a mathematical
expression [5, 6]

xnþ 1 ¼ r � xnð1� xnÞ ð1Þ

where xn represents a number confined to binary zero and one and a zeroth year
population with the parameter r taking values as shown in Table 1.

2.2 Synchronization in Logistic Maps

In many situations, multiple logistic maps can be used. Synchronization property is
explicitly observed when multiple chaotic maps are coupled [5, 6]. Two logistic
maps can be shown to be synchronized as given below:

ynþ 1 ¼ xn ð2Þ

xnþ 1 ¼ yn ð3Þ

Substituting respective logistic maps in the above expressions gives

yn ¼ rxnð1� xnÞ ð4Þ

xn ¼ rqð1� qÞ ð5Þ

with
q ¼ axn þð1� aÞyn ð9Þ

Putting r ¼ 4 for x and y yields three solutions which subsequently gives a ¼ 1
2

and a ¼ 5
4 with the later not considered for realistic cases [5, 6]. For the case ¼ 1

4, a
symmetrically coupled logistic map set is obtained.

Table 1 Behavior dependent on r

Range of r Behavior of population

Between 0 and 1 Independent of the initial population

Between 1 and 2 Independent of the initial population

Between 2 and 3 Fluctuate around the value r � 1=r for some time

Greater than 3 Dependent of the initial population
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2.3 Artificial Neural Network (ANN)

ANNs are non-parametric, learning-based tools that capture the variations in the
input data, retain the know-how and use it subsequently. Most commonly, ANNs
are used for non-linear mapping of input to output in feed-forward form and trained
with (error) backpropagation algorithm. In the feed-forward form, the ANN is
formed by a number of layers of artificial neurons which are the basic processing
units (Fig. 1). There is one input and one output layer and one or multiple hidden
layers. The layers are connected with certain random weights which generate the
parallel and connectionist nature of computing mimicking bio-inspired processing.
During each cycle of execution, the output of the ANN is compared with a refer-
ence. The difference between the present output and the desired result is circulated
back which triggers the modification of the connectionist weights. The different
steps of the ANN training are as given below [12]:

1. Initialization of the weights and learning rate.
2. Perform steps 3–10 until the stopping condition is false.
3. Perform steps 4–9 for each training pair.
4. Each input unit receives the input signal xi and sends it to hidden units.
5. Each hidden unit zi sums its weighted input signals to calculate the net input.

zinj ¼ voj þ
X

i
xivij

Output of the hidden unit is calculated by applying activation on zinj

zj ¼ f ðzinjÞ

The output signal from the hidden unit is sent to the output unit.

6. For each output unit yk, calculate the net input

yink ¼ wok þ
X

j
zjyjk

Fig. 1 Basic topology of an
ANN in feed-forward
configuration
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Activation function gives the output signal which is given by

yk ¼ f ðyinkÞ

7. Each output unit yk receives a target pattern corresponding to the input training
pattern and compute the error correction term

dk ¼ ðtk � ykÞf 0ðyinkÞ

On the basis of the error term, weight and bias are updated as:

Dwjk ¼ a dkzj

Dwok ¼ a dk

Also it sends dk to the hidden layer backward.

8. Each hidden unit zj sums its delta input from the output unit.

dinj ¼
Xm

k¼1

dkwjk

The term dinj gets multiplied with the derivative of f ðzinjÞ to calculate the error
term dj ¼ dinj f 0ðzinjÞ
9. Each output unit yk updates the bias and weight

wjkðnewÞ ¼ wjkðoldÞþDwjk

wokðnewÞ ¼ wokðoldÞþDwok

Each hidden unit updates its weight and bias

vijðnewÞ ¼ vijðoldÞþD vij

vojðnewÞ ¼ vojðoldÞþD voj

10. Check the stopping condition.

These steps constitute the training cycle of the ANN.
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3 Proposed Method of Using ANN-Aided Chaotic
Sequence Generation Using Synchronized Logistic Maps

Here, we discuss the proposed ANN-aided generation of chaos codes in binary form
as varying SF for use in a SSM system. The work also describes the ANN-based
approach of mimicking the synchronization achieved in coupled logistic maps
during recovery of transmitted data bits.

The logistic map generates random binary bits which are obtained using
thresholding and floating point to bit conversion-based binary sequence generation
[5, 9]. For three different values of r, example sequences are shown in Table 2. The
system model is shown in Fig. 2. Here, the logistic map generator is replaced by a
trained ANN. This is shown in Fig. 3. First, constant length binary data blocks are
obtained as summarized in Table 2 for feeding to the logistic map generator which
acts as a reference to the ANN. For each input feed given by the data source, the
ANN receives a sequence from the logistic map. This sequence length is varied
between 4 and 32 representing a wide variety of patterns. Next, the ANN tracks
varying length chaos codes which are used to fight fading effects. The chaos codes
length is varying between 4 and 32 which are found to be suitable to fight fading
observed in pedestrian and vehicular conditions of mobile communication. The
training of the ANN is carried out using backpropagation algorithm as discussed in
Sect. 2. The ANN-generated SFs are used in the SSM system. The most common
SF codes are the PN sequences and Gold codes. As already discussed, these codes
suffer from fixed register sizes hence are constrained to certain situations.
Therefore, the logistic map generators serve as a ready replacement without having
any fixed register length restriction. Instead, uses an iterative mechanism to gen-
erate varying sequence lengths. But this process since is computationally
demanding, the proposed ANN-based approach reduces the computation consid-
erably. Figure 4 shows an approach to use two coupled logistic maps based on

Table 2 Sequences
generated by logistic map for
r = 3.61, 3.65 and 3.69

Value of r Binary sequence

3.61 00111000011010010100

3.65 01001001010010010101

3.69 01101001001110000110

Fig. 2 System model
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ANNs. Two ANNs are trained to handle chaos code generation for bifurcated
streams of 1 and 0 bits working in a synchronized state with a clock. The two
defined systems are trained and tested under a range of conditions.

4 Experimental Details and Results

A SSM system is constituted and several sets of trails are carried out using PN,
Gold code, and chaos code sequences generated by ANNs in Rayleigh channel with
communication involving pedestrian state and vehicular speeds in the range
10–100 Kmph. The ANN generates sequence lengths continuously between 4 and
32 under 0 and 10 dB signal to noise ratio (SNR). The QoS of the system is noted

Fig. 3 ANN-based chaos code generator

Fig. 4 Coupled ANN-based logistic map chaotic code generator
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in terms of bit error rate (BER) versus SNR. The ANN parameters are shown in
Table 3. The ANN is provided with a convergence goal of the mean square error
(MSE) of 0.001. Maximum 200 epochs within 30 s time frame are used with
multiple ANNs with log-sigmoid activation in the input and output layers and
tan-sigmoid activation in the hidden layer. An example of the MSE convergence is
shown in Fig. 5. The ANN-based chaos code generates satisfactory BER values.

Table 3 ANN parameters

Item Description

Performance goal 0.001

Size of hidden layers 23

Training epoch 200

Validation cycle 10

Max. time during training 30 s

Activation functions Input/output-log-sigmoid, hidden-tan-sigmoid

Cost function Mean square error (MSE)

Fig. 5 MSE convergence plot of the ANN
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Such a set of data for an average of ten trials under fading conditions is summarized
in Table 4. Advantage of the chaos code is obvious. A few cycles are required to
obtain the synchronization between the received bit streams and recover the data
sequences. After the ANN is trained, the time required to perform the recovery of
the data as part of the SSM is less compared to the PN sequence, Gold code, and
conventional chaos code. This is seen from the data summarized in Table 5. The %
saving in time is between 7 and 42 which are significant.

The chaos code generation involving logistics map and the use of coupled blocks
improves QoS. It also adds to the computation. The ANN with its ability to learn
the applied patterns and establish a mapping between input and output helps to
generate the chaos codes nearly replicating the function of the logistic
map. Experimental results show that the ANN, after it is trained properly, con-
tributes toward saving of computing cycles while dealing with fading in a wireless
channel acting as a chaos code generator.

Table 4 BER v/s SNR plot of varying sequence lengths of PN, Gold code, and chaos code

S. No. Sequence length SNR in dB PN sequence Gold code Chaos code

1 4 0 0.1 0.1 0.1

2 0.07 0.05 0.05

4 0.06 0.04 0.034

6 0.05 0.03 0.03

8 0.04 0.018 0.015

10 0.01 0.008 0.007

2 8 0 0.091 0.085 0.083

2 0.0637 0.0425 0.0415

4 0.0546 0.034 0.02822

6 0.0455 0.0255 0.0249

8 0.0364 0.0153 0.01245

10 0.0091 0.0068 0.00581

3 16 0 0.078 0.0752 0.059926

2 0.0546 0.0376 0.030005

4 0.0468 0.03024 0.020347

6 0.039 0.02259 0.017928

8 0.0312 0.013536 0.008964

10 0.0078 0.006016 0.004183

4 32 0 0.065 0.0623 0.061

2 0.04585 0.0311 0.0305

4 0.03924 0.02492 0.020808

6 0.0326 0.0186 0.01839

8 0.02608 0.01116 0.0093

10 0.0063 0.00488 0.00434
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5 Conclusion

Here, we have described the working of a trained ANN as a chaos code generator.
The primary motivation has been to save computational cycles required by the
logistic map while generating varying length chaos sequences as part of an SSM
system to mitigate ill effects of fading. The trained ANN replacing the logistic map
acts as a readily available chaos generator in a decoupled and synchronized form
achieves the required QoS in a fading wireless channel.
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Enhancement of LAN Infrastructure
Performance for Data Center in Presence
of Network Security

Bhargavi Goswami and Seyed Saleh Asadollahi

Abstract Policy-based LAN infrastructure implementation has always been a
challenge for the corporate bodies that has diversified networking situations to be
handled in limited resources especially in presence of servers with firewall secu-
rities. This paper provides solution to many problems that are compromised by the
corporate organizations so far, even when updated technology is present in today’s
world. Here, in this paper, we have improved the performance of existing LAN
infrastructure by modifying certain corners of the networking scenario in presence
of security considerations. Here, we have also implemented AAA and RADIUS
security to overcome the remaining loopholes of the system. By proposing a novel
approach toward network implementation, we obtained reports that brought over-
whelming networking boost. Researchers, field workers at networking site, and all
those who are part of the networking world must read this article before starting any
implementation of networking scenario to get to know the do’s and don’ts before
the implementation phase is initiated.

Keywords Radius � MD5 � ACL � Distribution list � DMZ � LAN � AAA
CAT-6

1 Introduction

In accordance with the specification provided in the research project, it is well
thought-out that they have appointed me as Project Coordinator with a team of few
research fellows, networking group for a huge data center company ‘BG
Networking Solutions’ with three network managers assigned to me. We have

B. Goswami (&)
MCA Department, Sunshine Group of Institutions, Rajkot, Gujarat, India
e-mail: bhargavigoswami@gmail.com

S.S. Asadollahi
MSc. IT and CA Department, Saurashtra University, Rajkot, Gujarat, India
e-mail: asadollahimcitp@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
D.K. Lobiyal et al. (eds.), Next-Generation Networks, Advances in Intelligent
Systems and Computing 638, https://doi.org/10.1007/978-981-10-6005-2_44

419



provided particulars of the allocated task as follows. The registered headquarters of
the corporation is in Bangalore, and this group is spread in due division workplace
in Hong Kong and Sydney. Our main responsibility is to develop a blueprint,
execute and experiment an innovative LAN infrastructure for all of the subdivi-
sions. We must also put into practice novel protection measures for diversified
subdivisions of the group and to permit far-off remote access to employees for
definite task to be completed on time by these employees, being operational far-off
from offices.

Major troubles in the existing network are:

• Managers of all section must get rights to use supplementary concealed
resources which the staff is not permitted.

• The group has presently taken number of new IT maintenance personnel, but at
present, the IT support department is packed so they have to take a seat in the
HR section. IT support personnel require access to technological resources, but
they are not provided. IT support team can barely access to the HR department
resources as they are connecting to ‘HR’ switch.

• A few workers want to have right of entry to the network while operational
away from the workplace.

• The network is sluggish since the group is developing and growing quantity of
employees/customers.

• Managing director desires to put in a fresh advertising section to the corporation
which necessitates that all spare equipment must be equipped for this purpose.

The group has provided us with Table 1, outlining how their employees are
alienated in different level at different site and what safety measures and policy
must be functional to them. The group has clearly mentioned how clustered
strategies are put into action and is given as follows:

• Only HR division employees can have access to HR division network and no
one else.

• Two senior managers are given rights to access finance division other than HR
division employees and no one else.

• Manager of the division is not allowed to access network of another division but
can access HR division.

Table 1 Branch-wise requirement and department-wise requirement of remote access and
number of users

Department Bangalore Hong Kong Sydney Remote access

Human Resource 3 3 1 No

Finance 4 2 1 No

Managers 3 2 3 Yes

Electrical 2 3 1 No

Mechanical 2 2 3 No

IT support 6 3 2 Yes
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• Electrical engineers are provided with access rights only to their own depart-
mental subdivision network.

• Mechanical engineers can access only their own departmental subdivision
network.

• IT support section employees are provided with the access to each and every
network but no more than administrative and technical rights. They are not
privileged to access or modify any files and folders of other section employees.

Now we desire to construct a trustworthy and proficient LAN infrastructure used
for the specified circumstances in a model-based simulated environment prior to
actually put into operation the network. All the simulations developed are provided
in this article.

Section 2 describes analysis of LAN implementation, and Sect. 3 describes
design of LAN with improvements. Section 4 has implementation of newly pro-
posed design followed by Sect. 5 that shows the obtained results and its analysis,
followed by Sect. 6 Conclusion and Sect. 7 Future Scope.

2 Analysis of LAN

We would like to have a helicopter view upon the available options for imple-
menting and executing LAN infrastructure. Further, we would like to discuss the
high-performing service provisions considering the concentration of traffic during
office hours. Again, we would not come to the end before discussing about the
performance, trustworthiness, and security measures to be considered during design
of the LAN.

2.1 Assessment of Available LAN Technologies

It is a cardinal decision of selection of technology that is to be implemented during
the building of LAN infrastructure, as it not only affects the capital of the working
group but also the performance to a great extent. While looking into the most
admired LAN technologies, top among the list will be Ethernet, Fast Ethernet,
Gigabit Ethernet, Fiber Optics, etc. During the assignment of the research project,
there was no limitation specified over the usage of the type of media whether
guided or unguided. So taking into consideration the recognition, features, and
expenditure, we would prefer usage of wired networks. Let us have a look upon
available options.

In 1980, IEEE 802.3 was standardized and given a name Ethernet that became
very well known later which is basically using technique called CSMA/CD for
performing collision detection. This technology is widely implemented with hubs
and switches by means of Cat-5 UTP twisted pair cables or coax thick cables using
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STAR topology having the data rate of 10 mbps with 10 Base-T encoding tech-
niques. But, the major disadvantage of Ethernet is its high collision domain. Again,
the fact remains that in presence of this limitations, about 80% of the world prefers
Ethernet over other available options.

Further, Ethernet evolved by adding to its data rate ten times making it to
100 mbps which was a major step ahead that got standardized and named Fast
Ethernet in 1995. Two most popular among all the options available were
100 Base-T and 100 Base-FX where the only difference among them was the type
of wires. UTP cable is used with 100 Base-T and uses fibers with 100 Base-Fx. The
parameter to be considered while selecting among the options is the distance
between the end hosts. Priority is given to fiber options when the distance is large
and when the distance is small; we opt for UTP, unshielded twisted pair.

Moving ahead, Ethernet does not stop there, and within a short time of 3 years,
superior technology was introduced that was Gigabit Ethernet also widely known as
IEEE802.3ab/ah. Drastic boost of data rate was a major milestone for Ethernet that
achieved data rate of 1000 mbps. Yes, we would like to mention that 802.3ab is
using UTP Cat-7 cables, whereas 802.3ah is using fiber optics.

Still moving forward, Ethernet does not stop evolving and took a further step and
brought 10 Gigabit Ethernet which was using both copper and fiber optics. The
largest lifespan of the communication technology is of Ethernet, and still it is
moving ahead with the support of researchers like us.

The question arises in the readers mind about the selection of Ethernet then we
would like them to make a note that the feature with which it wins upon all other
available technologies is the reliable data delivery at nominal expenditure.

2.2 Performance Analysis of Traffic Intensive Networks

As mentioned earlier in Sect. 1 of introduction that our network is having issues of
delayed delivery and the network is behaving very sluggish because of the growing
number of employees and customers of the BG Networking Group, especially in
office hours network is suffering from drained throughput, huge delay inspiring the
circumstances of high drop rate, and further worsen situation to multiple retrans-
mission feeding congestion itself. We would propose Fast Ethernet and Gigabit
Ethernet instead of Classic Ethernet as a solution to the problem solving also the
issue of delay, throughput and control over drop rate and congestion.

2.3 Performance and Security Concerns

Network Security: For providing security to our BG networking group network,
there are two options available, EAPOL and RADIUS [1, 2]. When remote access is
to be provided, it is necessary to provide minimum EAPOL security and preferably
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RADIUS server security that has advantage of AAA—authentication, authorization,
and accounting. MD5 hash is the most trusted authentication algorithm that ensures
security not over just the masquerading but also assures integrity. The requirement
of distribution of data over the large distance covering multiple cities and multiple
branches can be achieved using implementation of secure tunnel between the
RADIUS servers additionally assisted with the facility of remote access. To avoid
further intruders eavesdropping and unauthorized access to our networks, we would
like to keep our servers on demoralized zone (DMZ).

Reliability: Reliability is directly proportional to the robustness of the network.
And robustness assures that network is never going to fail whatsoever adversities it
comes across. Again, it assures that network is available round the clock no matter
what. To provide this service, we would invest upon backup data center along with
main data center. Ether Channel is required to fulfill the requirement of backbone
line between the two most busy heavily loaded routers that works over distributed
layer. Usage of Ether Channel does protect us against traffic aggregation other than
fault tolerance and heavy congestion control over backbone links between the
routers. And, fault tolerance provides us the service of reliability over the network.

Performance: Usage of Ether Channel on backbone links over the network
boosts the performance bringing it to almost double the one obtained before. If
requirement exist, we would use fibers without hesitation. Reliable LAN tech-
nologies like Gigabit Ethernet and Fast Ethernet over the end host assure reliability
to the networks. Ether Channel boosts the data rate over the traffic-studded routers.
As a result, controlled congestion demotivates retransmission. As a result, once
transmitted, packet gets delivered at first go with desired rate of transmission at the
end providing expected network throughput.

3 Designing of LAN

This section describes the design requirements taken into consideration for the
development of LAN infrastructure for BG networking group’s data center net-
works. Further, we will also evaluate the criticality and suitability of the planned
design and included components for doing the task.

Table 2 explains how the network that is developed will run in three branches
and manage the departments of those branches critically. Table 2 carries the
information about the number of users with their subnet range, which is clearly
revealed in Fig. 1. Table 2 also describes the access rights and policy implemen-
tation very clearly to show which of the users are not permitted to remotely access
the servers.

We would like to incorporate few laptops and computers, some routers and
switches, dedicated servers with firewalls. There are two cardinal-linked routers that
distribute data between the branches and working on the distributed layer that are
most of the times crowded and congested. We would like to facilitate the link
between these two routers with Ether Channel which once implemented so that,
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congestion and jitter can be avoided over such a high-delay network links. There
were two options, either use of a switch or a router over access layers. But, con-
sidering cost-effectiveness in accordance with future perspectives and flexibility
needed over number of users, we would like to opt for L3 switches. Again, we
would like the readers to note that we would make use of a RADIUS servers that
provides authentication, authorization, and accounting facility in addition to
EAPOL services with RADIUS servers giving the strong protection from intruders
and opponents against the system. Addition of MD5 would be an added advantage
over the implementation of security over the servers especially for remote servers.

We would like to provide distribution of network load between different
departments so that there is no interference between the routing activities with the

Table 2 Indicating the number of staffs and remote access facility provision

Assigned network Facilitated with remote access? # Users Networking departments

172.24.0.0 Yes N Remote access to staff

192.168.0.0 Yes N + 47 Server zone (DMZ)

172.16.0.0 No 4 HR

172.20.0.0 Yes 8 Manager’s

172.22.0.0 No 7 Finance

172.21.0.0 Yes 6 IT support

172.19.0.0 Yes 6 Mechanical

172.18.0.0 Yes 4 Electrical

172.17.0.0 Yes N Marketing

Fig. 1 BG networking group’s infrastructure planning and development
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independence of operational activities. We confine the subnet mask of
255.255.255.0, and IP address to every department will be provided separately to
maintain control over access. Each server will be provided with different network
address and its series so that unauthorized access is not permitted. We also need to
provide fault tolerance along with uninterrupted availability, and for that we are
facilitating our data center networks with backup servers [3]. Again, to provide
strategic implementation of company policies, we will use access list in addition to
distribution list. To keep control and monitor the smooth running of network
activities, we will use Syslog Servers of Kiwi to keep logging the events of server,
backup server, and routers connected to it [4].

There are some problems that BG networking group has come across over the
years, and we suggest solution to the problems with less modification during the
implementation stage.

(a) As the network seems to be behaving too slow because of increasing number of
users and staff, we recommend the use of Ether Channel over backbone dis-
tribution layer routers that will use Layer 3 switches to support more number of
end host with all the supporting features of a router with high data rate.

(b) Managers generally demand additional resources in comparison with other staff
which was not permitted earlier. To have a control over each of the resources,
we can implement access list and solve this issue without any compromise with
the access rights.

(c) Now, as the group has hired few of the IT-supporting candidates before the
department could arrange for their space, they are assigned the space of HR
Department temporarily. But, their switch is different. To solve this issue, we
have provided the solution by using access list that will allow IT Department
employees to work comfortably while sitting in HR Department by using the
same router.

(d) There is a requirement of additional Marketing Department that will be privi-
leged with additional resources in comparison with other existing departments.
We would recommend usage of Layer 3 switches connected with Fast
Ethernet-wired connectivity that can be defined in the company policy for
implementation of distributed list over the switches.

(e) There is a requirement by some of the staff members that they must be given the
access to the network considering them not able to remain at the location of the
work. The solution to this problem is provision of remote access in secure mode
[3]. We will develop iterative tunnel mode for server access through remote
connectivity. For implementing company policy, we will use access list with
distribution list.

4 Implementation of LAN

Network simulator GNS-3 0.8.6 developed under GPL v2 license [5] has been used
for implementation of the designing model for the task assigned. For implementing
policy-based routing over remote access and other specified requirements, we have

Enhancement of LAN Infrastructure Performance … 425



used EIGRP [6, 7], as EIGRP being implemented widely for fulfilling enterprise
requirements. For keeping track of the activity of users, further monitoring and
profound management of log information, Kiwi Syslog server [4] is chosen. For the
provision of availability service round the clock, development of actual and backup
server both is done over RADIUS [1].

In this section, all the design specification is implemented by configuring the
LAN of BG networking group’s data center according to the requirements speci-
fied. Further, security implementation is done over infrastructure. As a final point,
we would vitally evaluate and check our LAN. Few loopback for each network and
subnets have been developed to examine the effectiveness of the policy imple-
mentation. It is understood that department-wise routers are different, and all the
three branches are connected through single router.

(a) Other than HR staff and managers, there must be no access to anyone to the
department of HR. This is achieved by implementing distribution list over
access list applied over RADIUS server configurations. Successful imple-
mentation was tested where Marketing (172.17.10.1), Electrical (172.18.10.1)
or Mechanical (172.19.10.1) Department tried to ping HR Department
(172.16.0.0), but could not ping. However, Manager’s department
(172.20.10.1) has access to HR Department.

(b) All the managers have control over network of just their own department and
over HR Department. Figure 5 shows the ping testing done over Marketing
Department when tried to ping other departments, which reveled that it has
access to only his department. Yes, remote access provision is made available
securely through 172.24.10.1 over tunnel mode.

(c) The only department that has access to all other department is IT support team
but only for technical assistance. To implement this policy where IT team can
only provide technical solutions and cannot modify files and folders, we have
used RADIUS servers. Resources are accessible by technical team but just for
maintenance (Fig. 2).

(d) All the major economical transactions and decision of Finance Department is
dealt with HR Departmental staff and due senior managers of the Management
Department. In dealing with finance of the group, we have critically given
access to this department only to the HR personals and managers. Figure 4
depicts the testing done over the manager’s department loopback 172.20.10.1
over remote login from Electrical and Mechanical Department.

(e) Figure 7 shows how Mechanical Engineers were deprived access to other
departments but just their own department using distribution list. Yes, again,
remote access provision is made available for them through 172.24.10.1.

(f) Similarly, Fig. 6 shows that Electrical Engineers have access only to their own
department. Electrical Department employees are allowed to work from home,
and so there is a provision of remote access connectivity to its department only,
i.e., Electrical Department 172.18.10.1 can make remote access through
172.24.10.1, but it cannot access Marketing Department 172.17.10.1 (Figs. 3,
4, 5, 6 and 7).
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Fig. 2 Subnetting and implementing policy-based routing over the network of BG Networking
Group

Fig. 3 Policy implementation and testing of access rights of HR Department
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Fig. 4 Policy implementation and testing of access rights of Finance Department

Fig. 5 Policy implementation and testing of access rights of Manager’s Department
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5 Result Analysis of LAN

This section discusses the assistance provided for monitoring the activities and
management of the system after the implementation phase is over to avoid issues
post-implementation. Later, we evaluate the performance of the LAN infrastructure
developed by checking its security and reliability aspects.

Fig. 6 Policy implementation and testing of access rights of Electrical Department

Fig. 7 Policy implementation and testing of access rights of Mechanical Department
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For maintaining the logs, analyzing the reports, and taking necessary actions,
further, we maintained a standardized logging system called Syslog which not just
has facility of logging the information but aid of checking severity of the messages
by attaching labels like notice, warning, error which may be just an alert that is
critical or of highest priority like emergency. Syslog server is set on 192.168.0.0.

Usage of RADIUS server facilitates us with AAA that assures security and
reliability [1]. Group-wise users are maintained for each department that provides
access privileges to the users and put into operation business policy in addition to
access rights. There is no difference in the rights whether the employee is working
within the organization or making remote access. We have implemented actual and
backup servers supporting data center networks to assist the entire network with the
service of availability and sustainability to fault tolerance that at the end provides us
the facility of reliability.

Performance evaluation of this network was observed by generating consecutive
ping to multiple hosts of different networks from different networks for checking of
different loopholes of the system. Ether Channel usage has overcome the limitations
of network’s sluggish behavior. Usage of advanced LAN technologies like Fast and
Gigabit Ethernet over L3 switches has controlled congestion and data rate to great
extend reducing the maintenance work of network administrators in addition to
increased number of users and customers.

The following graphs are obtained in comparison to previously implemented
scenario showing us the comparison between the network situation currently and
earlier.

Graph 1 shows the throughput analysis of the LAN taken before the imple-
mentation of novel approach in comparison with the situation after the imple-
mentation of newly proposed approach. Red line indicates the values obtained after
the modifications made. The graph clearly indicates that 31% of hike is observed in
overall throughput of the LAN infrastructure. This is a remarkable enhancement of
performance.

Graph 2 shows the delay observed in delivery of packets. Red line shows the
delay observed after the implementation of newly proposed solution to resolve the
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issues of delayed instable network behavior. It was observed that 26% improvement
is observed in the delay observed in previous situations. It was observed that the
graph seems to be stable in comparison with earlier situation where the behavior
was unpredictable and unstable. This small recommendation can make a remarkable
performance boost in the network performance which was the aim of researchers
and was achieved successfully.

6 Conclusion

The research project successfully reduced the congestion, increased the reliability
over the network’s behavior, enhanced the security, and improved sluggish behavior
of the network to a great extend. The objectives indicated in section I have been
achieved completely, and company policies have been implemented without addition
to the complexity of handling data with minimum redundancy and more than
expected performance. We could improve throughput by 31% and end-to-end delay
by 26% which is a notable improvement in the performance of the network. The
biggest advantage of this project is everything defined in the objectives have been
achieved within the grant allocated to the project. Even, prospective customers and
supplementary users have already been well thought-out at the time of design of the
system which was major reason for the selection of L3 switches instead of routers.

7 Future Scope

In the assignment of research task, it was not clearly defined the number of staffs
and users of the system in Marketing Department that are to be given access from
office and remotely too which can be developed in future.
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High-Speed TCP Session Tracking Using
Multiprocessor Environments

B.S. Bindhumadhava, Kanchan Bokil, Sankalp Bagaria
and Praveen D. Ampatt

Abstract While protecting a target network for detecting a potential network
attack, based on attack signature scanning methodology, stateful inspection plays a
vital role to detect protocol-based scanning of sessions thus reducing false positives.
We propose an architecture which comprises of session table management scheme
to perform stateful packet inspection in real-time network scenarios. The archi-
tecture uses efficient data structure to store session information and a methodology
to retrieve and modify the protocol state information. The state table also considers
flow-based information for more accurately extracting attack signature parameters
and thus enhancing accuracy of signature-based detection. A parallel thread for
scanning the session table and for dealing with expired sessions is also incorporated
to avoid memory overflow scenarios and supports higher number of valid sessions
in real-time networks. A methodology to communicate with deep packet inspection
engine and terminate those TCP sessions for which attack is detected which is
incorporated using multithreading approach. We demonstrate two major architec-
tures to enhance the performance of DPI with stateful inspection enabled in it using
multi-processing techniques to achieve parallel processing and the experimental
results.

Keywords Intrusion prevention systems � Stateful inspection � TCP state track-
ing � Session management � Multiprocessor environments
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1 Introduction

An intrusion prevention system is a network security device which monitors a
network for detecting and/or blocking any malicious activity occurring on the target
network. The malicious activity can be infectious malware, computer virus, worm
which actively transmits itself over the target network to infect other computers.
There can be malicious and harmful programs like Trojan horses and backdoors
which can cause loss of data, theft of sensitive data, system harm, data corruption,
electronic money theft and misuse of the target system.

IPS Fig. 1 sits in the periphery of the network to be protected. It can work in
various attack detection models two of which are well-known methods naming
signature-based detection and statistical anomaly based detection.

There are predetermined attack patterns known as attack signatures.
Signature-based IPS scans and compares the live network traffic against these
known attack patterns. Once the signature-based IPS receives a network packet, it
first decodes the packet as per standard TCP IP protocol stack RFC specifications
and passes the decoded packet information for further inspection of packets.

Considering SNORT [1] (well known, comprehensive attack signature database,
developed by Sourcefire) as a reference signature database, following is an example
attack signature

Fig. 1 IPS deployment diagram
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alert tcp $EXTERNAL_NET ANY -> $HTTP_SERVERS $HTTP_PORTS (msg :
“WEB - CGI FINGER ACCESS”; flow : to_server, established; uricontent :“/
finger”; nocase; reference : arachnids , 221; classtype : attempted-recon; sid:839;
rev:7;).

The signature says that an alert has to be generated for a packet if it is a TCP
segment packet with packet flow from external network IP address to any IP
address of predefined group of “HTTP SERVERS” IP addresses, from any TCP
port number to any port of a predefined group of “HTTP PORTS” port numbers,
with TCP flow from TCP client to TCP server, if the TCP connection is established
and the current packet is part of established TCP connection transacted payload
data, if the uri content of HTTP is “/finger”, which is not case sensitive content,
with signature ID 839.

Considering the part of above signature-flow—to the server over an established
connection, it is necessary to keep track of the state of network connection (like
TCP stream and even UDP communication) [2]. It is necessary to identify legiti-
mate packets for different types of connections. Only those packets matching a
known active connection have to be analysed for such signatures while other has to
be separated for not matching for these particular signatures.

This is called as “stateful inspection” of network traffic [3] and is different from
stateless detection in the sense that no memory of previous packets is maintained in
later one, which can make the network to be protected vulnerable to spoofing
attacks. This makes it imperative to know whether the current packet is part of a
valid active established connection or part of new connection establishment process
or an invalid packet vaguely claiming to be part of existing connection.

Our work talks about a method comprising of architecture and data flow of
packets for maintaining the TCP connection states for existing valid active TCP
connections and any new valid connections getting processed. We also maintain the
flow information to know whether the current packet is generated from server or
from client. We then present different architectures for multi-core implementation
[4] of the IPS engine with stateful inspection capability integrated [5]. We
demonstrate our work with test results performed for different packet sizes at
specific packet rates [6] and present performance statistics.

2 Related Work

Previous works related to TCP state management schemes [5, 7] and packet pro-
cessing engines [8] including stateful inspection have addressed storage of TCP
connection state information such as TCP state, packet flow direction information,
TCP flags information, TCP connection termination, classifying signatures valid for
current TCP state and packet processing for appropriate content matching. IPS
architecture using GPGPU [9] have various packet processing engines running code
for extracting TCP information through incoming packets and storing the data in a
single memory layout, various engines sharing common TCP state table. IPS
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architecture using network processors [10] have TCP offload engines which store
TCP state information and work on packets offline by extracting TCP-related
information and performing packet processing. The related work is observed to
have memory overflow because of not inspecting invalid TCP connections and
erase the timed out TCP connections and terminating the sessions for which attack
is detected. With multiple packet processing engines running at high performance
have been slowing down [11] because of sharing of large memory layouts for
accessing TCP state table thus tampering the performances.

3 Proposed System Architecture

The system architecture Fig. 2 comprises of multi-core approach [4] in which each
core runs an application for TCP connection management and deep packet
inspection in co-ordination with TCP processing engine. As described in the dia-
gram above, considering scalability compatibility, in the four-core machine, there
are packet processing engines PE1, PE2, PE3 and PE “N”, where the solution is
scalable and expandable meeting current network speeds and operational func-
tionalities. The load balancing application distributes [12] incoming network traffic
equally within multiple queues pertaining to each core, and it is made sure that
traffic pertaining to single TCP connection enters single queue thus allowing dis-
crete TCP connection tables for respective engines. Multiple threads within an
application in a core allow scanning the packet for TCP information, updating the
TCP connection table, scanning packet for any potential attack signatures, per-
forming complete signature match only for shortlisted signature IDs for a particular
TCP session packets, scanning the TCP table for timeout TCP sessions, terminating
invalid connections for timeout sessions as well as part of prevention of attack to
save the victim from harmful network attacks [13, 14].

3.1 Maintaining Connection Records and Packet Flow

The packets are received to the system from a load balancer which distributes the
traffic according to number of processing cores available [15]. Each processing core
runs the connection management and deep packet inspection application individ-
ually. Each processing core is accompanied with a packet capturing queue [16]. It is
made sure by the load balancer that traffic pertaining to single TCP connection
enters a single queue corresponding to a processor core. Once a packet is received
by a core, it is decoded further for the protocol field [17]. If it is a packet pertaining
to a TCP connection, first the four tuple values are considered for operation—
named source IP, destination IP, source port, destination port. As demonstrated in
Fig. 3, the hash value is calculated based on the 4 tuples. The information about the

436 B.S. Bindhumadhava et al.



incoming packet (tuple values) are stored in the data structure along with hash key
(needed for collision resolution) and protocol state.

According to the TCP protocol standard, the connection state for incoming TCP
session is calculated by the system and stored in the same data structure element
[18, 19]. Flow information such as flow from server/client to server/client is also
stored per flow. The packet is then passed to deep packet inspection (DPI) engine
where it is scanned against a set of attack signatures [20]. As required byDPI engine, TCP
session information such as state of connection (SYN received/connection
established/connection terminated), flag present in current packet (ACK), flow informa-
tion (from client/from Server) is retrieved from connection management database and
passed to DPI [5, 7]. Based on this information, attack signatures valid for current packet

Fig. 2 System architecture with multi-core approach
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and for current session are identified and then taken into consideration for performing
matching operation. Upon reception of packets pertaining to existing connections, the
connectionmanagement database is updated according to IEEETCPprotocol standards. If
the connection is terminated in valid standard, the entry is removed from database.
A parallel thread runs through the database, to identify such connections which cross TCP
timeout specified by standards and are terminated. Such connections for which packets are
found to be malicious by DPI are also terminated and logged in attack database.

3.2 Data Flow

Figure 4 indicates data flow within a processing element which mainly comprises
of two components—deep packet inspection and TCP connection management.

Fig. 3 Connection table

Fig. 4 Processing element
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Upon reception of a packet, decode block decodes the packet for inspection of
specific protocols against protocols specified in attack signatures to be matched for.
Attack signatures are matched against incoming packet in two major steps where
potential signature IDs are generated in first filter by partially matching the attack
signatures, and all those potential signatures are matched completely in second
filter. Deep packet inspection module consists of filters which analyse the packet for
various aspects covering attack signatures like content part, keywords, case sensi-
tivity, port number ranges and IP address ranges. The decoded packet is also sent to
TCP connection management module where it follows path to update TCP con-
nection table for maintaining connection records as explained before.

DPI filters query TCP connection table for particular connection tuple, and API
is developed for the same. Upon performing signature detection, if attack is
detected for whom an action of DROP has to be performed, the respective packet is
dropped and the information is logged into a log file. In addition to this, if this
packet is part of an existing TCP connection, a TCP reset packet is sent to both the
TCP ends and the concerned entry is deleted from TCP connection table. All clean
packets are sent to another interface with TCP connection entries maintained in the
connection table.

4 Parallelism

Two main approaches for achieving parallelism in packet processing were explored.

1. Passing all incoming packet data to the available processing engines which run
the DPI and connection management applications. As demonstrated in Fig. 5,
the available signature set is divided into chunks of signature subsets according

Fig. 5 Distribution of all
traffic to all processing
engines with division of
signature sets
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to protocol specified in the attack signatures. Each processing engine is dedi-
cated to specific protocol and handles signature subset pertaining to that
protocol.

2. Entire signature set is shared between all processing engines, refer Fig. 6,
perform DPI and connection management. But incoming packets are classified
according to application layer protocols and passed to appropriate processing
engine.

5 Experimental Results

Various test cases were formed to test the false positive responses of deep packet
inspection engine alone, without incorporating the stateful inspection. The same test
cases were performed for comparison with integrated TCP stateful inspection
engine.

The test cases included varied percentage of malicious traffic from 0 to 100%.
The tests were performed on Spirent packet generation equipment for packet rates
up to 1 Gbps. ThreatEx add-on software was used to generate the malicious traffic
of desired percentage in the generated traffic.

Percentage False Positives

The test cases included generation of malicious traffic from 0 to 100%, refer to
Fig. 7. The tests were performed on single processing engine with packet rates of
1 Gbps and packet size of 1514 bytes. The false positive performance was
improved from DPI alone to DPI integrated with stateful inspection engine as we
can see in Fig. 7.

Fig. 6 Common signature set with packet classification
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Further, experiments were performed for multi-processing engines running
instances of DPI with stateful inspection capability.

Figure 8 gives glimpse of test cases performed for packet rates up to 10 Gbps
with packet size of 1514 bytes and increase in number of processing engines. Each
engine ran an instance of DPI, with stateful inspection, individually with a common
signature set shared between them. The packets were classified according to
application layer protocol with all the packets pertaining to single connection
entering single queue associated with each engine, as demonstrated in Fig. 6.

It was observed that performance decreased when TCP connection management
database was shared among all processing engines, whereas each processing engine
accompanying its own TCP connection database boosts up the traffic speeds it can
handle. It was also observed boost in performance as a number of processing
engines were increased from two to four. Considering that there is limitation on
number of engines supported in a machine and the operating system for
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management of engines, we could perform testing on packet speeds of about
6 Gbps successful packet processing speed on an interface of 10 Gbps with six
engines processing in parallel.

6 Conclusion and Future Work

With high contemporary network speeds, it is necessary to support high-
performance network devices for applications such as application switches, intru-
sion prevention systems, routing and security applications. Managing TCP con-
nection information plays important role to handle TCP sessions as whole for
stateful handling of data traffic. It is further extended for TCP reassembly and
handling the TCP segments for these applications. Parallelism plays important role
in building high-speed networking applications. It is thus necessary to identify
components within the target application, which can be performed in parallel. By
integrating the sequential components and parallel components into appropriate
processing engines and data flow, it is possible to design scalable solutions to
achieve higher performances meeting contemporary requirement of network pro-
cessing power as well as higher speeds with accurate results. GPGPU (general
purpose graphics processing units) is an extension to multi-processing approach to
achieve this processing power as well as high-speed performances. Experiments are
getting carried out to further incorporate parallelism by effective use of GPGPU
architecture and enhancing the functionalities of existing solution towards more
secure and robust intrusion prevention mechanism.
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Integrated Next-Generation Network
Security Model

Rajesh Kumar Meena, Harnidh Kaur, Kirti Sharma, Simran Kaur
and Smriti Sharma

Abstract In today’s scenario, cyber threats are becoming labyrinth and difficult to
manage. The traditional security management systems are not capable to handle
upcoming novel threats resulting in performance deterioration. In this paper, vari-
ous next-generation technologies have been integrated together that provide an
efficient, manageable, robust, and flexible system that not only effectively tackles
all the existing attacks but can mutate itself to fight against zero-day attacks. The
proposed system includes intelligent techniques that are required for the future
cyber world like next-generation intrusion prevention system (NGIPS), network
breach exposure system (NBES), cloud-based antivirus, anti-spam, personalized
censor-ware, SPARTA (access control service), MONICAN (control and man-
agement technique). It will result in a reliable, efficient, and quick responsive
system to obtain remarkable results in the network security.

Keywords Cavernous packet examination � NBES � APG � PHGE � Bayesian
filter � General management

1 Introduction

Network security as a specialized field in computer networking that involves
securing a computer network infrastructure [1, 2]. With the increase in dependence
on the computer systems, network security is one of the major concerns. Losses of
private information and access by unwarranted sources are problems that scrape the
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surface only. Despite of the existing technologies, there is no panacea to the net-
work security problem as it is fast transmuting into rampant hazard. Presented
integrated security system is another effort to deal with this peril situation [2, 3].

This system is an amalgamation of mechanisms that are not only flexible and
robust but also adept enough to tackle any next-generation upcoming threats. This
system is highly optimum and is determined to provide best services in securing the
network. Its major components are next-generation intrusion prevention system
(NGIPS), network breach exposure system (NBES), cloud-based antivirus,
anti-spam, personalized censor-ware, SPARTA (access control service),
MONICAN (control and management technique) [1–3].

The continuously evolving and increasing intrusion by worms or viruses is
leading to a major loss of data. In the present scenario, where major emphasis is
being laid on data warehousing and big data, even a slight discrepancy or loss of
data can lead to inefficient working. The proposed system is not just a conventional
UTM (unified threat management) that simply combines the security system but is
responsible for thwarting any attacks by sensing the network itself.

The network CPE-based integrated security system which can effectively cope
with the various security threats by indentifying and authenticating seven layers of
Internet traffic that can be applied without overloading the network traffic. It can
also be regarded as the optimum solution to cope with unknown network-based
threats in the future (Fig. 1).

2 Next-Generation Intrusion Prevention System

Intrusion prevention system is a network security technology that inspects the
stream of traffic to detect and prevent any malicious activity. It maintains a log
about all such activities and attempts to block/prevent it. IPS can take such

Fig. 1 Components of
integrated security system
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measures as reporting any intrusion, discarding the malicious packets, and it can
even block the offending IP addresses.

Next-Generation Intrusion Prevention System is an unconventional and inno-
vative system that secures the network from emerging threats and risks. NGIPS is
built on the top of traditional IPS and has additional capabilities like user awareness
and application awareness. These features assist NGIPS to provide fast, reliable,
and accurate solutions in an economical manner.

2.1 Need for NGIPS

IPS deals with traditional threats. As new attacks are developed for breaching the
safety of the network, it becomes necessary to evolve our security systems in order
to cope with and survive such attacks. To enhance the accuracy of responses, we
need additional knowledge like behavior of the network, user identity, and the
devices connected to the network. This data is easily made available through this
improved system.

Moreover, we need to secure the client-side applications in addition to providing
safety for server-side applications.

2.2 Characteristics of NGIPS

Examination of encrypted traffic: Security and consistency are prominent concerns
for certain industries like finance, banking. As a result, most of the network traffic is
coded in a form that cannot be used to provide any information to the hackers.
These encrypted packets can sometimes breach the security of the system.

Application knowledge and full stack reflectivity: The NGIPS should have
knowledge of all the applications running on the network. It should have full stack
visibility which includes not only applications, but also operating systems, versions,
devices, networks, and even files. It not only reduces the surface of attack by
restricting access to suspicious applications but also imposes certain policies and
preserves bandwidth. Moreover, by restraining certain features of operating system,
it can improve the productivity, thereby decreasing the extent of network area
exposed to risk.

Content awareness: The main objective of any IPS system is the ability to
identify and counteract various threats. The threats cannot be only of conventional
type but, with emerging technologies, can also be embedded in content such as MS
Word, PDF files. The NGIPS system is capable of carving files for analysis out of
many protocols, encodings, and several compression methods. The system blocks
any file which is found to be suspicious.
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Contextual understanding: Context refers to the group of conditions that exist
where and when an attack takes place. This context is a significant measure to
determine the priority of response. This context can be based upon several factors
like

(i) Network Sense—The NGIPS system should be fully aware of network
including various hosts connected to the network and their conformity with
IT policies. If certain devices or applications are currently disconnected on a
particular network, then security for such devices can be turned off so as to
increase productivity, decrease load, and to avoid unneeded checks.

(ii) Behavior Sense—This type of sensing includes determining the amount and
type of traffic that should be considered harmless. Thereafter, it is the job of
NGIPS to monitor and report any abnormal or unfamiliar traffic. Anomalous
network traffic may indicate a threat trying to attack the server so identifying
it prevents system breaches and data loss. In addition to this, behavior
awareness also monitors amount of data transferring order to identify any
decrease in efficiency.

(iii) Identity Sense—The NGIPS system must have complete knowledge of the
identity of each and every user connected to the network either directly or
indirectly. This data is available from both Microsoft Active Directory sys-
tems and a variety of open standards-based LDAP directory servers. Using
this information, the attackers can be identified easily.

Adaptable engine: NGIPS system has the ability to adapt to the changing needs
in order to maintain significance against varying security demands. A key com-
ponent to make NGIPS system agile is Snort. The NGIPS is adaptable in the
following ways:

(i) Standard Discovery—In order to save time and effort required to configure
the system, following three options are provided:

(a) Protection Over Accessibility—It is the topmost level of security with
greatest number of validations enabled. It is used when network security is
preferable relative to user’s convenience.

(b) Accessibility Over Protection—It is the least restrictive security level and
is used when access to network resources is at highest priority.

(c) Balanced Protection and Security—It provides optimal solution to orga-
nizations with typical security needs.

(ii) Custom Modifications—In addition to the above mentioned basic policies,
NGIPS provides users with the option to customize the detection rules and set
various other policies to accommodate their requirements.
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3 Network Breach Exposure System

Network breach exposure system (NBES) monitors the traffic crossing the network
and detect the intrusion which after being compared with the previously known set
of malicious activities. Network security aims to protect the system from unau-
thorized insecure activities. Intrusion detection senses the unusual activity and alerts
the administrator. Generally, inbuilt firewalls are not enough to provide security to a
network completely because the attacks committed from outside are stopped,
whereas inside attacks are not. It causes breach detection systems to become active.
BES helps a system to stop attacks and recover from them with the minimum loss.
It analyzes the security problems so that they are not repeated. Cavernous packet
examination (CPE) is a very common method of network breach exposure system.
Signature-based network breach exposure system (NBES) requires to match a
predefined pattern that is already identified as harmful to the network. NBES should
have the feature of dynamic reprogramming, fault tolerant, susceptible to attacks,
easy to install, and should detect different types of attacks. There are two types of
intrusion detection system:

(i) Exploitation Detection—Exploitation-based Breach exposure system
(BES) aims to distinguish events that violate system protocols. It can only
detect known attacks.

(ii) Glitch Detection—Glitch-based BESs try to analyze abnormal activities and
flag these activities as attacks. It can also detect new attacks.

Exploitation detection have very low false positive rate. Since they depend on
comparing the incoming traffic with known strings, they are unable to identify
novel attacks. Hence, a high false negative rate is observed.

To detect intrusions, there are two techniques namely hybrid NBES and
Honeypots. Snort is the chosen system as exploitation-based BES while packet
header glitch exposure (PHGE) and network traffic glitch exposure (NETGE) are
chosen as glitch-based BES. Glitch detection-based breach exposure systems are
divided into many sub-categories that are statistical methodologies, data mining,
genetic algorithms, and immune systems, etc. Among these sub-categories, statis-
tical methods are the most commonly used ones in order to detect breaches by
analyzing strange activities occurring in the network. PHGE and NETGE statistical
methods are chosen as the glitch-based breach exposure systems in this paper. We
have implemented a hybrid BES by mounting glitch-based BESs, PHGE and
NETGE to Snort as a preprocessor. PHGE models protocols. Also, it takes care of
dynamic reprogramming of network. PHGE tags only the first anomaly it detected
as an alert even if there is a series of the same glitch recurring. This feature reduces
the number of fake alerts. NETGE, models single packets like PHGE, uses
dynamic-conditioned protocols and models values that are known (Fig. 2).
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Snort is an open source and rule-based network breach exposure system. Snort
combines new functionalities during compilation. Snort is a network breach
exposure system. It runs over IP networks and analyzes real-time traffic for
detection of misuses.

(A) Approach

(i) Using PHGE and NETGE

PHGE calculates glitch scores for every packet and makes no difference between
incoming and outgoing traffic. Network traffic glitch exposure (NETGE) is the
second glitch-based approach added to Snort as a preprocessor in this paper.
NETGE models packets, and it operates in two stages: The first stage is the filtering
of incoming packets. The second stage is the modeling stage. Filtering stage
eliminates the traffic up to 98–99%. This exclusion simplifies the traffic for the next
modeling stage. Only the traffic data, which provide indication of attacks, is passed
to the modeling stage. After surveying many papers and techniques, we have
concluded that final system is called the hybrid BES (Snort + PHGE + NETGE),
and it is tested on a dataset containing approximately 200 attacks. It is observed that
number of attacks detected increases much more with the hybrid BES. Snort is able
to detect *25 attacks. After PHGE is added as a preprocessor, this number
increases to 50, and finally after NETGE, the number of attacks detected increases
up to 140. As a result, the hybrid BES is said to be more powerful than the
signature-based because it uses the advantages of glitch-based approach for
detecting unknown attacks.

(ii) Using Honeypots

Another technique to detect intrusions is called Honeypots. Honeypots are incor-
porated in network with firewall and breach exposure systems to provide concrete
secure platform to an organization. The disadvantage of above discussed system is

BES types

Exploitation
based

Glitch
based

stastistical

PHGE NETGE

data mining genetic algo

Fig. 2 Hierarchy of BES
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that it detects those malicious activities that are blocked by firewall and may also
generate large number of false positives. Honeypots then introduced in the network
to utilize the network’s unused IPs, and the attacker’s behavior is analyzed on these
Honeypots. Honeypots improve BES too by decreasing the numbers of false pos-
itives and accurate. Honeypots is an individual security resource that provides
features such as early warning system, and capturing novel exploits to gathering
intelligence on rising threats. There are two types of Honeypots: First is research
Honeypots, and other one is production Honeypots. Research Honeypots are
basically used to achieve information about the new ways of attacks, viruses,
worms which are not detected by BES. These Honeypots are used for research
purposes. Its primary function is to trace the path of attacker and gain knowledge
about the new ways of attacks performed threats. Production Honeypots are easy to
organize and are primarily used by companies or corporations. These Honeypots
are assembled with server inside the network of the organization to improve overall
security. It provides instant security to production resources. Honeypots assume
that the traffic sent is unauthorized that means there is no false positives and no false
negatives. One more advantage of using Honeypots is that it can work in any IP
environment including IPv6. IPv6 is the new version of IPv4 (Fig. 3).

Nowadays, the demand for a secure network is increasing. Network security can
be maintained by making use of various authentication techniques. One crucial
challenge with computer and network security is the determination of the difference
between normal and unsafe activity. The ultimate design goal for a breach exposure
system is the development of automated and adaptive design tool for network
security. Honeypots is an exhilarating new technology with huge prospective for
security communities.

WEB

DATABASE BACK END SERVER

NBES
NBES

Firewall FirewallInternet

Fig. 3 NBES in internal mode deployment
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4 Cloud Antivirus

Antivirus software is one of the most widely used tools which detects and protects
our workstation from the infected and unwanted files. It is installed on almost every
computer or workstation in the organizations or home users across the world.
However, the traditional host-based antivirus is ineffective against zero-day attacks
or next-generation malware. Therefore, the malware detection capabilities are
shifted to the cloud by implementing the antivirus as an in-cloud network service,
extolling the speed of cloud computing to deliver real-time protection. Since most
of the analyzing capabilities have been shifted to the cloud computing, it does not
impact on the system’s performance and resources compared to the host-based
antivirus.

(A) Host-Based Antivirus Software

Traditional antivirus software relies upon signatures to identify malwares. When a
malware arrives, it is scrutinized by the dynamic analysis system. Proper signatures
of the malware are extracted from the file and added in the signatures database of
the antivirus [4]. When a particular file has to be scanned, it is matched with the
signatures stored in the database, and if it matches the signature, then the antivirus
knows which malware it is and takes the appropriate procedure against it.

However, this approach is not effective against new malwares, which are not yet
analyzed, due to two reasons. First, many of the malwares remain undetected by the
antivirus. There is a considerable chance of susceptibility between when the threat
is discovered and when the malware researchers generate the signature and update
the software to detect it. Second, the malwares exploit the vulnerabilities of the
ever-increasing complexity of the antivirus software.

(B) Antivirus as an In-Cloud Network Service

Cloud antivirus is a technology that deploys lightweight software on workstations,
while performing the majority of data analysis on the provider’s cloud infrastruc-
ture [5]. One of the benefits of offloading analysis to the cloud is that the decision
engine’s logic is not directly accessible by the attackers. Oberheide [6] proposed in
his thesis “N-Version Antivirus in the Network Cloud” a new model for detection
functionality currently performed by antivirus. The key changes are as follows:

(i) Malware Analysis by Cloud Engine—Instead of performing the complicated
analysis on each and every end-host, the lightweight software captures the
significant information about the files and provides them to the analysis
engine. The report returned by the cloud engine determines whether to
permit/deny access to the file [7].

(ii) Multiple Scanning Engines—The analysis should be performed by deploy-
ing multiple, heterogeneous detection engines in parallel for detecting mali-
cious and unwanted files (Fig. 4).
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(C) Approach

In this, we use cloud as software as a service (SaaS), where users are provided
access to application software and databases, referred to as on-demand software.
We combine the traditional signature-based detection technique with dynamic
detection method based on heuristics and behavior.

(i) Optimized Signature-Based Matching

This method depends on the signature database and string matching algorithm (for
similar DNA sequences) to find variants of virus efficiently. Based on the
self-replicating characteristic of the virus, many replicas of the virus coexist in the
system. Viruses scan the files and target them by inserting the malicious code in
them. When a virus is found, its signature is stored temporarily in the cache so that
the replicas need not be matched with huge amount of signatures in database. So,
signature matching time is greatly reduced.

(ii) Dynamic Analysis Using Heuristic and Behavioral Methods

This method analyses the suspicious file’s characteristics and behavior to declare it
affected. Heuristic analyzer looks for suspicious commands indicative of a class or
family of viruses. If a file contains matching code patterns, then it is declared as
infected. For depth analysis, behavioral analyzers can also be used. Behavioral
analyzers execute the suspicious file or program in a virtual environment logging
what actions it performs. Depending on the actions, analyzer declares the file
infected (Fig. 5).

The report is then submitted to the user for him to take necessary actions if the
file is infected. We combined the optimized signature-based matching and heuristic
technique to detect known as well as unknown viruses. This approach provides
35% better detection against recent threats compared to a single antivirus engine
and a 98% detection rate across the cloud environment.
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Fig. 4 Flow of process for cloud AV

Integrated Next-Generation Network Security Model 453



5 Anti-spam

‘Spam’ is defined as flooding the Internet with multiple copies of a single message
in order to impose the message on people who would not otherwise choose to
receive it. They are mainly used for commercial advertising, often for dubious
products. Sometimes, clicking on links in spam e-mail may send users to phishing
Web sites or sites that are hosting malware.

There are two main types of spams—Usenet spam and e-mail spam. Cancellable
Usenet spam is a single message sent to 20 or more newsgroups. These types of
spam generally deprive the users from useful content by overwhelming them with a
stream of advertising posts. e-mail spam targets individual users with direct mail
messages

Spam detection techniques can be broadly classified into (1) Based on machine
learning (2) Not based on machine learning. Machine learning is a technique that
discovers and studies the algorithms that can draw inference from and make pre-
dictions on data (Fig. 6).
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Dependent solutions mainly constitute a part of a bigger spam detection solution
(which can be either based on machine learning or not). They act as a secondary
system. Independent solutions mainly construct their own database according to
which they differentiate the mails and messages.

Some of the commonly used spam detection techniques are as follows:

(i) Rule-Based Analysis—It is a quick and simple technique that uses certain
predefined rules to find expressions that are similar across spams. But relative
to new detection techniques, this method has certain drawbacks. The rule set is
fixed. So if a new threat arrives, then the system must be updated to recognize
that mail as a spam. If the spam arrives before this updating, then the system
fails to achieve its objective.

(ii) Signatures—For each identified spam, they generate a distinctive symbol or a
value called signature. When a mail arrives, the system compares its signature
with the values stored in its database. If an equivalent value is found, the mail
is categorized as spam. It generates quite a low level of false positives. But the
major limitation is that if a spam is received before its signature has been
disseminated, then this method fails to detect it. Moreover, for efficient
maintenance of the database, the older signatures are removed, thereby pro-
viding the attackers an opportunity to attack.

(A) An Efficient Approach

Bayesian filtering is an effective and a widely used technology for spam detection.
It is a popular statistical technique of e-mail filtering. It overcomes most of the
limitations of previously known techniques.

SPAM Detection 
Techniques

Not Based on Machine 
Learning 

Dependent Independent

Rule Based, Signatures, 
Black listing, Hash-based, 
Traffic analysis

Adaptive, Trust NetworkBayesian, Neural 
networks, Memory 
Based, Markov random 
fields, artificial immune 
system

Based on Machine learning

Fig. 6 Types of spam detection techniques
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Depending upon the types of mails received and user’s choice, a rule set is
constructed. The sender is unfamiliar to this rule set. The rule set is modifiable and
is adaptive to the user’s choices.

Two tables are maintained in Bayesian filters—the first one is of spurious or
illegitimate tokens, and the second one is of legitimate tokens. A probability value
is bound to every spam with the help of which the system categorizes a mail as a
spam. Similarly, probabilities are maintained for each spam. The initial values for
the classifier are provided, and with each mail that is correctly identified, the values
are modified accordingly. On receiving a new mail, it is converted into a set of
tokens, and then the probability value corresponding to each token is fetched from
the user’s records.

All these probability values are then combined, using Bayes’ rule to produce a
final probability. The involvement of user’s feedback improves the accuracy of this
filter.

The performance of this filter is more effective at the user level as compared to
the mail server level. As each user will differently consider some mails as spam,
therefore, a database constructed from user’s data will provide more accurate
results.

The probability that the received mail is a spam is given by (P):

P ¼ x1 � x2 � � � xn
x1 � x2 � � � xnþð1� x1Þ � ð1� x2Þ � � � ð1� xnÞ ð1Þ

where xi is the probability of a word that was included in previous mails that were
classified as spam.

6 Personalized Content Filtering

Censor-ware is used by corporations as part of Internet firewall computers to restrict
or control the content which a user is authorized to view on the Internet via the
Web, e-mail, or other means. Censor-ware blocks the unwanted content of the Web
page or e-mail. As the diverse information on the Internet is available to all the
users, the need for content filtering is impeccable. Content filtering ensures security,
prevents legal trouble, and improves user productivity.

The simple and easy method is to block Web page based on URL filtering and IP
addresses. However, it is not efficient for unknown Websites, and it is difficult to
obtain the complete block list. Given that the Internet consist of tens of billions of
Web pages with millions added per day, this approach is ineffective at providing
protection from objectionable content [8]. Also, the traditional content filtering
tools block the entire Web page found objectionable. Instead of completely
blocking a page, it is efficient to block only those segments which contain objec-
tionable content since different portions of the Web page holds different contents.
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This method provides fine-grained blocking and automatic identification of the
segments of the Web page to be blocked.

The objective of the content filtering is to propose a model for Web page
segmentation and incorporating personalization to enhance the capabilities of the
content filtering process. The model incorporates two methods:

(i) The Web Page Content Filtering—There exist many approaches for Web
page content filtering such as rating systems [9], text classification-based
approach [10, 11]. The approach used in our model is keyword-based blocking
method.

(ii) The Web Page Segmentation—Web page segmentation is the process of
dividing the Web page into segments based on certain criteria. DOM-based
Web page segmentation approach is used, in which HTML tag tree’s
Document Object Model will be used for segmenting.

The model has three main components:

(i) Segmentor—This component is responsible for segmenting the Web pages
into logically smaller segments.

(ii) Personalizer—This component is used for incorporating personalization
while filtering content. It consults a list of permitted and denied keywords.

(iii) Filter—This component filters the segments which contain objectionable
content (Fig. 7).

In this approach, each page which the user requests is segmented into smaller
units for the filtration. This is achieved by the segmentor component. The source
page is mapped as a DOM tree. After performing the segmentation, each segment is
processed individually by the filter component. Each segment contains three
components:
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(i) Text
(ii) Link
(iii) Image

Each segment is individually scrutinized for the three components whether they
contain objectionable content which needs to be blocked. The model incorporates
the personalization aspect. The user can configure according to his requirements.
For personalization, the model consults a bag comprising allowed and denied list of
keywords. The keywords in the allowed list give a positive value while keywords in
denied list give negative value. If the cumulative value of the individual segment
exceeds a threshold value, that segment is displayed, else blocked. If the segment is
blocked, message “segment blocked” will be displayed.

This model has 88% accuracy in filtering out the segments containing objec-
tionable content [12].

7 SPARTA

The new research in the field of network security and Internet has not only lead to
the development of some path breaking technologies, but also has created some
difficult to handle and predict attacks and viruses. These new threats lead to sen-
sitive information being coerced or its loss. In such a case, mechanisms to both
protect and prevent any such attacks are essential. In order to achieve prevention,
we use Network access control.

Network access control (NAC) can be defined as the scheme of enhancing and
upholding the network security by limiting the access to resources of the network
and enforcing some protocols. A traditional network access control device puts
constraints to the amount of data any user can access, due to the implementation of
anti-threat applications. The available network access control devices are not
equipped enough to handle the avant-garde attacks and are not flexible enough of
incorporate the changes brought about by the perpetual research, making them a
transient.

The proposed system “SPRATA” [13] is a step toward integrating the various
security products that were earlier deemed as incompatible and provide an end to
end protection to the host. Its assessment is not limited to the users but extends to
the nodal hosts, while ensuring the veracity of those nodes. SPARTA has an open
architecture giving it that much needed edge over the present technologies.
SPARTA’s architecture is composed of two entities: Entrée Retriever (ER) and
Access Protocol Governor (APG). However, three entities—protocol point (PP),
perilogos reclamation point (PRP), and Synaptic Managers and Controllers are
supplements that can be augmented according to network needs [14–17]. It needs to
be noted that this technology is only being suggested to aggrandize the access
control mechanisms in the threat management technology already present in the
host and acts a veneer to the capabilities of the used technology (Fig. 8).
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(A) Major Components

To give a better idea about the components of SPARTA, their functions have
been summarized below

(i) ER is responsible for sagacity of the network node, where it tabulates
information such as firewall used, OS, and other vital information.

(ii) The ER reports to APG about the health and user identity.
(iii) Major job of APG is to authenticate user’s identity and evaluate the health

status of ER using proprietary protocols also makes decision whether to
enable access to network ER.

(iv) Further, APG informs about the decision to PP which is responsible for
execution of the decision taken.

(v) Controlled access to the network and enforcement of policies is looked after
by the PP.

SPARTA user stores all the pre-requisite information gathered by the ER in
tabular form. Its main design has three tables each storing some information. The
description of the information is given below

(i) Node-Attestation Table—The Node-Attestation table has four columns in
total: IP address of the source, position, testament number, and timeout
value. It is accountable for the packets that source sends. The testament
number is given by the base threat management technology being used in the
host. APG is the only portion given the authority to add entries to the
Node-Attestation table. The entries in the table are removed when either
timeout occurs or APG forcefully removes them. Removal by APG takes
place when either the entry does not qualify to be a part of the table or the
device no longer exists in the network.
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Fig. 8 Components of SPARTA (access control mechanism)
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(ii) Testament-Resource Table—There are two fields in Testament-Resource
table: testament number and resources. This table is used for elaborating the
collaboration between testaments and authorized resources.
Both Testament-Resource table and Node-Attestation table contain a com-
mon field testament. Using the applications of both the tables, UTM rec-
ognizes the IP address of the source and generates dynamic firewall policies
to prevent further access. Testament-Resource table is the first thing to be
generated and is then stored in the APG network. During the initial setting up
of connection between any network protection device and APG, the gener-
ated table is pushed into the network.

(iii) Protection-Action Table—Mapping up of testament number and salvation
protocol is handled by the Protection-Action table. This table along with
Testament-Resource table is pushed by the APG when the initial connection
is established in the network (Fig. 9).

Access Protocol Governor (APG)

APG can easily be described as “intelligence” of the network. This is where
network administrator deploys its policies. According to the specifications of our
model, out of all the technologies available, XACML can be used for its imple-
mentation. Major tasks of APG are as follows:

(i) Resolution of the network policies and their dissection to determine the
available resources and their roles which grant the permission to access.

(ii) Authenticating user identity and assigning position to the host.
(iii) Assess the health status of the hosts and assigns host testament number by

retrieving host protection abilities.
(iv) It is also responsible for mapping IP address, user, MAC address, position,

salvation protocols, and switch information to each other.
(v) In addition to the above, it sends the decisions made to the switches and host

threat management technology. Also, APG records testament-resource and
user position in the tables in the questions.
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Fig. 9 Hierarchy of ER table
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(A) SPARTA Attack Prevention Technique

Spoofing is one of the major attacks that have been a cause of concern for
currently used techniques. In this attack, using various IP addressing masking
techniques, the attacker may adopt an IP address which can gain access to the host
easily. Due to the masked IP, many of the presently used network security mech-
anisms are not able to forestall them. However, the technology being developed can
detect such attacks by appraising the change in IP address. Here, APG is the main
player.

Attacks can be made by the intruders even when there is a slightest window.
Sometimes, despite of the presence of the highly protected network, the wrong
operations by the user can lead the attacker right inside the network. SPARTA
would be required to filter the flow randomly and periodically to ensure that no such
attacks make the network vulnerable to the attacks. These further equip the device
to periodically check the health status of the network.

8 MONICAN

The proposed system is an integration of many different technologies hence for
proper control and management is essential. The sacrosanct requirement of a
monitoring system can be felt.

For this purpose, a technology “MONICAN”, a new age control and manage-
ment technology, will be ideal.

The main features of this monitoring device include

• General Management
• Network Routing and Services
• Network Device Management
• Threat protection
• Authentication

Other than the aforementioned capabilities, MONICAN juxtaposes the
user-driven protocols with the network monitoring protocols. It gives user the
opportunity to define access and the role of the host requesting access. MONICAN
acts as the ideal system for not only the proposed integrated system for any other
network security-related device in question. The main features of the MONICAN
have been elaborated below.

8.1 General Management

Other than providing a user-friendly interface, MONICAN is capable of role-based
administration. It has the capability of providing centralized management for
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multiple security devices which are virtually incompatible. This system is a
self-service portal with a capability to provide one click VPN setup. This system is
the archetype of a flexible and mutable model that can be perceived by handler.
Other than its general features, a very useful GUI enhances the sniffing capabilities
of the user many folds. Overall, MONICAN is the epitome of any control system.

8.2 Network Routing and Services

Multiple routing capabilities such as static, multicast, dynamic, snooping is effec-
tively available in the proposed system. This has the capability of providing auto
health check and availability of clustering. This device can balance up to ten
appliances with high availability for active/passive clustering. Its interface link
aggregation capability is one of the most desirable features in any monitoring
device. The contingency attacks that our integrated system is capable of handling
are shown with the network information in MONICAN.

8.3 Network Device Management

One of the major gateways for attacks on system can be monitoring devices as they
are not well-equipped with capability of intrusion protection. The proposed system
can be used for intrusion detection as it performs deep packet inspection. It has the
capability of recognizing more than 18,000 patterns which are more than any other
monitoring device of its range. It uses pattern matching algorithm and aging for
more optimizing results. We are shown the operations being performed by each
device separately in the form of screens providing the user opportunity to analyze
the functions of each device separately. The networks in the system are shown with
a country-wise demarcation, giving us data to analyze the type of data being sent
and received by the majority. With separate inbound/outbound settings and
exception, a complete protection package is provided to us. To take its protection
capabilities to the next level, an identity-based authentication rules and configu-
ration are provided.

8.4 Threat Protection

MONICAN’s threat protection capabilities are the better than any device in its
range. It can detect and clock network traffic attempting to control the servers using
any application layer facility and firewall. This is accomplished by identifying the
infected hosts on the network and containing their network activity. Another
technique that helps it in thwarting the attacks is by selective sandboxing of
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suspicious code to determine malicious intent. MONICAN is equipped with the
capability of managing every device in the network and showing their status at the
same time to the user.

8.5 Authentication

Taking the network protection to the next level, the proposed system adds another
layer to the protection capabilities of the integrated system by adding the feature of
server settings check; this is done by combining authentication cache flush for user
groups and graphical browsers. Scheduled backend synchronization helps the
system working fine at all times. The most striking feature of MONICAN is its
policy testing capability tool for URLs that is operating at all times.

With all the features, MONICAN is not only an ideal device for control and
management of integrated system but also for any other devices that are involved.

9 Integrated Approach

The proposed approach combines the multiple technologies into one system. Instead
of deploying multiple disparate technologies which are difficult to control and
monitor, this system provides an easy way to manage and update all the necessary
technologies required for the network security through one interface. It has a single
platform which analyzes the traffic for suspicious or unexpected behavior, discovers
unauthorized access, and prevents the viruses, worms, and infected file from entering
the personal network. It analyzes the traffic once by applying defined rules, char-
acterizes, and determines whether it is safe and can be sent further. It blocks the files
and applications that do not qualify the defined rules. It performs the necessary
logging of information extracted by analyzing for report generation and takes the
necessary defense action in an effective and timely manner. MONICAN allows us to
centrally control and monitor the system in the most convenient manner. The traffic
which is sent to the outside world is also analyzed for access control and to log the
activities of each user/groups connected to the system. This system integrates all the
necessary technologies and performs the required actions to protect ones network
from the known as well as future unknown attacks.

10 Conclusion and Future Work

In conclusion, the proposed integrated system works effectively to provide a secure
network. The various components complement each other’s job and provide a
solution to almost every possible attack. The next-generation IPS prevents

Integrated Next-Generation Network Security Model 463



malicious attacks using additional features like user awareness, application
awareness. Network breach exposure system (NBES) provides next-level intrusion
detection techniques using various methods like cavernous packet examination
(CPE), NETGE, PHGE. It produces very few numbers of false positives. Antivirus
software is a necessity in today’s society where new malwares are continuously
developed. Cloud-based antivirus technique is an optimal technique that incorpo-
rates both static and dynamic analysis. Omnipresence of the antivirus at both
physical and software level is guaranteed by the device. Bayesian filtering is widely
used technique that greatly improves filter accuracy. Personalized content filtering
blocks only particular portion of Web sites instead of blocking the complete URL.
SPARTA provides an ideal solution for access control. MONICAN is a monitoring
solution that senses the network and notifies any degradation in performance.

The future work includes studying the upcoming technologies in the network
security area and how these can be integrated with our proposed system to make the
best out of it. As the technologies in the security area are evolved in future, they
should be added to enhance the functioning or replace the old ones in a robust and
efficient manner without degrading the system performance.
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Reliable Data Delivery Mechanism
for Mobile Ad Hoc Network Using
Cross-Layer Approach

Sandeep Sharma, Rajesh Mishra and Siddharth Dhama

Abstract In the mobile ad hoc networks, there exist various challenges in packet
data delivery mechanism. Few of the challenges due to which packet delivery fails
are route failure and congestion. Because of these effects, it is very stiff to provide
data delivery in an efficient way. So we propose a cross-layer approach in which a
buffer is initialized in transport layer to buffer packet during failure of route or
congestion or both. Because of this cross-layer approach, packet dropping rate of
receiver will decrease. Simulation result shows the efficacy of our approach that our
proposed scheme proves to be better than the existing schemes which do not use the
cross-layer approach.

Keywords NS2 � Transport layer � Network layer � Cross-layer � Ad hoc network

1 Introduction

Mobile ad hoc network (MANET) [1] is an autonomous system in which the nodes
are connected with each other through a wireless link. Ad hoc network are those
network that does not have a fix central command node it just use the node present
in the network for communication, the nodes act as receiver and transmitter so data
transmission from one node to another is achieved by multiple nodes in between.
MANET’s topology is special kind of topology in a way that it is always in a
variable state. There are no fixed nodes present in MANET (also known as dynamic
topology) and hence causes instability in the network. The nodes are battery
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powered and hence have a small range but they use the multi-hop transmission to
overcome the long-distance transmission. To communicate in this network, we need
to define protocols so that packet delivery is possible. In a mobile ad hoc network,
there exist various challenges in packet data delivery mechanism. Few of the
challenges due to which packet delivery fails are as follows: route failure, con-
gestion [2].

Although there are lots of methods to overcome some of these problems [2–10],
they do not solve all problems at same time. Some of the protocols are proposed in
recent years to support the failure of route and establish an energy efficient route.
Some do it with the backup routes [4, 5, 11], but these backup routes have high
maintenance. They are costly, time consuming, and difficult. Others do it with more
than one route to balance the traffic when the route failure or the congestion occurs.
But there are some problems with them, like the overhead increases to maintain so
many routes and network performance gets affected. Some protocol gives main
attention to the recovery of link at local level. In this, the problem is that if the route
discovery takes long time then the packet may have to be dropped. Apart from these
problems, there are security issues which can be overcome by techniques like
authentication with cross-layer approach [12]. We are going to discuss a way to
overcome two of these drawbacks at the same time. So we are going to use a
method in which our design is aware of failure of route and congestion, our pro-
posed design [13, 14] uses both network and transport layer. We propose a queue at
the transport layer that will be activated in case of congestion, and by using
cross-layer the packet of network layer will be buffered in the queue. This will
result in the decrease of the packet dropping rate and energy consumption. We are
going to learn how this protocol is going to overcome the challenges and compare
with the other protocol like AODV. In our proposed design, the received packets
are being sent to cross-layer queue at the transport layer and after the congestion or
when the node finds a new path they are sent back to network layer and restart the
transfer of data. We have divided our paper into eight sections. We start with
Sect. 2, in which the related works and the motivation behind this work are dis-
cussed followed by our network model and assumptions in Sect. 3. In Sect. 4, we
have discussed the proposed cross-layer technique and congestion detection in
Sect. 5. Congestion detection and performance evaluation are discussed in Sects. 6
and 7. In Sect. 8, we have concluded the paper with comments on the future scope.

2 Related Work and Motivation

On the basis of past research, the following route failure and congestion can be
categorized into flowing types based on their working principle.

One of the types uses a backup route for all active routes. When primary route
fails, backup route is used. The example of this type of protocol is AODV-BR [4],
but this category suffers from problems like the maintenance of multipath is diffi-
cult, costly and energy efficiency is less as a result the performance gets effected.

468 S. Sharma et al.



Other type uses secondary route to send the packets [3]. For example in DSR
protocol when congestion occurs, it splits traffic and mitigates congestion; this will
increase QoS for the network and as a result the overall maintenance of network
increases decreasing the throughput.

The third type focuses on using local recovery process. For example, in case of
AODV [8], node checks the signal coming from other nodes and if signals are low,
it starts a local recovery and finds a new route instead of sending error message to
the transmitting node. Here neighbor node stores information as a backup node, due
to this the adjacent node keeps the packet without any reason, and at the end, more
than one adjacent node can transmit packets after finding the new route. This results
in decrease of network efficiency.

The last type is most recent that focuses on the cross-layer approach. For
example, a cross-layer design for resource allocation in [15] and RCECD proposed
in [16]. We are proposing a design using this cross-layer approach which will have
a queue at the transport layer as proposed in [17].

3 Network Model and Assumptions

In the simulation, we have taken ad hoc network with multiple receiver and sender;
every node is acting as sender and receiver and their movements are random. We
have taken Institute of Electrical and Electronic Engineers (IEEE) 802.11 as MAC
layer protocol. Every node broadcasts a random message to neighbor node. Now
because the motion of our nodes is random, link failure may occur. The random
message will be sent at equal interval of time by every node so that link connec-
tivity can be checked. We consider RANDOM_INTERVAL is the time between
two random message signal, and RANDOM-LOSS allowed is the maximum ran-
dom message that are lost and can be tolerated. So the time after which link will
consider that the link is broken is equal to RANDOM _INTERVAL * RANDOM-
LOSS allowed.

4 The Cross-Layer Technique

[16] proposed cross-layer approach for transfer of packets in MANET’s. Here, we
combine the network layer and transport layer with each other, hence named
cross-layer. At the transport layer, we are going to buffer our packet during route
failure and congestion. So in case of heavy load, nodes will generate a message that
will indicate the congestion and all the respective node will start buffering the
packet in their respective transport layer.
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4.1 Buffering of Packets at the Transport Layer

In MANET, a node acts as a receiver as well as the transmitter, so when it receives
the data, in our cross-layer, the nodes will have an transport layer queue (TLQ) to
store the packets. Now this TLQ will only be used in case of congestion, and when
there is no congestion, the normal operation will take place, and this can be seen
clearly in Fig. 1. But when a node detects congestion or node detects that the
intermediate link between two nodes is broken, nodes will start using their TLQ to
buffer the packet until a new route is formed or there is no more congestion.

In Fig. 1, we can see two different color lines. When there is no congestion, we
will follow the blue line but in case of congestion or route failure, we will follow
the red line in which the packet will start buffering at transport layer.

In Fig. 2, we can see the mechanism of cross-layer. Our interface will have two
components, receiver interface NT (network to transport layer) and TN (transport
layer to network layer). Our first interface NT receives packet from the network
layer queue and transfers the incoming data to TLQ; NT only works in case of route
failure and congestion. In second case, the packet from transport layer is transferred
from transport layer queue through TN interface that will on getting the information
that congestion is over or in case of route failure that a new route is found, TN
transfer will send the data to network layer queue.

Application layer

Transport layer

Network layer

Data-link layer

Physical layer

In case of congestion

Normal operation

Fig. 1 Flow of packet in
cross-layer

NT    TN

Transport layer queue  

Network layer queue

Output packets

Input packets

Transport layer 

Cross layer interface 

Network layer 

Fig. 2 Interface between transport queue and network queue
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Let us take an example that there is a route which has two intermediate nodes C
and D. Now take a condition that the link between both the nodes is broken. Now C
will detect that the link between both the nodes is broken, so it will start buffering
the packets from the network layer to transport layer queue, and C will send a
message to other nodes that the route is failed and a RF (route failure) message will
be sent. Now as soon as other nodes get the RF message, they will also start
buffering the packet to their transport layer queue. Now all the source will stop there
transition and wait for the new route notification message. Now if node C finds a
new local path, it will send a message new route (NR) to all the nodes. After getting
this message, all the nodes will send data through TN interface to the network layer
queue from their respective transport layer queue and after that normal operation
will begin. This mechanism will decrease packet dropping rate. If no new route is
found node, C will send a no new route message (NNR). The source node on
receiving this will start a new route discovery.

The procedure to start a new route will be same as finding the route first time, the
source node floods the RREQ (route request) packet all over the network in case of
not finding the destination node. After that from the single RREQ, it may receive
many (RREP) route reply. A route reply carries the source identifier, the destination
identifier, the source sequence number, the destination sequence number, the
broadcast identifier, and the time to live field. Based on the number of hop count
and time to live, the source node will reply with ACK (acknowledgment) packet
and then data packets will be sent. After all packets being sent, the destination node
will send an ACK packet.

5 Congestion Detection in Proposed Cross-Layer Design

Our cross-layer design detects the congestion so that at time of congestion the
packet can be buffered in the transport layer queue. At each intermediate node, we
measure the amount of data that is in queue of the network layer, on the basis of this
information we measure the level of congestion and according to this the action are
taken. A two-bit flag is used in both the packets; the packets are data packets and
the acknowledgment of data packet. This is known as congestion level CL flag. The
value of our flag is measured on the basis of Table 1.

Table 1 Congestion
notification (CL)

Value of CL Congestion level

00 No congestion

01 Light congested

10 Heavy congested

11 congested
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6 Detection of Congestion Level

To determine the congestion, we set minimum and maximum threshold, Qmin and
Qmax, respectively, for the data present in queue by

Qmin ¼ 0:4� Qsize; ð1Þ

Qmax ¼ 0:9� Qsize: ð2Þ

If the current size of queue is less than Qmin, then we can say that there is no
congestion, if the queue size is greater than Qmin but less than Qmax, then it is light
congestion, and if packet length exceeds Qmax, then there is congestion. We
introduce another parameter Qwarn, for warning stated below:

Qwarn ¼ w� Qsize; ð3Þ

where w is a weight factor, we choose w = 0.8. We then calculate average queue
occupancy of a node after every certain interval using exponentially weighted
moving average formula as follows:

Qavg ¼ ð1� aÞ � Qavg þQcurr � a; ð4Þ

where a is a weight factor and Qcurr is the current queue size. Now, on the basis of
the value of Qavg, the value of CN flags is as follows:

• if Qavg < Qmin then CN = 00
• if Qavg � Qmin and Qavg < Qwarn then CN = 01
• if Qavg � Qwarn and Qavg � Qmax then CN = 10
• if Qavg > Qmax then CN = 11

There can be one more case where the queue size of transport layer and network
layer queue is full and in the meantime if no new route is found, node will send a no
new route message (NNR). The source node on receiving this will start a new route
discovery. So we can say that the threshold to determine failure of the route will be
the queue size of transport layer and when TLQqueue size is equal to packet queued
during congestion then route is fail.

On the basis of above calculation, we can make a congestion control mechanism
as given in Table 2.

Table 2 Action taken by
node in case of congestion

Congestion level Action by node

No congestion Normal operation

Light congested Do not send RREQ

Heavy congested Warning message to sources

Congested Enable TLQ
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7 Performance Evaluation

After getting the results, we can see the difference between the throughput of our
cross-layer approach and traditional approach, the one that does not include the
cross-layer approach. In the simulation scenario, we have considered square area of
size 500 * 500 m2, with 16 random moving nodes. The time for our simulation is
80 s for nodes with transmission range of 250 m. Our source node will send random
message at constant interval of time. By this, we can check the connectivity of link.
The size of each data packet is 1500 bytes, bandwidth is varied for better result (0.1,
1 and 2 Mbps), and the transport layer protocol is UDP and MAC layer protocol is
IEEE 802.11 DCF. Table 3 gives the simulation parameters.

From the analysis, discussion and the simulation results show that our proposed
approach perform better than the one without cross-layer. Therefore, our proposed
approach provides better throughput than the other protocol that does not have
cross-layer design, as shown in Figs. 3, 4, and 5. In these figures, we have taken
three different cases of bandwidth 0.1, 1, and 2 Mbps and compared the results with
the traditional without the cross-layer technique.

As we can see, our cross-layer design has given better result even in less
bandwidth, and in Fig. 6, we can see comparison between throughputs at different
bandwidth.

Table 3 Simulation
parameters

Parameter Value

Network area 500 m * 500 m

Number of nodes 16

Number of sources 8

Transmission range 250 m

Transport layer protocol UDP

MAC layer protocol IEEE 802.11 DCF

Control packet size 100 bits

Bandwidth 0.1, 1, 2 Mbps

Data burst size 2 Mb/flow

Packet size 512 bytes

Propagation model Free space

Weight factor 0.2

Simulation time 80 s
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Fig. 3 Compression between AODV and proposed technique at 0.1 Mbps

Fig. 4 Compression between AODV and proposed technique at 1 Mbps
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Fig. 5 Compression between AODV and proposed technique at 2 Mbps

Fig. 6 Compression of throughput at different bandwidth using cross-layer
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8 Conclusion

This paper focuses on the network layer where we have proposed a queue that
stores the packets from network layer at the time of congestion or failure of route.
So a cross-layer design is introduced between these layers. Our design get activated
only at the time of congestion or failure of route, upon the discovery of any of these
two factors the packet that are being received by node are transferred to the TLQ
and after resolving the problem, the data in queue is transferred to network layer
queue and normal operation begin. This has increased over throughput as shown by
result at different bandwidth. For future work, we can work on different protocol
and observe their performance, and we can introduce a new protocol that uses the
cross-layer design in normal operation so that we can decrease the load of network
layer, so that the overall performance of network can be increased. We can also
combine the data link layer with the transport layer thereby making a super layer,
violating the traditional boundaries of the protocol stack and redefining new
boundaries.
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Stable Period Extension for Heterogeneous
Model in Wireless Sensor Network

Pawan Singh Mehra, M.N. Doja and Bashir Alam

Abstract In past few decades, energy efficiency issue in wireless sensor network
(WSN) has attracted researchers due to its constrained power source. Focus on the
parameters which affects the energy level of the sensor nodes of the WSN is the key
to attain energy optimization. Introduction of heterogeneity increases the capability
and lifetime. In this paper, we propose a heterogeneous-model-based energy effi-
cient scheme for clustering. Any clustering algorithm which groups the sensors can
contribute in increasing efficiency of the network. This paper proposes an energy
conscious clustering method which takes into account the energy of the nodes
residing within the proximity of its transmission range. Indecent designed
self-organizing clustering algorithm can drop down the lifetime of the nodes. The
simulation work of the proposed algorithm is done for heterogeneous energy model
with varying parameters. Simulation results ratify the stability period extension of
proposed protocol. The proposed algorithm is capable to prolong the stable period
of network and balances the overall energy dissipation of the network over its
comparatives..
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1 Introduction

Due to the recent technological innovations and the maturity of communication and
microelectronics day by day, development of small size, low cost, minimal powered
sensors has become possible. Wireless sensor network has aroused interest of
researchers in the pertinent domain. It is a group of huge numbers of sensor nodes
which are deployed manually or dropped on the fly over the area of interest to
collect the useful data. WSN with clustering acts as a teamwork where each sensor
node plays its role and contributes to the goal of the network. The ultimate aim of
WSN is delivery of data to base station where it can further be processed as per the
requirement. Generally, the WSN is deployed in a field where human intervention is
impossible or difficult. Thus, the base station location is at a place far away from the
target area. Applications of WSN include tracking and monitoring, e.g. human
tracking, animal tracking, enemy tracking, measurement of temperature, humidity
or environmental parameters [1]. Deployment of WSN can be done in two ways;
deterministically or non-deterministically [2]. Deterministic deployment can be
seen where the target area is human approachable, e.g. monitoring of huge struc-
tures, animal monitoring in habitat, whereas non-deterministic deployment of
sensor nodes is done on the fly where the location of sensor nodes is not known
aprior, e.g. volcanic eruption detection, flood, forest fire detection. In such appli-
cations, the position of the base station cannot be put in the centre, so the base
station in the proposed scheme is located at distant place.

This literature proposes a two-level heterogeneity-based energy conscious pro-
tocol. In this model, two base stations are deployed on either side of the target area
at a distant place. The target area can be forest fire, landslide, earthquake, etc.,
where the deployment of base station at the centre is not that easy as presumed in
most of the research work. In clustering algorithms, the cluster head has a vital role
to play. The election of cluster head in this algorithm depends on the parameters
which can affect the energy of the sensor nodes deployed in the network.

Rest of the sections are as follows. Discussion of pertinent research is done in
Sect. 2. Section 3 discusses the heterogeneous network model. Section 4 explains
the proposed protocol. Simulation work with evaluation of the proposed protocol is
examined in Sect. 5. Section 6 finally discusses the concluding remarks.

2 Literature Review

In the past decade, several mechanisms were proposed in different aspect so as to
elongate the lifetime of WSN network. Grouping of sensor nodes in order to form a
cluster is one of the techniques which helps to conserve energy [3]. Every cluster in
the network has one leader called the cluster head whose job is to collect data from
the member of the cluster and forward the aggregated data to next level. Clustering
has become the first preference for organizing the network. LEACH [4] protocol
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proposed by Heinzelman et al. forms cluster in the field so that minimization of
energy dissipation can be attained. In this work, a sensor node is selected on the
basis of probability-based threshold criteria for the selection. Every node will
generate a random number and nodes with value less than the threshold gets
elected. Rest nodes in the network join the cluster closest to them but the number of
CH for a round is not deterministic. This protocol incorporates single hop
communication.

In order to avoid longer distance transmission from CH to BS, HEED [5] take
over the multihop transmission and perform far better than LEACH. But problem of
hot spot may arise in the region near the base station. LEACH and its relevant
protocols along with some of enhancements are discussed in [6], and BEES [7], an
algorithm inspired by bee’s colony, is proposed by AbdelSalam et al. This proposed
work consists of four phases: backbone, tiling, clustering and selection. Challenges
like clustering, data aggregation and localization have been overcome, but the
clustering is comparatively complex.

SEP [8] protocol was introduced by Smaragdakis et al. This protocol introduced
heterogeneity in the network. In his proposed work, he discussed the effects of
heterogeneity and instability of proposed work. The stable period is put into con-
sideration for comparison. In this protocol scheme, a sensor node selection depends
upon the weight calculated by them for the round. The author makes sure that the
CHs are chosen on the basis of their initial energy and ensures load balancing.
In SEP, two energy levels are considered. The advance nodes have some additional
energy as compared to normal nodes. The weighted probabilities for sensor nodes
are given below:

Pnrm ¼ popt
1þ am

ð1Þ

Padv ¼ poptð1þ aÞ
1þ am

ð2Þ

Here a (alpha) is the extraneous energy, and the percentage of advance nodes is
given by m. This protocol extends the lifetime but remnant energy is not
considered.

Qing et al. proposed a DEEC [9] for multilevel heterogeneous energy model for
WSN. In this protocol, the candidature of cluster head depends upon the ratio
between the average energy of the network field and remnant energy of the sensor
nodes. DEEC is based on LEACH as the role of the cluster head is rotational among
all the sensor nodes deployed in the network so that the energy expenditure of the
nodes is uniform. The weight-based probability of each node is calculated as follows

Pi ¼
popt EiðrÞ

ð1þ amÞEðrÞ for normal node
poptð1þ aÞEiðrÞ
ð1þ amÞEðrÞ for advance node

8<
: ð3Þ
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where r depicts the round, the remnant energy of the sensor is denoted by EiðrÞ, and
EðrÞ is the average energy of field for present round. This protocol requires the
energy level index of all the nodes that are deployed in field.

Alam et al. proposed load balancing clustering scheme [10] which considers
cluster head index for choosing the cluster head in field. Sensor nodes which are
redundant in terms of sensing range are put to sleep mode in order to conserve
energy of the field. This protocol is capable enough to extend the lifetime of the
field. Mehra et al. proposed LEASE [11] for homogeneous network. In this scheme,
remnant energy and dissipation rate of the sensor nodes are taken into account. This
scheme outperforms LEACH and heterogeneity-based SEP.

Doja et al. proposed heterogeneous model for multilevel and two-level energy of
the sensor nodes [12]. In his scheme, the BS is considered to be at distant place
from the target area. The locations of the nodes are estimated through RSSI.
Parameters like node density and energy exhaustion by sensor nodes are considered
for setup phase. Better lifetime is achieved in the proposed work.

3 Heterogeneity-Based Network Model

This part discusses the heterogeneity-based model of the network. There are
N numbers of nodes that are deployed in a M � M network field randomly. The
optimum percentage of the cluster heads for a round, popt is taken as 10% of nodes
which are not dead in the network. As stated above, the locations of the deployed
sensor nodes are not known aprior and can be calculated with the help of RSSI or
LQI. The network of the target area is presumed to have fixed topology, i.e. the
sensor nodes are immovable.

In wireless sensor network, the classification of heterogeneity is energy, link and
computational [11]. Link heterogeneity deals with link and reliable data transmis-
sion with greater bandwidth. Computational heterogeneity is meant for more
processing power and larger storage. Energy heterogeneity deals with more power
source. Energy consumption in heterogeneity-based model in comparison with
homogeneous model is less, and the network links are comparatively reliable [13].

In this proposed scheme, the two-level energy model is considered. Some nodes
(m%) are equipped with extraneous energy called advanced nodes. Leftover nodes
are normal nodes. The energy of the sensor nodes in the beginning is Eo, and
advance nodes are bundled with a times additional energy in comparison with
normal nodes. The overall energy of the network can be determined by:

Etotal ¼ Nð1� mÞEo þNmEoð1þ aÞ ¼ NEoð1þ amÞ ð4Þ

For energy exhaustion analysis, energy model used in [9] is considered. In order
to forward l-bit information to another node at a distance d, energy spend by
transceiver of the sensor node is calculated by:
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ETxðl; dÞ ¼ lEelec þ lefsd2; d\do
lEelec þ lempd4; d� do

�
ð5Þ

Eelec is the energy dissipated per bit by the transceiver circuit and efsd2 , and
empd4 depends upon the separation distance. The cluster head energy expenditure
for a round is determined by

ECH ¼ nðlEelec þ lefsd
2 þEDAÞ ð6Þ

where EDA is energy consumed for data aggregation operation and n is the count of
cluster members. Two base stations are located on each side of the target area with
an assumption that they are resourceful. The deployed sensor nodes are presumed to
generate reports for the same event on regular basis. Every node in the network has
the capability to adjust communication range and is capable to communicating
every other node in the network. The sensor nodes are capable of directional
propagation as in [14].

4 Protocol Description

The proposed scheme is divided into two phases: topology setup phase and data
collection phase. MSG which includes the position of the base stations is broad-
casted by both the base stations one after the other at a specified interval to the
target area so that the deployed nodes can have the location of the base stations. The
sensor nodes select the base station which is nearer to them. The communication
range for sensor nodes is set as in [12] and can be calculated by:

Rc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M2

popt �
Q

s
ð7Þ

In the topology setup phase, to set up the clusters, every alive node in the
network calculates its probability to prove its candidature for cluster head by the
given formula:

CPWi ¼ EiðrÞ � Cho � ‘i
Ch� xiðrÞ � di �Wi

ð8Þ

where ‘i is distance from sensor nodes to its neighbour nodes, Wi is the mean
distance to all neighbour nodes within Rc, Ei(r) is the residual energy level, xi(r) is
the energy dissipated till round r, Ch and Cho are the count of sensor node being
chosen and not chosen as cluster head, respectively, and distance from deployed
sensor node to base station is denoted by di. Each node broadcasts its cluster head
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probability weightage (CPWi) within its vicinity, and the sensor node with highest
CPWi is selected to be the cluster head. After being chosen as cluster head, the
sensor node broadcasts a join message to all the nodes within the communication
range of the sensor node.

The sensor nodes with lower CPWi sends acknowledgement to the CH to join
the cluster. Likewise clusters are formed by other nodes with higher CPWi. Once all
the nodes of the network are assigned a CH, the topology setup phase comes to an
end. After the accomplishment of topology setup phase, the second phase, i.e. data
collection phase, comes into act. Sensor nodes deployed in the field sense the
physical phenomena and forward it to their respective cluster heads. After col-
lecting data from the entire sensor nodes within it cluster, the cluster head fuses the
data in order to minimize the transmission overhead. The fused data is then
transmitted to base station according to the TDMA schedule provided by the base
station so that collision-free communication takes place. In this way, a round is
completed by the proposed scheme.

5 Performance Evaluation

The proposed work is simulated with SEP and DEEC for different parameters. The
normalized values of results are obtained by several hundred of iterations.
Evaluation of the performance is done on two factors; stability period of the net-
work and total count of successful transmitted packets from sensor node to BS. As
soon as the physical phenomenon is sensed by the sensor node, the sensor node
wraps this information in the form of packet and transmits it to cluster head which
in turn after collecting information from all the members fuse the information and
forward it to the BS. This successful journey of information generated from the
sensor node through CH towards the BS is termed as successful packet transmis-
sion. Better stability period exhibits even distribution of energy. The parameters
which are incorporated in simulation work are depicted in Table 1.

In Fig. 1, with an initial energy of 0.5 J for normal nodes, stability period of
proposed work is 21 and 44% more than SEP and DEEC with 10% advance nodes,
whereas for 30% advance nodes, the proposed protocol achieves 22 and 113%
better stability period as depicted in Fig. 2.

Table 1 Radio model parameters used in simulation [8]

Parameters Symbol Value

Energy dissipation when d < do (d is at a short distance) efs 10 pJ/bit/m2

Energy dissipation when d > do (d is at a long distance) emp 0.0013 pJ/bit/m4

Energy consumption for transmission/reception Eelec 50 nJ/bit

Energy dissipation for data aggregation EDA 5 nJ/bit/report
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Now, the field size and the number of deployed nodes are increased. Proposed
protocol shows remarkable performance. In Fig. 3, the advance nodes are set to
30% with initial energy set to 1.5 J. The proposed protocol has achieved 534 and
60% longer stable period over DEEC and SEP, respectively. If we talk about Fig. 4,

Fig. 1 Evaluation parameters for proposed work, DEEC and SEP when Eo (initial
energy) = 0.5 J, a (extraneous energy) = 0.5, m (percentage of advanced nodes) = 0.1,
N (number of nodes) = 100, target area size (100, 100) and position of base station 1 (175, 50),
base station 2 (−75, 50)

Fig. 2 Evaluation parameters for proposed work, DEEC and SEP when Eo (initial energy) = 1 J,
a (extraneous energy) = 1 J, m (percentage of advanced nodes) = 0.3, N (number of nodes) =
100, target area size (100, 100) and position of base station 1 (175, 50), base station 2 (−75, 50)

Fig. 3 Evaluation parameters for proposed work, DEEC and SEP when Eo (initial
energy) = 1.5 J, a (extraneous energy) = 1.5 J, m (percentage of advanced nodes) = 0.3,
N (number of nodes) = 150, target area size (150, 150) and position of base station 1 (262.5,
75), base station 2 (−112.5, 75)
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the stability period is extended 1213 and 112% more than DEEC and SEP for 50%
advance nodes with a field size of 200 m2 with normal nodes having 2 J initial
energy.

6 Conclusion

In this paper, heterogeneity-based energy conscious protocol is proposed for two
base stations which are located at distant place on either sides of the target area. The
proposed work considers the best candidate available for CH as the cluster head’s
task is energy intensive. Proposed protocol performs well in comparison with SEP
and DEEC for two-level heterogeneity energy model.

References

1. Mehdi Afsar, M., Mohammad, H., Tayarani, N.: Clustering in sensor networks: a literature
survey. J. Netw. Comput. Appl. 46, 198–226 (2014)

2. Yick, J., Mukherjee, B., Ghosal, D.: Wireless sensor network survey. Comput. Netw. 52(12),
2292–2330 (2008)

3. Abbasi, A.A., Younis, M.: A survey on clustering algorithms for wireless sensor networks.
Comput. Commun. 30(14–15), 2826–2841 (2007)

4. Heinzelman, W., Chandrakasan, A., Balakrishnan, H.: Energy-efficient communication
protocol for wireless microsensor networks. In: Proceedings of the 33rd Hawaii International
Conference on System Sciences (HICSS ‘00) (2000)

5. Younis, O., Fahmy, S.: HEED: a hybrid, energy-efficient, distributed clustering approach for
ad hoc sensor networks, IEEE Trans. Mob. Comput. 3(4), 366–379 (2004)

6. Jindal, P., Gupta, V.: Study of energy efficient routing protocols of wireless sensor network
and their further researches: a survey. J. Comput. Sci. Commun. Eng. (2013)

7. AbdelSalam, H.S., Olariu, S., Bees: bio inspired backbone selection in wireless sensor
networks. IEEE Trans. Parallel Distrib. Syst. (2012)

Fig. 4 Evaluation parameters for proposed work, DEEC and SEP when Eo (initial energy) = 2 J,
a (extraneous energy) = 2 J, m (percentage of advanced nodes) = 0.5, N (number of nodes) =
200, target area size (200, 200) and position of base station 1 (350, 100), base station 2 (−150,
100)

486 P.S. Mehra et al.



8. Smaragdakis, G., Matta, I., Bestavros, A.: SEP: a stable election protocol for clustered
heterogeneous wireless sensor networks. In: Second International Workshop on Sensor and
Actor Network Protocols and Applications (2004)

9. Qing, L., Qingxin, Z., Mingwen, W.: Design of a distributed energy-efficient clustering
algorithm for heterogeneous wireless sensor networks. Comput. Commun. 29(12), 2230–2237
(2006)

10. Mehra, P.S., Doja, M.N., Alam, B.: Energy efficient self organising load balanced clustering
scheme for heterogeneous WSN. In: 2015 International Conference on Energy Economics and
Environment (ICEEE), pp. 1–6, 27–28 Mar 2015

11. Mehra, P.S., Doja, M.N., Alam, B.: Low energy adaptive stable energy efficient (LEASE)
protocol for wireless sensor network. In: 2015 International Conference on Futuristic Trends
on Computational Analysis and Knowledge Management (ABLAZE), pp. 484–488, 25–27
Feb 2015

12. Mehra, P.S., Doja, M.N., Alam, B.: Enhanced stable period for two level and multilevel
heterogeneous model for distant base station in wireless sensor network. In: International
Conference on Computer and Communication Technologies, vol. 379, pp. 751–759 (2015)

13. Kumar, D., Aseri, T.C., Patel, R.B.: EEHC: energy efficient heterogeneous clustered scheme
for wireless sensor networks. Comput. Commun. 32(4), 662–667 (2009)

14. Chen, Y.-C., Wen, C.-Y.: Distributed clustering with directional antennas for wireless sensor
networks. Sens. J. 13(6), 2166–2180 (2013). IEEE

Stable Period Extension for Heterogeneous Model … 487



Congestion Control in Vehicular Ad Hoc
Network: A Review

Jaiveer Singh and Karan Singh

Abstract Vehicular ad hoc network is a network of moving vehicles in which a set
of road side units (RSUs) are used over vehicular networks to assist and commu-
nicate with moving vehicles. Numbers of vehicles are increasing day by day, and
the numbers of motor vehicle accidents are also increasing. Therefore, quality of
service (QoS) has become very crucial and challenging aspect for safe and con-
venient driving. Congestion control is one of them that provide quality of service
(QoS) in vehicular network. Lots of research has been done in congestion control,
and lots of research is to be done to ensure safe and reliable communication. Over
the last decades, several algorithms have been proposed to address congestion
problem in vehicular ad hoc networks (VANETs). In this paper, various congestion
control techniques have been reviewed. These algorithms are compared on different
parameters.

Keywords VANET � Congestion control � Quality of service

1 Introduction

Vehicular ad hoc networks (VANETs) [1] are special kind of mobile ad hoc net-
work (MANET) [2] in which the mobile nodes are configured as traveling vehicles.
Vehicular ad hoc networks (VANETs) [3–5] consist of vehicle-to-vehicle (V2V) [6,
7] and vehicle-to-infrastructure (V2I) communications. It is network of moving and
smart vehicles. Besides traveling vehicles, a set of road side units (RSUs) are also
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used over road networks to assist and communicate with traveling vehicles in
VANETs. These RSUs are used as a fixed infrastructure in the VANETs.
Transceiver equipments enable the wireless communications between traveling
vehicles (V2V-Vehicle-to-Vehicle) and the communication between traveling
vehicles and located RSUs (V2I-Vehicle-to-infrastructure).

1.1 Characteristics of VANETs [6, 8, 9]

In VANETs, vehicles move at high speed, travel over long distances, and traffic
information may be useful to vehicles hundreds of miles away. Power consumption
is not a major concern. Vehicles are mobile power plants. Vehicles have a high cost
and therefore can be equipped with additional sensors without significantly
impacting the total cost. The topology of VANET is extremely dynamic as vehicles
go in and out transmission range quite rapidly. Vehicles travel long distances in a
small amount of time when compared to other mobile networks. The transmission
power is limited in the WAVE architecture, which limits the distance that data can
reach. This distance is up to 1000 m.

1.2 Challenges in Vehicular Ad Hoc Network [10]

A central challenge of VANETs [11, 12] is that there is no central control. Although
some applications likely will involve infrastructure (e.g., traffic signal violation
warning, toll collection etc.). Another challenge of VANET is highly dynamic
topology. VANET topology is changing rapidly, therefore it is unpredictable.
Quality of service in VANET is an important task. Quality of service (QoS) is the
measure of a service offered by the network to the user. Error-prone shared radio
channel, hidden terminal problem, limited resource availability, and insecure
medium are challenges which make VANETs inefficient to support quality of
service (QoS).

1.3 Applications of VANETs [10, 13]

There are major categories of applications where VANETs [10, 14] are used such as
safety applications, convenience applications, traffic information systems, and
infotainment applications. The main examples of these applications are traffic signal
violation warning, road congestion notification, video streaming, and vehicle’s
satellite navigation system.
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2 Congestion Control

When offered load crosses the certain limit, then there is sharp fall in throughput
and increase in delay. This phenomenon is known as congestion. Congestion may
occur due to sudden increase in traffic in the network. When too many packets are
transmitted through a network, performance collapses completely and almost no
packets are delivered. To provide reliable communications in vehicular ad hoc
networks (VANETs) [13, 15], it is important to take into account quality of services
(QoS) [16]. Delay and packet loss are two main QoS parameters considered by
congestion control strategies. Last several years, various strategies or techniques
have been proposed to address the congestion problem in VANETs. Congestion
control [17–19] algorithm has two main components, congestion detection com-
ponent and congestion control component.

2.1 Congestion Detection Component

This component may use the three types of techniques for congestion detection. The
measurement-based congestion detection technique senses communication chan-
nels and measures parameters like number of messages queue, channel usage level,
and channel occupancy time. Congestion detection component measures the
channel usage level periodically to detect congestion situation. Event-driven
detection technique [20] monitors the event-driven safety message and decides to
start the congestion control algorithm whenever event-driven safety message is
detected or generated. MAC blocking detection technique is based on the control of
beacon message transmissions to reduce the congestion and traffic rate control for
congestion avoidance.

2.2 Congestion Control Component

Once congestion detected, congestion control component try to tackle the con-
gestion in the VANETs. This component may use three main methods, controlling
the transmission range, controlling the transmission rate, and scheduling messages.
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3 Review of Congestion Control Techniques for VANETs

3.1 The Congestion Detection Techniques

Congestion detection techniques [8, 9, 11] are three types, the measurement-based
congestion detection, event-driven detection, and MAC blocking detection.

3.1.1 The Measurement-Based Congestion Detection Techniques

This technique senses communication channels and measures parameters like
channel usage level. The value of the channel usage level is compared with a
predefined threshold. Thus, if channel usage level exceeds the threshold, it is
assumed that the communication channels are in congestion. In [21], each device
periodically senses the channel usage level. This channel usage level is compared
with predefined threshold limit. In [22], researchers used the simulation based on
channel occupancy time to detect congestion. In [23], channel usage level is used to
detect congestion in the VANETs. In [20], authors used channel usage level to
detect congestion. This channel usage level is compared with predefined threshold
limit (Table 1).

3.1.2 Event-Driven Detection Technique

This technique monitors the event-driven safety message and decides to start the
congestion control algorithm whenever event-driven safety message is detected or

Table 1 Review of various congestion detection techniques

Reference Congestion
detection methods

Remarks Simulator Performance metrics

[21] Event driven Based on queue freezing WARP2 Delay

[21] Measurement-based
detection

Channel usage level WARP2 Delay

[22] MAC blocking
detection

MAC blocking happens
at a node

NS-2 Packet received

[23] Measurement-based
detection

Channel usage level is
compared with threshold

NS-2 Delay, packet loss,
throughput

[20] Measurement-based
detection

Channel usage level is
compared with threshold

NS-2 Delay, packet loss,
retransmission, packet
loss ratio, throughput

[25] Measurement-based
detection
Event driven

No. of packets in the
channel queue is
compared with threshold
Queue freezing method

Veins Delay

[28] Event driven Queue freezing method Veins Delay, packet loss
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generated. In [21], authors used event-driven method to detect the congestion in the
VANET. Whenever a device detects a safety message, it will start the congestion
control immediately to ensure safety applications. In [24], congestion detection is
based on event-driven method.

3.1.3 MAC Blocking Detection Technique

This technique is based on the control of beacon message transmissions to reduce
the congestion and traffic rate control for congestion avoidance. In [22], congestion
detection is done based on MAC blocking detection.

3.2 Congestion Control Techniques

Many algorithms have been proposed by many researchers to address the con-
gestion problem [16]. It is hard to find an efficient algorithm to improve safety of
users and transport efficiency in a congested environment. There are three types of
congestion control algorithms, proactive, reactive, and hybrid. In [23], authors
proposed the reliable congestion control algorithm using meta-heuristic techniques.
Proposed algorithm is based on tabu search algorithm for safety applications.
Proposed algorithm performs better to reduce the traffic communication channels
while considering reliability requirements of applications in vehicular network. In
[20], researchers present the congestion control techniques based on tabu search.
The proposed algorithm controlled congestion dynamically by tuning transmission
range and rate for all kinds of messages (safety and non-safety), whereas delay and
jitter were minimized. In [25], authors proposed the congestion control algorithm
for event-driven safety messages. Simulation shows that the proposed algorithm is
efficient in term of packets delay (Table 2).

In [26], authors proposed a new and integrated method for reducing the road
congestion. This system proposes the congestion detection and avoidance by dis-
seminating and exploiting road information. In [24], authors proposed a congestion
control approach based on the concept of dynamic priorities-based scheduling to
ensure a reliable and safe communications architecture within VANET. In [27],
authors proposed the congestion control techniques for fairness and stability
analysis. These algorithms adapt transmission rate and power based on network
measures such as channel busy ratio. Stability is verified for all typical road density
cases. Fairness is shown to be naturally achieved for some algorithms.
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4 Conclusion

In this paper, we have analyzed and classified various congestion detection and
congestion control techniques used in VANETs. After reviewing these techniques,
we can say that vehicular ad hoc network would play an important role in intelligent
transportation system. Existing transportation systems require huge improvement in
vehicle safety and transport efficiency. A smart transportation system can reduce
road traffic congestion, improve response time to incidents, and ensure a conve-
nience and safe driving. There are huge challenges in VANETs. In a future work,
according to our findings, we will propose a congestion control mechanism for
congestion detection and avoidance.
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Mathematical Model for Wireless Sensor
Network with Two Latent Periods

Rudra Pratap Ojha, Pramod Kumar Srivastava and Goutam Sanyal

Abstract In modern digital era, data is one of the important aspects and sensor
node is one of the excellent devices to help in collecting data from any type of
terrain but security is one of the issues in collection of data. To consider an epi-
demic SE1E2IR model, where (S)—Susceptible, (E1)—Exposed category of 1, E2—
Exposed category of 2, (I)—Infective, (R)—Recovered for the transmission of
worm in wireless sensor network with two latent categories is formulated. In the
present model, we think the trait which creates the difference in worms spreading
does not evident itself as a difference in susceptibility; hence, it has only one
susceptible state. As per our assumption, the susceptible class enters in E1 and E2

with rate p and q where ðpþ q ¼ 1Þ, respectively. In the digital world, infection less
wireless nodes exist without any inactivity. A more infected node will be cured by
the higher probability as it normally suffered from a remarkable performance
degradation/breakdown. The dynamic study of behavior is evaluated by threshold
valued R0 in the condition when virus and worm are in worm-free equilibrium, if
the basic reproduction number R0 value is � 1, then infection in the nodes vanish;
hence, worms dies out. Also, we show that individuals spent different average
amount of time in different states. Simulation results are used for validation.
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1 Introduction

In current time, wireless sensor network is one of the most important areas of
attention due to its structure, this is a collaborative and self-organized [1] network
and it can be used in any type of terrain [2]. There is numerous application of
wireless sensor network like disaster management, intrusion detection, healthcare
[3, 4], etc. Sensor node is a type of device which has limited resources like memory,
energy, CPU, and coverage range which is used to collect data from environment
and sends to base station (sink). The distance between source node and sink is large
so the question is that how source send the data to sink node? This can be achieved
by multi-hop [5] with the help of neighbor nodes. The sensor field consists of
sensor nodes which are shown in Fig. 1 where sink is denoted by black and sensor
nodes are denoted by circle, all sensor nodes having the ability to collect and
transmit the data to base station thru neighbor nodes ceased due to worms attack in
wireless sensor network [6–9]. Some researchers proposed several mathematical
models to study the dynamical behavior of worms or virus attack in computer
network, attacking behavior of worms or virus shows similarity with the classical
epidemic model [10–17]. However, some more researchers discuss about the
reproduction number, stability of network, and worm-free equilibrium in different
conditions [18–21] by the consideration of dynamical mathematical model in
wireless sensor network. In wireless sensor network, yet one of the stinging subject
that security which is require to be discuss in the research sphere.

The present paper describes the two different exposed categories of worms
transmit in wireless sensor network. Different types of worms are available in the
digital environment, and they do not require any human intervention or infras-
tructure network for transmission. They have capability to transmit directly from
device to device through wireless technology, for example, as Bluetooth or Wi-Fi.
Wireless devices are targeted by malicious signals, for example, Cabir worm and
Mabir worm and spreading behavior of these worms are epidemic in nature [22].
Here, assume that nodes collapse or crash due to the problem of hardware or
software when worm attack at the nodes. Initially, it assumes that all nodes are

Fig. 1 Wireless sensor network field
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susceptible toward worms or virus attack. When nodes get infectious performance
of sensor nodes degraded. In this model, there are two latent periods, and it is found
that which worms take how much time to become infectious. It is found that
average amount of time spend in Ei subclass defined by 1=ðki þ rÞ [23]. Among
two exposed subclass to find which categories latent period is less that nodes are
send to sleep mode immediately because it becomes infectious quickly and run
antivirus to recover from infection or may be removed from network and those
nodes are of large latent periods take more time to become infectious so it may be in
active state. To minimize worm attack overhead and increase the lifetime of sensor
network nodes, it is required to take decision which nodes will work in which mode
like active or sleep mode.

This paper is organized as follows: Sect. 2 discusses model formulation; Sect. 3,
verification of local stability and existence of positive equilibrium; Sect. 4, stability
of worm-free equilibrium stage; Sect. 5, simulation and result ; and Sect. 6, con-
clusion of paper and its future work.

2 Model Formulation

Different subclass of sensor nodes at any time t are susceptible SðtÞ, infected class of
short latent period: E1ðtÞ, infected class of long latent period: E2ðtÞ, infective IðtÞ and
recovered RðtÞ of total size NðtÞ, i.e., N ¼ SþE1 þE2 þ IþR for any time t� 0:

Figure 2 describes the dynamical transfer of subclass. The SE1E2IR model is
given by:

S
� ¼ b� bSI � rS;

E1
� ¼ pbSI � ðk1 þ rÞE1;

E2
� ¼ qbSI � ðk2 þ rÞE2

I
� ¼ k1E1 þ k2E2c� ðcþ rÞI;
R
� ¼ cI � rR

9>>>>>>>=
>>>>>>>;

ð2:1Þ

Fig. 2 Schematic diagram for the flow of worms in wireless sensor network
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where b is the constant recruitment to susceptible, b is rate at which susceptible class
becomes infected, p is the amount from S to E1 and q is the amount from S to E2;
k1; k2 (k1 [ k2) is the rate of leaving the infectious state, respectively, and r is per
capita death rate. Clearly, the above first four equations of (2.1) are independent of R;
so we will discuss the reduced system in the domain C ¼ ðS;E1;E2; IÞ 2 <4

þ
� �

.
It can be verified that C is positively invariant for all t greater than or equal to zero.

3 Local Stability and Existence of Positive Equilibrium

For equilibrium points, we have

S
� ¼ 0; E1

� ¼ 0; E2
� ¼ 0; I

� ¼ 0; and on a simple calculation, the equilibrium points
are given as: P0 ¼ ðS;E1;E2; IÞ ¼ ðbr ; 0; 0; 0Þ for worm-free state and P� ¼
ðS�;E�

1;E
�
2; I

�Þ for endemic state, with,

S� ¼ b
rR0

; E�
1
¼ pb

ðk1 þ rÞ
R0 � 1
R0

� �
;

E�
2
¼ ð1� pÞb

ðk2 þ rÞ
R0 � 1
R0

� �
; I� ¼ r

b
R0 � 1ð Þ;

where R0 [24, 25] is the basic reproduction number given by

R0 ¼ bb
rðcþ rÞ

pk1
ðk1 þ rÞ þ

qk2
ðk2 þ rÞ

� �
; pþ q ¼ 1

It is clear that P� exist and unique if and only if R0 greater than one.

4 Stability of the Worm-Free Equilibrium Stage

Theorem 1 The system (2.1) is locally asymptotically stable if its all eigenvalues
are less than zero at worm-free equilibrium P0:

Proof The Jacobian matrix at worm-free equilibrium point P0 is

J ¼
�r 0 0 � bb

r

0 �ðk1 þ rÞ 0 pbb
r

0 0 �ðk2 þ rÞ ð1�pÞbb
r

0 k1 k2 �ðcþ rÞ

0
BBB@

1
CCCA ð4:1Þ

Eigenvalues of (4.1) are: x1 ¼ �r;x2 ¼ �ðk1 þ rÞ;x3 ¼ �ðk2 þ rÞ;x4 ¼
�ðcþ rÞ: It is clear that x1\0;x2\0;x3\0;x4\0; therefore, the system is
locally asymptotically stable at worm-free equilibrium point P0:
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Theorem 2 If R0 is less than or equal to one, the worm-free equilibrium is the only
equilibrium of the system (2.1) is globally asymptotically stable.

Proof A suitable Lyapunov function L to establish the global stability of the
worm-free equilibrium is defined as:

L ¼ k1ðk2 þ rÞE1 þ k2ðk1 þ rÞE2 þðk2 þ rÞðk1 þ rÞI

The derivative of Lyapunov function L with respect to time t, we get

L
� ¼k1ðk2 þ rÞE1

� þ k2ðk1 þ rÞE2
� þ ðk2 þ rÞðk1 þ rÞ I�

¼k1ðk2 þ rÞ pbSI � ðk1 þ rÞE1ð Þþ
:

k2ðk1 þ rÞ ðð1� pÞbSI � ðk2 þ rÞE2Þ
:

þðk2 þ rÞðk1 þ rÞ ðk1E1 þ k2E2c� ðcþ rÞIÞ
:

¼ðk2 þ rÞðk1 þ rÞðcþ rÞ R0 � 1ð ÞI

If R0 � 1, then L
� � 0 holds. Furthermore, L

� � 0 if I ¼ 0. Therefore, the largest

invariant set in S;E1;E2; Ið Þ 2 C: L� 0
:n o

is the singleton set P0. Hence, the global

stability of P0 when R0 � 1 follows from LaSalle’s invariance principle [26].

5 Simulation and Result

See Figs. 3, 4, and 5.

Fig. 3 Dynamical demeanor of the system for different classes when b = 0.32; r = 0.004;
b = 0.01; p = 0.3; q = 0.7; k1 = 0.476; k2 = 0.0026; c = 0.1
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Fig. 4 Dynamical demeanor of infected class with respect to time for a b = 0.32; r = 0.004;
b = 0.01; p = 0.3; q = 0.7; k1 = 0.476; k2 = 0.0026; c = 0.1; b b = 0.32; r = 0.004; b = 0.01;
p = 0.3; q = 0.7; k1 = 0.479; k2 = 0.0028; c = 0.18; c b = 0.32; r = 0.004; b = 0.01; p = 0.3;
q = 0.7; k1 = 0.51; k2 = 0.003; c = 0.22

Fig. 5 Dynamical demeanor of recovered class versus infectious class with respect to time for
a b = 0.32; r = 0.004; b = 0.01; p = 0.3; q = 0.7; k1 = 0.476; k2 = 0.0026; c = 0.1; b b = 0.32;
r = 0.004; b = 0.01; p = 0.3; q = 0.7; k1 = 0.476; k2 = 0.0026; c = 0.18; c b = 0.32; r = 0.004;
b = 0.01; p = 0.3; q = 0.7; k1 = 0.476; k2 = 0.0026; c = 0.22
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6 Conclusion

Mathematical model has become an important tool for analyzing the spread and
control of worms in wireless sensor network. A distinguished feature of SE1E2IR
model considered the different categories of latent periods. We derive an expression
for basic reproduction number R0. From R0, it is clear that an infected category of
short latent period E1 spent an average amount of time k1

ðk1 þrÞðcþrÞ and infected

category of long period E2 spend an average amount of time k2
ðk2 þ rÞðcþ rÞ, respec-

tively, in infectious state. Analytical result shows that if R0 � 1 the worm-free
equilibrium P0 is locally and globally asymptotically stable in C and worms can be
eliminated from the wireless sensor network, and also we observe that when
recovery rate c is high then individual spent less time in infectious state, so recovery
becomes very fast and system will be stable for long time, and this is shown by
simulation also. However, the asymptotic stability for endemic equilibrium point
requires more research.
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A Review of Underwater Wireless Sensor
Network Routing Protocols
and Challenges

Subrata Sahana, Karan Singh, Rajesh Kumar and Sanjoy Das

Abstract The underwater wireless sensor networks is a rapidly growing area of
research as it monitors and collects data for environmental studies of seismic
monitoring, flocks of underwater robots, equipment monitoring and control, pol-
lution monitoring applications. The main purpose is to create a new set of routing
protocols optimized various factors from the major differences in the underwater
wireless sensor network and terrestrial network. Energy efficiency plays an
important role in underwater wireless communication as underwater sensor nodes
are powered by batteries which are difficult to replace or charge once the node is
deployed. This paper surveys various routing techniques. Modern research trends
focus to improve the performance on various issues like propagation delay,
mobility, limited link capacity and limited battery power on the sea ground and sea
surface.
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1 Introduction

Underwater wireless sensor networks (UWSNs) consist of a variable number of
sensor node and autonomous vehicles that are deployed to perform collaborative
task for various applications. To achieve this objective, sensors and autonomous
vehicles are placed in an autonomous network which can acquire to the charac-
teristics of the ocean environment [1].

Wireless communication in underwater is one of the enabling technologies for
the development of future ocean-observation systems and monitoring. Applications
of underwater sensing range from military purposes to pollution monitoring and
include environment monitoring, pollution control, climate status and prediction of
natural disasters. It improves the search and survey missions, and study of marine
life.

Routing in underwater wireless sensor networks plays important role due to the
difference between the characteristics of the acoustic communication to that of the
radio-magnetic waves. Various protocols have been designed to satisfy the different
requirements of the acoustic communications such as delay efficiency, bandwidth
efficiency, reliability, cost efficiency, delivery ratio. But the major requirement that
has been highlighted is energy efficiency. Energy efficiency depends on many
metrics which should be considered while designing the protocol. We focus basi-
cally at helping the protocol designers in providing an overview of the existing
protocols and propose an optimized routing scheme to improve performance.

Nowadays, people have proposed and developed some routing protocols.
Underwater wireless sensor networks can be divided into deep water and shallow
water. Underwater wireless sensor networks routing protocols further can be clas-
sified based on communication as acoustic communication, radio wave commu-
nication and optical communication. In underwater acoustic sensor networks, there
are number of corresponding protocols, for example, VBF [2], MURAO [3], DDD
algorithm [4], Void-Aware Pressure Routing [5], GPS-free Routing Protocol [6]
and DBMR [7].

2 Related Work

Several researchers worked on routing of underwater wireless sensor networks.
Studies have continued significantly to find protocols to support the development in
underwater. However, most of the protocols are not implemented so far. The major
constraints are speed, propagation delay, limited bandwidth and energy. The pur-
pose to provide a suitable routing protocol can improve a wide communication such
as terrestrial network. Routing protocols are classified based on location, path,
energy efficient, multi-level and GPS-free. Major work in energy as battery life is a
major challenge [1, 8] in underwater networks.
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3 Characteristics of Channels

Acoustic channels [9] are well in deep waters and can propagate a long distance.
The communication speed is slow and it works in very low frequency. The speed of
the sound in water varies on temperature and pressure of water.

Electromagnetic medium [9] requires higher frequencies. It works on large
bandwidths (*MHz). EM works in very short range. The speed of EM is faster
than acoustic channels. It reduces propagation delay significantly. EM is quite free
from tidal noise and noise from surface area.

Light medium [9] works properly in clear and still water. Optical waves signal is
absorbed when depth of water increases as pressure increases. Highly cost-effective
and it can send large data bits as well. It works for short range and performance
significant in shallow water (Table 1).

4 Differences in Underwater Sensor Network
and Terrestrial Networks

Underwater sensor network is very challenging issue over terrestrial networks. We
have identified some crucial parameters mentioned in Table 2. These parameters are
very essential while designing routing protocols for both the network scenarios.

Table 1 Comparative study of various acoustic mediums

Parameters Acoustic Electromagnetic Light

Speed Low High High

Depth Deep water Deep and shallow water Shallow water

Bandwidth Less >Acoustic >Electromagnetic

Distance Long distance Short distance Very short distance

Frequency Less >Acoustic >Electromagnetic

Table 2 Differences in underwater communication and terrestrial networks

Parameters Terrestrial sensor networks Underwater sensor network

Cost Terrestrial sensor networks will be
cheaper and cheaper with the time

UWSNs are expensive

Deployment Terrestrial SNs are densely deployed UWSNs are generally more sparse

Power Not a major issue in terrestrial UWSNs are higher

Memory Terrestrial sensors have less capacity Sensors require large memory capacity

Bandwidth More bandwidth available Poor available bandwidth

Path loss Not frequent, easy path discover Attenuation provoked by absorption due to
conversion of acoustic energy into heat

Noise Not affected as EM has less impact Man-made noise, ambient noise

Delay Less 5 � radio frequency (RF) ground
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With respect to terrestrial networks, underwater sensor network required significant
attentions in all the parameters while designing a routing protocol. Researchers
working in this domain required to consider these parameters for better design and
implement of a routing protocol.

5 Routing Protocols

5.1 Vector-Based Forwarding (VBF)

Vector-based forwarding [2] is a routing protocol which needs location information
rather than state information. It reduces the energy consumption as interleaved paths
are used for routing. It is based on self-adaptive algorithm dropped low benefit
packets. It calculates the path based on relative position and the angle of arrival.

5.2 Distributed Minimum-Cost Clustering Protocol (DDD)

In this protocol [4], collector nodes are defined as underwater vehicles. Underwater
vehicles admit its presence by sending beacon messages. Underwater vehicles
collect the data when it reaches to the sink and reduce the cost of the networks.
Number of underwater vehicles can be reduced but it increases collision and
overhead.

5.3 Energy Optimized Path Unaware Layered Routing
Protocol (E-PULRP)

E-PULRP [4] does not require location information. It is based on formation of
sphere around sink. Here, packets are transmitted through multiple hops and energy
can be reduced if number of layer is increased up to a significant level. Energy
consumption depends on transmission and sphere formation.

5.4 A Mobile Delay-Tolerant Approach (MCCP)

A distributed minimum-cost clustering protocol (MCCP) [10] is proposed cluster
head formation based on the assumption. So, energy requirements are compara-
tively less in cluster head selection. Total energy requirement = residual energy of
the cluster head + total energy consumption of the cluster + cluster members and
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the distance of the cluster head to the sink. It requires more energy efficiency in
comparison with ad hoc networks.

5.5 DBMR Protocol

Depth-based multi-hop routing [7] can work in both multicast and unicast mode.
This protocol gives better performance in sparse area. The performance of DBMR
is quite impressive in terms of packet delivery and delay. Communication cost is
also reduced in this protocol. This protocol is working on neighbour-group and
distant node selection. Here, energy is a major issue but compared to DBR, it gives
better performance [11]. In this protocol, each and every node is omni-directional.
Nodes are deployed randomly and then update the routing table accordingly.

5.6 GPS-Free Routing Protocol

Distributed Underwater Clustering Scheme (DUCS) [6] is based on self-organizing
protocol. It follows distributed algorithm. In this protocol, cluster head formation
takes place in set up phase. Non-cluster nodes send packet to their heads in a single
hop. Cluster head sends packets via multi-hop to the other cluster heads. Cluster
head is randomly changed after a certain time to optimize energy consumption.
Network operation is performed in steady state. This protocol gives satisfactory
results in deep water. It increases very high packet delivery ratio as well as
throughput for UWSNs.

5.7 Void-Aware Pressure Routing

Void-aware pressure routing [5] is a simple and robust based on subset of for-
warders. It follows two strategies: efficient greedy forwarding and dead-end
recovery methods. In these protocols, nodes send packets towards next-hop
direction towards the surface. This protocol is very robust to network dynamics
such as node mobility and failure. VAPR does not require any recovery path
maintenance during recovery. VAPR is composed of two major components,
namely enhanced beaconing and opportunistic directional data forwarding.

5.8 Multi-level Routing Protocol

The experiment results show that MURAO [3] achieves much higher delivery rates
and delay is very less. It based on multi-level distributed Q-learning scheme. It can
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be deployed in long range in acoustic communication. This protocol consists of
cluster formation and update, inter-cluster routing, intra-cluster routing and
inter-layer interaction. MURAO adopted dynamic change in networks (Table 3).

6 Conclusions

In this paper, we have explained various routing protocols depicted in underwater
wireless sensor networks theoretically. Basic purpose of various routing protocols is
to face challenges in UWSN. The protocols are designed to minimize energy as
battery life of sensor node is limited. On the other side, keep in mind various
application domains for improving delivery speed with minimum packet loss. We
have shown two different scenarios: deep and shallow water. Routing protocols
depend on various communication medium as bandwidth is a major issue in
underwater wireless sensor networks. We have discussed comparative study on
various communication mediums. It will be helpful to the researchers for limitations
in various application domains. Further, we have given detailed major challenges in
underwater wireless sensor networks compared with terrestrial networks.

Table 3 Comparative study of various routing protocols [12–14]

Routing
protocols

Advantages Disadvantages

VBF Energy efficient, data delivery high Packet delivery low,
more delay

E-PULRP Location based, energy efficient More delay

DDD Energy efficient, bandwidth fair Packet delivery low,
cost high
Overall performance
low

MCCP Robustness, energy consumption Packet delivery low,
more delay

DBMR Packet delivery ratio high Not energy efficient

GPS-free Packet delivery high, scalable Deliver ratio less, not
reliable

VAPR Simple and robust, excellent performance, delivery
ratio high, delay efficient

Not energy efficient
More cost

MURAO Higher delivery rates
Delay is very less

Data delivery rate low,
more delay
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7 Future Scope

Clustering techniques improve throughput and reliability while minimizing power
consumption. Energy harvesting can enhance routing in underwater wireless sensor
networks. For long distance, energy harvesting will give a secure and reliable
solution towards variety of application such as disaster and pollution control.
Optimized path selection towards destination can maximize battery life and speed
up communication.
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A Multi-metric-Based Algorithm
for Cluster Head Selection in Multi-hop
Ad Hoc Network

Jay Prakash, Rakesh Kumar, Sarvesh Kumar and J.P. Saini

Abstract Clustering technique finds wide applicability in wireless networks.
Cluster structures enhance resource reuse as well as increases system capacity.
Clustering is a desirable task in MANET if the size of multi-hop wireless network
becomes too large. In the existing work, number of cluster formation depends on
the radius of cluster chosen in a scenario. But here, we propose a new approach in
cluster head selection within a cluster. Here, we consider three parameters, i.e.
number of node neighbours, node lifetime and stability of nodes which in turn are
used for selection of an appropriate cluster head. We simulated our algorithm and
measured performance by considering energy consumption, throughput and control
overhead as performance metrics. Our approach has been found outperforming to
the existing ones.
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1 Introduction

Mobile ad hoc networks (MANET) have unprecedented worldwide attention in
wireless communication technologies. MANETs, without any fixed infrastructure,
allow autonomous nodes connected with wireless medium to transmit or receive
data with other mobile nodes through base station. The mobile nodes have dual
behaviour; they act as a router as well as computing device. In MANET design,
stable structure is an important aspect having resource constraints. In some cases,
mobile node requires portability because of limited battery life and high mobility.
A cluster is a group of similar type of nodes based on some properties. It provides
stability and energy efficient routing to the MANETs. There are so many clustering
algorithms [1–10] that produce and maintain the clusters. Set of clusters form a
network while each cluster has a cluster head and cluster members. A cluster head is
used to connect two clusters also either in direct manner or through the gateway
nodes. Work assigned to a cluster head is more than the ordinary nodes in a cluster
because a cluster head carries the responsibility of transmitting data from source to
the destination node. In this process of cluster head selection, cluster head must
have sufficient resources for maintaining the information related to cluster member
node and able to communicate with member node and also with other clusters. On
the other side, to maximize the available resource utilization, we have to choose the
minimum number of cluster head which can support the entire node in the network.
The different types of cluster selection are based on either of the following: location
of node, node mobility, number of node neighbour, battery power, artificial intel-
ligence and weighted clustering.

The following Sect. 2 reviews related work. Section 3 presents our proposal for
cluster head selection in multi-hop ad hoc network. Section 4 gives analytical
model while simulation model and result analysis have been presented in Sect. 5.
Finally, in Sect. 6, we give the conclusions and directions of future work.

2 Related Work

In highest degree algorithm, [11] each node calculates the degree on the basis of
distance from other node. All the nodes broadcast its id to a node that present in its
communication range. A node with highest degree (maximum number of neigh-
bour) is selected as cluster head. In [12], authors have proposed Lowest ID algo-
rithm in which every node is assign a unique id, and these nodes continuously
broadcast their unique id to its neighbours for establish communication. Each node
matches its ids with the neighbours, and the node with minimum id to all its
neighbours is selected as the cluster head. Distributed Mobility-Adaptive Clustering
(DMAC) [13] is based on weight-based clustering algorithm. In this clustering
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algorithm, each node assigned a weight (a real number � 0). A node with highest
weight is selected as cluster head than any other of its neighbour’s weight. In [14],
authors proposed weighted clustering algorithm (WCA) that uses the combined
weight metrics-based clustering. The algorithm considers four metrics, i.e. node
degree, mobility, battery lifetime and transmission power. In this proposed work,
the cluster head selection is not periodic and invoked on demand as possible and
aimed to minimize the communication and computation cost. In [15], authors have
proposed a cluster head selection mechanism by considering battery power and
neighbour mobile node connectivity level as selection parameter. Here, author use
Battery Power Matrix which contains two columns by storing battery power
capacity and residual battery power for each node. Another Circular Distance
Matrix (CDM) is used to represent the circular distance of neighbourhood nodes.
By considering these two set of values, finally, cluster selection table is computed
which in term used to select the cluster head.

3 Proposed Work

In the proposed model, we consider three matrices for cluster head selection, i.e.
node neighbour, node lifetime and stability factor.

3.1 Node Neighbour

Node neighbour is an important factor for cluster head selection and can be cal-
culated as the number of nodes surrounded by a node with one hope count distance.
Find the neighbour of each node within transmission range and make the adjacency
matrix, i.e. Node Neighbour Matrix (NNM) of [n � n].

Adj (NNM) = (aij)
if (e(i, j) = = true)
aij = 1
else aij = 0

Normalized NNi ¼ node neighbour
total no: of nodes

ð1Þ

Node neighbour (NNi) of a node is the summation of row corresponding to that
node.
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4 Node Lifetime

The lifetime of a node is calculated as the ratio of residual energy and drain rate.
The active node that is used for many data transmission consumed more energy and
have very shorten lifetime. In every T second, node i calculates the instantaneous
residual energy value and corresponding estimated energy drain rate. Node lifetime
is defined as:

Lt ¼ Er

Edri
ð2Þ

Avg Ei ¼
Pn

1 Ei

n
ð3Þ

Normalized Lt ¼ Lt
Avg Ei

ð4Þ

where Er is the residual energy of node i, and Edri is the energy drain rate.

Er ¼ Einit � RsiEsi þRdiEri þRfi Esi þErið Þð Þ

where

Einit Initial energy
Rsi Packet transmission rate for source node
Esi Energy for source node
Rdi Packet transmission rate for receiving node
Eri Energy for receiving node
Rfi Packet transmission rate for forwarding

Drain rate is defined as a metric for energy dissipation rate of a given node. The
total energy consumption is calculated in every T seconds by nodes, and the drain
rate is measured by exponentially averaging the value of previous and newly cal-
culated values.

Edri ¼ aEdrold þ 1� að ÞEdrnew ð5Þ

a is between 0 and 1 that gives higher priority for updated information. Finally, we
make a Node Energy Information (NEI) matrix between n nodes and their initial
energy, residual energy, drain rate, node lifetime.
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4.1 Node Stability

We define the node stability in terms of relative velocity in which a node must
contain higher relative velocity that said to be stable node. A node chosen to be
cluster head should be a stable node to minimize the control overhead during
exchange of information between nodes.

• When nodes are moving in the same direction as shown in Fig. 1, then the
relative velocity is given as under

• When nodes are moving in opposite direction as shown in Fig. 2, then relative
velocity is given as under.

• When the nodes coming closer at angle h as shown in Fig. 3, then the relative
velocity is calculated as given in Fig. 3.

• When the nodes moving away at angle h as shown in Fig. 4, then the relative
velocity is calculated as given in Fig. 4.

Rel. Vel. = v1 + v2
Fig. 1 Nodes moving in
same direction

Rel. Vel. = |v1 – v2|

Fig. 2 Nodes moving in
opposite direction

Rel. Vel. =
Θ=

Fig. 3 Nodes coming closer
at angle h

Rel. Vel. = 
Θ = 

Fig. 4 Nodes moving away
at angle h
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Mobility ¼ 1
rel: velocity

ð6Þ

After finding the relative velocity, we make the Node Mobility Matrix
(NMM) of [n � n] and then calculate the Node Stability Matrix (NSM) using the
formula node stability factor as

NSFi ¼
Pn

j¼0 NMMij

NNi
ð7Þ

Avg Node vel: ¼
Pn

1 vi
n

ð8Þ

Normalized NSFi ¼ NSF
Avg node vel:

ð9Þ

Finally, we find above three matrixes such as Node Neighbour Matrix (NNM),
Node Energy Information (NEI) and Node Stability Matrix (NSM) and get their
normalized value then we calculate the combined Node Weight Matrix
(NWM) between ‘n’ nodes and their normalized value of [n � 3] multiply with
weighing factor W1,W2, W3, of [3 � 1] whereW1 + W2 + W3 = 1 and node having
higher weight among entire node selected as cluster head.

5 Analytical Model

5.1 Node Neighbour Matrix

In this Node Neighbour Matrix (NNM) of [n � n], m1, m2 … mn represent N nodes,
and aij is 1 if there is e(i, j) = = true (a path exists b/w i and j) otherwise aij is 0.

NNM ¼

m1 m2 m3 m4 mn

m1 a11 a12 � � a1j
m2 a21 a22 � � a2j
� � � � � �
� � � � � �
mn ai1 ai2 aij

�
�
�
�
�
�
�
�
�
�
�
�

NNi

nn1
nn2
�
�

nnn
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5.2 Node Energy Information

In this Node Energy Information Matrix (NEI) of [n � 4], e1, e2 … en, er1, er2 …
errn, edr1, edr2 … edrn and l1, l2 … ln represent the initial energy, residual energy and
lifetime, respectively.

NEI =

Ei Er Edri Lt
m1 e1 er1 edr1 l1
m2 e2 er2 edr2 l2
� � � � �
� � � � �
mn en ern edrn ln

5.3 Node Stability Matrix

In this Node Stability Matrix (NSM), vij represents the relative velocity between
node i and node j that can be calculated as

NNM ¼

m1 m2 � � mn

m1 v11 v12 � � v1j
m2 v21 v22 � � v2j
� � � � � �
� � � � � �
mn vi1 vi2 � � vij

�
�
�
�
�
�
�
�
�
�
�
�

NSF
sf1
sf2
�
�
sfn

NSM ¼

NSF
m1 sf1
m2 sf2
� �
� �
mn sfn

5.4 Node Weight Matrix

Finally, we make the Node Weight Matrix (NWM) between the ‘n’ nodes and
normalized node neighbour, normalized node lifetime and normalized node stability
factor of [n � 3] multiply with weighing factor of [3 � 1] where w1 + w2 +
w3 = 1. A node with higher weight is chosen as a cluster head.

NWM ¼

norNNi norLt norNSF
m1 nn1 nl1 nsf1
m2 nn2 nl2 nsf2
� � � �
� � � �
mn nnn nln nsfn

�

wi

w1

w2

w3

NWM =

wi

m1 w1

m2 w2

� �
� �
mn wn
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6 Explanatory Example

We take an example of five nodes m1, m2, m3, m4 and m5 where m2, m3, m4, m5 are
present in the transmission range of m1 as shown in Fig. 5.

(i) First, we make the Node Neighbour Matrix (NNM) and calculate the node
neighbour of five nodes.

NNM ¼

m1 m2 m3 m4 m5

m1 0 1 1 0 1
m2 1 0 0 0 0
m3 1 0 0 1 0
m4 0 0 1 0 0
m5 1 0 0 0 0

NNi

3
1
2
1
1

�
�
�
�
�
�
�
�
�
�
�

(ii) Secondly, we make the Node Energy Information Matrix (NEI) between
nodes and their energies and calculate lifetime Lt.

NEI ¼

Ei Er Edri Lt
m1 1000 750 2 375
m2 1200 620 2:5 248
m3 1300 930 1:2 620
m4 900 720 0:9 800
m5 800 540 0:6 900

(iii) And then we make the Node Mobility Matrix (NMM) between the nodes and
calculate the node stability factor.

NNM ¼

m1 m2 m3 m4 m5

m1 0 5 7 0 3
m2 7 0 0 0 0
m3 3 0 0 2 0
m4 0 0 8 0 0
m5 6 0 0 0 0

�
�
�
�
�
�
�
�
�
�
�

NSF
5
7
2:5
8
6

NSM ¼

NSF
m1 5
m2 7
m3 2:5
m4 8
m5 6

Fig. 5 Five nodes scenarios
for proposed scheme
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(iv) At last, we make the Node Weight Matrix (NWM) of [n � 3] between the
nodes and normalized node neighbour, normalized node lifetime and nor-
malized node stability of [n � 3] multiply with weighing factor of [3 � 1]
w1 = 0.2, w2 = 0.3, w3 = 0.5 where w1 + w2 + w3 = 1.

NWM ¼

norNNi norLt norNSF
m1 0:6 0:36 1:6
m2 0:2 0:23 5
m3 0:4 0:59 2:5
m4 0:2 0:76 5
m5 0:2 0:86 5

�

wi

0:2
0:3
0:5

NWM ¼

wi

m1 1:028
m2 2:609
m3 1:507
m4 2:768
m5 2:798

From the above calculation, we find that node m5 has the highest weight value
among the entire nodes, so we make m5 as cluster head.

7 Simulation Model and Performance Analysis

To evaluate the performance of proposed protocol with existing protocol, we have
implemented these protocols in network simulator [16] version 2.34 (NS2). The
simulation deployed 40 nodes randomly in the area of 1000 m � 1000 m. The IEEE
802.11 standard [17] was applied as the medium access control (MAC) layer pro-
tocol with a channel capacity of 2 mbps. The Constant Bit Rate (CBR) traffic pattern
is used with a network traffic load of 4 packets/second, and the length of packet is
512 bytes. The simulation parameters are summarized in Table 1.

For evaluating the performance of proposed protocol, the metrics chosen are
energy consumption, throughput and control overhead.

Table 1 Simulation
parameter

Parameter Values

Area of network 1000 m � 1000 m

Number of nodes 40

Simulation time 100 s

Transmission range 200–400 m

Routing protocol CBRP

MAC IEEE 802.11

Radio propagation model Two ray ground reflection

Mobility model Random way point
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7.1 Energy Consumption

It defines as energy consumed by each node during the packet transmission between
the nodes over the network. As the simulation result shown in Fig. 6 which is drawn
in between energy consumption (nJ) and simulation time (ms). As shown below,
initial energy for each node in multi-hop wireless network is 200,000 nJ, while it is
reduced to 160,000 nJ in existing scheme and 190,000 nJ in proposed scheme after
10 ms. So we achieve 18.8% less energy consumption against existing approach.

7.2 Throughput

It is defined as the number of data packet successfully transmitted per unit time.
Another performance parameter is throughput, which is considered for evaluation
of performance of our scheme with respect to existing scheme and the outcome is
drawn in Fig. 7. As per of the traces generated after simulation, we plotted the result
by considering throughput (Kbps) on y axis and simulation time (ms) on x axis. We
have found that our proposed technique has achieved 6.7% higher average
throughput value.

7.3 Control Overhead

It is defined as the ratio of control packet transmitted to the number of data packet
deliver. We considered control overhead as a performance parameter. Figure 8 is
being plotted in between control overhead and number of nodes. We have 15.81%
more overhead as compared to existing approach.

Fig. 6 Comparison for
energy consumption versus
simulation time
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8 Conclusion and Future Work

In this paper, we proposed a cluster head selection scheme based on multi-metric
approach. A node with greater lifetime and highly stable is selected as a cluster
head. The simulation results show that our proposed scheme selected cluster head
that consumes less energy, has lesser control overhead and also has higher
throughput compared to the exiting approach. The results are also validated
analytically.

Further research work shall focus on incorporating security and providing
guaranteed QoS (Quality-of-Service) in multi-hop ad hoc network and also in
heterogeneous networks.

Fig. 7 Comparison for
throughput versus simulation
time

Fig. 8 Comparison for
control overhead versus
number of nodes
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Maximizing Lifetime of Wireless
Sensor Network by Sink Mobility
in a Fixed Trajectory

Jay Prakash, Rakesh Kumar, Rakesh Kumar Gautam and J.P. Saini

Abstract Maximization of lifetime of wireless sensor network (WSN) is an
emerging area of research in present scenario. Many authors are performing their
research work, so that they could achieve lower energy consumption for the sensor
network which leads to increase in lifetime of network. Our work focuses on sink
mobility in a fixed trajectory within a wireless sensor network while sensed data are
required to be collected. We divide the whole sensor network into two different
regions as direct communication area (DCA) and multi-hop communication area
(MCA). Sensors node that lies in DCA is at one hop count distance from the sink
node trajectory while sensors within MCA are at more than one hop count from the
trajectory. We considered all the sensors that are within DCA as subsink nodes.
During sink mobility, whenever a subsink is closer to the mobile sink node, then it
starts transmitting its data to the sink node. But those sensors that are within MCA
needs to search an appropriate sink node for sending its sensed data to the subsink
so that on further stage, that subsink could provide those data to the sink node
whenever it is in nearest proximity of that subsink. Basically, a sink node is the
ultimate destination for the data while a subsink node acts as a relay node for the
nodes that are within MCA. So our work is to find out the appropriate subsink node
from a given set of subsinks. For doing so, we used location-aided routing on global
positioning system (GPS)-enabled sensors and sink node. Our work is validated
through simulation experiments using NS-2.
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Keywords Wireless sensor network � Sink mobility � Data collection � Network
lifetime

1 Introduction

AWSN [1–10] is a collection of many sensors that have capability to sense, and the
sensed data get processed and later on they are transmitted. All the sensed infor-
mation ultimately gets collected on a place which is sink in WSN. The use of WSN
is very wide; generally, it is used to monitor areas, persons, animals or sense
humidity, temperature, the presence of seismic and acoustic waves, etc. It can also
be used for object-tracing and remote monitoring purposes in various environments.
Since sensors are low-complexity and low-cost devices which are characterized by
a number of constraints such as limited battery power, low data transmission rates
and reliability, short range of transmission, and low computational and processing
power. So a WSN should be designed to keep in mind all these things to curb the
limitations. Energy saving is a prime concern in this case because recharging and
replacing the battery are not a convenient way to make the network function
properly. In spite of doing this, we are required to reduce the energy consumption
of WSN [10–15].

We worked toward energy saving technique by searching a closest subsink for
MCA zone belonging nodes. As we discussed above, we divide the whole network
into two different regions as DCA and MCA, and the nodes within DCA required
subsink as a gateway/relay node which in turn able to send the received packets to
the sink nodes in further stage of processing. Our aim is to find out the appropriate
subsink, here we use location-aided routing on GPS-enabled sensor nodes. Since a
source node which has some sensed data calculates its distances from all the
available subsinks. The subsink placed at smallest distance from the source node is
the appropriate subsink node that is acted as a relay node for the source node. Now,
what is required is to select the suitable multi-hop path from source to the subsink
(destination node). A flooding-based approach is applicable for choosing a path.
After it is selected, source sends its sensed data to the subsink through this path.

The rest of the paper is organized as follows: In Sect. 2, related works is given
while the detailed proposed approach has been presented under Sect. 3. System
simulation and performance analysis are given in Sect. 4. Finally, the paper ends by
presenting conclusion and future scope in Sect. 5.

2 Related Work

Nesamony et al. [2] have presented a model for sink mobility inside the sensor
network region to gather the sensed data from the sensors in one hope distant nodes
fashion. The shortest distance route that passes through the transmission range of
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sensors is considered. Traveling salesman problem with neighborhoods and a
heuristic is used as the solution in [2]. This work is further extended for multiple
sinks in [3].

Gandham et al. [4] described the effect of sink mobility in wireless sensor
network lifetime. Times are divided into periods of equal length. Within that time
period, they assume that the data paths and sinks are static. Two different MILP
models are described to reduce the maximum energy depletion of each sensors and
total energy depletion of all sensors, respectively.

Azad et al. [5] extended the framework used in [4] and used two additional
heuristics. In first, sinks are placed at points nearer to the sensor node having
highest residual energy while in second, once the sink position is decided where
difference between the minimum and maximum residual power of sensors is
reduced.

In [6, 7], the authors propose a fix trajectory sink supporting multi-hop trans-
mission. They have suggested a protocol and speed control algorithm of sink node
to enhance the performance and set of data gathered by sink node. Here, a shortest
path tree (SPT) is used to select the cluster heads and route information, which may
cause imbalance in traffic and energy dissipation. In this, if a mobile sink is placed
on public transportation like bus, the movement speed cannot often be changed
freely for the purpose of information collection.

Keskin et al. [8] provide a mathematical model which unites WSNs design
decisions on sensor fields, actions schedules, information routes, track of the mobile
sink(s), and then presents two heuristic methods for the solution of the model. They
demonstrate the efficiency and accuracy of the heuristics on several randomly
generated problem instances on the basis of extensive numerical experiments. Both
of the heuristics make use of the idea of fixing values of some of the binary
variables aiming at facilitating the restricted model. The period iteration heuristic
achieves this by limiting the number of whole intervals and enhancing it separately
until no progression is achieved between two successive iterations. It uses the
solution and the corresponding objective value of the previous iteration to speed up
the solution procedure of the current iteration. The sequential assignment heuristic,
on the other hand, makes use of the natural hierarchy.

In paper [9], authors have proposed a new information collection scheme, called
the maximum amount shortest path (MASP) using improved ant colony opti-
mization. MASP is formulated as an integer linear programing problem and then
solved with the help of improved ant colony optimization. MASP scheme is
implemented using zone-based partition. In this, the residual energy of every sensor
is calculated, and the selection of optimal route is based on residual energy, shortest
path, channel noise, and delay. An improved ant colony optimization algorithm is
based on the basic ant colony algorithm. In this algorithm, ants are divided into two
groups separately for searching the path, and rotary table is maintained for avoiding
stagnation. Therefore, searching probability of optimal path is optimized. The
search probability of the route in previous one is introduced in each search to speed
up the search. The optimal path satisfies multi-constrains like delay, delay jitter,
bandwidth, and cost.
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3 Proposed Work

In our proposed work, subsink selection is based on a location-aided routing (LAR).
We assume that each sensor in the network is consists with GPS facility so that their
location can be accessed by sensors in WSN, so that each sensor can calculate its
distance from other in the network. Since subsink is acted as a relay node, most of
the energy get utilize in transmitting sensed data to the subsinks, and a few part of
energy is used in subsink to sink communication. So our focus is to find out an
appropriate subsink corresponding to each sensor within MCA. The selection relies
on shortest distance parameter. The subsink that is at the nearest position to the
source sensor node is selected as a relay node. Further, we have calculated the
appropriate multi-hop path from the sensor to the subsink so that the sensed data
could be transmitted through the efficient multi-hop path.

Consider the following scenario of WSN given in Fig. 1. Here, nodes colored in
black are sensor nodes, red color nodes are subsink nodes, and single sink is green
colored. Subsink nodes are always at one hop count distance from the fixed tra-
jectory on which single sink is mobile. Here, sink is the ultimate destination, and
the subsinks are responsible for gathering the sensed data from the sensor nodes.

Fig. 1 Wireless sensor network
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Now, the main focus is to search for the efficient subsink. This selection is done by
using location-aided routing.

In the above diagram, node 5 is a sensor node which required an efficient subsink
for sensed data transmission. Here, in the given scenario, three different subsinks
are available, i.e., SS1, SS2, SS3. What is required here is to calculate the distance
from node 5 to all the subsinks which are d1, d2, d3 as shown above in Fig. 2. By
just calculating their values, the smallest one has chosen as the more appropriate
subsink node from the originating source node. Here, d2 is the smallest distance
from all we have calculated. Hence, SS2 subsink is a correct choice as per rule for
further data transmission from node 5.

The next issue which we have also focused is to discover the more suitable and
appropriate multi-hop path exists in b/w sensor nodes and selected subsink node.

When we talk about the routing protocols in WSN, then we have basically two
classes which are reactive and proactive routing. The reactive routing is on-demand
routing because the route discovery begins whenever there are some data to send.
While the proactive routing is a table-driven routing protocol where each node
shares the information about routes to the others continuously even though we do
not have anything to send. Proactive routing is not a desirable approach when we

Fig. 2 Subsink selection scenario
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have less data to send due to its routing overhead. Proactive routing is suitable in
case of when nodes have fewer amounts of data to send. But we can make these
routing algorithms more efficient by exploiting the feature of locations of the node.
By using location information, the location-aided routing (LAR) protocols limit the
search for a new route to a smaller request zone of the ad hoc network.

The proposed methodology is termed location-aided routing (LAR) which
reduced routing overhead by using location information. In this, location infor-
mation may be provided by the global positioning system (GPS) to the LAR
protocol. Due to GPS-enabled mobile node, there is possibility for each mobile
node to know physical location of other nodes. But some amount of error occurs
when position information of a node provided by GPS. So there is difference
between coordinates calculated by global positioning system and the real
coordinates.

In Fig. 3, there is a node S as a source node which needs to find a path from node
S to destination node D. Consider source node S which knows about node D that its
location was at time t0 is L, and current time of D is t1. According to node S, the
expected zone of D at time t1 is the area where node S expects to the destination
node D. Expected zone of D can be find based on the information of D that its
location was at time t0 is L. Consider node D is traveling with average speed v, then
the expected zone of D is a circular region with radius R = v (t1 − t0). If the
traveling speed of D is greater than average speed, then position of node D at time t1
may be outside the expected zone. Hence, expected zone is only an approximate
calculation which is done by node S for finding the region of D which is covered by
the node D at time t1.

Again, consider source node S which needs to find a path from node S to des-
tination node D. The proposed LAR protocol uses flooding technique for route
request with one modification. In this, source node S creates a request zone for route
request then it sends a route request only to that node which are belong to request
zone. To increase the probability that the route request will reach node D, the
request zone should include the expected zone.

Fig. 3 Division of request
and expected zone
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In Fig. 3, suppose that source node S which knows about node D that was at
location (xd, yd) at time t0. But node S find new route discovery to destination node
D. We suppose that node D is moving with average speed v and node S also knows
that average speed. Using average speed v, the expected zone can be created by
node S with radius R = v (t1 − t0) which is a circular region centered at location (xd,
yd). Thus, four corners of the expected zone can be determined by the source node
S. In this, node S considers their coordinates for sending route request message at
the time of route discovery. Node S sends a route request to other node and that
node receives a route request and forward to other one if it is belong to request zone
otherwise discarded. The request zone is defined with four corners S, A, B, and C of
rectangular. In Fig. 3, node S sends a route request to node I then I forward that
route request to its neighbors because I know that it belongs to request zone.
However, when node S sends a route request to node J and node J discard that route
request because J know that it not belongs to request zone. At last, destination node
D receives route request message with intermediate nodes of request zone and node
D sending a route reply message to the source node S with same intermediate nodes.
In LAR, for route reply message, destination node D considers its current location
and current time. When route reply message is received by the source node S, then
node S records the location of the destination node D.

3.1 Route Discovery Phase

Whenever we have some data for a particular sensor node, then firstly, we dis-
covered a path so that we can send our data to the intended recipient. The route
discovery path that we are using in our proposed methodology is quite similar as in
AODV protocol. The diagram given below dictates the route discovery phase.

As shown in Fig. 4, sensor node S initiates route discovery phase so that it
broadcasts the RREQ packets to all its neighbors and further all neighbors to theirs.
Similarly, the RREQ packet finally reaches to destination node SS. The neighbors
nodes lie outside of the request zone are not taking participation in the route
discovery which is explained in LAR technique above. Somewhere, in route dis-
covery phase, duplicate packets are received by the nodes, so to prevent unnec-
essary flooding within the network the RREQ packet received firstly get entertained
and other packets carrying same node id and broadcast id get simply discarded. In
the above diagram, the red lines represent the RREQ packets get discarded due to
duplicity.

Here, in this Fig. 5, the path through S ! 4 ! 9 ! 14 ! SS gets selected.
The data carried by source node are then forwarded by this path only.
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4 System Simulation and Performance Analysis

The performance of proposed scheme for data collection using sink mobility in
fixed trajectory is measured using NS-2 simulation tool. Sensor nodes are placed in
600 m * 800 m canvas. Initial energy for each sensor node, subsink node, and sink
node is set, and the speed of mobility of sink node is constant. We also considered
that the subsinks and sensor nodes are also mobile, and they have random waypoint
mobility model (Table 1).

Fig. 4 Route discovery inside request zone (all RREQ packets outside the request zone get
discarded)
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Fig. 5 Final path selected between S and D

Table 1 Simulation
parameters

Parameter name Value

Network area 600 m � 800 m

Number of nodes 40

Simulation time 10 s

Transmission range [200–400]m

Routing protocol LAR, AODV

MAC IEEE 802.11

Radio propagation model Two ray ground reflection

Mobility model Random way point
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4.1 The Following Metrics Are Used to Evaluate
the Performance

1. Data collected by single mobile sink in one round on fixed trajectory.
2. Total amount of energy get consumed by all sensors while one round of sink is

completed.
3. Lifetime of network is proportional to the number of rounds the mobile sink

travelled since beginning till first node energy exhaustion.

Graph shown in Fig. 6 is drawn in between data count and time. Data count is
the total information retrieved by mobile sink in one round of movement of its
trajectory. The outcome dictates that the amount of information retrieved by sink
node in proposed scenario is higher than the existing one.

In Fig. 7, a graph is drawn in between network lifetime and number of nodes.
Network lifetime is measured as the total number of rounds a mobile sink travelled
till the first node of the network has energy exhaustion. Result came out from the
simulation work represents that we have achieved higher lifetime than the existing

Fig. 6 Data count versus time

Fig. 7 Network lifetime
versus number of nodes
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approach, but as we increase the number of nodes in our scenario, the lifetime
reduces abruptly,and after 70 nodes, it is about to be the same value as it is in
existing protocol.

5 Conclusion and Future Work

This paper proposes an efficient mechanism for maximizing wireless sensor net-
work lifetime using sink mobility in fixed trajectory. The proposed approach effi-
ciently selects subsink node using LAR technique with flooding mechanism for
route selection. Subsinks are used as relay nodes for the sensors that transmit data to
the mobile sink when the sink is nearer to the subsink nodes. The simulation results
show that our method achieved more data count, i.e., amount of data collected per
round by sink node and also maximize lifetime for the sensor network.

Future work shall be incorporation of more QoS parameters in the proposed
approach to model real life situation more accurately.
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Secure Communication in Cluster-Based
Ad Hoc Networks: A Review

Ajay Kumar Gupta and Shiva Prakash

Abstract Mobile Ad Hoc Network (MANET) is an association of wireless mobile
nodes with limited transmission range, resources, quick and easy setup and has no
fixed infrastructure. As the nodes in the MANET are mobile so it uses wireless
connections for communication with various networks. For the environment of
continuous changing topology, routing algorithms with special features are required.
The algorithm or protocols have to be chosen based on size, density, and the
mobility of the nodes. Currently, there are still ongoing researches on MANETs.
These researches may result to even better protocols having better QOS and security
measures but it may also possible new protocols will face new challenges. This
paper presents an elaborate view of security issues, services, attacks, and security
challenges for MANET. Moreover, various cluster-based secure communication
methods and their comparison based on a set of measurement schemes are discussed.

Keywords MANET � Mobile IP � Multi-hop � Internet � Routing protocol �
On-demand routing protocol � Cluster head

1 Introduction

MANET [1, 2] is an association of various autonomous mobile nodes that move
freely and communicate directly over a common wireless channel through
multi-hop relay. To communicate with the other nodes in its wireless range nodes in
the MANET are equipped with a wireless transreceiver. If nodes are not in wireless
range, they exchange information with each other by multi-hop communication
obeying a set of rules. The nodes cooperate with each other such that a valid and
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optimum chain of mutually connected nodes is formed. So, each node plays role of
both host as well as a router. In MANET, each node is free to join any network as
well as leave current network. This property is also called open network boundary.
Dynamic topology and open network boundary make security the major challenge
in MANET [3]. The important challenges of the ad hoc network are the basic
routing mechanism, medium access scheme, provisioning of QoS, security, energy
management, scalability, deployment considerations. The goal of paper is to pro-
vide analysis on MANET’s cluster-based secure communication methods and their
comparison based on a set of measurement schemes.

Rest of this paper is organized as follows: Sect. 1 presents basic of MANET and
classifications of routing protocols; Sect. 2 presents security challenges, criteria,
possible attacks, and security steps to avoid these attacks in the Mobile Ad hoc
Networks; Sect. 3 presents security enhancement through cluster heads; Sect. 4
presents comparative study of existing well-known protocols; finally, Sect. 5
concludes the paper and elaborates some future works.

2 Security Aspects in Mobile Ad Hoc Networks

Dynamic topology and open network boundary make security the major challenge
in MANET. In this section, we focus on various security challenges in imple-
mentation, attacks, and the measure that should follow to overcome these unwilling
attacks.

2.1 Security Challenges and Requirement

Absence of centralized management, power supply limitation, internal threats,
insecure boundaries are the major security challenges in MANETs. Potential
security protocol should assure that it meets the following requirements to establish
secure communication between mobile nodes:

1. Authentication: Authentication is the assurance that sender and receiver or
modifier in communication is right person and if there is any possibility of
impersonators then find it out.

2. Authorization: In this process, an entity gets a credential from the certificate
authority, which specifies privileges and permissions the entity has.

3. Availability: Availability states that the node should able to provide all the
incorporated services irrespective of the security state.

4. Integrity: Integrity confirms the id of the message when they are sent on the
channel.

5. Data freshness: Data freshness states that the fresh data is present and any
outdated data has not been replayed.
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2.2 Security Attacks on Protocol Stacks

Absence of centralized administration makes MANETs prone to various types of
security attacks and dealing with these is one of the main challenges for the
developers. Some of the possible security attacks in MANETs are Denial of
Service, Man in the middle on Multilayer Attack, Repudiation, Mobile virus and
worm attacks on Application Layer, SYN flooding attacks and Spoofing victim
node IP address on Transport Layer, Wormhole, Black whole, Flooding, Rushing
attack, Location disclosure attack, Resource consumption, Routing table overflow
attack on Network Layer, Traffic monitoring and analysis, Disruption on
MAC DCF and back-off mechanism on Data link Layer, and Jamming or radio
interference, interception, Eavesdropping on Physical layer.

2.3 Security Measures to Avoid Attacks in Mobile Ad Hoc
Network

1. Secure Routing: Providing trustworthiness of users in the network is one of the
major challenges of secure routing. Distributed communication environment is
more vulnerable to attacks. In this type, authentication is open so any unau-
thentic node may compromise routing traffic for the objective of disrupting the
communication. Author in [4] presents a secure routing protocol using IPSEC in
mobile ad hoc network. Authors in [5] present a trust-based protocol for routing.
In MANET, there exist multiple paths between pair of nodes. Choosing better
path for sending packet considering both factor of routing method and security
constraints will good for improving security.

2. Key Management Methods: Certified Authority (CA) is a method for key
management and various approaches of this used for key management to solve
high mobility issue. Additionally, it provides a better method to reduce control
overhead.

3. Intrusion Detection System: Intrusion detection is the attempt to monitor and
possibly prevent attempts to intrude into or otherwise compromise system and
network resources. IDS is used to detect and report about malicious activities.

3 Security Enhancement Through Cluster Heads

The problems such as key distribution can be easily solved by clustering. For
security objectives, clustering is important. Authors in [6, 7] present mechanism for
key distribution via clusters. Clustering solves some of security challenges but
creating cluster and its maintenance is tough part to solve because of MANET’s
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continuous changing topology. A cluster head in each cluster works as a coordi-
nator. It does the work of channel assignment, battery energy control, time division
frame and its synchronization. Introducing clustering architecture, each cluster
contains its single cluster head. Each host may be a cluster head (CH) or it may
adjacent to one or more CHs. The nodes participating into more than one cluster is
called gateways. A common gateway is used for the communication between any
two adjacent clusters. Any two cluster heads cannot adjacent to each other. They
must be maximum two hops away distance from each other in the clustering
architecture. It can be categorized into two types: overlapping and non-overlapping.
In overlapping clustering architectures, the hops which are not a CH, may partic-
ipate common to more than one cluster, these nodes are called gateway. Nodes
belonging to single cluster are called ordinary nodes. In non-overlapping clustering
architectures, non-cluster-head nodes which belonging to only one cluster are called
an ordinary node. In Fig. 1, for example, the pair of nodes 9 and 10 forms a DG.

Clustering Algorithm:

Basically, two cluster creation algorithms [8] have been proposed for MANET’s.

1. Lowest ID Clustering: Each node is given a unique ID. The nodes broadcast its
neighboring and own information at some regular intervals [9]. A node which
only listen the nodes with ID higher than himself is a cluster head (CH). A node
which participates in two or more CHs is termed as gateway. Other nodes are
ordinary node.

2. K-means: These algorithms use concept of the Euclidean k-medians and geo-
metric k-center problem [10]. The first problem mainly focuses on to reduce the
sum total of distances to closest center, and second problem aims to reduce the
maximum distance from every node to its nearest center.

Fig. 1 Clustering architecture
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Cluster Creation: The network is partitioned into several two-hop clusters,
where in each cluster, a node can act as cluster head, ordinary node, secondary
cluster head or gateway.

Cluster Management: The objective of clustering is to efficient use of resources,
manage routing, location problem-solving with consideration of reducing com-
munication and computational overheads. Cluster maintenance involves two parts
which are given below.

1. Intra-cluster maintenance: It involves routing within a cluster.
2. Inter-cluster maintenance: It involves routing among cluster.

Cluster-Head Election: Cluster heads responsible for route maintenance, intra-
and inter-cluster data exchange; it is desirable that clusters will work for large time
when chosen. Cluster head can be elected by calculating mobility of each node in
which the lowest mobility node is CH.

It is the responsibility of cluster heads to monitor all the routing activities within
the cluster. Cluster-head-based protocol uses a hierarchical network topology,
unlike other table-driven approaches [11] that employ flat topology. Clustering is
advantageous as it evolves managing a set of ad hoc hops; code separation between
clusters, link access, and routing issues. There are some works related to secure
leader election but they are incapable to give solution to the problem like if
maliciously, nodes list itself as coordinator then what actions would be follow. So,
issues for cluster formation such as secure coordinator election and inter-cluster
routing need to be considered. The clustering schemes can be one of many type
firstly it can be trust based, or it can be based on cryptography or it may be hybrid
schemes as shown in Fig. 2.

Pure cryptographic-based clustering techniques are not able to find insider
malicious nodes. The trust and reputation management mechanism are required to
defend from insider attackers. For defending from both internal and external
malicious nodes and attackers, we need some complex security solutions that
integrate both cryptography-based mechanisms and reputation management sys-
tems with clustering algorithms, hybrid trust-based clustering algorithms serve for
this objective.

Lack of trust between communicating nodes in traditional MANET’s routing
protocols makes the network more vulnerable to malicious attacks. Many time
behaving as a selfish nodes it do not forward packets of sender nodes, moreover
malicious nodes may perform activity such as modification and impersonation
attacks to the network traffic.

Fig. 2 Classifying clustering schemes from security perspective
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4 Comparative Analysis

Based on survey of Yu and Chong [12] and Bechler et al. [13], clustering tech-
niques of MANETs are typically categorized into following types: dominating set
based, mobility based, energy based, weight based, load balancing, topology based,
and combine metrics based. Table 1 shows comparison of the clustering objectives
of various schemes.

In DS-(abbreviated as Dominating Set) based clustering schemes, a group of
node works as CH to pass routing packets, these set of nodes are called dominating
set. The key concept in mobility aware clustering is to grouping similar speed
mobile nodes in one cluster.

There are many clustering techniques for MANETs based on various schemes.
We have to consider the metrics for the evaluation purpose. Table 2 shown in this
section compares a list of important schemes given by authors. Chong et al. [12]
present a survey on various clustering methods. These methods mainly focuses on
minimizing number of clusters, maximizing lifespan of mobile hops in the network,
low overhead, minimum CHs changes, minimized bandwidth consumption. But
security is ignored in these schemes. Safa et al. presented a cluster-based trust aware
routing protocol (CBTRP) [20] for the objective of secure routing path via use of
the weighted clustering protocols to choose cluster head. In weighted clustering
algorithm (WCA), weighted degrees such as battery power, number of neighbors,
and mobility of the nodes are taken into consideration. The trust value is measured
in terms of behavior of node such as whether node is selfish and may prone to a
black hole, modification attack, and latency delays. When a malicious hop is found,
it is removed from the network so that no packet will pass from it. Chatterjee et al.
[21] present a secure trusted auction-based cluster-oriented routing protocol
(STACRP) to facilitate trusted framework for MANETs. Selfish nodes are detected
by this method and it enforces to cooperate between nodes to achieve good
throughput and lesser routing overhead.

Table 1 Comparison of schemes

Clusters methods Goal

DS based Lesser number of participating hops in route search

Mobility based Use mobility characteristics for cluster creation

Energy based Reduce unnecessary battery energy consumption

Load balancing Equalize the workload of each cluster

Combine metrics based Using various metrics to determining the weighing factor
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5 Conclusion and Future Scope

This paper presents common issues related to MANET security, various
cluster-based secure communication schemes and their comparison based on a set
of measurement schemes. MANET has vast potential; still, it has many challenges
left to be solved. In our paper, we have overviewed ‘What are the security threats
vulnerable to attacks in MANET?’ In our survey, we describe a variety of attacks
that may present on different layers. We tried to answer ‘How the services like
confidentiality, integrity, and authentication can be obtained in MANET?’ MANET
needs very specialized security; a single approach does not fit for all the security
schemes, as nodes can be any type of devices. Security in the nodes depends on its
type, and we cannot make assumptions on security.
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Cluster Head Selection and Malicious
Node Detection in Wireless Ad Hoc
Networks

Shrikant V. Sonekar, Manali M. Kshirsagar and Latesh Malik

Abstract Mobile ad hoc networks are self-categorizing and self-configuring
multihop networks competent of adaptive reconfiguration network. Node mobility
in MANET may cause frequent network topology changes and the impact of noise,
fading, and interference degrades the capacity of wireless networks. Due to the lack
of infrastructure and the incapability of preventive measures such as encryption,
authentication, and cryptography for detecting the newer attacks leads the wireless
networks more susceptible to be attacked than wired one. Moreover, the false alarm
is one of the major challenges in intrusion detection and prevention measures not
assured to work, there is a need to supervise the network and look for abnormal
behavior of the node. The mathematical approach for cluster head selection based
on the distance and energy gives the realistic result. The proposed algorithm for
intrusion detection aggregates all the information before declaring any node as
malicious. The proposed algorithm also suggests how the cluster head communi-
cates the malicious node information to all the heads which are in the radio range.

Keywords MANET � Attacks � Abnormal behavior � Dirty packets � Cluster head

1 Introduction

With the rapid increase of wireless devices during the recent years, the potentials,
magnitude, and the use of wireless networks have become noticeable. There exist
three types of mobile networks: rigid networks, ad hoc networks, and hybrid net-
works. A mobile ad hoc network is formed by a group of nodes without the help
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of predetermined infrastructure [1]. Each node is well acquainted with a transmitter
and receiver, which helps node to converse with other nodes in its radio range. The
cooperation algorithms are needed when the node wants to forward a packet that is
not in its communication range [2, 3]. Therefore, nodes in the MANET act as host
and a router. Due to the lack of infrastructure and the incapability of preventive
measures such as encryption, authentication, and cryptography for detecting the
newer attacks leads the wireless networks more susceptible to be attacked than
wired one. Moreover, these preventive measures cannot work because of scarce
resources such as computational power and bandwidth. As the cost of information
processing and accessibility to the Internet falls, more number of organizations are
becoming exposed to a wide variety of cyber threats. As per recent survey by
CERT/CC [4], attacks have rapidly increased over the past decade. Data
mining-based intrusion detection techniques are categorized namely: misuse
detection, anomaly detection, and specification-based [5]. The most widely used
method for protecting against cyber threats is signature-based detection. The major
advantage of this method is that it can detect known attacks that have a signature
database, but fails under novel attacks. Mobile ad hoc networks are more open to
attacks than traditional networks due to the lack of association among the nodes,
unreliability of wireless links between nodes, accommodating algorithms, open
medium, and topology changing when the nodes move in and out [6].

The MANET is susceptible to submissive and energetic attacks [7]. The sub-
missive attacks typically involve only eavesdropping of data, whereas the energetic
attacks involve actions performed by adversaries such as imitation, modification,
and deletion of data. Internal intrusion attempts are more damaging in nature since
malicious nodes acts as authorized member of the network. Chaki and Chaki [8],
these nodes are called compromised nodes. The external intrusion attempts create
jamming problem, propagate incorrect routing information to the nodes, and pre-
vent services from working properly. Moreover, most of the routing protocols
proposed for mobile ad hoc networks assume that every node is cooperative and not
malicious [9]. Therefore, only one compromised node can split the entire network.
The radio channel which is used for communication is broadcast and is shared by
all the nodes. Therefore, a malicious node can easily obtain the transmitted data.
The directional antennas can be used to reduce the problem up to some extent [10].

In Zhang et al. [11], a network model has proposed to detect the abnormal
behavior of the node, the loopholes of this model is that if any links fail and the
intruder moves away, then it will be very difficult to detect it. In Subhadrabandu
et al. [12], proper placement of the intrusion detection active nodes covers the entire
network. It works fine for the network with hypothesis that it will be moderately
static in behavior. In Stamouli et al. [13], a prototype for IDS has presented where
each node runs IDS at local level and cooperates with all IDS running in the
network. The performance of the system degrades when there is a high mobility
among the nodes, and it also suffers from high bit of exchanged messages.

The rest of the paper is organized as: In the next section, we discuss cluster head
formation concepts. Section 3 presents the proposed system for malicious node
detection and state-of-the-art scenario. Finally, Sect. 4 draws conclusions.
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The aim of the paper is to study the challenges in MANET and the process to
detect the malicious node in the network by continuously monitoring the network.

2 Cluster Head Formation

Mostly in ad hoc wireless networks, the nodes are continuously moving and are not
stable; this affects the efficiency of the protocol. Bandwidth reservations are of no
use if the node mobility is very high. Moreover, MAC protocol does not influence
the mobility of the nodes [14]. The cluster head is acknowledged by its own
identification number and is responsible for running entire network. For cluster
head election, different researchers have used different concepts. It is very difficult
to find out whether any abnormal activity is carried out by malicious node or there
is a failure in the routing link. Node clustering is essential in MANET, so that nodes
communicate with the cluster head and cluster head communicates aggregate
information among them, this helps in minimizing the congestion and energy could
be saved [15]. The algorithm for cluster head selection is given in Fig. 1.

Consider an example of node 0, the preliminary simulation shows that node 6 is
the neighbor node of node 0. The x-position of node 0 is 549 and y-position is 100
and node 6 x-position is 800 and y-position is 200. After putting these values in the
mathematical formula, we get 270.

Fig. 1 Pseudo code for cluster head selection
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distance ¼ sqrt pow $node x2� $node x1ð Þ; 2ð Þþ pow $node y2� $node y1ð Þ; 2ð Þð Þð Þ
¼ sqrt pow 800� 549ð Þ; 2ð Þþ pow 200� 100ð Þ; 2ð Þð Þð Þ
¼ sqrt pow 251ð Þ; 2ð Þþ pow 100ð Þ; 2ð Þð Þð Þ
¼ sqrt 63001þ 10000ð Þð Þ
¼ sqrt 73001ð Þð Þ
¼ 270

Table 1 shows the initial level energy and residual energy, the condition if
(dist < 300 && maxenergy [node_id] > energy neighbour [node_id]) is satisfied here.
Therefore, Node 0 is selected as Cluster head.

3 State-of-the-Art Scenario and Proposed Algorithm

Each node maintains data_table for storing elected cluster head id and the key value
generated by the cluster head. Elected cluster head sends <CH id> to all members of
the cluster. There is less probability of malicious node occurrence if this process is
done before the transmission of packets.

Requesting all members of the cluster:

Send REQUEST to all cluster members for maintaining (<CH id>) in data_table.
On receiving the REQUEST, cluster member [CM] sends REPLY message to the
elected CH. CM[j] places (<CH id>) in data_table [j].

Table 1 Brief summary of node energy and probable cluster head

Node number Initial energy
(J)

Total energy
(J)

Residual energy
(J)

Probable cluster
head

0 17.0433 72.9567 55.9134 0

5 38.0174 51.9825 13.9651 0

6 38.0433 51.9567 13.9134 0

11 42.9690 47.0309 04.0619 0

12 42.9716 47.0295 04.0579 0

16 22.0423 67.9577 45.9154 0

17 22.0433 67.9567 45.9134 0

18 22.0439 67.9555 45.9116 0

19 22.0440 67.9578 45.9138 0
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Executing the network:

Cluster head sends and receives the packet only if it gets reply message from all the
members of the cluster.

Releasing the position of cluster head:

When an energy level or signal strength drops below the threshold or cluster head
wants to release voluntarily. Exiting cluster head sends a time stamp RELEASE
message to all cluster members. On receiving RELEASE message, CM[j] removes
(<CH id>) from its data_table and keeps only the exit time stamp of cluster head in
data_table.

The time stamp field gives the exact time when cluster head exits. This helps in
finding the malicious node. The overhead here is it takes 3(N − 1) messages.
Synchronization delay is 2T [16].

The proposed algorithm for intrusion detection is shown in figure. After gath-
ering the network information, we set up an array for initial threshold value and
initial time frame for attacks to be detected. Initially the tag bit associated with the
node is set to 0 and if any node is behaving abnormally or dropping the packets
above the threshold, then the tag bit is change to 1, such packets is called as dirty
packets. The mistrustful table consists of doubtful node address, the total number of
dirty packets sent by the node, total packets received by the node, and the total
which is numeric value gives the information about total number of packets sent
and received by the node including dirty packets. The map table correlates with
threshold, time interval between the malicious node detected and the misbehavior of
the node [17]. After capturing the network profile, audit the data analysis and check
the abnormal behavior of the node, if it is observed checks for such misbehavior
incident occurred earlier from the same node or not. Then insert the suspicious node
address in the database and increment the value of count1 and total by 1 [18]. Then
different operations takes place on the mistrustful table, at each dirty packet sent by
the node, the values of the count1 and total is increment by 1, respectively. The
proposed algorithm declared the node as intruder or malicious when it crosses the
threshold value and within the time frame with the matching of abnormal behavior
from the database [19]. The cluster head communicates the malicious node infor-
mation to all the heads which are in the radio range using the transfer (dna, tar-
getcluster_head). The proposed algorithm for intrusion detection is given in Fig. 2.

Table 2 shows the two categories, normal case and attack case. Table gives the
overall summary of the network. It has been observed that the proposed algorithm
could identify 533 attack cases out of 828 numbers of packets sent from the
doubtful node. The total numbers of packets received are 804; there are 482 cases of
the attack identified by the proposed algorithm.
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Fig. 2 Proposed algorithm for intrusion detection
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4 Conclusion

MANET is more exposed to be attacked than wired network. Preventive measures
such as encryption and authentication may be used as the first line of resistance for
reducing the attack possibilities. These techniques are unable to protect a network
from newer attack. The research on security is still in its early stage. The existing
systems are typically attack oriented; they first identify the threats and then augment
the existing protocols to prevent it. They may work well for predefined attacks, but
fail under unanticipated attacks. Therefore, there is a requirement of more moti-
vated security system that results in depth protection for anticipated and novel
attacks. It is difficult to find a generic solution which works efficiently against all
types of attacks, since attack has its own distinctiveness. Sometimes, it is very
difficult to comprehend whether any abnormal activity is carried out by the node or
there is a link collapse. The mathematical approach for cluster head selection based
on the distance and energy gives the realistic result. The proposed algorithm for
intrusion detection aggregates all the information before declaring any node as
malicious. The proposed algorithm also suggests how the cluster head communi-
cates the malicious node information to all the heads which are in the radio range.
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Attack in Smartphone Wi-Fi Access
Channel: State of the Art, Current Issues,
and Challenges

Kavita Sharma and B.B. Gupta

Abstract Today, Smartphone device uses are increasing day-by-day such as email,
gaming, Internet banking, which requires it to always remain connected with Wi-Fi.
This makes it vulnerable to numerous attacks. In this paper, we explore different
Smartphone vulnerabilities, malwares, and security challenges. In addition, we also
present a classification of various security solutions proposed in the literature. It
provides better understanding about current security issues and challenges in
Smartphone Wi-Fi access channel, current solution space, and future research
direction to protect it from variety of DDoS attacks.

Keywords Smartphone � Smartphone Wi-Fi � DDoS attack � SSL protocol �
Access channel

1 Introduction

The mobile phones are categorized into two different categories based on its feature,
i.e., dump phone and Smartphone. Whenever mobile phone has features such as
voice, Short Message Service (SMS), and Multimedia Message Service (MMS),
then it is called as a dump phone, and if a dump phone has some extra features such
as Wi-Fi [Wireless Fidelity although it give the impression stimulated by “hi-fi”
(high fidelity)], Bluetooth, then it is called as a Smartphone. It means Smartphone is
equipped with Wi-Fi facility, high-speed multi-core process and enough gigabytes,
and user-friendly operating environment [1].
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Smartphone is an essential device for our personal and professional work.
Smartphones have novel features and access to novel applications are provided with
the help of Wi-Fi access point. This leads to security issues in Smartphone, and it is
the biggest challenge for defense and detection of Smartphone Wi-Fi access point
malware.

The Wi-Fi is an important feature of Smartphone. Smartphone provides the
facility of anywhere and anytime to connect with public or private network through
its Wi-Fi feature. Wi-Fi technology is facilitated to device for wireless communi-
cation, and the most common usage is Internet access [2].

Smartphone is a programmable device that is designed for user-friendly envi-
ronment. Since Smartphone has more confidential information, higher level of
security is required. Today, every place has open access Wi-Fi hot spot such as
airport, coffee shops. Attacker can steal the Smartphone’s confidential information
when they access the public place.

Therefore, Smartphone is faced with many security challenges. When attackers
set up the fake Wi-Fi access point and disconnect all existing connection, it is called
denial-of-conveniences attack. It disables the Wi-Fi feature to prevent the
Smartphone from this attack [3]. In this paper, we explore different Smartphone
vulnerabilities, malwares, and security challenges. In addition, we also present a
classification of various security solution proposed in the literature. It provides
better understanding about current security issues and challenges in Smartphone
Wi-Fi access channel, current solution space, and future research direction to
protect it from a variety of DDoS attacks. Rest of the paper contains the following
sections: Sect. 2 describes the attack on Smartphone Wi-Fi and different types of
attacks. Section 3 explains the role of DDoS attack in Smartphone Wi-Fi. Section 4
describes the defense mechanisms against DDoS attack on Smartphone Wi-Fi
access channel. Finally, Sect. 5 has conclusion and future work.

2 Attack on Smartphone Wi-Fi

With the usage of Smartphone, the use of Wi-Fi access has increased which is
freely available in all places inside and outside the home. All Smartphone users are
fully dependent on the Internet for access of emails, chat, video conferencing, new
interesting applications, and games through the Wi-Fi access points, and thus, they
face the security issues. It is a big challenge to find the attack and its defense. In
public network, Wi-Fi attacker provides the fake access point, easily accessed by
the users, and steals the user confidential data with encrypted nature of public
network, and fake off physical barriers to receiving all packets on the network.
There is little vulnerability faced when such an access is done through Wi-Fi access
points [4].
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(i) Man-in-the-Middle Attack

Attacker eavesdrops himself in middle of an online session between Smartphone
and hot spot from the attacking place. The attacker configures his laptop which
behaves in public place as a Wi-Fi hot spot and gives its name in public area such as
airport or coffee shop [5]. Then, the attacker waits for Smartphone to connect with
the fake Wi-Fi hot spot to steal all confidential information, user id, credit card
number, net banking id and password, etc. Smartphone connects with access point
and accesses the server service, but man-in-the-middle attack configures the fake
server set-up between access point and server.

(ii) Rogue Access and Hot Spot

The rogue access point identifies the authenticate user AP which is controlled by
attacker. Attacker uses own hardware access point and software which is used to
connect with legitimate through rogue access point.

(iii) Denial of Service

The DoS attack takes place on the user bandwidth when Smartphone users access
the network. The attacker could flood the network with fake packets, basically
consuming up all of the allowable bandwidth and making the network slow. It may
be possible that the attacker easily identifies; however, the attacker can spoof sender
address on the bad packets [6].

(iv) Evil Twin Access Point

The attacker uses unsuspected people to connect with the fake access point through
evil twin access point. If user connects with the access point, then attacker steals all
confidential data and captures the email and file transfer protocol connection. The
attacker also spoofs DNS cache to display a fake website, and if user accesses the
fake website, then the attacker captures the user’s login credentials [7].

3 Role of DDoS Attack in Smartphone Wi-Fi

Smartphone is a programmable device that is designed for user-friendly environ-
ment. Since it has more confidential information, it requires higher level of security.
Researchers are active in the field of Smartphone security, but there is no sufficient
analysis of Smartphone security threats. The Smartphone vulnerability is catego-
rized in two groups: internal and external. In internal, Smartphone vulnerability
includes implementation error, incompatibility, and user unawareness. In external,
it includes wireless networks and external objects [8].
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These vulnerabilities lead to potential threats, which need to be resurfaced.
Smartphone threats are divided in two groups: threats caused by attackers and
threats caused by user unawareness or intention.

While jamming the Wi-Fi signals, attacker can create fake Wi-Fi AP, connect
with the legitimate user, and access the useful information. Wi-Fi is a very common
environment for personal and business purpose. It is mobile, convenient, and
friendly for Smartphone users. Most wireless devices face the problem of eaves-
dropping and jamming. The attack on Apple, Google, Skyhook, and Microsoft
location services is described, as these are four of the major location service pro-
viders and work on dual-band hardware. An implementation of the Wi-Fi-based
location services attack is done on dual-band hardware [9].

When attackers set up the fake Wi-Fi access points and disconnect all the
existing connections, then it is called denial-of-conveniences attack. This attack
uses the Internet access validation protocols, in which the cellular network sends a
secret key phrase to an Internet validation server. This attack is for attempt to
retrieve this secret key phrase by the recently established Wi-Fi channel to
authenticate the Wi-Fi AP. This paper [10] explored the three approaches to
establish this attack as well as its defense techniques and proposed a novel approach
to implement them on Android platform.

Wi-Fi direct technology increases local services that enable social interaction of
the grid to provide the interconnection in between Smartphones. The
device-to-device (D2D) network supports more resourceful proximity-based
applications and decreases reliance on middle unit. The D2D modifies the infor-
mation process and exchanges the information and resource sharing. This paper
explored the role of DDoS attack over D2D underlying network [11]. Wi-Fi direct
underlying network has lots of security issues, but denial-of-service attack is the
major one. Wi-Fi Pineapple is used for security for such attacks. Wi-Fi Pineapple is
a tool to protect the connection with the fake Wi-Fi AP in the network. The Wi-Fi
routers are very vulnerable as the user does not change the router password and IP
address [12].

4 Defense Mechanisms Against DDoS Attack
on Smartphone Wi-Fi Access Channel

Here, we demonstrate the different approaches which provide the secure channel
and maintain the confidentiality, integrity, and authentication of the phone data and
network access channel.
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(i) Static Identifier Validation Technique

The Microsoft Windows currently used network awareness protocol which has
NCSI feature. This works as Wi-Fi authenticator. Wi-Fi authenticator automatically
connects and verifies Wi-Fi AP; its functioning connects with the Internet without
user interaction.

(ii) Dual Channel Validation Technique

To remove the static identifier validation problem, use dual channel validation. In
this approach, validation key changes every time a validation test performed five
steps process to validate [13].

(iii) SSL Network Protocol

The SSL protocol provides the communication between client and server. It
maintains the confidentiality, integrity, and availability in communication data
channel. This provides the end-to-end security against the MITM attack. SSL don’t
implement themselves using SSL library such as open SSL, GUI TLS, JSSE, crypto
APT. [14].

(iv) Fine-Grained Permission System

This is the permission access Wi-Fi approach. To take permission access the access
point then we scan the nearest Wi-Fi Access point and collect sensitive information.
According to researcher survey, 51 out of 100 top applications on Google play store
use the permission access Wi-Fi approach. Many types of applications are
bandwidth-sensitive application such as audio, video, and play virtual reality online
game. To use Permission system for detecting stable Wi-Fi connection to used data
transfer. If the exact information about all access points is obtained, then, we use in
our system fine-grained permission information system [15].

(v) Trained Mean Matching Algorithm

When rogue AP gets infected, then interpacket arrival time (IAT) server is
observed. The IAT server matches the higher trained mean of two wireless hops. To
use analysis the user applies two hop networks to communicate with remote server.
Quadric mean technique is used.

(vi) HOP Differentiating Technique

HDT algorithm is more accurate to detect evil twin attack and calculates the
accurate value of IAT. The ratio of server IAT to access point IAT shows the metric
that is represented by the Server-to-AP-IAT (SAIR) (Table 1).
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5 Conclusion

Smartphone devices play a very important role in everybody’s life. With the
increasing number of Smartphone usages, security threats are also increasing every
day. This paper explored the Smartphone Wi-Fi access point features and issues
against the malware threat to access the access point. It also describes the detection
and defense techniques against the Smartphone security. In future, there is a need to
develop an efficient model which can provide more secure Wi-Fi channel when
Smartphone user accesses the Internet facility anywhere.

Table 1 Defense mechanism against attack on smartphone Wi-Fi access point

Year Defense Description Weakness

2014 Use defense approach to
multiple location service
technologies, multiple
bands, and fingerprinting

The attackers connect with
legitimate user through the
fake Wi-Fi access point and
steal useful information

The complexity and cost of
jamming plus impersonation
attack decreasing because it
is typical to do the cellular
based location service.
Which uses triangular to get
an exact location

2013 To defense by
fine-grained permission
system

To trace the location and
attack on the confidential
information. Break the
security model CIA

The application with some
sensitive permission sets is
actually benign from the
result of static analysis;
those permission sets might
not be used by real-world
attackers very often. In such
cases, there is a good reason
to remove it from the
sensitive permission
database

2012 To defense by using the
improved and secure
SSL validation protocol

To beak the SSL validation
certificate protocol

The SSL certificate
validation protocol in
libraries and many security
critical applications is
completely broken

2011 To use trained mean
matching (TMM) and
hop differentiating
technique (HDT)

To distinguish network
traffic between wired and
wireless nodes, use round
trip time (RTT)

The demerits of this
technique are distance and
packets hops

2010 To use attack detection
technique, TMM, and
HDT algorithm

The evil twin attack
compromised the security

TMM is time-consuming,
trained knowledge is
difficult, direct apply to
another network
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Evaluating Pattern Classification
Techniques of Neural Network Using
k-Means Clustering Algorithm

Swati Sah, Ashutosh Gaur and Manu Pratap Singh

Abstract In the era of digitization, there is huge amount of digital data being
processed and collected in the repositories. Lots of useful information and data
patterns are hidden in this bulk data usually known as Big Data these days. So, it is
now becoming important to store and manage this huge data for extracting
important patterns and information for future decision-making. Classification is one
of the important techniques while dealing with this huge amount of data. It is
important to understand the diversity in the given set of data. Classification is the
prediction of certain outcome on the basis of given input. In real life also, classi-
fication is the most common activity of human life. It is quite common phenomena
of the day-to-day life, especially when we are involved in analytical task. It sup-
ports the decision-making task in business, research, etc. The classification problem
is applicable on assigning label to an object among predefined group of elements on
the basis of its properties and behaviour. Classification is the process of classifying
the data in the different labels as per similarity measures of the defined groups.
These days almost every field of research, medicine, business and industry, etc., are
dealing with classification problems. Fraud detection, diagnosis of diseases, pattern
recognition, loan approval and others are some of the examples of the classification
problem. Data classification and clustering are the important techniques used in data
mining. With the emergence of large volume of digital data, it becomes major
challenge to manage this data in effective and efficient manner. Data mining is one
of the techniques used for extracting required information from the large set of data.
Various methods have been adopted in data mining in which data classification and
clustering are used for labelling/grouping of data. Data classification may be
defined as grouping of objects as per their similar characteristics on the basis of
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prior knowledge available to the system, i.e. classification groups the entities as per
their similar features with available prior knowledge (supervised). Clustering is the
method of grouping of objects as per their similar features without having prior
knowledge (unsupervised). Neural network or artificial neural network is the mimic
of human brain. It is the network of interconnected artificial nodes to process the
information and provide its final output. Neural network is one of the tools of
classification used in soft computing techniques. Various research studies have been
done on neural network for classification task due to its best performance. Neural
networks are treated as black box due to its hidden data processing. It can adjust its
weight by itself. Usually, neural networks have the ability to learn the pattern itself
by means of training process in the network. The error updation feature in the
neural network adjusts the error after each iteration to make it more accurate
(learning process of the ANN). Neural networks can approximate given function
with arbitrary accuracy. Neural networks are nonlinear models, which help them
flexible in modelling real world complex relationships. The objective of this paper
is to evaluate pattern classification techniques of neural network using clustering
technique. The focus of this paper is on the application of data mining in large
database system and analysis of pattern classification techniques of neural networks
in the database using k-means algorithm.

Keywords Data mining � Pattern classification � Cluster analysis
K-means algorithm � Neural network � Back-propagation algorithm

1 Introduction

In the era of digital processing, it is difficult to manage the large volume of digital
data, results in data storage and management problem globally. These days’ data is
processed and stored in digital form everywhere. Even availability of cheap storage
devices may also lead to increase in the usage of digital data storage. Lots of data is
available, and people are thinking to manage this data. Apart from the data man-
agement problem, some of the scientists/practitioners are focusing on the extracting/
mining the important patterns from this data. So the management of Big Data is
now become the commercial phenomena. Data mining is one of the techniques to
extract information from the data so that it can help in business decisions. The
numbers of databases are increasing exponentially which leads to data management
requirement issues. Extracting information in these databases has become slow and
complicated process due to large volume of data. So, it is the requirement of the
time to have a feasible resolution for data storage and management problem. The
process of significant modelling and their evaluation in knowledge discovery in the
database are also called as data mining, and it may be defined as way of extracting
information from the large database to support business decisions and requirements.
Data mining discovers hidden information which is not visible, but potentially
helpful in an efficient and effective way.
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The term data mining has been extended further than its limits for using it in data
analysis. There are different definitions of data mining which are as follows:

1. Data mining can be defined as extraction of unknown information, which can be
useful for business decisions. It contributes number of different technique, like
clustering, data cleaning, learning, classification, and analysing changes [1].

2. Data mining is the search of global patterns that exist in large data sets but are
usually “invisible” among the huge amount of data. Relationship among the data
can be explored by mining the data. These relationships can be proved as
valuable information about the data and the objects in the database [2].

3. Data mining refers to “application of variety of tools and techniques to explore
useful information to support day-to-day decision-making process within the
organization. It supports classification as well as prediction task on various
domains. It is the hidden information in the data that is useful for different
class” [3].

Neural network is an essential software used for categorization. Current research
trend shows that neural networks are good substitute for different classification
methods. The benefit these neural networks have is that neural networks are
data-driven self-adaptive and self-learning methods that can change their self to the
expected data without any clear requirement of practical or distributional form for
the original model. The neural networks can estimate any task with random pre-
cision. They are basically neural estimators; they are the nonlinear models, which
model actual world compound associations. They are also helpful in estimating later
probability, which is the base for creating categorization and carrying out data
analysis.

Clustering is the grouping technique to group the similar objects in the clusters.
It is widely used in classification task. However, it comes under unsupervised
learning technique. Clustering can be classified as hierarchical and partitional. In
cluster analysis, k-means algorithm is a partitioning algorithm. The K-mean algo-
rithm is developed by MacQueen in 1976 [2]. K-means clustering is a partitional
clustering technique which has the objective of creating k clusters and then partition
that partitions the data into analogous K classes. Data items which are nearby are
considered to be similar and can be grouped together under one label. Partitional
clustering algorithms are done in order to assemble data that is near to each other. In
partitional algorithms, count of cluster to be created should be mentioned in
advance. One of the goals of partitional algorithm is to divide the data items into
similar groups and then each of these groups is divided into further groups, and so
on. Another clustering technique, hierarchical clustering results in dendrogram, is a
top-to-bottom approach of clustering.

In the K-means algorithm, apart from data, input to the algorithm must have k,
i.e. the total number of cluster, to be developed on the given data set. Following are
the basic steps of algorithm (Fig. 1) as:
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1. Find out the centroid coordinate of given data set.
2. Find out the distance of each object to the centroids in the data set.
3. Object grouping on the basis of minimum distance considering Euclidean

distance (show the Fig. 2).

The algorithm discussed in Fig. 1 can be viewed as the following diagram.

Fig. 1 Step of K-means algorithm
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choose K object 
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object
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reassign
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Fig. 2 Object grouping on the basis of minimum distance considering Euclidean distance
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Cluster analysis is a grouping technique applied usually on multivariate data
analysis with like features which are identified and classified (grouped) accordingly.
Although in cluster analysis, thick and thin region among the data set can be
identified easily, and diverse distribution patterns must be accomplished conse-
quently. The notions of likenesses and dissimilarities are calculated in cluster
analysis either by using Euclidean distance or by Manhattan distance method.
Unlike methods might be used in finding out the resemblances and differences in
the given data set. This learning uses the Euclidean distance measure in cluster
analysis. The Euclidean distance measure is generally used as a distance calculating
tool, also it is simple to use in 2D planes. Number of dimension is directly pro-
portional to computation time. That is by increasing number of dimensions, com-
putation time also increases [4].

The Euclidean distance can be represented as,

dði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi1 � xj1
� �2 þ xi2 � xj2

� �2 þ � � � þ xip � xjp
� �2q

Now, assuming the similarity metrics:

i ¼ ðxi1; xi2; . . .; xipÞ and
j ¼ ðxj1; xj2; . . .; xjpÞ

are two data objects whose dimension is p. The above formula states the distance
between two data objects d(i, j), and Xip is the amount of object i in dimension
p. Step of Euclidean distance with k-means algorithm is represented in Diagram 1.

Classification is the most popular tool used in data mining techniques to dig
useful information from the dump data [3]. Classification aims at forecasting the

Diagram 1 Euclidean
Distance using K-means
algorithm
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values of a user-defined output labels. Also, we can say that classification method
discovers common features in a group of given items in a data set and then cate-
gorizing them differently. On the other side, data mining explore the similar
properties among the given data set to classify them in similar groups or labels.
Although the elements are similar in the assigned group but are very much dis-
similar from the other group’s elements (Fig. 3).

Fig. 3 Step-wise element grouping
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In data classification method, there are many possibilities to check the specified
model.

The most looked feature of discovered rule is to forecast the new class of
elements.

For example, if we want to evaluate the new loan applicant while keeping in
mind its features. There are numerous options to check this forecasting ability.

(1) Data set is split into learning and test data set.
(2) When data set is unique and some different techniques are used for estimating

the classification procedure, for example N-field cross-validation.

N-field cross-validation is the other exceptional method that can be used when
we have a single data set for calculating the classification algorithm. This validation
method slices up the data set to N likewise selected subset of the similar dimension
for every stage of entire N stages of procedure, one sub data set is applied for testing
and the remaining subset is for training the algorithm.

For better understanding, the classification rule can be represented as:
if <certain states are fulfilled > then 

<Forecasted _output _of_main_value>

Example of classification rule is
if (Work=”Yes”) and (UnpaidLoan=”No”) then

(Credit =”Good”)
Above illustration states that forecasting values are Work and Unpaid Loan, and

main value is Credit score, forecasting values are {“yes”, “No”} and main a value is
“Good” or “Bad”.

This endeavour can be considered as simplification of classification assignment.
The only point where it distinct is that we can choose the goal attribute in advance
and THEN part can have as many attributes. One constraint is that the goal attri-
butes cannot be the part of IF rule. Learning and evaluation are same as classifi-
cation [5, 6].

In this paper, we have purposed data accessing process using data mining
techniques. We used k-means clustering algorithm for data clustering and neural
network techniques for data classification. In this paper, we are analysing multilayer
feed-forward (acyclic) networks qualified with gradient descent with
back-propagation algorithm approach.

Classification process has two parts: for building a model supervised learning
training data set c and after that categorizing the facts depending upon the pattern.
Some of the classification methods may be decision tree, neural network, KNN,
Bayesian classification, SVM, etc. The activation functions are usually sigmoidal.
When we classify a tuple, some of the attributes from the row are inputted to the
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directed graph at the input vertex. The results derived show the probability of the
respective input rows belonging to that class. Tuple is then passed to membership
the class with the maximum possibility of association [7].

There are various advantages of using neural networks technique for classifi-
cation task:

1. The performance of neural network can be increased by training. It can continue
even after applying training set.

2. For enhancing output, application of neural network can be increased.
3. When a suitable training is applied, we can see reduced error rate and greater

accuracy.

Although the K-means algorithm frequently shows superior outcomes, it takes
lot of time and does not gel well with global clusters. By saving distance infor-
mation from one iteration to the next, the actual number of distance calculations can
be reduced [8]. Time complexity of K-means is O (tkn) (where t = number of
iterations, k = number of clusters and n = total number of objects). K-means
algorithm discovers a local optimal and can overlook the mean defined on the
attribute type.

Only convex-shaped clusters are found in K-means algorithm. It sometimes does
not handle outliers as well. One variation of K-means, K-modes, can handle cate-
gorical data. Instead of using means, it uses modes in categorical data [9]. K-means
algorithm is an unsupervised learning technique of clustering (no information is
assumed to be known for the different samples).

Patterns Classification Approach with Neural Network

Artificial neural networks (ANN) are the networks of “neurons” based on the neural
structure of the brain. It process the data and train itself which ultimately helps in
learning of the network. The bugs generated from the first iteration in classification
are passed in response to the network and used to adjust the weights of the net-
works, and so on for many iterations [10] (Fig. 4).

The inputs are stored in input layer of the network. It is called as an input vector

X ¼ x1; x2; x3; . . .; xnf gð Þ

where n = number of attributes to be used for further processing as input.
Input Layer: elements or nodes to be classified.
Hidden Layer: The number of nodes in the hidden layer and the number

of hidden layers depends on the nature of the network as well as the application
(Oj, j = 1, 2, 3, 4 …, #hidden nodes). The hidden layers are constructed for the
process of learning by computation on their nodes and arc weight. The network can
have one or more hidden layers, and number of nodes in the hidden layer(s) is
determined via experimentation.

Output Layers: The result of the classification is the output of a node in output
layer (Ok, k = 1, 2, 3, 4,…, #classes).
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User can define following things:

1. Number of elements in the input layer,
2. Number of hidden layers,
3. Number of elements in each hidden layer and
4. Number of elements in the output layer.

Entered values are standardized from range 0.0 and 1.0 owing of momentum in
learning part. While training a network if the results are inaccurate and hence
unacceptable, the network is trained again with other network configuration or other
input weight. This is back-propagation of neural network to update/adjust the
weights. The back-propagation trains by repetitively processing various learning
patterns.

It relates the network’s outcome for each output with the input class [11].
From Fig. 5, the outputs of input vector X are the inputs to weight vectorWwhich

are outputs from the previous layer which are multiplied by their respective weights
to produce weighted sum, which is added to the bias associated with unit j. A
nonlinear activation function f is used for data mining the net output [12].

The weights are modified to minimize the mean squared error between the
network’s output and the actual input. Manipulations are back traced from output
layer to every hidden layer passing down to first hidden layer [13, 14].

The steps for the algorithm are:

1. Set initial weights of input layer
The weights and the biases are initialized between the range −1.0 to 1.0.

2. Disseminate the inputs ahead.

The input and output of every element in the given hidden and output layers are
processed accordingly. The training data sample is passed to the input layer of the
network. To compute the net input to the element, each input connected to the

Fig. 4 Artificial neural network representation
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element is multiplied by its corresponding weight and summed to get the final
output:

Ij ¼
X

wij:Oi

� �
þ hj

where Wij = connection weight from the preceding layer to unit j. Oi is the output
of unit I from the previous layer. hj is the bias of the unit.

For every element in the hidden and output layers acquire the net input and then
the activation function is applied to it. The function signifies the stimulation of the
neuron corresponding to that element. Here, any type of the nonlinear differentiable
output signal function can use to compute the output, i.e.

Log-Sigmoid Transfer Function

Oj ¼ 1
1 ¼ e�Ij

Log-Sigmoid 
Transfer function

a = logsig(n)

Hyperbolic 
tangent sigmoid 

function
a = tansig(n)

Fig. 5 Back-propagation of neural network
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Hyperbolic Tangent Sigmoid Function

This Oj ¼ eIj�e�Ij

eIj þ e�Ij
transfer function picks the input (whose value ranges from +∞ to

−∞ and crushes the throughput in between 0 and 1 for log-sigmoid transfer
function and −1 to 1 for hyperbolic tangent sigmoid function [15–17] (Fig. 6).

1. Back-propagation error

By adjusting the weights, the bugs/errors are propagated backwards and bias to
consider the inaccuracy in networks prediction. For unit j in the output layer:

Err ¼ Oj 1� Oj
� �

T � Oj
� �

Somewhere, Oj is the real output of unit j, Tj remains the output and Ojð1� OjÞ
is derived from the logistic function [18, 19]. The error of a hidden layer unit j is
given as:

Errj ¼ Oj 1� Oj
� � X

k

Errk:Wjk

 !

Fig. 6 Architecture of a multilayer feed-forward neural network
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where wjk is the weight of the connection from unit j to a unit k in the next higher
layer Errk can be considered as error of unit k. The weight and biases are revised to
reflect the propagated errors [20]:

Dwij ¼ ðlÞErrjOi

wij ¼ wij þDwij

where Dwiji is the changed weight wij and l is the learning rate. A constant l whose
value lies between 0.0 and 1.0. The procedure is to fix the learning rate to 1/t, where
t is the number of repetitions. Bias of the network can be updated by following
equations [21, 22]:

Dhj ¼ ðlÞErrj ð9Þ

hj ¼ hj þDhj ð10Þ

where Dhj is the change in bias hj.

1. Terminating condition

Learning stops as: all Dwij in the earlier epoch are so little as under particular
threshold or the percentage of sample misclassification in the earlier epoch is under
some threshold pre-specified number of epochs have terminated. In the weights and
biases, even though the weight and bases are far from their optimal values.

The data investigation and representation process comprises of different stages.
They are data preparation, data selection and transformation, data mining and
presentation. After that, in the prepared data, the data selection and transformation
process will be carried out (5) (Table 1).

PERS ID Sex Age Salary

060819019 0 2 2

061202052 0 5 2

061202065 0 5 2

080603038 1 3 3

080916013 0 2 5
(continued)

Table 1 Example of raw data (shown in 10 records from 3,127 records)

Attributes Subinterval Convert data

Sex [‘F’], [‘M’] 0, 1

Age [<=20], [21, 30], [31, 40], [41, 50], [51, 60] [>=61] 1, 2, 3, 4, 5, 6

Salary [<=10000], [10001, 20000], [20001, 30000], [30001,
40000], [40001, 50000], [50001, 60000], [60001, 70000],
[70001, 80000], [80001, 90000], [>=90001]

1, 2, 3, 4, 5, 6,
7, 8, 9, 10

574 S. Sah et al.



(continued)

PERS ID Sex Age Salary

081001011 1 2 5

081001037 1 3 5

081001095 1 5 6

In this example, Table 2 is the pattern of data input for clustering with k-means
algorithm. These attributes value consist pers_id, sex, age and salary.

In this clustering process, defined k = 720.
The patterns of output are shown in the Table 3. In this work, four inputs are

defined to training data with neural networks (back-propagation algorithm). Set
consists of sex (2 groups), age 1 (6 groups), age 2 (6 groups), salary (10 groups).
Such as, we generate pattern of network inputs and network targets (de-
fault = zeros) for training neural networks. This is represented in Tables 4 and 5.

Input I1, I2, I3, I4 are attributes to order sex, age1, age2, salary, and T1 and T2 are
not mandatory and specifically used for networks that require targets.

The inputs are added to the neural network to incorporate the bias in each hidden
unit, and the training data set consist of 3,217 records. Therefore, the initial net-
works follow Table 6. The neural network results for pattern classification are
presented in Table 6 and Fig. 8.

The network has 4 input nodes and 8, 48 hidden nodes and 2 output nodes.
Since, architecture of a multilayer feed-forward neural network for the purpose is
shown in Fig. 6.

Step of data classification algorithm with MLFF follow:
Input:

(1) Patterns chosen to be classified I1, I2, I3, I4; {I1 = sex, I2 = age1, I3 = age2,
I4 = salary}.

(2) Neural network weights matrix W.
(3) Vector of aim classes C.

Table 2 Pattern of data input
for clustering with k-means
algorithm

PERS_ID Sex Age Salary

060819019 M 29 13,560

061202052 M 52 19,740

061202065 M 60 19,740

080603038 F 38 22,880

080916013 M 23 44,930

081001011 F 21 44,930

081001037 F 37 44,930

081001095 F 60 54,000

081021017 F 27 44,930

090601011 F 21 44,930
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Table 4 Parameters for
network inputs and network
targets (default = zeros) for
training neural networks

Sex Age Salary Group of data
(720 groups, k = 720)

0 2 2 1

0 5 2 2

0 5 2 2

1 3 3 4

0 2 5 5

1 2 5 6

1 3 S 7

1 5 6 3

1 2 5 6

1 2 5 6

0 2 5 5

1 3 5 7

1 3 5 7

1 2 4 14

−1 5 4 15

1 2 4 14

1 4 5 17

−1 2 5 6

1 2 5 6

−I 2 2 20

Table 5 Pattern of network inputs and network targets (default = zeros) for training neural
networks

T1 −0.960784 −0.921569 −0.082353 −0.843137 −0.803922 −1 −1 −1 −1 −1

T2 −0.960704 −0.921569 −0.082353 −0.843137 −0.803922 −1 −1 −1 −1 −1

Table 6 Parameters used for
training of back-propagation
feed-forward neural networks

Parameter of NNs Value

Input layers 4

Hidden layers 1 8

Hidden layers 2 48

Output layers 2

Weight/bias Random values between 0 and 1

Momentum constant 0.9

Learning rate 0.01

Performance gradient 1e−10

Iteration train (epochs) 3000

Train goal 0
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Output:
Class of X
Algorithm:

(1) Enter I1, I2, I3,…, In (n = 4).

(2) Calculate output in hidden layer yð1Þj ¼ u
Ph

i¼0 w
ð1Þ
ji yð0Þi

� �
; yljðnÞ is output of

neural j, wji is weight that joins the node j and the previous layer to the node
n and uðxÞ is activation function.

(3) Calculate output in output layer yð2Þj ¼ u
Ph

i¼0 w
ð2Þ
ji yð1Þi

� �
.

4) Allocates output to satisfying Oj ¼ yð2Þj .

The results of patterns of data classified by neural networks are shown in Fig. 7.
The performance of train data is 1 to −1. Performance of this work equals to
7.774802e−005 and Goal is 0; the provided data output to correct 100% outcome
can be seen from data points and best linear consolidation to direct line and line of
Targets (T) = Output A. These are all patterns in section. We perform to elucidate
implementation and simulation design section.

2 Implementation and Simulation Design

In this segment, we are considering the experiments to test the performances of the
methods for accessing the data in artificial and fast manner to use data clustering
with k-means algorithm and data classification with neural networks
(back-propagation algorithm). The experiment will simulate the analysis of per-
formance between the k-means clustering algorithm and pattern classification with

Fig. 7 Plotting of training
with multilayer feed-forward
(MLFF) neural network
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neural network for the conditioned database, for these experiments, design pattern
of data input (pers_id, sex, age, salary).

We use personal
Return class label Ci satisfying Oi = Max (Oj).
For the output of training data with neural network, we represent with graph

shown in Fig. 8. The total data set which is used at the present is about 3,217
records. The database management system used in the experiment is the
Microsoft SQL Server 2005. This system is selected to use for following reasons;

(a) The software used for analysis is well-suited and proficient to use with the
database management systems and

(b) Secondly, analysed data has been approved and developed continually by the
public.

2.1 Experiments

In this experiment, we create model using data mining concept. It is presented here
with block diagram (show in Fig. 9).

Figure 9 shows all methods and steps of experiment. In each step, they have so
many methods such as, prepare and create data, select data and process data input.
We are explaining the simulation as follows:

1. Select attributes (pers_id, sex, age, salary) for input pattern from database. After
that, import and clean data into next process.

2. Convert and integrate data. Clustering of the data with k-means algorithm for
different value of k as: 120, 240, 360, 480, 600 and 720.

Fig. 8 Plotting and result of
training with
back-propagation model
(hyperbolic tangent sigmoid
function) for K = 750 and
3,000 epochs—Net type:
4 � 8 � 48 � 2
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3. Pattern classification with multilayer feed-forward neural network (MLFF)
using back-propagation algorithm.

4. Prepare data output of MLFF for query process.
5. Query data from MLFF output with condition for data output and process time.
6. Show output with graph and data in table (show all tables and figures in Sect. 4).

We have implemented program for experiment into the above steps (1)–(7). It is
shown in Fig. 10 with user interface.

Fig. 9 Block diagram of experimental model

Fig. 10 User-interface for
experimental analysis
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The software used for implementation is MATLAB version 2006, because it can
simulate data for experiment and is compatible with the database management
system.

We separate the above program into two main processes for all steps, (1)–(7) as:

Steps (1)–(6) are data mining process steps.

In first step, we import the data, convert the data, clustering for data, and
generate the data of input pattern for neural network and data classification in order.
In these steps, we use 3,000 epochs and input 4 layers node, hidden 8 layers node
and 48 layers node, output 2 layers node and use transfer data with hyperbolic
tangent sigmoid function. This function calculates layer’s output from its net input
and is a good trade-off for neural networks. The pattern of data output of data
classification is shown with data table and data graph in Tables 4, 5 and Fig. 8,
respectively, and save data output to MATLAB file format.

Steps (6)–(7) evaluate access data time. We begin the evaluation from the sent
request, classify data process from data output of neural network and fixed con-
ditions of selected data as follows {Sex = ‘M’ and (Age = 31-40 or Age = 51-60)
and Salary = 20001–30000}.

Another processes, the K values are assigned to different six values (120, 240,
360, 480, 600 and 720), for K values are the result from calculating by this method,
Sex = 2, Age = 6 * 2 = 12, Salary = 10. The minimum value of K is 120 and the
maximum value of K is 720.

The main objective of the experiment is the comparison of data clustering with k-
means algorithm and data classification with neural networks for the evaluation of
access time for the conditioned data. The summary of the experiment and simu-
lation explores with graphs and data table.

3 Results and Discussion

The results presented in this section demonstrate the simulation of data mining
process. The derived outcome from data clustering with k-means algorithm and data
classification with neural network is formed by 4 layers (input layer = 4 nodes,
hidden layer 1 = 8 nodes, hidden layer 2 = 48 nodes, output layer = 2 nodes). We
use fixed input data 3,217 records, set K values of 120, 240, 360, 480, 600, 720 and
maximum limit of 3,000 iterations. The algorithm uses back-propagation
feed-forward neural network and trains data with hyperbolic tangent sigmoid
function (tansig function in MATLAB Software). Hence after process, we will
show pattern data output with graph and data tables in Tables 7 and 8 and Figs. 11,
12, 15, 14 and 16.

The proposed output should have 2 values, i.e. table format and data access time.
For example, the process time of defined K value clustering which is assigned to
720, equals 0.063798. We define K values for
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Table 7 Output of data
classification with neural
network consisting of 5
columns (pers_id, sex, age,
salary and group data), the
number of data group depends
on clustering with k-means
algorithm values

Output

K = 120, 240, 360, 180, 600, 720

PERS_ID Sex Age Salary

140607033 M 33 29,810

150802055 M 55 29,000

211002031 M 31 25,160

220509031 M 31 23,520

220514068 M 60 26,180

230416037 M 37 21,120

240401087 M 60 21,170

240921033 M 33 25,160

241202038 M 38 21,130

300102039 M 39 23,010

310504058 M 58 25,160

310504061 M 60 22,980

320201079 M 60 27,510

330301055 M 55 22,080

330501037 M 37 21,170

351201062 M 60 20,610

360401066 M 60 21,550

370601054 M 51 21,120

370901093 M 60 23,260

380201064 M 60 20,510

380601073 M 60 23,010

380601099 M 60 21,120

390401094 M 60 20,610

420501033 M 33 20,160

420601032 M 32 22,560

Table 8 The results of
general structured query
language (SQL), consist of
4 attributes (pers_id, sex, age,
salary)

Output

K = 120, 240, 360, 480, 600, 720

PERS_ID Sex Age Salary Group data classify

140607033 0 3 3 13

150802055 0 5 3 22

211002031 0 3 3 13

220509031 0 3 3 13

220514068 0 5 3 22

230416037 0 3 3 13

240401087 0 5 3 22

240921033 0 3 3 13

241202038 0 3 3 13
(continued)
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Table 7 shows output of data classification with neural network consisting 5
columns (pers_id, sex, age, salary and group data), the number of data group
depends on clustering with k-means algorithm values. Table 8 shows the results of
general structured query language (SQL), the results consist of 4 attributes (pers_id,
sex, age, salary).

“SELECT PERS_ID, SEX, AGE, SALARY
FROM PERSON
WHERE SEX = ‘M’ AND

Table 8 (continued) Output

K = 120, 240, 360, 480, 600, 720

PERS_ID Sex Age Salary Group data classify

300102039 0 3 3 13

310504058 0 5 3 22

310504061 0 5 3 22

320201079 0 5 3 22

330301055 0 5 3 22

330501037 0 3 3 13

351201062 0 5 3 22

360401066 0 5 3 22

370601054 0 5 3 22

370901093 0 5 3 22

380201064 0 5 3 22

380601073 0 5 3 22

380601099 0 5 3 22

390401094 0 5 3 22

420501033 0 3 3 13

420601032 0 3 3 13

Fig. 11 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function
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Fig. 12 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function

Fig. 13 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function

Fig. 14 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function
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((AGE > 30 AND AGE <= 40) OR
(AGE > 50 AND AGE <= 60)) AND
(SALARY > 20000 AND SALARY <= 30000)”

As such, Table 7 shows same data output of data mining process at all processes
but different K values, and Table 8 shows data output from structured query lan-
guage (SQL). We compare data output from these two methods. The results are
same. However, has different time of access data? The methods of access data with
data mining process take lesser time than methods of access data with SQL.

The following graphs represent the data training process with hyperbolic tangent
sigmoid function and the efficiency of the data classification. The graphs show the
number of epochs and performances in the program to demonstrate the training
data. After training data for iterations of 3000 epochs, the graph in which the
performance runs close to −1 shows the best performance. After training data
process, we show efficiency of data classification with graph. The best efficiency of
the data classification is represented by the graph in which the data point and the
best linear fit are on the same straight line.

The graph of the training data which runs close to the −1 shows the consoli-
dation of best linear fit and the data point.

Figures 11, 12, 13, 14, 15 and 16 are representing the comparisons graph of data
classification with back-propagation feed-forward neural network and train data
with hyperbolic tangent sigmoid function. The data access time depends on defined
K values of clustering and number of iterations. Example, in Fig. 11, data points
and best linear fit do not fix data group into direct line. Its effective access data time
equals to 0.395740, when k = 120.

In Table 9, the performances of train data have values into −1 because we use
train data with hyperbolic tangent sigmoid function (initial values 1 to −1). The
closer the performance values are to −1, the more effective data access time is.

Fig. 15 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function
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Example, we set K = 240, after train data with neural network, have performance of
7.3563 E−09 and result of access time equal to 0.043960. It is less than all of
K values in the experiments.

We use K values and data access time in order to conduct plotting graph to show
the relation between k values clustering and data access time (shown in Fig. 17).

Fig. 16 Comparison graphs of data classification with back-propagation feed-forward neural
network and train data with hyperbolic tangent sigmoid function

Table 9 Performances of
training data

K cluster Access time Performance

120 0.394740 2.463720E−03

240 0.043960 7.356310E−09

360 0.063740 7.798850E−04

480 0.164756 3.337470E−03

600 0.067528 2.552230E−07

720 0.063798 4.955310E−09

Fig. 17 Plotting graph to show the relation between K values clustering and data access time
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4 Conclusion

The results described in this paper indicated the performance of K-means clustering
method with classification method of neural network. This comparison has been
done for different values of K in K-means algorithm. The appropriate k values have
effective data accuracy because the patterns of data output from k-mean algorithm
clustering are the input for data classification. The results from experiment have
commendable accuracy and best access time depend on number of k values for
clustering and number of iteration training.

In this experiment, we used the approach of data clustering and data classifi-
cation with neural network. The consolidation of all methods can be called as data
mining. The clustering methods are separated into data groups; such as, (k = 120,
i.e. 120 groups), data classification is respect to either same or near data into the
group data class. Here, we use pattern of group data class in order to get access data
optimization.

From this study, we found that, in each and every case, the clustering of data
with different K values on same data set affects data access time. The most effective
access time depends on defined numbers of clustering and defined iteration of
appropriate training data.

It is found that though we put big amounts of data, the access data will use the
same time for the equal k values. So, it is reasonable fact to conclude that the
amount of data does not have any effect on data access. We can also use this
concept for any database and any data attribute and also help to develop new
methods about access data for best performance optimization in the future.
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