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Preface

This book describes the advanced developments in methodology and applications
of NMR spectroscopy to life science and materials science. Experts who are leaders
in the development of new methods and applications of life science and materials
science have contributed an exciting range of topics that cover recent advances in
structural determination and dynamic characterization of biological and material
molecules, and development of novel NMR techniques, including resolution and
sensitivity enhancement. First, this book particularly emphasizes the experimental
details for new researchers to use NMR spectroscopy and also to pick up the
potentials of NMR spectroscopy. Second, the book is designed for those who are
involved in either developing the techniques or expanding the NMR application
fields by applying them to specific samples. Third, the Nuclear Magnetic Resonance
(NMR) Society of Japan has organized this book not only for NMR members of
Japan but also for worldwide readers who are interested in using NMR spec-
troscopy extensively.

This book consists of two parts: methodology and application to life science and
materials science. In Part I (Chaps. 1–9: Methodology), first, new concept of NMR
experiment such as high pressure NMR and isotope-aided NMR methods are
described. Second, advances in NMR data acquisition and processing methods are
introduced. Third, advances in NMR hardware such as dynamic nuclear polariza-
tion (DNP), photoirradiation and microwave irradiation NMR spectroscopies are
emphasized. Fourth, recently developed solid-state NMR spectroscopy under
ultrafast magic angle spinning (MAS) is focused in this book. Fifth, dynamics of
biological molecules using relaxation dispersion NMR spectroscopy is particularly
emphasized. Sixth, structure-determination experiments of biological molecules
utilizing paramagnetic lanthanide probe methods and solid-state NMR spectroscopy
are particularly highlighted.

In Part II (Chaps. 10–22: Application to Life Science and Materials Science),
advanced application to life science and materials science is described. First, as
applications of solid-state NMR spectroscopy to materials science, studies on silk
materials, polymer materials, functional materials and gaseous molecules in poly-
mer materials are extensively described. Second, as applications of advanced NMR
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techniques to life science, studies of natural products, glycoproteins and ribonucleic
acid (RNA) are widely accounted. Third, metabolic profiling for small molecular
complexity is introduced. Fourth, this book focuses on NMR studies of paramag-
netic compounds. Fifth, NMR spectroscopy of quadrupole nuclei in organic com-
pounds and inorganic materials is described. Sixth, advanced NMR spectroscopies
are focused on characterization of protein–ligand interaction and determination of
protein structure and dynamics.

The NMR Society of Japan
Editorial board

Akira Naito (Editor in Chief)
Tetsuo Asakura
Ichio Shimada

Kiyonori Takegoshi
Yasuhiko Yamamoto

Kobe, Japan
June 2017
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Chapter 1
Protein Studies by High-Pressure NMR

Kazuyuki Akasaka

Abstract High-pressure NMR spectroscopy is a method that allows NMR mea-
surements of any target samples under variable pressure. When applied to proteins,
the method extends the conformational space that NMR spectroscopy can handle,
from the space limited to the basic folded paradigm into the extensive conforma-
tional space that spans the entire high-energy paradigm of protein structure from the
folded to the unfolded. The success of the experiment is ensured by the strong
coupling between the volume and the conformation of a protein such that the partial
molar volume of a protein decreases in parallel with the loss of its conformational
order (the “volume theorem of protein”) as advocated by Akasaka). The validity of
this principle arises from the fact that a globular protein generally has a significant
vacant space (sometimes called “void” or “cavities”) inside its folded architecture
into which water molecules may penetrate to reduce its partial molar volume and its
conformational order simultaneously. Thanks to this principle, pressure provides a
simple, clean, systematic and often efficient means of investigating the high-energy
conformers of a protein, which is essential for understanding its folding, function,
interaction, fibrillation, adaptation and evolution.

Keywords Partial molar volume � Conformational order � Cavity hydration
High-energy paradigm � Protein function and evolution

1.1 Introduction

This chapter draws attention to the new paradigm of protein structure that has not
hitherto been the direct target of NMR spectroscopic observation, but could be
crucially important for function, adaptation and evolution of proteins, namely the
“high-energy paradigm” of proteins. To explore this paradigm with NMR, the
author found, a couple of decades ago, that the best means to advance our

K. Akasaka (&)
Kyoto Prefectural University of Medicine, Kyoto, Japan
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knowledge in this respect is the combination of NMR spectroscopy with pressure
perturbation. In this chapter, I begin with reviewing the relevant thermodynamics
that proteins obey, emphasizing their unique volumetric properties that are decisive
for the successful high-pressure NMR experiments on proteins. Techniques and
applications will follow.

As unit of pressure, both “bar” and “MPa” will be used in this text, which are
related by

1 bar = 0.1 MPa, 1 kbar = 100 MPa, or 1 MPa = 10 bar, 100 MPa = 1 kbar, 1
GPa = 10 kbar.

The pressure in our natural environment is at most *1 kbar or 0.1GPa at the
deepest part of the ocean, while our high-pressure NMR experiments are performed
in the pressure range within several kbars.

1.1.1 The NMR Spectroscopy and Its Limitation

Since its discovery in 1946 [1, 2], the NMR spectroscopy has made several dra-
matic transformations into high-resolution spectroscopy of all kinds of molecules in
solid and in solution. In particular, thanks to the slow spin relaxation of spin 1/2
nuclei, the time-domain spin technology [3] has revolutionized NMR spectroscopy
into unprecedented versatility and utility where the information is selected or
enhanced to meet the variety of needs and choice of the experimentalist [4].
A variety of combination with external perturbations such as rapid sample rotation
(see Chap. 6 by Nishiyama), photo-illumination (see Chap. 5 by Naito),
concentration-jump and temperature-jump have also been employed along with the
spin technology and the isotope-labeling techniques (see Chap. 2 by Kainosho) to
enhance or select the information to meet the individual needs.

With regard to the NMR application to protein studies, following the discovery
of “Anfinsen’s dogma” [5] such that “the functional structure of a protein is ther-
modynamically determined in solution to be in the Gibbs energy minimum state,”
the determination of protein structures in solution by expressing them in average
atomic coordinates has gained the major attention and become the major accom-
plishment in NMR spectroscopy of proteins [6]. The consequence gives an over-
whelmingly “static” image of protein structure such that “the polypeptide chain is
folded to give a tightly interlocking, rigid molecule” [7], the small fluctuations of
which give rise to function.

On the other hand, the life as we see daily in nature is distinctly dynamic and this
dynamism depends largely on the dynamism of protein molecules (see Fig. 1.1),
namely the “kicking and screaming stochastic molecules in which fluctuations are
frequent and dramatic” [7], which, in turn, is closely connected to the dynamism of
water molecules filling the earthy environment, even a tiny space within a protein
molecule [8]. The necessity for overcoming the limitation of the “single conformer”
concept and “static” picture of protein structure, as unduly enhanced by the
astonishing elegance of X-ray crystallography and modern NMR spectroscopy,
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must be replaced with a new dynamic concept of protein structure to face directly
with the dynamic reality of life.

In an effort to gain information on the dynamics of a protein structure, a number
of important contributions have been made from different experimental approaches,
including those from compressibility [9], enzyme kinetics [10] and hydrogen
exchange, to the recent relaxation dispersion method (see Chap. 7 by Sugase), a
major conflict still remains between the two concepts of proteins; the one confined
largely to a “single” major conformer and the other basically allowing “multiple”
conformational transitions over the entire allowed conformational space. Now we
wish to overcome the conflict with a new experimental approach based possibly on
a simple general principle that governs the protein conformation and its fluctuation
in the entire allowed conformational space from the folded to the unfolded.

Before going into our strategies in solving the conflict, one should first realize
the basic property of NMR spectroscopy per se, which places strong limitation on
our visibility of dynamic events in proteins, in two ways both originating from the
small magnetism of nuclear spins:

(1) Limitation due to the long spin relaxation times:
NMR is intrinsically a “slow” spectroscopy with long spin relaxation times, so
that the effects of any “rapid fluctuations” with s � ms disappear during
acquisition of free induction decay signals, leaving practically “no trace” in the
resultant spectrum.

Fig. 1.1 Astonishing “dynamism of life” on earth has its origin in the “dynamism of protein
molecules,” which is only realized in collaboration with water molecules
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(2) Limitation due to the low sensitivity of detection:
The current NMR spectroscopy per se would fail to detect or identify signals
from “rare” or “minor” conformers that might exist in equilibrium with the
major conformer and the “transient” species that might appear transiently in
protein folding and/or unfolding.

1.1.2 Overcoming the Limitation with Pressure

Over the past decades, the new inventions in NMR spectroscopy have been made
primarily in spin technologies producing advanced spectroscopy, such as
multi-dimensional NMR spectroscopy and high-resolution solid-state NMR. This
all done, but apparently has not been sufficient to reach the dynamic entirety of
proteins controlling the dynamism of life. Proteins are the molecules not just with
chemical bonding, but are the molecules of life that have adapted themselves to the
natural environment on earth for billions of years, long before the human evolution.
Namely they are the molecules that have survived by fitting to the natural envi-
ronment on earth, obeying the laws of thermodynamics and statistics, so that they
function under the control of these laws, namely under the choice of temperature
and pressure, in addition to the choice of other conditions.

Of the two, temperature is a “reality,” to which proteins have delicately adjusted
themselves to function, from below the freezing point in anti-arctic to the boiling
bath of a hot spring. What about pressure? It varies from 1 bar to 1.1 kbar in the
deepest ocean, but most proteins on earth have adapted themselves to the
low-pressure environment close to 1 bar. Thus, pressure over 1 kbar is a
“non-reality” for most proteins, as they would have seldom experienced it in their
long history of evolution, but the general belief that pressure at kbars is energet-
ically a much more strong perturbation to proteins than temperature, is wrong. In
most pressure experiments where the experiments are performed after the temper-
ature rise due to adiabatic compression is removed, the energetic contribution is
very subtle compared to that by temperature, so that the structures in high-energy
sub-states remain practically unchanged from those at 1 bar. Furthermore, in con-
trast to temperature, the rewarding properties of pressure perturbation on protein
solution are that (1) pressure is transferred uniformly over the entire sample solution
upon applying pressure (Pascal’s rule) and (2) pressure causes practically no
aggregation of proteins under applied pressure or even upon removal of pressure if
experiments are carefully done.

In 1972 and 1974, Yamada proposed high-pressure NMR up to *200 MPa on
solution samples by using a “pressure-resisting cell” made of glass capillaries [11,
12]. By utilizing techniques, Morishima [13] and Wagner [14] performed some
pioneering and stimulating works on selected topics of protein dynamics in early
1980’s before the two-dimensional NMR techniques came into use.
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In 1990s, Jonas pioneered the field of high-pressure NMR studies of proteins
with his “autoclave type” high-pressure NMR apparatus operable up to 850 MPa
and started protein structure and unfolding studies under pressure with 1D 1H NMR
spectroscopy successfully [15, 16]. However, because of the lack in sufficient field
homogeneity and versatility in pulse sequence, the extension of his “autoclave”
technique into two-dimensional high-pressure NMR spectroscopy of proteins
turned out to be unsuccessful.

A few years later in 1990s, Akasaka and Yamada came up with hand-made
pressure-resistive synthetic quartz cells, in conjunction with a high-field NMR
spectrometer (750 MHz for 1H) [17], started high-pressure NMR spectroscopy of
proteins with excellent high resolution in the pressure range up to 200–400 MPa.
Since then, Akasaka and co-workers and later independently Kalbitzer and
coworkers [18] have opened a “new paradigm” of NMR spectroscopy of proteins
with pressure as variable, as summarized in a number of review articles hitherto
published [19–34] that describe high-pressure NMR techniques for the study of
protein dynamics, folding and aggregation. In recent years, easy-handling ceramic
cells made of zirconia became commercially available, which has changed the
world landscape of high-pressure NMR studies of proteins for its expansion to the
next decades [34].

1.1.3 Turning NMR “Invisible” Conformers into NMR
“Visible” with Pressure

To simply illustrate what the high-pressure NMR spectroscopy can do in contrast to
the conventional NMR spectroscopy limited to 1 bar, we show below two typical
cases of turning the NMR “invisible” conformers to NMR “visible” by pressure
perturbation.

Case 1. 1H NMR spectra: hen lysozyme between 3 and 400 MPa [35].
Take a look at Fig. 1.2 for the case of 1D 1H NMR spectrum of hen lysozyme (pH
2.0) at −5 °C using a quartz cell (low temperature is chosen to enhance the pressure
effect). The bottom spectrum is the only spectrum that we can observe at 0.1 MPa
(1 bar), assignable to the basic folded structure of the protein. When we apply
pressure at 0.1–300 MPa, the spectrum starts to undergo dramatic changes
(chemical shift changes with some broadening) until finally at 400 MPa (the
highest pressure available in this experiment) the high-field shifted methyl proton
signals (0 to −1 ppm) coming from the folded protein core disappear and are
replaced by a new combined methyl signals at around 0.9 ppm, characteristic of
unfolding. Chemical shift positions of most other signals are also closer to those of
fully unfolded conformer (U) in 8 M urea, but the broadness of their signals at
400 MPa suggests that their side-chain motions are restricted, characteristic of a
molten globule state (MG).

1 Protein Studies by High-Pressure NMR 7



Qualitatively, the spectral changes with continuous chemical shift changes
occurring in the pressure range of 0.1–300 MPa indicate a rapid (s � ms) con-
formational fluctuations (compaction of the core) within the folded manifold (N–N
′), whereas the jumping of signal positions represented by intensity changes at 300–
400 MPa indicates the slow (s � ms) transition of the folded conformation (N–N′)
into the unfolded, molten globule (MG) state at 400 MPa.

The important point here is that the entire spectral changes at 0.1–400 MPa are
fully reversible with pressure: It is not likely that pressure has produced newly
conformers like N′ and MG from N; rather, the conformers N′ and MG preexist
before applying pressure. Pressure merely increases their populations to such a level
that they can be detected by NMR. This supports the notion that all the confor-
mational species from N to MG (at least) exist in equilibrium in the entire pressure
range studied (0.1–400 MPa), despite the fact that at 0.1 MPa, only the signals from
the dominant conformer N are observed. Here we see “the magical power of
pressure” that turns the “invisible” to “visible” in NMR spectroscopy. In other
words, it “dramatically increases the NMR sensitivity” of “rare conformers” in
proteins.

A series of 1D 1H NMR spectra of hen lysozyme (1.7 mM protein, pH 2.0)
observed under applied hydrostatic pressures between 0.1 and 400 MPa [35]. The
spectra between 100 and 400 MPa were obtained at −5 °C at 800 MHz using a
pressure-resisting quartz capillary tube [17] whereas the reference spectra at the
bottom (0.1 MPa) and the top (in 8 M urea) were obtained at 600 MHz at 25 °C. At
0.1 MPa, only the basic folded conformer N is “visible” in the NMR spectrum,
while the conformers between 100 and 300 MPa are likely the folded conformers
with different degrees of compaction of the core, here designated by N. The con-
former at 400 MPa may be assigned to MG (molten globule) (cf. the fully unfolded
conformer U in 8 M urea at 0.1 MPa). All the spectral changes are reversible with
pressure, suggesting that the N′ and MG conformers preexist at 0.1 MPa in

Fig. 1.2 Pressure turns the “invisible” conformer to “visible” in hen lysozyme [35]
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equilibrium with N at “invisibly small fractions,” but becomes “visible” at higher
pressures simply because the equilibrium is shifted to N′ and MG at elevated
pressures (adapted from Fig. 2 in [35]).

Case 2. 1H/15N HSQC spectra: apomyoglobin between 3 and 300 MPa [36].
A more delicate and dramatic spectral change occurs for the case of
two-dimensional NMR spectroscopy (15N/1H HSQC) of apomyoglobin. We
observe here an entire process of its transition from the folded N at 3 MPa to the
fully unfolded conformer U at 300 MPa. At the lowest pressure (here 30 bar), only
the folded species N is observable. By increasing pressure (3–120 MPa), individual
signals undergo continuously chemical shift changes e (s � ms), and, by further
increasing the pressure (150–300 MPa), individual cross-peaks jump to new
positions (s � ms). When the pressure is reduced back to 3 MPa, the spectrum
returns essentially to that of the original, suggesting again that the I and MG
conformers preexist at 0.1 MPa in equilibrium with N at “invisibly small fractions,”
but becomes “visible” at higher pressures simply because the equilibrium is shifted
to I and MG at elevated pressures, as exactly in the case of hen lysozyme.

1H/15N HSQC spectra of apomyoglobin at various pressures from 3 to 300 MP at
35 °C (3 MPa instead of 0.1 MPa to avoid bubbling in the solution). Adapted from
Fig. 5 of Ref. [21].

The observation is again consistent with the notion that all different conformers
of apomyoglobin, designated tentatively by the symbol N, I, MG, U, coexist in
equilibrium at any pressure between 3 and 300 MPa. Namely the equilibrium

N�N 0 � I�MG�U: ð1:1Þ

holds at whatever the pressure chosen. At 3 MPa, only the basic folded conformer
N is “visible” by NMR spectroscopy, while, at elevated pressures, all conformers I,
MG and U, which are “invisible” at 3 MPa, become visible on NMR at high
pressures. In this way, we can observe all conformers existing between N and
U directly with NMR under pressure. Here, pressure does not produce any new
conformers, but rather simply shifts the equilibrium (1.1) to the right by increasing
the populations of conformers already existing at 0.1–3 MPa according to the Le
Chatelier’s principle. Or alternately, an equilibrium structure stabilized at high
pressure should correspond to one of the fluctuated structures at the ambient
pressure [8].

Thus, the essential new feature that these two experiments depict is that, in
reality, a proteins protein exists in solution as a fluctuating equilibrium mixture of
“multiple-conformations” rather than confined to a “single conformation” as
hitherto has been believed. This feature, generally observed in globular proteins
under variable pressure, should be accepted as a reality of proteins existing in nature
today.

1 Protein Studies by High-Pressure NMR 9



In the next section, we will discuss the thermodynamic background on how one
can visualize this reality on NMR spectroscopy using pressure perturbation.

1.2 The Thermodynamic Background

1.2.1 Effect of Pressure on the Protein Conformational
Equilibrium

Proteins are the molecules for maintaining the dynamism of life on the earth
environment at relatively mild temperature and pressure. Thus, their structures must
have been made to be sufficiently mobile under the control of thermodynamic laws.
Thus, a folded protein molecule under physiological conditions existing mainly in
the basic folded state N may actually exist in dynamic equilibrium with other
conformational states under physiological conditions, say with the unfolded state
U or any conformer other than N. The equilibrium constant K = [U]/[N], say

Fig. 1.3 Pressure turns the “invisible” conformer to “visible” in 2D 15N/1HNMR
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between the two conformers N and U conformational states is governed by the
Gibbs energy difference (ΔG) between the two states

DG ¼ GU � GN ¼ �RT lnK: ð1:2Þ

In most variable–pressure experiments in which we vary pressure while we keep
the temperature constant (T = Tx), we have the following basic relation to p up to
the second order [20, 37, 38]

DG ¼ DG0
x þDV0ðp� p0Þþ Dj

2
ðp� p0Þ2 þDaðp� p0ÞðTx � T0Þ ð1:3Þ

and

DV ¼ VU � VN ¼ DV0 þDaðT � T0Þ: ð1:4Þ

Equation (1.3) depicts that the pressure dependence of the equilibrium between
U and N of a protein depends on four parameters DG0, DV0, Dj and Da, which are

DG0: DU(Tx) − Tx DS(Tx); the stability difference at 1 bar at Tx (>0 except at
extreme Tx)
DV0: the volume difference under standard conditions (a significantly large negative
value <0)
Dj: the compressibility difference (*small for low pressures)
Da: the expansivity difference (a significantly positive value > 0)

Granted that Dj is negligible for p < a few kbar, Eq. (1.4) is simplified to (1.5);

DG ¼ DGo þDV p� p0ð Þ: ð1:5Þ

In high-pressure NMR experiments, where pressure is varied at a fixed tem-
perature, the equilibrium constant K between any two conformational sub-states
(e.g., N and U) is reduced from the intensities of individual sub-states or from
chemical shift changes for each pressure, from which DG is calculated from
Eq. (1.2). For a series of pressures chosen, we get DG values as a function of
pressure, which then is fitted to Eq. (1.5) to obtain the best-fit values of DG0 and
DV. The general procedure is illustrated in Fig. 1.4. Here by fitting Eq. (1.5) to the
experimental data [plot of DG vs. p], we obtain DVIN = −80 mL/mol from the slope
and DGIN

0 * 4 kcal/mol or *16 kJ/mol by extrapolating DG to p0 = 1 bar. In
this case, the excess stability of N over I (DG0 > 0), which turns out to be marginal
for most functional proteins, decreases further with increasing pressure, mak-
ing conformer I to increase by *1000-fold, making it more dominant than N
above *200 MPa. The dramatic conversion from N to I occurs as a result of small
positive DG0 > 0 and significantly negative DVIN < 0. Thus, DV is the decisive
factor, along with DG0, in each step of the equilibrium (1.1).

In practice, as long as the experiment is carried out under physiological con-
ditions, ΔV is considerably negative, giving ΔVUN = −30 to −100 ml/mol for small

1 Protein Studies by High-Pressure NMR 11



globular proteins and considerably larger for larger proteins. Because in Eq. (1.4)
ΔV depends on temperature and Da is known to be positive, the negative ΔV value
tends to diminish at higher temperature. Thus, to realize a larger negative ΔV and to
explore the high-energy sub-states of proteins with high-pressure NMR effectively,
a temperature at physiological or lower is preferred. Furthermore, as the DG0 value
in Eq. (1.5) tends to decrease with temperature (toward cold denaturation), the
low-temperature effect is further increased.

Our experience tells that, when the temperature is close to 0 °C or even lower,
pressure within *4 kbar is usually sufficient to find the onset of unfolding in the
equilibrium (1.1) in a globular protein. Likewise, under pressure of 2 kbar, one can
even realize the cold denaturation of ubiquitin, which does not denature within
4 kbar at 25 °C.

1.2.2 “Volume” Decreases as “Cavity” Hydration Increases

We now must understand how the sign of DV is determined in each step of the
equilibrium (1.1).

The “volume” of the protein we deal with is actually the “partial molar volume”
of a protein in solution (water as solvent), which is given approximately by the
three major contributions (cf. Fig. 1.5a [39]):

V ¼ Vatom þVcav þDVsol ð1:6Þ

Vatom the sum of the van der Waals volume of all the constitutive atoms of the
protein (Fig. 1.5a)

Vcav the solvent-excluded “void” volume or the space occupied by “cavities”
(Fig. 1.5a)

DVsol the volume change due to the solvation of the protein in water; This includes
the volume change DVhvd, due to “hydration of the protein” (both the main
chain and side chains) as well as the thermal volume, VT, which results from

Fig. 1.4 Illustration how the
thermodynamic Eq. (1.5) will
explain the shift of
conformational equilibrium
N � I in equilibrium (1.1.)
for a typical case when DG0 is
*4 kcal/mol and DV is
−80 ml/mol
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thermally induced molecular fluctuation between the solute and the solvent
(i.e., the average empty space around the solute due to imperfect packing of
the solvent).

Then, the molar volume difference DV between any two conformational states of
a protein becomes, as Vatom largely cancels

DV ¼ DV cav þDV sol: ð1:7Þ

The term Vcav results when a polypeptide chain folds into the N state, the packing
of the side chains is not generally perfect and leave some “defect” or extra space
unoccupied by atoms within the folded protein architecture. The location and the size
of the cavities are found in crystal structures by scrolling a probe of a sphere of
1.0*1.4Å inside the protein molecule and by finding the space left out by the probe.
Recent studies indicate that cavities are always found in a variety of globular pro-
teins and further that the size and density of cavities vary greatly from protein to
protein apparently related to their function [19]. In the case of lysozyme, cavities are
found always in the same strategic positions common to all lysozymes from different
biological species [41]. These observations support the notion that cavities, large or
small, are the essential elements in globular proteins for creating function.

The cavities are haunted by solvent water even at ambient pressure as the M.D.
simulated figure (Fig. 1.5b) shows. As pressure is increased, more water molecules
occupy cavities and void inside, eliminating their space further. Namely at each step
of the equilibrium (1.1), Vcav decreases (ΔVcav < 0).

On the other hand, the term ΔVsol is contributed at least by two factors (ΔVhyd

and ΔVT); the term ΔVhyd is likely to decrease as hydration proceeds, whereas the
thermal volume ΔVT is likely to contribute a considerably larger positive value at
higher temperature as Δa > 0 in Eq. (1.4), and may even cancel the negative

Fig. 1.5 Atoms, cavities and water in proteins. a Schematic cross-sectional view of a protein,
illustrating the van der Waals volume (Vatom, green) and the cavities (Vcav, red), estimated by
rolling the blue sphere and the pink sphere, respectively, on the van der Waals surface (adapted from
Fig. 2 of Ref. [39] by permission of Gekko). b Penetration of water molecules into the interior of
hen lysozyme at 1 bar as obtained byM.D. simulation (adapted from Fig. 2 in [40] by permission of
Elsevier). The figure shows water molecules (red dots) getting in and out of the cavities, located
mainly in the hinge region between a and b domains and in the loop region of the b domain
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contribution from ΔVcav. Thus, in order to cover a wide range of conformational
order of the protein by varying pressure, it would generally be better to perform the
experiment at a relatively low temperature. An additional merit of choosing a lower
temperature is that we will have decreased DG0 value closer to cold denaturation, so
that full unfolding within a few kbar pressure would become easier. For example,
one can bring the extremely stable protein ubiquitin to undergo cold denaturation
by applying pressure at 2 kbar [42].

As each step of the equilibrium (1.1) is characterized with increased hydration of
the polypeptide chain and DV < 0. All the globular proteins so far studied with
high-pressure NMR have been found to follow this general rule. Values of
ΔV = −30 to −100 ml/mol are reported for small globular proteins [43], and sig-
nificantly larger values (ΔV > a few hundred ml/mol) for larger proteins and
membrane proteins.

1.2.3 The “Volume Theorem” of Protein
and the High-Pressure NMR Experiment

When a protein in solution exists in a dynamic mixture of various conformeral
substates differing in Gibbs energy and in partial molar volume, a conformational
transition like that in Fig. 1.4 may occur between any two substates, and, as we
increase the pressure, consecutively in the decreasing conformational order
N ! I ! MG ! U. Provided that the ΔG0 value is marginal and the ΔV values

Fig. 1.6 The “volume theorem” of protein-a general rule for globular proteins [20]. The Volume
Rule of Protein “the partial molar volume of a protein decreases in parallel with the loss of its
conformational order” as advocated by Akasaka [20]. The funnel is drawn schematically for a
hypothetical globular protein, with five major conformational sub-ensembles, placed in decreasing
conformational order; the native (N), the low-lying excited states (N′), intermediate states (I1, I2)
and the unfolded state (U), in parallel with decreasing partial molar volume, N > N′>I1 >I2 >U
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are significantly negative, we may scan the entire conformational space allowed for
a protein from the fully ordered native (N) to the totally disordered conformer
(U) with pressure as sole variable.

Here the underlying principle that makes this possible is that “the partial molar
volume of a protein decreases in parallel with the loss of its conformational order”
(the “volume theorem” of protein), as advocated by Akasaka globular proteins [20]
(Fig. 1.6). The “volume theorem” assures us to observe NMR signals of all relevant
high-energy conformers of a protein in decreasing conformational order as we
increase the hydrostatic pressure to a sufficiently high level.

In principle, by stably trapping each of these conformers at appropriate pres-
sures, we may determine the average structure of each intervening conformer in
detail with NMR, if possible with atom-based resolution, and by extrapolating the
signals to 1 bar (as in Fig. 1.4), we may find out its equilibrium population under
the physiological condition. This does not necessarily mean that all these inter-
vening species give separately observable spectra as we increase the pressure, but
some are separate and others appear mixed, depending on how rapidly they
mutually exchange. Only when the exchange rate is much slower than the chemical
shift separations of their signals, the two spectra are separately observed. But in
general, the exchange rate between conformers becomes slower under pressure,
because of the positive activation volume governing the transition. However, when
they exchange rapidly, the mixing would be sensed as nonlinear pressure depen-
dence of chemical shift [19].

In this way, pressure provides a simple, clean and often efficient means of
shifting the population distribution among fluctuating conformers of a protein in
solution at the will of the experimenter [24].

1.3 Apparatus for High-Pressure NMR Experiments

Traditionally, there have been two basic methods for performing NMR measure-
ments under variable pressure. One is to use an autoclave (pressure vessel) inside of
which the NMR detection coil and the sample cell containing the target solution are
housed [44]. The other is to use a commercial NMR probe into which a
pressure-resisting sample cell is inserted, just like the way the conventional NMR
measurement at 1 bar is performed, but the pressure within the cell is controlled by
a pressure generator (e.g., a pump) placed outside the magnet [18]. The latter
method is now almost exclusively used for protein and biopolymer studies, because
of the H0 and H1 homogeneity that assures high-resolution NMR signals and allows
the use of a variety of pulse sequences that standard NMR measurement of protein
structure may need, despite the drawback such as the limitation in the applicable
pressure to avoid cell burst.
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1.3.1 The Autoclave Method

The autoclave (the pressure vessel) method started as early as in 1954 when
Benedeck and Purcell [45] measured spin relaxation and self-diffusion of small
molecules up to *1000 MPa (*1 GPa). Jonas extended the technique [16] to
study proteins under pressure followed by Markley et al. [46]. The autoclave
method utilizes a pressure-resisting vessel (autoclave) made of nonmagnetic
materials, inside of which the NMR detection coils and the sample solution are
housed. Pressure is applied from the remotely located pump often with, for
example, silicone oil as the pressure mediator, and fills the inner space of the
autoclave containing the detection coil.

The autoclave method is not extensively used today for studying proteins in
solution, because of its low spectral resolution and the inability of carrying out
multi-dimensional experiments with sophisticated pulse sequences. However, the
utility of the autoclave method continues in studying dynamics of simple liquids
and other substances in a wider pressure range (*1 GPa or more).

1.3.2 The Pressure-Resisting Cell Method

The other design is “the pressure-resisting cell method,” by which only the sample
solution within a specially manufactured cylindrically shaped pressure-resisting cell
is under pressure, while the NMR probe itself, usually from a commercial NMR
spectrometer, is kept at ambient pressure throughout the measurement [12, 46–49].
The cell is connected with an external pressure line through which the pressure of
the sample solution is varied (Fig. 1.7). Pressure is mediated, through a
high-pressure line filled with a pressure-mediating liquid, either mineral oil, silicone
oil or water, to the protein solution in the sample tube placed in the NMR probe. An
example of the block diagram is shown in (Fig. 1.7). To avoid mixing of the sample
solution with the pressure-mediating liquid, usually a barrier is provided, either with
a synthetic membrane or with a tiny plastic piston [17, 47, 48].

Once the sample solution is set under pressure, measurements can be carried out,
just like the measurement at ambient pressure with the versatility of pulse sequences
as long as the signal-to-noise permits.

The only concern is how to set up the high-pressure NMR measuring system
with a reliable pressure-resisting cell. The crucial factors for the pressure-resisting
cells for use in high-pressure NMR is (1) the sufficient pressure-resistance at least 2
kbar or preferably higher (up to 4 kbar or more), besides easy handling and safety
and (2) a sufficient magnetic homogeneity to assure high-resolution signals and to
allow for multi-dimensional NMR spectroscopy (particularly for protein studies). It
is for factor 1 that recently focus is on ceramic materials like zirconia with high
shear strength, although factor 2 is not a trivial factor to overcome with ceramic

16 K. Akasaka



cells compared to glass or quartz cells for which high resolution is relatively easily
attained.

Cells made of glass
In 1974, Yamada introduced a “hand-made” glass capillary tube that can fit to a
commercial NMR probe and endure pressure between 0.1 and 200 MPa for pres-
sure shift measurement of organic compounds [52]. Luedemann employed the
method for studying dynamics of simple liquids, and later Wagner applied it for the
first time to study protein dynamics (ring-flip motions) in a protein BPTI [14].
Earlier, Yamada had introduced a “one-by-one” type pressure-resisting glass cell
(pressure is produced within a sealed glass tube by an expansion of an organic
liquid) [11], which Morishima employed for his high-pressure NMR studies of
heme proteins [13].

Cells made of synthetic quartz (Fig. 1.8)
In 1996, Akasaka and Yamada, started high-resolution high-pressure NMR studies
of proteins at 750 MHz with a hand-made pressure-resisting cell made of synthetic
quartz (Fig. 1.8). The synthetic quartz cells extended the resistivity to *4 kbar and
gave extremely high magnetic field homogeneity inside the cell [cf. Fig. 3, 50].
Because of the excellent high resolution along with the high Q value of the
detection coil system, the sensitivity was surprisingly high despite of the small
quantity (*40 lL) of the sample solution in the NMR active part of the coil.

Fig. 1.7 An example of the
block diagram of the
high-pressure NMR ceramic
cell system. A ceramic cell;
B cell holder; C connecting
tube; D tube to tube
connector; E cell suspender
(to be placed on top of the
magnet bore); F stop valve;
G pressure gauge; H tee; and
I pressure generator (pump)
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In 1997, the first paper using the quartz cell was published, showing details of
the diamagnetic chemical shift changes in the 1H NMR spectrum within the folded
manifold of hen lysozyme upon applying pressure [46]. Since then, the technique
was applied to a number of proteins, in one-dimensional 1H and heteronuclear
two-dimensional NMR spectroscopy under varying pressure up to 200–400 MPa,
and produced a number of new findings on protein structure and dynamics
extending into the hitherto unexplored high-energy paradigm of protein structure,
as summarized in a series of review articles by Akasaka and collaborators [18–30,
50] and briefly in [53].

The major drawback of this method is that these cells are not commercially
available, but must be hand-made by following the detailed procedure reported by
Yamada et al. [17]. Moreover, a special procedure must be followed to introduce
the sample solution into the cell also. On the other hand, it has some excellence
over other sample cells such that, besides the high resolution of the recorded
spectra, an accidental breakage of the cell during measurement causes no damage to
the NMR probe a small device, because a special device is designed to protect the
sample solution from spilling out of the cell in case of a sudden cell damage.

Cells made of sapphire
For measurements at relatively low pressure range (� 2 kbar), cells made of sap-
phire can also be used. Wand and co-workers report sapphire cell designs for a
multi-dimensional NMR study of proteins for a relatively low pressure range (*up
to 1 kbar) [47]. Kalbitzer and co-workers designed sapphire cells to be used for up
to *2 kbar [54].

Fig. 1.8 Photograph of a system for the high-pressure NMR measurement, with a ceramic cell or
a quartz cell
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In terms of availability and handiness, sapphire cells may be useful for some
applications, where an extreme high pressure is not required.

Cells made of zirconia (Fig. 1.8)
Zirconia cells are currently favored by many researchers because of its sturdiness as
well as handiness, and importantly commercial availability, as described below. In
general, cells made of zirconia, particularly those of aluminum toughened, are
stronger in tensile strength and thus preferred over the other materials for the cell
materials for studying proteins. The major question is how to shape them into
cylindrical cells with high magnetic homogeneity along with high stability against
pressure.

Zirconia cells are now commercially available from Daedalus Innovations,
which changed the landscape of high-pressure NMR researches in the world as
many new researchers have come into this area by using the commercial cells to
study proteins with high-pressure NMR. A few groups have independently devel-
oped zirconia cells for their own research [51, 55] in particular. Akasaka et al. [30]
have developed zirconia cells based on their own design with a special protection
system against an accidental cell burst. One of the merits of the ceramic cell is that,
because of its simple cylindrical shape, one can use it for systems other than soluble
proteins, for example, the suspension of bacterial spores under pressure [55].

Since the wall of the zirconia cells requires a minimum thickness for keeping the
pressure, the inner diameter of the sample cell is limited to 2–3 mm for the 5-mm
probe, the filling factor, and therefore the NMR sensitivity is a few to several times
lower than that of a glass-made normal sample tube for conventional NMR spec-
troscopy at 1 bar. Therefore, the use of NMR spectrometer with high sensitivity is
preferred, if available, for the high-pressure NMR study of proteins using the
ceramic and other pressure-resisting cells. The principles of the design and per-
formance of an aluminum-toughened zirconia cell from Akasaka’s group will be
reported elsewhere.

1.4 Application to Protein Studies

The NMR spectroscopic study of proteins with pressure as variable over a couple of
decades has allowed exploration of protein structures in the conformational space of
proteins hitherto unexplored by conventional NMR spectroscopy, namely the
paradigm of high-energy conformers having Gibbs energies higher than that of the
basic folded conformer N [20, 24, 29, 33]. In contrast to the basic folded paradigm
of protein, the high-energy paradigm of protein may consist of a variety of con-
formers from those close to N to those close to U with varying partial molar
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volumes, whose populations may be increased systematically by applying pressure
and structures analyzed by employing established NMR techniques.

Application may be divided into three major categories according to the extent
of conformational changes involved:

1. Rapid (�ls*ms) conformational fluctuations within the folded state: N � N′;
2. Conformational fluctuations (in ls*ms) involving high-energy sub-states:

N1 � N2 � I;
3. Slow conformational fluctuations (in �ms*s) involving the unfolded and fibril

or aggregated states: N � MG � U � Fibril.

1.4.1 Fluctuations within the Basic Folded Ensemble

In this section, we discuss the simple case where the fluctuation is restricted largely
within a single sub-ensemble of conformers (the case in which higher energy
conformers are far distant and the protein remains in the native ensemble “N” or “N
′”. On applying pressure on the native ensemble “N,” its partial molar volume
(protein molecule + hydration layer) responds to pressure, but on the NMR spec-
trum, one can detect signals only from the protein part of the structure as
residue-specific chemical shift changes of 1H, 15N or 13C nuclei with pressure.

Macroscopically, the compressibility measurements of folded proteins have long
been the primary source of conformational fluctuation of proteins [39]. The com-
pressibility of proteins in their native states is known to be positive [j > 0,
Eqs. (1.2) and (1.3)] [9], suggesting that the interatomic distances should decrease,
on average, within the native fold at high pressure.

Importantly, the compressibility (coefficient b) of the volume V of a protein is
related to its mean-square fluctuation (〈(dV)2〉) through the relation

hðdVÞ2i ¼ bVkBT ð1:8Þ

where V is the partial molar volume of the protein system, b is the isothermal
compressibility coefficient, kB is the Boltzmann’s constant and T is the absolute
temperature [7].

This relation indicates that the information on the volume fluctuation of a protein
can be estimated from its compressibility measurement, which traditionally has
been obtained from ultrasonic sound velocity measurements of proteins, the adia-
batic part of which giving RMS fluctuations of volume on the order of *0.3% for
most globular proteins [9]. By using high-pressure NMR, the compressibility of the
protein part can be measured, in principle, at individual residue sites, e.g., at
individual hydrogen bonds, through residue-specific chemical shift changes of 1H,
15N or 13C nuclei with pressure, as will be shown later.
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Since most covalent bond lengths are practically invariant under pressure at least
within kilo-bar ranges, within the protein structure, compression arises from
changes in individual weak chemical bonds (hydrogen bonds, ionic bonds, van der
Waals interactions) accompanied by changes in individual /, W or v torsional
angles [49], which are manifested most sensitively in pressure-induced chemical
shifts of individual 1H, 15N and 13C nuclei from the main chain as well as the side
chains.

1.4.1.1 Fluctuation in Individual Hydrogen Bonds Detected by 1H
Pressure Shifts

Pressure-induced changes in chemical shift of individual amide (1HN) protons can
be measured either on 1H/lH two-dimensional spectra (e.g., nuclear Overhauser
effect spectroscopy (NOESY) (Fig. 1.9a) and total correlation spectroscopy
(TOCSY) or on 15N/1H two-dimensional heteronuclear single-quantum correlation
spectra (HSQC) (for the uniformly 15N-labeled samples) in an 1H20-rich environ-
ment (e.g., 90% 1H2O/10%

2H20) at neutral to low pH in the pressure range 1–
2000 bar [18, 27, 49, 56–57].

The low field shift trend of amide 1H and 15N signals are generally observed
(Fig. 1.9b), which may be understood as arising from a decreased shielding of the
magnetic field on these nuclei due to an increased polarization of the peptide N–H
bond and also from the increased susceptibility effect from the increased proximity
of the C=O group at high pressure. Therefore, the pressure-induced shifts of amide
1H and 15N signals give at least a qualitative measure of the pressure-induced
changes (compaction in general) of individual N–H���O=C hydrogen bond distances
[57].

The pressure-induced shifts of individual amide (1HN) protons are quite linear in
BPTI in the pressure range up to 200 MPa, but heterogeneous in magnitude over
individual (1HN) protons, indicating that the compressions of the hydrogen bonds
occur actually quite heterogeneously over the hydrogen bonds of the protein
molecule [57]. The larger the change in distance denotes the larger the fluctuation of
the hydrogen bond. The observed low-field shifts of 1HN protons averaged over all
of the NH���O hydrogen bonds of BPTI correspond to a shortening of N–H dis-
tances on average by *0.020 Å (or by *1%) at 2 kbar for those engaged in the
internal (NH���O=C) hydrogen bonding, as estimated from the empirical shift–
distance relationship (see [23, 27, 57]). The results indicate that the compression is
not uniform but rather heterogeneous over the folded molecule.

Despite the heterogeneity in fluctuation among hydrogen bonds within a single
protein molecule, the average degree of fluctuations of hydrogen bonds over a
protein molecule, as represented by the linear response part of the pressure shift, are
similar to each other among different globular proteins. On the other hand, in many
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proteins, nonlinearity in 1H and l5N shifts against pressure are rather commonly
observed, the degree of which vary from protein to protein. The nonlinearity of
pressure shift shows a good correlation with the density of cavities large enough to
accommodate water molecules in the folded protein structure and is likely to be
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correlated with increased cavity hydration at elevated pressures leading to transition
into high-energy states of proteins [19]. The 1H and 15N pressure-shift data for
various proteins are summarized in a review article [28], while the role of cavities in
protein dynamics is discussed, for example, in [31].

1.4.1.2 Residue-Specific Fluctuations of the Polypeptide Chain
Conformation Detected by 15N/1H Pressure Shifts

Fluctuations of N � N′ in the polypeptide main chain can be manifested sensitively
in pressure-induced 15N/1H chemical shift changes in 15N/1H HSQC spectra. For
example, in 15N-labeled hen lysozyme in its folded state or in the “non-functional”
hen lysozyme.

Interestingly, in the folded hen lysozyme (Fig. 1.10 right, a; left, a), measured
over the pressure range of 3–200 MPa [59], all the cross-peaks exhibit shifts with
pressure, indicating that at all residue sites the hydrogen bonds and possibly /, W
torsion angles change in response to pressure [49]. In contrast, the same protein in
the 8 M urea-denatured state (in the “non-functional” hen lysozyme) shows
monotonous shifts for all residues (Fig. 1.10 left, b).

The pressure-induced 15N and 1H shifts are plotted for almost all individual
residues, for the folded and urea-denatured hen lysozyme (Fig. 1.10 right, a–d).
Most individual 1H and 15N signals of folded “functional” hen lysozyme (Fig. 1.10
right, a, b) show characteristic shifts to low field with increasing pressure, the
average pressure shifts being 0.069 ± 0.101 ppm. (1H) and 0.51 ± 0.36 ppm.
(15N). The shifts indicate that the hydrogen bonds formed to carbonyl groups or
water molecules by the backbone amides are, on average, shortened by �0.02 Å as
a result of pressure. In contrast, the pressure-induced 1H and 15N shifts for
“non-functional” lysozyme denatured in 8 M urea (Fig. 1.10 right, c, d) are much
more uniform over the residues, with average backbone amide shifts of
0.081 ± 0.029 ppm. (1H) and 0.57 ± 0.14 ppm. (15N), merely representing com-
paction of hydrogen bonding distances of the peptide NH with bulk water.

Interestingly, in the folded “functional” hen lysozyme (Fig. 1.10 right, a, b), six
residues show anomalously large nonlinear 15N and 1H shifts (circled in red),

JFig. 1.9 Pressure effect on individual hydrogen bond in BPTI. a Fingerprint (NH-CaH) regions of
the NOESY spectra of BPTI, measured at 750 MHz at 36 °C and at 1 bar (green) and 2000 bar
(red). b Histograms of pressure-induced chemical shifts [ΔdP = d(2 kbar) − d(1 bar)] for
individual peptide NH and Ca protons of BPTI. The filled columns are for the 28 NH protons
hydrogen bonded to carbonyls, the cross-hatched columns for the 4 NH protons hydrogen bonded
to internal water molecules which can be identified with X-ray diffraction, and the dotted columns
for the 20 NH protons forming no hydrogen bonds to any of the above. c Cross-eyed stereoview of
the backbone atoms with positions and directions of the NH bonds, derived from 20 NMR
structures (PDB ID: 1PIT) and drawn with the program MOLMOL. The N–H bonds are colored
into three groups with different ranges of the pressure-induced shifts (DdP) of the NH protons: ΔdP
> 0.09 ppm (red), 0.03 < ΔdP < 0.09 ppm (green) and ΔdP < 0.03 ppm (yellow). Reproduced from
Fig. 1.1 of [57] by permission of Elsevier
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suggesting that particularly large fluctuations in /, W torsional angles or locally
activated conformational fluctuations take place in the polypeptide backbone
around these residues [48, 49]. Figure 1.11a, b shows that these residues exist in the
b domain or at the a/b domain interface close to the water-containing cavities o
(circled in red). Both the 1H and 15N anomalous pressure shifts suggest strongly that
the cavity hydration is intimately correlated with the peculiar conformational
fluctuations in the “functional” hen lysozyme. This expectation is supported by the
M.D. simulation showing water molecules getting in and out in the similar region
[40].

It is further intriguing to find that cavities are located in the same positions in all
lysozyme molecules from different biological species [41]. The coincidence of the
cavity positions among lysozymes of different biological species supports strongly
the hypothesis that the cavities are evolutionally preserved in all lysozymes of
different biological species for producing the mobility required for the common
enzymatic activity. In short, whether the protein is “alive” or “dead” may easily be
recognized by measuring 15N/1H pressure shifts.

(a)

(b)

(b)

(a)

(c)

(d)

Fig. 1.10 Left, panel a, b Superposition of 15N/1H HSQC NMR spectra of 15N-labeled hen
lysozyme in its native state (panel a) and in 8 m urea-denatured state (panel b), in the pressure
range of 3–200 MPa. Right, panel a–d Pressure-induced 15N and 1H shifts at 200 MPa for
individual residues of hen lysozyme in the folded (a, b) and urea-denatured (c, d) state [59]
(adapted from Figs. 1 and 3 in [59] by permission of Elsevier Inc.)
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1.4.1.3 Slow Cooperative Fluctuations Detected by Ring-Flip Motions

Beside the local nature of rapid fluctuations such as in hydrogen bonding or torsion
angles in the main chain occurring within ps * ns, much less frequent (s * ms)
and cooperative motions exist in a globular protein.

In 1980, using the glass capillary 1H high-pressure NMR method, Wagner
studied the pressure effect on the flip-flop motions of Phe and Tyr rings about their
Cb * Cc axes in BPTI and found that the rates are significantly retarded by
pressure [14]. Later, the same phenomenon was examined closely by performing
two-dimensional 1H/1H TOCSY NMR measurements under varying pressure by Li
et al. [56]; Fig. 1.12c shows the TOCSY slice spectra for the (3,5) ring protons of
Tyr-35, which vary dramatically between 30 and 2000 bar. Spectral simulation
determines the flip rate of Tyr-35, which is slowed down from 620 s−1 at 30 bar to
only 12 s−1 at 2000 bar by nearly two orders of magnitude.

Furthermore, the result gave an activation volumes Tyr-35 and Phe-45 ring-flips,
ΔV6¼ = 51.2 and 27.7 ml/mol, respectively, at 57 °C (Fig. 1.12e). This means that
the core of the protein undergoes extremely infrequent, but large amplitude fluc-
tuation, transiently creating an internal void of 50–80 A3 around these
rings (Fig. 1.12b), much larger than the statistically expected volume fluctuation
for BPTI of *30 A3. A similar phenomenon has been observed in another protein
HPr [60]. The clear presence of such ample but rare fluctuations in this “tightly”
folded protein such as BPTI is surprising. Although the total view and its biological
significance are yet to be clarified, the result gives undeniable evidence that even a
globular protein, well-known for its “exceptionally high stability and rigidity”, has
such a large volume fluctuation in its tertiary structure.

(a) (b)

Fig. 1.11 Mobile region of hen lysozyme disclosed by high-pressure NMR. a Locations of the six
residues with anomalous 5N pressure shifts in hen lysozyme. b Plots of the anomalous shifts
against the distance of respective residues from any of the water molecules (purple) in the cavities
(adapted from Fig. 5 in [59] by permission of Elsevier Inc.)
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1.4.2 Fluctuations into Alternately Folded Conformer

In the case of ubiquitin, all the 15N/1H HSQC NMR cross-peaks showed reversible
shifts with pressure (Fig. 1.13, upper left), out of which some signals showed
clearly sigmoidal changes (Fig. 1.13, upper right), suggesting a two-state transition
probably from one folded conformer (N1) dominant at 1 bar to another folded
conformer (N2) dominant at high pressure [61], carried out the three-dimensional
structure determination of the protein conformation for the first time at high pres-
sure (300 MPa) using NOE distance and torsion angle constraints to create average
atomic coordinates of ubiquitin (Fig. 1.13) [23]. Since the two states undergo
mutual transitions at sub-microsecond time range [61], the coordinates show the
first NMR-based “snapshots” of a fluctuating protein structure in solution (ubiquitin
at pH 4.6 at 20 °C).

While N1 takes a well-known folded conformation, N2 shows a partly open
conformation with the helix swinging away by more than 0.3 nm. The partial molar
volume difference ΔV = VN2 – VN1 = −24 ml/mol, suggesting a significant water
penetration in N2, which is detected in a molecular dynamic simulation (Imai and
Sugita 2010) [62]. The open form N2 is identified as close to the active form of
ubiquitin in its binding to the target protein E1, giving a clear evidence that the
high-energy conformer N2 is the functional conformer rather than the basic folded
conformer N1.

In closing this section, I anticipate that, in future, the time will come when most
of the protein structures are expressed by a series of snapshots of fluctuating con-
formers, possibly each with average coordinates, rather than by a single, static
conformer as we have today, although not all high-energy conformers may be
expressed in average coordinates, as some of them may contain disordered regions.

1.4.3 Conformational Fluctuations Involving Fibril
Formation and Dissociation

In this section, we consider the unfolded conformer U or those close to U. The
conformer U is present even under physiological conditions, but well controlled in
population. In this sense, all the proteins are “intrinsically denatured” proteins.

These high-energy conformers are reactive in two ways: firstly, they are the
reactive species causing aggregation or fibrillation, which might lead to amyloi-
dosis. Secondly, they receive proteolysis and easily degraded into smaller peptides.
Because of these properties, the equilibrium concentration of the unfolding or
closely unfolding species is evolutionally controlled usually at an extremely low
level under physiological conditions by strictly selecting their amino acid
sequences.
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1.4.3.1 Cause for Familial Amyloidotic Polyneuropathy

Transthyretin amyloidosis is a fatal disease for a family with a single mutation, e.g.,
V30M in their transthyretin. Comparison of its crystal structure with the wild type
gives no hint of difference. However, we found, by utilizing high-pressure NMR,
that, under physiological conditions, a single familial mutation V30M in human
transthyretin causes a dramatic increase in the equilibrium concentration of the
unfolded species by a factor of 1000 compared to its wild type. The increase in the
reactive unfolded species is considered to be the main reason why a single mutation
V30M causes the familial amyloidotic polyneuropathy [63]. It is easy to compare
the effect of each mutation on the equilibrium concentration of the reactive species
U under physiological conditions by using high-pressure NMR spectroscopy. The
mechanism (increase in the equilibrium concentration of the reactive species U)

Fig. 1.12 Slow breathing motions of BPTI by pressure. a Illustration of the aromatic ring-flip
motion taking Phe as an example. The aromatic ring undergoes 180° flip motion along its Cb–C1

axis. The right panel shows the view from along Cb–C1 axis. The dotted circles represent the
atoms around Phe schematically. b A ribbon model for BPTI with locations of Tyr35 and Phe45.
c Superposition of the 3H and 5H region of the TOCSY slice spectra taken at 2H resonance
position of Tyr35 measured at 57 °C at five different pressures. d Superposition of the 3H and 5H
region of the TOCSY slice spectra taken at 2H resonance position of Phe45 measured at 57 °C at
five different pressures. In (c) and (d), the slice spectra at different pressures superimposed: 1 bar
(line), 500 bar (dotted line), 1000 bar (dashed line), 1500 bar (thick dotted line) and 2000 bar
(thick line). e Logarithmic plot of the flip-flop rate of the ring, k (in s−1), for Tyr35 and Phe45
against pressure (adapted from Fig. 5 in [56] by permission of Elsevier Inc.)
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appears to be common to many amyloid diseases known to be caused by single
mutations.

1.4.3.2 Conformational Fluctuations in Prion Protein and Drugs
to Prevent Fibrillation

The unfolded form of a globular protein often becomes the source of aggregation or
fibril formation, depending on the concentration and the solution condition (tem-
perature, pH, etc.). Amyloid diseases are caused by the fibril formation from pro-
teins dominantly unfolded states.

Fig. 1.13 The low pressure (N1) and the high-pressure (N2) structures of ubiquitin [61]. Upper
figure 15N/1H HSQC NMR spectra of 15N-labeled ubiquitin and a sigmoidal 15N-chemical shift
change with pressure suggesting a conformational equilibrium between N1 and N2. Lower figure
molecular surface of ubiquitin (pH 4.6, 20 °C) at 30 bar (PDB 1V80) and at 3000 bar (PDB 1V81)
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Prion protein (PrPC) is a well-known protein, of which the fibril (PrPSC) for-
mation is considered a cause for the prion disease (Fig. 1.14). To find the equi-
librium concentration of the unfolded conformer or possible reactive species in
equilibrium with PrPC, we have carried out high-pressure 1H-15N HSQC mea-
surement of rPrP (90-231) (pH 5.2) as a function of pressure and temperature
(Fig. 1.14) [64].

In the experiment shown in Fig. 1.14, PrPC stable at 30 bar at 30 °C changes
into an intermediate conformer PrP* at 2–2.5 kbar (with helices B and C prefer-
entially disordered) and by lowering temperature the totally unfolded conformer
PrPU is also observed, suggesting an equilibrium among the three monomeric
conformers of the protein

PrPC � PrP� � PrPU: ð1:9Þ

Fig. 1.14 Spectral changes in 1H-15N HSQC of rPrP (90-231) (pH 5.2) observed as a function of
pressure and temperature. The spectrum of the intact prion protein PrPC is shown at the bottom
right corner (at 30 bar and 30 °C), with the signals from intrinsically disordered residues 90–128
colored green. The cross-peaks from the folded core region of PrPC decrease with pressure and
almost disappear at 2500 bar. The transition of PrPC into PrPU is observed by decreasing
temperature (cold denaturation)
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The conformer PrP* has a unique structure with crucial helices B and C pref-
erentially disordered. We postulate that the peculiar conformer PrP*, existing in a
relatively high concentration (*1%) at 30°C, is likely to be the precursor to PrPSC

(fibrils), the pathogenic form of the prion protein. In fact, Kuwata et al. named the
preferentially disordered region of PrP* as “hot spot” of prion protein and suc-
ceeded in designing a compound that preferentially binds to the “hot spot”, which
prohibited the pathogenic conversion of the prion protein [65].

1.4.3.3 Amyloid Fibril Is a High-Volume State

However, in the experiment in Fig. 1.14 we could not follow any reaction of
turning monomers PrP* or PrPU into fibrils (PrPSC). The reason becomes clear in a
separate, but related experiment using the disulfide-deletion mutant of hen lyso-
zyme (0SS). Namely, when 0SS forms protofibrils, its partial molar volume
increases dramatically (DV = −570 ml/mol) [66]. Since all matured fibrils should
consist of bundles of protofibrils, we expect that even the matured fibrils of the
prion protein (PrPSC) should also be in high-volume state. Therefore, the reaction
(1.9) would not proceed further to the right under high-pressure conditions, because
the fibrils would be unstable under pressure.

1.4.3.4 Fibril Formation Is Part of the Intrinsic Conformational
Fluctuation of Proteins

To find whether the formation of the pathogenic mature fibril PrPSC (fibrils) is an
irreversible process (1.10a) or a reversible process as in (1.10b), we must prepare
PrPSC (fibrils) first and then apply pressure to see if PrPSC (fibrils) dissociates into
monomers.

The experiment to check this idea is carried out as shown in Fig. 1.15, but the
direct observation of the reaction by high-pressure NMR is abandoned, because of
the small quantity of the sample, but the dissociation of fibrils is examined by
observing whether the fibrils become PK-degradable PrPC monomers due to dis-
sociation or not.

The results in Fig. 1.15a show that above 300 MPa PrPSC fibrils(AFM, left) is
digested fully by the enzyme protease K, which is taken to give a proof that the
fibrils of PrPSC are dissociated into monomeric PrPC by pressure (AFM, right). This
dramatic event that the well-known “protease K-resistant” fibrils (the contagious
scrapie form of the prion protein) is dissociated into monomeric state indicates that
the entire process is essentially an equilibrium process represented by (1.10).
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PrPC � fPrP� � PrPUg� PrPSCðfibrilÞ ð1:10Þ

The high-pressure experiment disclosed that even the fibril formation is part of
the intrinsic conformational fluctuation of a protein in solution.

1.4.4 Exploring the Protein Folding Pathway
with High-Pressure NMR

High-pressure NMR can also be used to study kinetic pathways of protein folding.
Although a close identity of a pressure-stabilized intermediate with a kinetic
intermediate in protein folding has been noted in a small protein like ubiquitin [68],
detailed pathways of folding may be monitored more directly by real-time NMR, if
one could slow down the reaction sufficiently. This could be realized by taking
advantage of the fact that activation volumes of folding/unfolding are often positive.
The interesting attempts are being successful recently by Roche, Roumestand and
Royer, and readers are referred to their review articles [69].

Fig. 1.15 Pressure dissociation and proteolysis of prion fibrils. a The experimental results in the
upper part show that prion fibrils, which are protease K-resistive at ambient pressure, can be
degraded by protease K under the applied pressure of 400 MPa. b The figure shows what happens
in the experiment; the prion fibrils are dissociable by pressure into monomers of prion protein [67]
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1.5 Summary: Perspectives of High-Pressure NMR
Spectroscopy

Figure 1.16 depicts schematically the new dynamic view of proteins that has
emerged from the high-pressure NMR studies of proteins carried out in the author’s
laboratory during the last couple of decades [21, 24, 26]. Here, the excited-states
form the high-energy paradigm, which is considered the functional paradigm of
proteins rather than the folded ground-state paradigm itself.

Perhaps, the most important contribution of the high-pressure NMR spec-
troscopy to study proteins is that it provides, for the first time, a systematic spec-
troscopic means of exploring the high-energy paradigm of proteins, which has not
hitherto been the direct target of systematic or intensive investigation, except per-
haps by the method of spin relaxation dispersion targeting the ls-ms dynamics [70].

It just happened that the “partial molar volume” of a protein in aqueous solution
is intimately coupled to its “conformation” and therefore that, by manipulating the
volumetric state of a protein with pressure, one can manipulate its conformational
state as well. The intimate coupling between the “volume” and the conformation of
a protein in aqueous environment (embedded in the “volume theorem”), which is
mediated by the cavities and their hydration, forms the basis for both the conceptual
and practical simplicity of high-pressure NMR experiments on proteins.

Since pressure allows the investigator to “trap” any of the excited-state con-
formers of a protein rather stably, the method gives a good opportunity for
investigating their structures, dynamics and thermodynamics with up-dated NMR
spectroscopic techniques. Such studies are expected to disclose the delicate cou-
plings of thermodynamics with structure that occur preferentially in high-energy
paradigm for each protein to perform its function, adaptation and evolution. Such
information is considered crucial in advancing our knowledge on protein beyond
the concept so far established for its thermodynamics and folding [5] and for its
structure in the basic folded paradigm [6].

Fig. 1.16 A new dynamic
view of protein emerging
from high-pressure NMR
experiments
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Alternately, in terms of the biotechnological view point, we have acquired the
power of choosing sub-states of a protein according to our specific needs by finely
tuning pressure. For these reasons and with further development of the experimental
techniques anticipated in near future, high-pressure NMR spectroscopy will grow to
be an indispensable tool not only in protein studies, but also in a wide range of
biosciences for many years to come.
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Chapter 2
Isotope-Aided Methods for Biological
NMR Spectroscopy: Past, Present,
and Future

Masatsune Kainosho, Yohei Miyanoiri and Mitsuhiro Takeda

Abstract This chapter starts by providing a historical background of our research
endeavors over the past half-century to develop various isotope-aided methods in
biological NMR spectroscopy, since innovations bloom only on the rich ground
cultivated by previous investigators. We then focused on the stereo-array
isotope-labeling (SAIL) method, one of our recent accomplishments, which cul-
minates the isotope-aided NMR technologies for structural studies of proteins from
various aspects: accurate structural determinations of large proteins, elaboration for
automated structural determination, highly efficient and versatile residue-selective
methyl labeling with newly developed auxotrophic E. coli strains, large-amplitude
slow-breathing motion (LASBM) as revealed by the aromatic ring flipping of the
residues in ligand-binding interfaces, and applications of the deuterium-induced
13C-NMR isotope shift to investigate the hydrogen exchange phenomena of
side-chain polar groups. Meanwhile, the expected role of NMR spectroscopy has
been rapidly shifting from structure determinations to dynamics studies of bio-
logically interesting targets, such as membrane proteins and larger protein com-
plexes. The dynamic aspects of protein–protein and protein–ligand interactions are
closely related to their biological functions and can be efficiently studied by using
proteins residue selectively labeled with amino acids bearing optimized labeling
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patterns, prepared by cellular expression. We are absolutely confident that bio-
logical NMR spectroscopy will continually develop with further innovations of
isotope-labeling technologies in the coming era, featuring ultrahigh field spec-
trometers beyond 1 GHz.

Keywords Isotope-aided NMR method � 13C, 15N double labeling
SAIL method � Aromatic ring flipping � Stereo-specific methyl labeling
Hydrogen exchange rates of polar groups � Deuterium-induced 13C isotope shift

2.1 Historical Background of Our Research to Develop
Isotope-Aided NMR Methods

Over the past half-century, we have exploited isotope-aided NMR methods to
investigate biological molecules, such as amino acids, peptides, proteins, and
nucleic acids. Many of our results were initially presented at the annual meetings of
the NMR Society of Japan, and some of our novel techniques are still being used
worldwide. One of the prominent features of our approach is utilizing site- and
stereo-specifically isotope-labeled amino acids and nucleosides, which can be
efficiently prepared by combining microbial fermentations, enzymatic reactions,
and chiral organic syntheses—all areas in which Japan has world-leading techno-
logical expertise. In this chapter, after a brief recollection of the early days in the
development of isotope-aided biological NMR methods, we describe some of the
past and current advances achieved mostly in our laboratory. However, because of
the space limitation, the methods for studying nucleic acids are not included.

At the first annual symposium of the NMR Society of Japan, which was held in
Tokyo, 1961, two papers on NMR studies of amino acids were presented. Namely,
Fujiwara et al. reported the 56.4 MHz 1H-NMR spectra of aqueous solutions of
various amino acids and Takeuchi et al. reported the 40 MHz 1H-NMR spectra of
threonine and allo-threonine. To the best of our knowledge, these were the first
biological NMR applications ever reported in Japan. At that time, there was no
systematic NMR research on proteins, except for a short communication on
ribonuclease A [1]. Unfortunately, the reported 40 MHz spectrum showed only four
broad overlapped signals and did not provide detailed structural information. It was
obvious that some groundbreaking methodologies were absolutely necessary to
investigate proteins by NMR. Jardetzky proposed an excellent idea at the
“International Symposium on Nuclear Magnetic Resonance,” which was held in
Tokyo, 1965, aiming to settle the problem [2]. In this very exciting international
meeting, gathering many of the eminent NMR pioneers, he explained a perspective
of biosynthetic selective deuteration to simplify the 1H-NMR spectra of proteins for
obtaining structural information related to their biological functions. Surprisingly, it
was only three years later when his colleagues published the first 100 MHz
1H-NMR spectra of selectively deuterated nucleases, clearly showing that the
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proposed strategy actually works well [3]. This enlightening work strongly moti-
vated us to further develop isotope-labeling technologies for NMR studies of
biological systems ever since [4].

2.1.1 Stereo-Specific Deuteration of Prochiral Methylene
Protons—Conformational Analysis of Amino Acids
and Peptides

Until the early 1970s, most biological NMR studies were still focused on small
molecules, such as amino acids and oligopeptides. One of the crucial issues to be
addressed in those days was the unambiguous discrimination of the side-chain
b-methylene proton signals. Without the explicit stereo-specific assignments for the
prochiral methylene protons, the two gauche conformations around the Ca–Cb

bonds of amino acids, estimated by the Karplus relationship for the vicinal 1H–1H
coupling constants, could not be distinguished unambiguously. We solved this
long-standing problem for the first time by using amino acids with one of the
prochiral methylene protons stereo-specifically deuterated, prepared by either
enzymatic reactions or organic syntheses. By using stereo-specifically deuterated

Fig. 2.1 Conformational analysis of aspartic acid using L-Asp and L-[b3-D]-Asp at various pHs.
The relative populations of the three conformers were estimated at various pHs, by using the
vicinal 1H–1H spin coupling constants with the stereo-specifically assigned b-protons and
a-proton. 100 MHz continuous-wave 1H-NMR spectra: A L-Asp; B L-[b3-D]Asp under deuterium
decoupling using the deuterium lock channel [6]
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amino acids, we established the stereo-specific assignments for the prochiral
b-methylene proton signals and thus discriminated the two gauche conformations
for various amino acids and small peptides [5, 6] (Fig. 2.1). Despite our efforts, the
approach along this line could not be extended for studying larger peptides or
proteins, since no practical experimental methods to incorporate stereo-specifically
deuterated amino acids into peptides or proteins were established at that time. As a
matter of fact, more than 30 years after our early work, the idea blossomed into the
stereo-array isotope-labeling (SAIL) method with the help of two emerging key
technologies: chiral organic synthesis and recombinant DNA methods for protein
expression [4].

2.1.2 Selective 13C, 15N Double-Labeling Method
for the Sequential Assignment of Backbone
Amide NMR Signals in Large Proteins

During the 1970s, there was a multidisciplinary collaborative research group,
known as the “Research Consortium on Streptomyces Subtilisin Inhibitor (SSI),”
which focused on SSI as a shared target, aiming to promote biophysical and bio-
chemical protein research activities in Japan. SSI, which was isolated from the
culture broth of Streptomyces albogriseolus, is a 23-kDa dimeric protein composed
of two identical subunits, and it strongly inhibits serine proteinases, especially
subtilisin family proteinases. One of the controversial issues for proteinase–in-
hibitor interactions in the late 1970s was the state of the active site peptide bond,
i.e., the “scissile bond,” in the inhibitors complexed with proteinases. X-ray crys-
tallographic analyses of various proteinase–inhibitor complexes initially concluded
the existence of the “tetrahedral intermediate,” which was thought to be formed by a
covalent bond between the active site Ser Oc of a proteinase and the carbonyl of a
scissile bond. It was assumed that the tetrahedral intermediate was trapped due to
the overwhelming stabilization by the “oxy-anion hole” of serine proteinases, which
serves as a molecular device to enormously accelerate the enzymatic hydrolysis of
substrate peptides. However, this remarkable model, which was cited in most of the
biochemistry textbooks at that time to highlight the beauty of the enzymatic
functions of proteinases, was becoming dubious. Namely, as higher-resolution
X-ray structures became available, they revealed that the atomic distance between
the Ser Oc and the carbonyl carbon atom of the scissile bond was apparently a little
too long to form the covalent bond. In addition to this serious concern, others still
remained about the state of the proteinase–inhibitor complex, which could not be
solved by crystallographic studies, such as the following: Does it exist in solution as
a single intermediate or as an equilibrium mixture of multiple intermediates? Is the
scissile peptide bond in the complexes planar, as usually found for peptide bonds,
or distorted by the effect of the nearby Ser Oc? In principle, all of these questions
could be investigated by solution NMR spectroscopy. However, it was difficult to
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think that such work was feasible since the molecular weight of the SSI–subtilisin
complex, 78 kDa, was too large. We overcame this problem by a unique
isotope-labeling strategy, as described below [7].

Since the scissile peptide bond of SSI is formed between Met73 and Val74, its
state in the proteinase complex would be precisely manifested by the 13C-NMR
signal for the carbonyl carbon of Met73, if we could observe a single 13C-NMR
signal for the 78-kDa protein. Although each of the two identical SSI subunits
contains three Met residues, i.e., Met70, Met73, and Met103, their C-terminal
neighbors are all different, i.e., Cys71, Val74, and Asn104, respectively. Taking
advantage of this sequential diversity, we contrived the 13C, 15N double-labeling
method to sequentially assign the three carbonyl carbon signals. By using SSI
samples doubly labeled with [1-13C]Met and [15N]Cys, and with [1-13C]Met and
[15N]Val, we should be able to discriminate the carbonyl 13C signals of Met70 and
Met73 through the spin couplings between the directly bonded 13C and 15N, which
are known to be about 15 Hz. As illustrated in Fig. 2.2, this strategy based solely
on the amino acid sequence information worked perfectly [7]. In addition to the
unambiguous assignment, this method provided even more crucial information
about the state of the scissile bond in the SSI–subtilisin complex, through the 13C
chemical shift of Met73 and the 13C–15N spin coupling values between Met73 and
Val74. We finally proved that the Michaelis complex with the intact, undistorted
scissile bond is the only stable form of the SSI–subtilisin complex in solution [8, 9].

The idea of the sequential assignment for the backbone carbonyl carbons by the
selective 13C, 15N double-labeling method was extended to assign the peptide 15N
and side-chain 13C signals, through the 13C–15N and 13C–13C connectivities [10,
11]. The method can be regarded as the historic prototype of triple-resonance
sequential assignment methods, using uniformly 13C, 15N double-labeled proteins.
We were actually one of the first groups to suggest the idea of establishing
sequential assignment methods by extending the 13C, 15N double-labeling method,
which was presented at the XI ICMRBS in Goa, India, in 1984 [12].

Fig. 2.2 Sequence-specific
assignment of the carbonyl
13C signals for the three Met
residues in Streptomyces
subtilisin inhibitor (SSI) by
the selective 13C, 15N
double-labeling method.
75 MHz 13C-NMR spectra of
SSI labeled with a [1-13C]
Met; b [1-13C]Met/[15N]Val;
c [1-13C]Met/[15N]Cys [7]
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2.1.3 Revisiting the Stereo-Specific Isotope-Labeling
Approach for Studying Proteins: A Long March
to the SAIL Method

In 1997, with financial support from the newly launched grant “Core Research and
Evolutional Science and Technology,” also known as CREST, aiming to promote
basic sciences in Japan, we started a 5-year project to develop a breakthrough
isotope-aided NMR technology for studying large proteins. At that time, NMR
technologies using uniformly 13C, 15N double-labeled proteins were firmly estab-
lished, but they could only be applied to determine the three-dimensional structures
of small proteins. However, a variety of key technologies, which were not available
back in the 1970s, facilitated further innovations of isotope-aided NMR methods.
For example, multinuclear multidimensional NMR spectroscopy, chiral organic
syntheses, and protein expression using recombinant DNA techniques were all
quite mature techniques by then. Therefore, we had a unique opportunity to revisit
the old idea to explore cutting-edge methods for studying larger proteins. In order to
encompass the advents of various multidimensional NMR methods, we exploited
novel synthetic routes for the regio- and stereo-specifically D, 13C, 15N
triple-labeled amino acids. With the help of state-of-the-art chiral organic synthetic
methods, together with enzymatic reactions and microbial fermentations, we
actually successfully synthesized all of the protein component amino acids with a
variety of labeling patterns [13–15]. Fortunately, with further support from a second
CREST grant for another five years, we completed the development of the
“stereo-array isotope-labeling (SAIL) method” by using those labeled amino acids.
Although it took more than 30 years after our early work on the stereo-specific
deuteration of amino acids and peptides, the SAIL method has been proven to be
extremely useful for studying the structures as well as the dynamics of larger
proteins, for which previous NMR methods were difficult to apply [16–19].

2.2 The SAIL Method: An Optimized Isotope-Labeling
Strategy for the Structural Study of Proteins by NMR
Spectroscopy

NMR spectra of larger proteins are typically characterized by numerous overlapped
signals, which are severely broadened by dipolar interactions between nearby
protons. Therefore, it was difficult to obtain sufficient amounts of NMR information
for proteins larger than 20–25 kDa, even with sophisticated multidimensional
methods. For example, for a long time it was thought to be virtually impossible to
analyze the prochiral methylene proton signals, especially for large proteins, even
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though the information is absolutely required for accurately determining the
side-chain conformations, as described above for amino acids [5, 6]. Conceptually,
however, we may not necessarily need all of the NMR data for the determination of
protein structures, since many of the amino acid side chains contain somewhat
redundant information. For example, if we could stereo-specifically observe either
one of the prochiral groups, i.e., methyls and methylenes, we could compensate for
the missing information about the geminal counterparts. The SAIL method creates
this type of situation for all of the amino acid residues in proteins, by trimming
away the redundant information by the optimized isotope-labeling patterns, as
described below [20, 21].

Our original labeling design concepts for the SAIL amino acids were the fol-
lowing: (1) stereo-specific labeling for one of the methylene protons by deuterium,
i.e., 13C*HD; (2) stereo-specific labeling for the geminal methyl groups of Leu and
Val residues with 13CHD2 and

12CD3; (3) alternating the labeling of aromatic rings
with 13CH and 12CD; and (4) 13C labeling for the methine groups of Ile, Leu, and
Val. Therefore, all of the methyl, methylene, and methine groups labeled with 13C
have a single proton, i.e., 13CHD2,

13C*HD, and 13CH. In addition to these labeling
patterns, all of the nitrogens and the carbonyl carbons are labeled with 15N and 13C,
respectively. We successfully synthesized the 20 protein component amino acids
based on these design concepts, as shown in Fig. 2.3 [20]. The SAIL labeling
patterns preserve the through-bond 13C–13C and 13C–15N connectivity paths for the
backbone and side-chain sequential assignments and completely eliminate the
ambiguity of stereo-specific assignments for prochiral groups. More importantly,
the density of the remaining protons attached to the 13C atoms in a SAIL protein,
which is exclusively composed of the SAIL amino acids, is reduced down to 50–
60% as compared to that of a fully protonated protein. The significantly decreased
proton density for a SAIL protein mitigates the spin diffusion and thus facilitates the
acquisition of accurate inter-proton NOEs, even for larger proteins. One might
recollect at this point that a traditional strategy using “random fractional deutera-
tion” was used a while ago, to reduce the NMR line widths of the remaining proton
signals [22]. However, the random fractional deuteration results in an enormous
number of isotopomer proteins with chemical shift heterogeneities and the con-
comitant loss of intensities for the remaining signals. All of these problems are
completely eliminated by the SAIL method. It is quite important to emphasize that,
even though the level of deuteration is as high as that of random fractionally
deuterated proteins, there is always a single isotopomer for a SAIL protein.
Therefore, the proton concentrations for the protonated sites are not decreased at all.
Actually, the terminology “stereo-array isotope labeling” seeks to highlight this
striking feature of the SAIL method.
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2.2.1 Cell-Free Expression and NMR
Spectra of SAIL Proteins

As described above, the SAIL method facilitates structural analyses of larger pro-
teins, through the rational isotope-labeling design for the component amino acid
residues. Therefore, it is necessary to incorporate SAIL amino acids into a target
protein while preserving their original labeling patterns. In this respect, conven-
tional cellular protein expression using recombinant DNA may not be a good
choice, since metabolic scrambling reactions and isotope dilution with unlabeled
amino acids are not completely avoidable for some amino acid residues. All these
problems are largely circumvented by using in vitro expression systems.
Fortunately for us, the in vitro protein expression using the E. coli cell-free extract
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Fig. 2.3 Structures of the SAIL amino acids with the original isotope-labeling patterns [20].
There are many other SAIL and SAIL-related amino acids with various labeling patterns optimized
for obtaining specific information, as described in this chapter
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became available at around the time we nearly completed the synthesis of the SAIL
amino acids. By using the cell-free extract prepared from the E. coli cells, we
successfully prepared a sufficient amount of a SAIL protein for an NMR study.
SAIL proteins, which are composed exclusively of SAIL amino acids, are typically
obtained with *10 wt% yields calculated from the amount of the amino acid
mixture and show virtually no isotopic dilution or metabolic scrambling [23–25].

The NMR spectra of SAIL proteins actually exhibit profoundly better sensitivity
and resolution, as compared to those of conventional 13C, 15N uniformly labeled
(UL) proteins. Figure 2.4 shows such superior NMR features for the case of 17-kDa
SAIL calmodulin (SAIL-CaM) [20]. By comparing the 1H–13C ct-HSQC spectra
for SAIL- and UL-CaM, it becomes obvious that the 1H–13C cross-peaks are
considerably sharper and well dispersed for SAIL-CaM (Fig. 2.4a) than for
UL-CaM (Fig. 2.4d). A closer comparison of the methyl (Fig. 2.4b, e) and
methylene regions (Fig. 2.4c, f) of the two proteins reveals that only one of the
prochiral pairs shows up as an NMR signal in SAIL-CaM. The benefit of the
universal stereo-specific deuteration for the methylene groups in the SAIL method
can be illustrated for the d-methylene signals of the six Arg residues in SAIL- and
UL-CaM (Fig. 2.4g–i). Since the d3 methylene proton is stereo-specifically
deuterated in SAIL-CaM, the six observed d-CH signals can be unambiguously
assigned to d2-CH (Fig. 2.4g), while in UL-CaM, most of the Arg d-CH2 signals
are completely overlapped for both the 1H and 13C dimensions, except for Arg-37
and 106, for which no facile stereo-specific assignment methods could be envisaged
(Fig. 2.4h). Since similar problems are ubiquitously encountered in UL proteins for
the methylene groups in other amino acid residues, only SAIL proteins provide
accurate structural information for the side-chain moieties. The complete spectral
analyses of SAIL proteins are usually quite straightforward, by using the standard
triple-resonance pulse sequences with slight modifications [15].

The analyses of aromatic ring signals in proteins are generally very cumbersome
or infeasible for UL proteins, due to their complex 13C, 1H spin systems. The
situation becomes even more complicated when the flipping rates of aromatic rings
influence the signal shapes. Nevertheless, the information about the bulky aromatic
rings, which tend to be embedded in the hydrophobic cores, is extremely important
for structural studies of proteins. Therefore, we expended a great deal of effort
toward optimizing the isotope-labeling patterns of aromatic amino acids, to obtain
all of the structural information for aromatic rings in straightforward manners [26–
28]. Figure 2.5 illustrates the application of SAIL Phes with various labeling pat-
terns, aiming toward analyses of the ring 1H–13C signals, as exemplified by the
assignment of the 12 Phe residues in E. coli peptidyl prolyl cis-trans isomerase b
(EPPIb) [27]. The aromatic 1H–13C region of the ct-HSQC spectrum for EPPIb
labeled with UL Phe (Fig. 2.5d) gives virtually no detailed information, due to the
overcomplicated spin systems. In contrast, each of the HSQC spectra for EPPIbs,
selectively labeled with d-, e-, or f-SAIL Phe, shows clean, well-resolved signals
(Fig. 2.5e–g). The d-, e-, and f-CH could be readily assigned by the NOE
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correlations between the d-1H and b3-
1H, HBCB(CG)HE, and HBCB(CGCZ)HZ

sequences, respectively (Fig. 2.5a–c). The most significant advantage of the SAIL
Phes can be realized by comparing the spectra between the f-SAIL-labeled
(Fig. 2.5g) and the d-, e-SAIL-labeled EPPIb (Fig. 2.5e, f). The f-CH signals in
f-SAIL Phe-labeled EPPIb have line shapes that are invariant against the flipping
rates, because the f-CH bond lies along the Cb–Cc bond, and thus they appeared as
12 discrete signals with almost the same intensities (Fig. 2.5g). In contrast, in the d-
and e-SAIL Phe-labeled EPPIb, the 1H–13C HSQC spectra show very weak or no
visible signals for F27, F110, and F123 (Fig. 2.5e, f). The results clearly indicated
that the ring-flipping rates for these three residues are relatively slow, as compared
to the chemical shift differences for the two d- and e-CH atoms on the opposite side
of the ring. As the aromatic ring-flipping motions are perfectly degenerated con-
formational exchange phenomena, which can only be manifested by the NMR
line-shape analysis, these SAIL aromatic amino acids are extremely valuable for
studying large-amplitude dynamics in proteins (see Sect. 2.3.2).
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Fig. 2.4 800 MHz 1H–13C ct-HSQC spectra of calmodulin (CaM). a SAIL-CaM, aliphatic
region; b SAIL-CaM, methyl region; c SAIL-CaM, methylene region; d UL-CaM, aliphatic
region; e UL-CaM, methyl region; f UL-CaM, methylene region; g SAIL-CaM, Arg d region;
h UL-CaM, Arg d region; i Cross sections from (g) and (h). The spectra for SAIL-CaM and
UL-CaM were recorded under identical conditions and scaled for equal noise levels [20]
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2.2.2 Structural Determination of SAIL Proteins

As described above, SAIL proteins provide unmatched chemical shift data quality
for the backbone and aliphatic/aromatic side chains, including the full
stereo-specific assignments for prochiral groups. Therefore, SAIL proteins facilitate
the automated assignment of the 13C- and 15N-edited NOESY spectra, with the
concurrent structure refinement using the CYANA program adapted to SAIL pro-
teins (SAIL-CYANA). It is important to mention that the substantially reduced
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Fig. 2.5 Assignment of aromatic ring CH signals of the 12 Phe residues in EPPIb using various
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proton density in SAIL proteins allows the use of a longer mixing time for col-
lecting long-range NOE constraints, without spin diffusion problems. Taking
advantage of the improved distance constraints and the unequivocal stereo-specific
assignments for prochiral groups, the structures determined for SAIL proteins are
accurate, as illustrated in Fig. 2.6 for some of the structures determined by the
SAIL-CYANA method [20, 21].

The marked improvement in the overall quality of the NMR spectra obtained for
SAIL proteins further encouraged us to use the FLYA program for automated
backbone and side-chain resonance assignments. The chemical shift data obtained
by FLYA can then be used as the input data for the NOESY spectral analysis and
the structure calculation by CYANA. This two-step automated structure determi-
nation using the FLYA-CYANA program works well for small SAIL proteins,
without additional human participation [29, 30]. We also tried to develop a fully
automated structure determination method exclusively based on NOESY data,
obviating the need to measure any other spectra than those necessary for the

(a) (c)

(d)(b)

(e)

Fig. 2.6 Backbone structures of proteins determined by the SAIL-NMR method. a Calmodulin in
cyan, overlaid with the X-ray structure in red [20]; b EPPIb in black, which was refined using
additional NOEs involving slowly exchanging side-chain polar groups: the side chains of Ser, Thr
in cyan, Cys in pink and Tyr in red [48]; c C-terminal dimerization domain of SARS coronavirus
nucleocapsid protein. The two subunits of the homodimer are shown in pink and yellow, and the
overlaid X-ray structures are shown in green and red, respectively [51]; d the putative protein
At3g16450.1, encoded by the Arabidopsis thaliana gene, composed of the N-terminal domain
in cyan and the C-terminal domain in brown [52]; e maltose-binding protein (MBP): the N-domain
in green and C-domain in blue, overlaid with the X-ray structure in red [20]
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resonance assignment. This ambitious automated approach, which would be useful
for determining a large number of structures as efficiently as possible, was actually
utilized for two small SAIL proteins and yielded well-defined structures that
coincide closely with those determined by the conventional method [31].

2.3 Recent Trends in the Isotope-Aided NMR Methods
for Studying Proteins

We described above our early studies on isotope-aided NMR techniques and then
introduced a recent achievement, the SAIL method. However, the prospective roles
of NMR in structural biology are rapidly changing, especially because other
methods, such as X-ray crystallography and cryo-electron microscopy, have been
overwhelmingly employed for the structural determinations of biologically
important proteins, such as membrane proteins or extraordinarily large protein
complexes. Obviously, NMR cannot be a competitive structural determination tool
for those targets. Instead, a variety of alternative applications are envisaged for
NMR spectroscopy, to bridge the gap between protein structures and their bio-
logical functions. In principle, NMR could afford unique information for this
purpose, even if the proteins are too large for structure determination by NMR.
Actually, in many cases, one could start with the three-dimensional structures
previously determined by the other methods and focus on the structures and
dynamics of the selected regions of interest, which could be precisely manifested by
NMR. For that purpose, it is necessary to develop a method to observe and assign
the NMR signals for any regions of the selected amino acid residues in such
proteins. Recently, there have been major advances in NMR signal observations for
larger proteins. Wuethrich et al. exploited transverse relaxation-optimized spec-
troscopy (TROSY) for observing the backbone amide 1H15N signals in deuterated
proteins and the aromatic ring 1H13C signals for uniformly 13C-labeled proteins [32,
33]. Kay et al. developed a method to observe the Ile, Leu, and Val (ILV) 13CH3

signals, utilizing them as NMR probes for studying protein structures and dynamics
[34]. The 1H15N TROSY and methyl observation methods can be applied for
proteins as large as 1 MDa and are routinely used for studying larger proteins in
solution [35].

Since the backbone amides and the side-chain methyl groups (13CH3) cover
considerable portions of larger proteins, their NMR signals provide valuable
structural information. However, it may not be sufficient for analyzing the precise
side-chain conformations and dynamics for the selected residues in order to
understand the molecular basis of biological functions, which we expect to obtain
by solution NMR. This is where sophisticated isotope-aided methods such as SAIL
come in. We have exploited methods to observe NMR signals for any parts of
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aliphatic and aromatic side chains in a protein, by further optimizing the
isotope-labeling patterns of the original SAIL design concepts. In the following, we
describe some of our recent work along this line, in order to provide an outline of
our current research endeavors.

2.3.1 Residue- and Stereo-Specific Labeling Method: The
Case for Leu and Val Methyl Labeling of Larger
Proteins

Larger proteins have numerous methyl groups in their Ala, Thr, Met, Ile, Leu, and
Val (ATMILV) residues, which are widely distributed on their surface and interior
regions. Therefore, the methyl signals are valuable probes for studying the struc-
tures and dynamics of proteins and protein complexes, if the individual methyl
signals could be observed. However, this is not trivial especially for larger proteins,
since they have so many ATMILV residues. For example, the 82-kDa protein
malate synthase G (MSG) has 289 ATMILV residues that comprise approximately
40% of its 723 residues. Among them, the 160 ILV residues are especially useful as
NMR probes, since the total of 317 ILV methyls accounts for as many as *70% of
the 446 methyl signals. Therefore, extensive efforts have been exerted to develop
robust methods to observe and assign ILV methyl signals in larger proteins. Most of
them employ region-specifically 13C, D-labeled precursors, such as [4-13C;3,3-D2]-
a-ketobutyrate and [3-13CH3;3,4,4,4-D4]-a-ketoisovalerate (a-KIV), for preparing
fully deuterated proteins except for the Ile (d1), Val (c1/c2), and Leu (d1/d2)
methyls, which are to be labeled with 13CH3 [36, 37]. However, since the racemic
a-KIV precursor labels both of the prochiral methyls in Leu and Val residues, the
observable number of methyl signals cannot be decreased, and the labeling rates are
50% or less. Therefore, the signal congestion for Leu/Val methyls could not be
improved and the methyl–methyl NOEs are significantly reduced. In order to
compensate for the drawbacks of this Leu/Val precursor, a few new precursors for
the stereo-specific methyl labeling of Leu/Val residues have been developed [38].
However, it is difficult to use labeled precursors to prepare any desired combina-
tions for either one of the prochiral methyls in Val and Leu, since Val is converted
to Leu biosynthetically, as shown in the metabolic map.

In the SAIL method, we synthesized SAIL Leu/Val, in which one of the
prochiral methyls is stereo-specifically labeled with 13CHD and the other one with
CD3. The SAIL Val/Leu can be incorporated into proteins by the in vitro expression
system, using the E. coli cell-free extract (vide supra). Using the same protocols, we
synthesized all four of the Leu and Val residues, in which either one of d1/d2 or c1/
c2 in Leu and Val, respectively, is stereo-specifically labeled with 13CH3, and all of
the other protons are fully deuterated, as shown in Fig. 2.7 [39]. These four
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stereo-specifically methyl-labeled Val and Leu, designated as c1-Val (a), c2-Val
(b), d1-Leu (c), and d2-Leu (d), could be incorporated into proteins in any com-
binations by the conventional cellular expression using the E. coli BL21 (DE3)
strain. The incorporation rate for the labeled Leu into MSG at a 20 mg/L con-
centration was *90%, but that for the labeled Val at 100 mg/L was only close to
80%. In order to increase the incorporation rates for Leu and Val at lower amino
acid concentrations, we have recently developed an auxotrophic E. coli BL21
(DE3) strain [40]. The mutant was derived from the BL21 (DE3) strain by deleting
the ilvD and leuB genes encoding dihydroxy acid dehydratase and
b-isopropylmalate dehydrogenase, respectively; therefore, it cannot survive in the
absence of Ile, Leu, and Val. Using this auxotrophic E. coli strain, the incorporation
rates of isotope-labeled Leu, Val, and also Ile into MSG were found to be higher
than 95% even at a 10 mg/L concentration of each of the stereo-specifically
methyl-labeled Leu or Val, or the region-specifically methyl-labeled Ile, without
any observable scrambling [41]. The usefulness of the stereo-specifically
methyl-labeled Leu and Val is clearly illustrated in Fig. 2.7e–g. Figure 2.7e
shows the methyl region of the 1H–13C HMQC spectrum of deuterated MSG
labeled with a conventional precursor, [3-13CH3;3,4,4,4-D4]-a-ketoisovalerate. The
spectrum showed 232 considerably overlapped methyl signals, including the d1, d2
methyls of 70 Leu residues (including one extra Leu in the His tag at the
C-terminus) and the c1, c2 methyls of 46 Val residues. In contrast, the spectra in
Fig. 2.7f, g for deuterated MSG labeled by d1-Leu or d2-Leu + c1-Val, respec-
tively, show almost no signal overlap. It may not be apparent from the spectra, but
the methyl signals observed for the MSGs labeled by d1-Leu, d2-Leu + c1-Val
showed increased sensitivities, as compared to the MSG labeled by the a-KIV
precursor, by a factor of 2. It is important to mention that any single-residue-labeled
MSGs and also any combinatorially dual-residue-labeled MSGs can be prepared by
using the four different stereo-specifically methyl-labeled Leus and Vals. The
combinatorial methyl-labeling method using stereo-specifically isotope-labeled Leu
and Val is especially useful for collecting the inter-residue methyl–methyl NOEs at
higher sensitivities, by a factor of 4, as compared to the precursor method. Actually,
the Val c1 and Leu d2 combinatorially labeled MSG gave highly sensitive
inter-residue methyl–methyl NOE signals. Even if the signal overlap remains in the
2D 1H–1H plane of the 3D 13C-edited NOESY-HMQC spectrum for a combina-
torially labeled protein, as illustrated in Fig. 2.7h, the 3D HMQC-NOESY-HMQC
should have better resolution, as shown for the 2D 1H–13C plane, making good use
of the wider dispersion in the 13C dimension (Fig. 2.7i). Obviously, further
extensions of the combinatorial labeling method involving multiple regio- and
stereo-specifically isotope-labeled amino acid residues would eventually approach
the concept of the SAIL method.
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2.3.2 Large-Amplitude Dynamics of Proteins as Probed
by Aromatic Ring-Flipping Motions—The Case
for the Interface Between FKBP and Drug Complexes

Nowadays, it is generally accepted that folded proteins occasionally undergo
large-amplitude slow-breathing motions (LASBMs) under physiological
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conditions. Since the frequency of LASBMs is within the millisecond to second
region, such motions have attracted the interests of biophysicists in the context of
biological functions and protein dynamics. The LASBM was initially implicated by
the intriguing observations that the d- and e-protons for the Phe and Tyr aromatic
rings in proteins showed time-averaged NMR signals. It was quite surprising,
especially for most of the crystallographers back in the 1970s, that such bulky
aromatic rings flip about the Cb–Cc axis so frequently, since they are often deeply
embedded in the hydrophobic core, which was thought to be the most solid part of a
protein [41, 42]. Ironically, until recently there have only been few cases in which
the aromatic rings show discrete signals for the d- and e-nuclei of Phe and Tyr, due
to slow ring-flipping rates [43]. Theoretically, it might be possible that the 1H and
13C nuclei at the d- and e-positions incidentally have identical, or nearly identical,
chemical shifts and thus appear as a time-averaged single peak regardless of the
flipping rates, although it is quite unlikely that such situations happen very often.
Taking advantage of the simplified spin systems of the SAIL Phe and Tyr, we
revisited the ring-flipping phenomena and found that there are actually many more
cases showing flipping rate-dependent aromatic ring signals. Apparently, the aro-
matic rings in conventional protein samples have such complicated spin networks
that such cases are rarely identified. Therefore, proteins selectively labeled by d-,
e-SAIL Phe and Tyr would provide unprecedented opportunities to investigate
LASBMs through the widely distributed aromatic rings in the hydrophobic interior
and on the ligand-binding surface. In the following, we illustrate the application of
the aromatic ring-flipping phenomena for characterizing the LASBMs within the
binding interface in FKBP12–ligand complexes [44].

The tight complexes FKBP12 forms with immunosuppressive drugs, such as
FK506 and rapamycin, have long been used as models for developing various
approaches to structure-based drug design. The regions of rapamycin and FK506
that bind FKBP are very similar to each other, but the opposite sides of them, which
are referred to as the effector regions, are entirely different for the two drugs.
Rapamycin and FK506 can bind to their targets, mTOR and calcineurin, only if
they are complexed with FKBP12. Therefore, it is very interesting to understand the

JFig. 2.7 Residue- and stereo-specific isotope labeling for the Leu and Val methyl groups in the
82-kDa protein malate synthase G (MSG) using stereo-specifically methyl-labeled amino acids.
Structures of the stereo-specifically 13CH3-labeled, otherwise uniformly deuterated, valines and
leucines: a [c1-

13CH3; a-
15N; D5]-valine, “c1-Val”; b [c2-

13CH3; a-
15N; D5]-valine, “c2-Val”;

c [d1-
13CH3; a-

15N; D7]-leucine, “d1-Leu”; d [d2-
13CH3; a-

15N; D7]-leucine, “d2-Leu.” 900 MHz
2D 1H–13C HMQC spectra of labeled MSGs: e Leu/Val selectively labeled MSG expressed by
E. coli BL21 (DE3) using the precursor [3-13CH3;3,4,4,4-D4]-a-ketoisovalerate; f Leu-specific, d1-
methyl-specific-labeled MSG prepared by the DilvD/DleuB E. coli mutant using “d1-Leu” and
deuterated Ile/Val; g c1/d2-

13CH3-labeled MSG prepared by the DilvD/DleuB E. coli mutant using
“c1-Val,” “d2-Leu” and deuterated Ile. Shown in (h) and (i) are the 2D planes at the 13C chemical
shift of 20.1 ppm, which corresponds to the d2 methyls of L25 and L85, of the 3D 13C-edited
NOESY-HMQC and 3D HMQC-NOESY-HMQC spectra, respectively, measured for a 0.2-mM
solution of the c1/d2-

13CH3 specifically labeled, otherwise fully deuterated MSG.
Ambiguous NOE signal assignments are labeled in italics [40]
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molecular mechanism by which FKBP12 activates these drugs to trigger their
diversified biological functions by forming the ternary complexes. The aromatic
ring cluster in FKBP12 forms an extremely hydrophobic, concave binding pocket,
composed of Trp59, Tyr26, Phe99, Phe46, and Phe48, for the immunosuppressive
drugs, such as rapamycin or FK506, with high affinities (Fig. 2.8). Although the
interfaces between FKBP12 and these drugs are well defined structurally and are
almost identical in the crystallographic structures of various complexes, our NMR
studies have clearly revealed the existence of substantial large-amplitude motions in
the FKBP12–ligand interfaces that strongly depend on the nature of the drug. We
have monitored these motions by measuring the rates of Tyr and Phe aromatic ring
flips, and hydroxyl proton exchange for Tyr residues clustered within the FKBP12–
ligand interface. To do so, we prepared FKBP12 proteins selectively labeled by d-,
e-, f-SAIL Tyr and by d-, e-SAIL Phe. Free in solution, all of the Phe and Tyr
residues in the ligand-binding pocket of FKBP12 show time-averaged signals for
their d- and e-CHs, due to their rapid ring-flipping rates. In contrast, in the ligand
bound states, Tyr26 and Phe99 give two separated signals for their d- and e-CHs,
due to the slow ring-flipping rates of these residues. In addition, significant
decreases in the ring-flipping rates were observed for all of the other Tyr and Phe
residues in the binding pocket, namely, Tyr82, Phe36, Phe46, and Phe48, as
illustrated for the FKBP12–rapamycin complex (Fig. 2.8). The rates of hydroxyl
proton exchange were also measured for f-SAIL Tyr-labeled FKBP12 in the drug
complexes, using the method described in the next paragraph. Pairwise compar-
isons between FKBP12 complexed with rapamycin and FK506 revealed that the
hydroxyl proton exchange and the ring-flipping rates for Tyr26 are much slower in
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Fig. 2.8 Ligand-binding interface structure of the FKBP12–rapamycin complex in the crystalline
state (PDB entry 2DG3), in which the FKBP binding motif of the rapamycin backbone is shown
red, and the aromatic ring 1H–13C correlation signals in the 600 MHz HSQC spectra at 20 °C for
the rapamycin bound FKBP12s, which are residue specifically labeled with d-, e-SAIL Phe and d-,
e-SAIL Tyr, respectively. The ring-flipping rates of the aromatic rings of Phe and Tyr residues in
the primary binding concave surface, namely Trp59, Phe46, Phe48, Phe99 and Tyr26, were
significantly slowed down, as shown by the line shapes of either or both d- and e-CH. Similarly,
the ring-flipping rates of Phe48, in juxtaposition with Phe46, and Tyr82, which forms a hydrogen
bond with the carbonyl oxygen at C8 of rapamycin, were also slowed down [44]
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the FK506 complex than in the rapamycin complex, whereas the ring-flipping rates
for Phe48 and Phe99 are significantly faster in the FK506 complex than in the
rapamycin complex. The apparent rate differences observed for the interfacial
aromatic residues in the two complexes confirm that these dynamic processes occur
without ligand dissociation. We attribute the differential interface dynamics for
these complexes to a single hydrogen bond between the f-hydrogen of Phe46 and
the C32 carbonyl oxygen of rapamycin, which is not present in the FK506 complex.
This newly identified Phe46 f-hydrogen bond in the rapamycin complex imposes
motional restriction on the surrounding hydrophobic cluster and subsequently
regulates the dynamics within the protein–ligand interface. Such information con-
cerning large-amplitude dynamics at drug-target interfaces has the potential to
provide novel clues for drug design [44].

2.3.3 Deuterium-Induced Isotope Shifts for Measuring
Hydrogen Exchange Rates of Polar Side-Chain
Groups in Proteins: Facile Screening of the Polar
Groups Involved in Hydrogen Bond Networks

The hydrogen exchange phenomena of the backbone amides in aqueous solutions
are among the most intensively studied protein dynamics by NMR spectroscopy.
The exchange rates are usually estimated by a time course of the amide proton
signal intensity changes for a protein freshly dissolved in D2O. The information has
made crucial contributions toward understanding the backbone dynamics and the
folding–unfolding processes of proteins in solution. In contrast, the hydrogen
exchange rates for the polar side-chain groups, such as hydroxyl (OH) or sulfhydryl
(SH), have not been studied extensively, because they are usually too rapid to be
measured by the method used for the backbone amides. We have exploited an
alternative approach for the facile screening of the slowly exchanging polar
side-chain groups and the estimation of their hydrogen exchange rates with the
surrounding water. We adapted our previous method for detecting slowly
exchanging backbone amide hydrogens by the steady-state line shapes of the amide
carbonyl 13C signals, in a protein dissolved in a 1:1 mixture of H2O and D2O [7, 8,
45]. In such an environment, the line shape of the amide carbonyl of the ith residue
depends on the isotope shift values induced by deuteration for both of the (i + 1)th
and ith amides and also on their hydrogen–deuterium exchange rates [45].

Since the 13C chemical shift differences for the carbons directly bonded to
side-chain OH or SH groups measured in H2O and D2O are usually a little greater
than 0.1 ppm, we could use these relatively large isotope shifts for the facile
screening of the slowly exchanging polar groups. To do so, we prepared proteins
selectively labeled by f-SAIL Tyr, [3-13C; 3,3′-D2]-Ser, [3-13C; 3-D]-Thr, or
[3-13C; 3,3′-D2]-Cys. These labeled proteins gave extremely sharp 1D 13C-NMR
signals for the Cf or Cb under deuterium decoupling and thus were quite useful for
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estimating the isotope shifts on the Cf or Cb and then the hydrogen exchange rates
for the slowly exchanging polar groups by the EXSY experiment. We found that
quite a few Tyr, Ser, Thr, and Cys residues in various proteins, dissolved in a 1:1
H2O–D2O mixture, actually exhibit slow hydrogen–deuterium exchanging rates for
their side-chain hydroxyl or sulfhydryl groups. Interestingly, all of the polar groups
identified by this method as having very slow hydrogen exchange rates form
hydrogen bonds and give 1H-NMR signals in H2O [46–49]. Therefore, this
approach is useful for screening slowly exchanging polar functional groups that are
likely to play important structural roles in proteins. A typical example of a search
for the Tyr residues in a protein, which might have slowly exchanging hydroxyl
groups, is illustrated as follows.

In order to search for the Tyr residue with a slowly exchanging hydroxyl group,
if any exist, we prepared proteins selectively labeled by f-SAIL Tyr (Fig. 2.9a).
This particular type of SAIL Tyr has the optimal labeling pattern for observing the
13C signals of f-carbons most efficiently and is also convenient for making
sequential assignments through the NOE and HSQC correlations between Hb3 and
Cf, as shown by the red and blue arrows. The three Tyr residues in the 18.2-kDa
protein EPPIb labeled by f-SAIL Tyr gave three sharp signals in H2O and D2O
solutions with the sequential assignment (Fig. 2.9b, top and bottom). The chemical
shifts for the 13Cf signals in H2O appeared *0.1 ppm downfield as compared to
those in D2O, due to the two-bond isotope shift induced by the deuteration of
hydroxyl groups in D2O. In a 1:1 H2O–D2O mixture, the 13Cf of Tyr36 and Tyr30
appeared as two separate signals with equal intensities, corresponding to the Tyr
residues with a protonated and a deuterated hydroxyl group, respectively. In
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Fig. 2.9 Deuterium isotope effect on the 13Cf chemical shifts of Tyr residues in EPPIb.
a Structure of f-SAIL Tyr and the magnetization transfer pathway to make the sequential
assignments of the 13Cf signals. b Proton-decoupled 13C-NMR (125 MHz, 40 °C) spectra of
EPPIb selectively labeled with f-SAIL Tyr under conditions of 100% D2O (top), 1:1 H2O–D2O
mixture (middle) and 100% H2O (bottom) [46]
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contrast, the 13Cf of Tyr120 showed a single peak just in the middle of the chemical
shifts observed in H2O and D2O solutions (Fig. 2.9b, middle). The results clearly
show that the hydrogen exchange rates of the hydroxyl groups in Tyr30 and Ty36
are much slower than the isotope shift difference, while Tyr120 has a rapidly
exchanging hydroxyl group. It is interesting to mention that we identified the
hydrogen bonds involving the hydroxyl groups of Tyr30 and Tyr36 by NOEs, but
Tyr120 is on the surface of EPPIb. We could also observe the hydroxyl proton
signals for Tyr30 and Tyr36 in H2O at the chemical shifts identified by the NOE
experiment [46].

2.4 Future Perspectives of the Isotope-Aided NMR
Method

The SAIL method has become well known worldwide as a state-of-the-art
isotope-aided NMR technology. However, it is clear that further efforts are required
to make it a standard practice among the international biological NMR commu-
nities. The substantially high cost of the SAIL amino acids is certainly one of the
obstacles, but they will be more affordable if the SAIL method becomes routinely
used. Cell-free protein expression, which is necessary to prepare proteins exclu-
sively composed of SAIL amino acids, seems to be another barrier for most NMR
laboratories with no such experience. However, the E. coli cell-free kit for
preparing isotope-labeled protein samples for NMR is now available commercially
at a moderate cost. Therefore, there are no major hurdles to trying out the SAIL
method for structure studies of proteins. The SAIL method could be extended for
solving precise structures of proteins as large as 100 kDa or even more, by further
optimization of the relaxation properties of SAIL amino acids (Miyanoiri et al.,
unpublished). The applications of the SAIL method to solid-state NMR spec-
troscopy are also interesting, but they have just started [50].

Meanwhile, the expected role of NMR spectroscopy in structural biology seems
to be rapidly shifting from structure determinations to dynamics studies of bio-
logically interesting targets, such as membrane proteins and larger protein com-
plexes. The dynamic aspects of protein–protein and protein–ligand interactions are
closely related to their biological functions and can be efficiently studied by using
proteins residue selectively labeled with amino acids bearing optimized labeling
patterns, prepared with conventional cellular expression systems. It is therefore
quite important for the NMR community to explore the stable isotope-labeling
technology to its full potentials. We are absolutely confident that biological NMR
spectroscopy will be continually developing with further innovations of
isotope-labeling methods in the coming era, featuring ultrahigh field spectrometers
beyond 1 GHz.
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Chapter 3
Advances in NMR Data Acquisition
and Processing for Protein Structure
Determination

Teppei Ikeya and Yutaka Ito

Abstract Solution NMR has become an indispensable technique in studying the
physical properties and functions of biomacromolecules at near physiological
conditions. However, biomolecular systems are often extraordinarily large,
dynamic, and possess low solubility, which complicates the acquisition and analysis
of NMR spectra. Together this results in severe signal overlapping and low signal to
noise, which demands longer total experimental time. NMR spectroscopists must
consider how to improve spectral resolution and sensitivity to extract the maximum
structural information from imperfect data within reasonable measurement times.
Recent advances in multi-dimensional NMR acquisition and computation methods
overcome these problems and enable the investigation of larger and more com-
plicated biomolecular systems. This chapter first reviews conventional and then
state-of-the-art methodologies for NMR data collection, signal processing, and
protein structure data analysis. In the first section, we survey the basics of
multi-dimensional NMR and present rapid measurement techniques such as
non-uniform sampling and spectrum reconstruction algorithms. In the second half,
we illustrate the conventions of protein structure determination using chemical shift
and NOE data to obtain interatomic distances, dihedral angles, and dynamics
information. We also briefly introduce the currently popular hybridisation of NMR
with solution angle scattering for 3D structure analysis.
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3.1 Advances in Processing of Multi-dimensional NMR
Spectra, and Their Application to Rapid NMR
Measurements

3.1.1 Multi-dimensional NMR Takes Time

Protein NMR spectra suffer from signal overlapping, and thus, the extension of their
dimensionality to 3D (and sometimes 4D) is required. Employing conventional
methods to record multi-dimensional (nD) NMR data increases experimental time
drastically. An additional indirect dimension itself increases the experimental time
proportional to the data points introduced for the dimension. It takes a couple of
hours to days for 3D experiments and days to a week for 4D experiments.
Moreover, for each indirect data point, we need to repeat experiments to implement
coherence selection and frequency discrimination methods.

Multiple scans, phase cycling, and time between scans (recycle delay) which are
required in acquisition of each FID are part of the reason for the long experimental
time. Protein NMR studies frequently face a problem of low solubility of target
proteins, and thus, multiple scans are required from the signal-to-noise ratio (S/N)
point of view. For instance, we would need to collect four times as many scans so as
to achieve the same S/N expected for that of a sample with twice the concentration.
This is because S/N increases proportional to the root of number of scans [signal
grows additively (Isignal / n), while noise more slowly (Inoise / n/√2)]. Multiple
scans are also required for phase cycling, which is used for selecting favourable
coherence transfer pathways and suppressing various artefacts. Recycle delay is
required in order to recover the magnetisation to near equilibrium condition (steady
state) at the beginning of each scan. Recycle delay depends on the longitudinal
relaxation time (T1) of the observed nuclei, and typically 1–1.3 s are required in
1H-detected experiments of protein samples. For example, when measuring a 3D
triple-resonance experiment with eight scans, 1-s recycle delay, and 64 (13C) � 24
(15N) complex points for indirect dimensions, it requires roughly 8 � 1 � 64 � 2 �
24 � 2 = 49,152 s (*14 h).

Rovnyak et al. [1] reported that optimal resolution for indirect dimensions can be
achieved with an acquisition time of 3 � transverse relaxation time (T2) of the
observed nuclei, while optimal S/N can be achieved with the acquisition time of
1.6 � T2. Although higher magnetic fields create better resolution, increasing the
number of points collected in the indirect dimensions is more essential for obtaining
highly resolved spectra. For a 3D HNCO experiment, on a 600 MHz spectrometer,
of a 13C/15N-labelled protein comprised of less than 100 amino acids, for which
carbonyl 13C and 15N T2 relaxation times are roughly estimated in a range of
100–150 ms and 150–250 ms, respectively, optimal resolution would be achieved
with *300 and *600 ms acquisition times for carbonyl 13C and 15N dimensions,
respectively. Similarly, *200 and *400 ms acquisition times are required for
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optimal S/N for carbonyl 13C and 15N dimensions, respectively. However, when
utilising a standard pulse sequence, 15N acquisition time is restricted to approxi-
mately 20–24 ms because of the constant-time evolution periods in the pulse
sequence. Carbonyl 13C is observed with conventional (decaying) evolution period,
but at most 256 complex points (*150 ms acquisition) are usually observed.
Generally speaking, with conventional acquisition protocols for acquiring indirect
dimensions, data sampling is rarely performed beyond 0.4 � T2, and extending
acquisition times for indirection dimensions would result in ridiculously long
experimental times.

In reality, in our group, a HNCO experiment with conventional acquisition
protocols is usually performed with 128 (carbonyl 13C) and 24 (15N) complex
points, in which acquisition of indirect dimensions is heavily truncated.

3.1.2 Processing of Multi-dimensional NMR Spectra

Heavy truncation in indirect dimensions in nD NMR data causes serious artefacts in
Fourier transformed spectra, and thus, “apodisation” functions have to be applied
prior to Fourier transform (FT). On the other hand, from the spectral resolution
point of view, apodisation functions broaden peak lineshapes. To overcome the
problem, linear prediction (LP) [2] is often used, with which cosine/sine functions
are fitted to recorded data and points missing after the truncation are predicted. The
LP-predicted data are then apodised, zero-filled, and Fourier transformed. Note that
the apodisation after LP often still influences linewidth. The procedure to perform
LP calculations to indirect dimensions of 3D/4D spectra is rather complicated with
successive application of inverse Fourier transforms, Hilbert transforms to produce
imaginary data, etc. This is because LP is applied to one-dimensional time-domain
data and the other dimensions of the spectra are needed to be frequency domains. In
comparison with the ordinary 3D FT procedure (Fig. 3.1a), a typical procedure for
LP calculations of 3D NMR data is shown in Fig. 3.1b. A 3D HNCO spectrum
processed with LP (Fig. 3.1e) is compared with the corresponding 3D FT-processed
spectrum (Fig. 3.1d).

Maximum-entropy (MaxEnt) reconstruction [3, 4] has been also utilised for
processing of truncated data. MaxEnt algorism guesses a mock spectrum based on
the information theory principle of maximum entropy, which compares its inverse
Fourier transformed data with the observed data points. MaxEnt processing is
relatively more tolerant of extreme data truncation than LP, and the resulting spectra
are not influenced by apodisation. Unlike LP, MaxEnt processing of 3D/4D NMR is
rather straightforward. Figure 3.1c shows a typical procedure for 2D MaxEnt
processing of 3D NMR data. For comparison with 3D FT-processed and
LP-processed spectra, a 2D 13C–15N slice from the MaxEnt-processed 3D HNCO
spectrum is also shown in Fig. 3.1f.
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Fig. 3.1 Schematic representations of typical processing procedures for 3D NMR data using
conventional FT (a), LP (b) and 2D MaxEnt (c). In the LP procedures, (Zero-filling)−1 and
(Apodisation)−1 represent the reduction in the zero-filled points from the later part of the
interferogram and the application of the inverse window function, respectively. F1(

13C)–F2(
15N)

cross sections at F3(
1HN) = 8.35 ppm from conventional FT-processed (d), LP-processed (e), and

MaxEnt-processed (f) 3D TROSY-HNCO spectra of uniformly 2H/13C/15N-labelled E. coli NikA
protein. The data were acquired with a total of 1024 (t3,

1HN acquisition) � 24 (t1,
15N) � 64 (t2,

13C) complex points. The data were processed using the AZARA 2.8 software suite (W. Boucher,
http://www.bio.cam.ac.uk/azara/)
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3.1.3 Rapid Measurement of Multi-dimensional NMR
Spectra

As described so far, acquiring nD NMR spectra takes time, and thus, new acqui-
sition schemes for speeding up multi-dimensional NMR experiments are required
for dramatic improvements in both sensitivity and resolution. Many approaches
have been proposed [5, 6], which can be largely grouped into three main types.

The first group consists of approaches to optimise radio frequency pulses, etc. to
achieve rapid acquisition of nD spectra within the conventional sampling strategy
for indirect dimensions. Brutscher and co-workers have reported pulse sequences
called band-selective optimised flip angle short-transient (SOFAST)-HMQC [7, 8]
and related 3D triple-resonance experiments [9, 10], e.g., band-selective excitation
short-transient (BEST)-HNCA, enabling the drastic reduction in recycle delays,
thus speeding up the experiments. These experiments employ band-selective 1H
pulses which are optimised to ensure rapid recovery of steady state magnetisation
based on the observations that the selective manipulation of a subset of 1H spins
yields significantly shortened longitudinal relaxation times [11]. In short, the
non-perturbed 1H spins act as a “sink” for polarised spins through dipole–dipole
interactions. Typically, 2D 1H–15N SOFAST-HMQC experiments are performed
with *0.2-s recycling delay, resulting in approximately 150–200% increase in S/N
per unit time depending on the size of proteins and the magnetic field strength.

Projection reconstruction (PR) [12, 13], G-matrix Fourier Transform (GFT)-
NMR [14], automated projection spectroscopy (APSY) [15], and non-uniform
sampling (NUS, also known as nonlinear sampling) methods [16–18] compose the
second group in which alternative sampling schemes for indirect dimensions are
employed. The basic concept of PR-related approaches including GFT-NMR and
APSY is as follows. In 3D HNCO spectra, chemical shifts of intraresidue amide
15N and carbonyl 13C of previous residue are correlated with each amide 1HN

resonance. For 1HN resonances which are not overlapped in the 1H (acquisition)
dimension, a whole 3D HNCO experiment is not necessary, since 2D 13C′–1HN and
15N–1HN projection experiments can provide required information. When two 1HN

resonances are overlapped in the acquisition dimension, the 2D projections, how-
ever, provide two possible chemical shifts in both 15N and 13C dimensions, thus
requiring an additional “tilted” projection for distinguishing the correct chemical
shift combination. The tilted projection spectra can be acquired by a combination of
indirect dimension frequencies instead of sampling them independently. In PR, the
acquired 2D projections are utilised for reconstructing the 3D spectrum by
employing tomography-type processing procedures. In contrast, in the GFT-NMR,
APSY-type methods, peak picking is directly performed for the projections, and the
obtained peak information is utilised to calculate the chemical shifts. The advantage
of PR-related approach is that this concept can be easily extended for the experi-
ments with even higher dimensionality. However, we experienced that
tomography-type reconstruction often produces poor spectra particularly for the
spectra of larger proteins. The reconstruction process can be improved by

3 Advances in NMR Data Acquisition and Processing … 67



employing statistical methods such as MaxEnt. PR may, however, be regarded
essentially similar to the below-mentioned NUS with the exception of utilising
off-Nyquist grid sampling, if such statistical methods come into frequent use.

The third group utilised conceptually new approaches for acquiring indirect
dimensions, in which single-scan NMR [19, 20] and Hadamard spectroscopy
[5, 21] can be categorised.

3.1.4 Non-uniform Sampling

NUS has been shown to be a robust technique, in which sampling points on Nyquist
grid for indirect dimensions are decimated. Since discrete Fourier transform
(DFT) cannot be used for processing NUS-sampled data, various “non-FT” pro-
cessing methods have been utilised for reconstruction of nD NMR spectra.
When NUS was applied for the first time to 2D NMR experiments, an exponential
weighted function was employed for selecting sampling points in the decaying
indirect dimension [16]. Later, Wagner, Hyberts, and their co-workers have con-
tributed significantly to the applications of NUS to 3D and 4D NMR experiments
[17].

As a “non-FT” processing method for data processing, MaxEnt has been used
since the beginning of NUS. As an improved version of MaxEnt, forward
maximum-entropy reconstruction [22, 23] has also been proposed. Recently, we
have introduced another improvement of MaxEnt, quantitative maximum entropy
(QME) [24]. For most of the nD NMR spectra, MaxEnt and QME provide very
similar results. However, it was demonstrated that QME has the advantage in
producing spectra with much better accuracy than MaxEnt, particularly when the
spectra contain signals with wide dynamic range [24, 25]. Besides adopting a
Bayesian framework around the principle of maximum entropy, QME uses a novel
holistic reconstruction approach where the entire nD spectrum is reconstructed in
one iteration, which has been discussed to be beneficial for the accurate
reconstructions.

Apart from MaxEnt and related methods, non-uniform Fourier transform [26,
27] and decomposition algorithms for multi-way arrays, such as multi-dimensional
decomposition (MDD) [28], rMDD [29], coMDD [30], and SHIFT [31], have been
proposed. More recently, Lp-norm (0 < p � 1) minimisation referred to as com-
pressed sensing (CS) was introduced to the NMR field [32, 33]. So far, many
algorithms of convex optimisation for L1- or L0-norm minimisation have been
developed, such as iterative soft thresholding (IST) [34, 35], iteratively reweighted
least squares (IRLS) [32], NESTA [36], and sparse multi-dimensional iterative
lineshape-enhanced (SMILE) [37]. Since most of these software packages are freely
available for academic use, researchers can compare their performances on their
own NMR data. We have compared QME, MaxEnt in AZARA software suite
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(W. Boucher, http://www.bio.cam.ac.uk/azara/), MDD, IST, and IRLS in the
MDDNMR software [32, 38] in reconstructing 3D NOESY data acquired with
various sparse sampling schedules and found that MaxEnt, QME, and IRLS pro-
vided spectra with slightly better quality than those processed by MDD or IST, over
almost the entire range of sampling data points.

3.1.5 NUS Sampling Schemes

For NUS sampling schemes, Wagner and co-workers have suggested to apply an
exponentially weighted sampling for conventional (decaying) evolution periods,
while a randomly distributed sampling is suitable for constant-time evolution
periods [17]. Figure 3.2 shows various sampling schedules and the corresponding
3D NMR spectra processed with MaxEnt. Figure 3.2b, c illustrates sampling
schemes in which 1/4 (3.2b) and 1/16 (3.2c) of the hypercomplex points were
selected in a pseudo-random fashion from the conventional regularly spaced grid of
t1, t2 points (Fig. 3.2a). The resulting spectra (Fig. 3.2i, j) show the usefulness of
this approach. Generally speaking, “randomness” is required in the sampling
schemes, since “regularity” tends to cause artefacts (e.g., dropping points gives rise
to aliasing artefacts). On the other hands, NUS/MaxEnt processing shows robust-
ness even with so-called block sampling. Indeed, we could obtain 3D
triple-resonance NMR spectra on human mitochondrial ABCB6 C-terminal ATP
binding cassette (ABC) domain with reasonable quality, even though “block”
sampling had to be used because of the Azara software limitation at that time [39].
Figure 3.2f, g demonstrates examples of block sampling with 1/4 and 1/16
reduction in hypercomplex points, respectively. Although block sampling is still
effective for collecting data with 1/4 reduction in sampling points (Fig. 3.2m), the
block-sampled data with 1/16 reduction (Fig. 3.2n) do not provide analysable
spectra, suggesting that more “randomness” is indeed needed.

Recently, further flexibility has been introduced in data sampling, in which the
selection of quadrature components is also randomised (partial-component sam-
pling [40]). Unlike DFT, it is noteworthy that two quadrature components for each
complex point are not necessarily required for statistical processing algorithms.
Figure 3.2d, e shows examples of partial-component sampling with 1/4 and 1/16
reduction in total FIDs, respectively. The resulting spectra are shown in Fig. 3.2k, l,
respectively. More recently, this approach has been extended in combination with
CS processing to the indirect dimensions with P-type/N-type selection, for which
addition and subtraction are required to construct ordinary complex data [41]. These
“hyper” random sampling approaches introduce extra flexibility in employing
sampling schedules and enable further reduction in experimental time, particularly
for 4D and higher-dimensional NMR experiments.

Large gaps between data points and those biased distributions in NUS sampling
schedules sometimes cause undesirable artefacts. To minimise the artefacts, Hyberts
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et al. proposed a sparse sampling scheme collecting data points along with a
sinusoidal-weighted Poisson distribution or Poisson-gap sampling [42, 43]. It
produces a sampling list with less dependency on random number generators,
preventing coincidental inappropriate random numbers for the Nyquist theorem.

3.1.6 Semi-constant-Time Evolution Periods

Constant-time evolution periods limit the maximum sampling points. Figure 3.3a
shows a typical pulse sequence for 3D HNCO experiments. Constant-time evolu-
tion of the t1 (

15N) dimension is achieved by shifting the simultaneous 15N and 13C′
180° pulses, while keeping the total duration of the 13C′ to 15N INEPT period
constant (enclosed in a box), and thus, the evolution must be terminated when the
pulses reach the end of the INEPT period (Fig. 3.3b). Semi-constant-time evolution
is a useful trick to achieve a longer acquisition and resulting high resolution in the
indirect dimensions. In the pulse sequence, 15N-evolution is performed by
increasing a newly introduced duration TNA, which starts at the minimum possible
duration, with following the relation: IN(TNA) = IN(t1) − IN(TNB), where IN(TNA)
and IN(t1) represent increment steps of TNA and t1, respectively, while IN(TNB) is a
decrement step of TNB (Fig. 3.3c). Figure 3.3d shows the final stage of
15N-evolution, where TNB reaches to zero. Combined with NUS,
semi-constant-time evolution data collection can achieve very wide sampling space
within realistic experimental durations. An example of this sampling strategy is
shown in Fig. 3.4b in contrast to the conventional method (Fig. 3.4a). Both t1 and t2
indirect acquisition periods are extended fourfold, while the total number of
observed FIDs is kept equal to the conventional sampling scheme by employing
1/16 NUS. The resulting spectrum (Fig. 3.4d, f) achieves very high resolution in the
13C–15N dimensions.

JFig. 3.2 Sampling schemes and reconstructed spectra for the indirect dimensions of 3D HNCO
data of 13C/15N-labelled Thermus thermophilus HB8 RecO. For the evaluation of artefacts arising
from the employment of each sampling scheme, data sets with various randomly sampled points in
the indirect dimensions were prepared from the conventionally acquired 3D HNCO data.
Schematic illustration of the conventional full sampling (a), the NUS schemes with 1/4 (b, d), 1/16
(c, e) randomly selected data points, 1/4 (f) and 1/16 (g) block-sampled data points. Filled circles,
outlined circles, pluses, and dots represent that four, three, two, and one FIDs, respectively, are
selected for the hypercomplex points. In schemes b and c, all selected hypercomplex points have
four FIDs (corresponding to quadrature components for both indirect dimensions). In schemes
d and e, selection of quadrature components is also randomised. A representative F1(

13C)–F2(
15N)

cross section at F3(
1HN) = 8.39 ppm of the MaxEnt-processed 3D HNCO spectra reconstructed

from the data collected according to the schemes shown in a–g is shown in h–n, respectively
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Fig. 3.3 a An experimental scheme for 3D HNCO. Rectangular 90° and 180° pulses are indicated
by thin and thick black vertical bars, respectively, and phases are indicated above the pulses. All
proton pulses are applied with a field strength of *22 kHz with the exception of a shaped
E-SNOB pulse for water flip back. For 600 MHz NMR spectrometers, all rectangular 90° 13C′
pulses have a length of 53 ls to provide an excitation null at the corresponding 13Ca frequencies.
The shaped 180° 13Ca and 13C′ pulses are applied with rSNOB and SEDUCE-1 profiles,
respectively. Delay durations: d1 = 2.35 ms; d3 = 1.1 ms; TN = 12 ms. d2 was set so as to refocus
13C′ chemical shift evolution at the starting point of the experiment. Phase cycling used: /1 = 4(x),
4(−x); /2 = 2(x), 2(−x); w1 = 2(y), 2(−y); w2 = y; w3 = x, −x; receiver = x, 2(−x), x, −x, 2
(x) −x. Where no radio frequency phase is marked, the pulse is applied along x. The relative power
for g5 and g8 gradient pulses is given by the gyromagnetic ratios g5/g8 = cH/cN. Quadrature
detection in the t2 (13C′) dimension is achieved using States-TPPI of w3, while in the t1 (15N)
dimension a phase-sensitive spectrum is obtained by recording a second FID for each increment of
t1 with the inversion of phase w1 and the sign of g5 gradient pulse. For each successive t1
increment, w2 and the phase of the receiver are incremented by 180°, and the data are processed as
described by Kay et al. [44]. b The pulse sequence at the final stage of t1 (

15N) evolution. Only the
13C′ to 15N INEPT transfer period enclosed in the box in (a) is shown. (c) A modified HNCO
scheme with semi-constant-time t1

15N evolution period (c), and its final stage of t1 (
15N) evolution

(d). Initial TNB is set slightly larger than TN so as to refocus 15N chemical shift evolution at the
starting point of the experiment
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Fig. 3.4 Sampling schemes and reconstructed spectra for the indirect dimensions of 3D HNCO
data of 13C/15N-labelled human ubiquitin. Schematic illustration of the conventional full sampling
(a) and NUS schemes with 1/16 randomly selected data points in a sampling space for which both
t1 and t2 dimensions are extended fourfold. Overlay of F1 (

13C)–F2(
15N) cross sections from the

MaxEnt-processed 3D HNCO spectra reconstructed from the data collected according to the
schemes shown in a and b is shown in c and d, respectively. Panels e and f represent magnified
inlays of panels c and d, respectively
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3.1.7 Conclusions

Rapid nD NMR measurement in combination with advanced processing algorisms
opens a new avenue for investigating NMR samples which are intractable by
conventional approaches. NUS is the most promising approach and has come into
widespread use as a robust method. One of the major criticisms to NUS in com-
bination with non-FT methods has been their questionable reliability in reproducing
cross-peaks with proper signal intensity, especially in the case of signals with a
wide dynamic range as in NOESY-type experiments. With increasing efficiency of
non-FT algorisms, researches have started using NUS in experiments where
quantitative peak analysis is required. As NMR maintains an indispensable role in
molecular sciences, further methodological improvements are eagerly awaited in
this field.

3.2 Data Analysis for Protein Structure Determination

In biomolecular NMR, the subsequent processes of spectrum reconstruction and
resonance assignment are required to extract structural information from peak
positions, intensities, and linewidths in order to determine three-dimensional (3D)
structures of biomacromolecules. It is necessary to accurately deduce structural
information from experimental data with its imperfections and uncertainties and to
convert it into 3D conformations by NMR structure calculation. Representative data
for the structure analysis in current biomolecular NMR include chemical shifts,
J-couplings, nuclear Overhauser effects (NOEs), paramagnetic effects such as
paramagnetic relaxation enhancement (PRE) and pseudocontact shift (PCS), and
residual dipolar couplings (RDC). These data can be converted to atom–atom
distances, dihedral angles, angles of a bond vector relative to the external magnetic
field, and dynamics. Along with the rapid progress of high-performance computing,
many NMR structure analysis and data-assisted modelling methods have been
proposed for treating the data efficiently. This chapter reviews several method-
ologies for protein structure data analysis. Since the paramagnetic effects and RDCs
are explained in detail in the other chapters, we focus on the data handling for
chemical shifts and NOEs, and the currently popular hybrid method with small- and
wide-angle scattering (SAXS and WAXS) and small-angle neutron scattering
(SANS).

3.2.1 Chemical Shift Data Analysis

The chemical shift is the most basic and widely used NMR data which is obtained
at an early stage of structure analysis. Compared to other NMR data, it can be
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measured accurately and with high reproducibility. It has long been recognised that
the chemical shift is highly sensitive to local structural differences and useful for 3D
molecular structure analysis. However, the accurate structural interpretation of
chemical shifts is still a major challenge on account of its intricate dependency on
many physical properties. Its interpretation corresponds to an unconstrained inverse
problem with an infinite number of solutions. Accordingly, the analysis requires
some prior information to restrict the solutions, i.e., empirical knowledge and
statistics from a database. Most methods for estimating 3D structure information
from chemical shifts are based on statistics of the Protein Data Bank (PDB) and the
Biological Magnetic Resonance Data Bank (BMRB).

The most common 3D information derived from chemical shifts is dihedral angle
ranges for the protein backbone. Several approaches to deduce dihedral angles have
been proposed based on statistical analysis. The chemical shift index (CSI) [45] is a
straightforward and widely used method, defining the correlation between chemical
shifts and the secondary structure of proteins. The basic strategy of CSI is to
identify secondary structure elements by comparing observed shift values to a
reference table which is empirically obtained from a set of proteins. CSI converts
chemical shifts into an index with three values, −1, 0, or 1, based on the difference
with the reference. The sequence of the ternary digits describes the segments of
a-helix, random coil, or b-strand, respectively. Although the original CSI used only
1Ha chemical shifts [46], the current method employs all backbone atoms of pro-
teins, 1Ha, 13Ca, 13Cb, 13C′, 1HN, and 15N, for more accurate prediction. Not only a
simple classification in terms of the three secondary structure types, but also a more
detailed prediction of / and w torsion angles is available from the backbone
chemical shifts [47]. Moreover, the approach that takes into account amino acid
sequence has been proposed for more accurate chemical shift prediction. It is
instructive to employ the information of adjacent amino acids in addition to a given
residue so that chemical shift strongly correlates with chemical bonds to different
nuclear species. Cornilescu et al. developed the program TALOS that predicts
protein backbone torsion angles by searching a database for a sequence containing
three residues, a given and its adjacent amino acids, and their chemical shifts. The
same group has released improved versions of the software, such as TALOS+ [48]
and TALOS-N [49], and hence, using dihedral angle restraints produced by these
programs is currently one of the standard approaches for NMR structure
calculation.

To extract further information including tertiary structure data from chemical
shifts is one of the most difficult issues in current chemical shift analysis. In
principle, quantum chemical calculation can provide theoretically computed
chemical shift values. Indeed, modern quantum chemical calculation methods are
remarkably sensitive to the structural changes of small peptides [50]. However, the
approach entails heavy computational cost, which exceeds for macromolecules
even the capabilities of current high-performance computing. In addition, it is not
trivial to perform the quantum chemical calculation taking account of the large
dynamical motions of biomacromolecules that also contribute to chemical shifts.
Thus, currently empirical approaches are more realistic candidates to predict the
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chemical shifts of proteins. Software using the empirical approach mostly models
the chemical shift dpred as a sum composed of the following terms,

dpred ¼ dn þ daa þ dring þ d2nd þ dx1 þ dx2 þ dhb ð3:1Þ

where dn, daa, dring, d2nd, dx1, dx2, and dhb are the contributions of nuclear type,
amino acid type, ring current shift, secondary structure, backbone and side-chain
torsion angles, and hydrogen bonds, respectively. Some software employs addi-
tional contribution terms such as accessible surface area (ASA) and disulphide
bonds.

The program SHIFTX2 is one of the most popular software applications for
chemical shift prediction from 3D protein structures. It achieved accurate chemical
shift prediction with root-mean-square errors (RMSE) of 1.1 (15N), *0.5 (13C),
0.17 (1HN), and 0.12 (1Ha) ppm by using additional features to Eq. (3.1), such as
pH and temperature. It uses a machine learning algorithm for parameter optimi-
sation in a multiple-regression model, the so-called Bagging ensemble.
A high-quality data set containing more than 190 protein structures with known
chemical shifts was used for the training of these feature vectors. As an additional
function, the software directly exploits chemical shift values in the BMRB when
highly homologous proteins exist in the database. The final prediction is obtained
by combining two chemical shifts independently predicted based on multiple
regression and sequence similarity.

Another representative software, the program SPARTA+, employs an artificial
neural network as machine learning algorithm on the basis of known structures and
chemical shifts. In addition to the feature terms of Eq. (3.1), it takes account of the
N–H-order parameter S2 for the prediction. Validation with a set of 11 proteins
showed RMSEs of 2.45 (15N), 1.09 (13C′), 0.94 (13Ca), 1.14 (13Cb), 0.49 (1HN), and
0.25 (1Ha) ppm. According to a comparison by the authors of SHIFTX2, the
performance of SPARTA+ for a test set of 61 proteins was comparable with that of
SHIFTX2.

An ultimate goal of the chemical shift back calculation is to extract structural
information and obtain tertiary structures from chemical shift data. However, up to
date structural information derived exclusively from chemical shifts is not sufficient
to define the 3D structure of a protein because of its large conformational space.
Combining it with molecular dynamics simulation (MD) or structural modelling, on
the other hand, may yield tertiary structure models. Those approaches adopt a target
function representing the agreement between experimental and predicted chemical
shifts, and the force field or statistical data describing the properties of proteins. The
program CamShift is a chemical shift back-calculation method aimed at integration
with MD [51]. In MD combined with chemical shift prediction, the residual term of
the target function requires the shift values computed from atomic coordinates in
each MD step, which is generally a very complicated or discrete function. The
discontinuous function does not permit to compute its derivate, which is essential
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for obtaining the forces and accelerations for the MD calculation. Meanwhile, the
target function of CamShift is defined exclusively by a polynomial expansion of the
interatomic distances, allowing to rapidly calculate the derivative from the residuals
of chemical shifts. Despite using a “naive” equation, the chemical shifts predicted
by CamShift are accurate and sensitive to conformational changes. Several protein
simulations with MD guided by CamShift show intriguing outcomes, e.g., the
characterisation of free-energy landscapes of proteins [51].

A major drawback of MD structure modelling is the high computational cost as a
consequence of extensive conformational searching, which exclusively limits the
approach to small peptides. Also, the target function consisting of the force field
and residual term for chemical shifts is generally not sufficient to define the 3D
structure, particularly for larger target proteins. Thus, it is useful to exploit likely
conformations predicted statistically from the amino acid sequence because the
statistic tendency of 3D structures considerably restricts the conformational space of
proteins. CS-Rosetta is the most successful software to obtain tertiary structures
based on chemical shift data [52]. Rosetta [53] was originally developed as software
for knowledge-based de novo protein structure prediction and has been remarkably
successful in the Critical Assessment of Techniques for Protein Structure Prediction
(CASP) competition [54, 55]. The basic strategy of Rosetta is to reconstruct global
protein structures by assembling short fragments of known protein structures with
Monte Carlo sampling, so-called fragment assembly. Shen et al. improved the
Rosetta algorithm by combining it with SPARTA chemical shift prediction
(CS-Rosetta). The basic flow of Rosetta for protein structure prediction consists of
the creation of a large number of candidate conformations and the subsequent
selection of the best structures from this ensemble. CS-Rosetta achieves highly
accurate modelling assisted by chemical shift prediction with SPARTA in the above
two steps of the Rosetta procedure. In the original article, its evaluation with 16
proteins of 56–129 residues showed that it yielded accurate structures with RMSD
of 0.7–1.8 Å [52].

3.2.2 NOE Data Analysis

Interatomic distance restraints derived from NOE peak intensities are the most
important experimental data for NMR structure determination. They employ the
relationship that the NOE peak intensity Iij is proportional to the inverse sixth power
of the interproton distance rij, scaled by a calibration constant c,

Iij ¼ c r�6
ij ð3:2Þ

This straightforward model suggests that the atom distance can be easily esti-
mated from the NOE intensity with the calibration constant. In practical applica-
tions, however, it is not trivial to determine the calibration constant on account of
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the contribution of several other physical factors. The model neglects spin diffusion,
anisotropic global rotational motion, internal dynamics of molecules, signal overlap
(ambiguous NOE assignments), the interaction with water molecules, and other
experimental errors such as magnetic field inhomogeneity. Thus, many methods of
NMR structure determination employ a simple approximation which categorises
peak intensities into a few classes with certain distance ranges, e.g., short-, middle-,
and long-distance restraints. As another simple approach to obtain NOE distances,
the program CYANA [56, 57], which is widely used for NMR structure calcula-
tions as well as occasionally for molecular modelling in de novo design of proteins,
determines the calibration constant by an assumption that the median intensity in an
NOE data set corresponds to a given distance, with a default value of 4.0 Å. Even
using these simple approximations, the collection of a sufficient number of distance
restraints compensates for the ambiguity of individual data, and this standard
method of NMR structure determination is able to determine adequately accurate
structures.

For structure refinement or the case that one cannot obtain a sufficient number of
NOEs, it is worthwhile to analyse NOE in detail for the acquisition of more exact
interproton distances by considering spin diffusion and dynamics.

Taking into account the spin diffusion effect permits to extract distance infor-
mation from NOEs more accurately. A 2D NOESY cross-peak intensity Iij derived
from a dipolar interaction between spin i and j is described as

Iij ¼ I j0 exp �Rtmð Þ ð3:3Þ

where Iij is the cross-peak intensity, tm is the mixing time, I j
0
is the peak intensity of

the spin j when the mixing time is zero, and R is the Solomon relaxation matrix. An
off-diagonal element in the matrix represents the cross-relaxation rate between the
two spins,

Rij ¼ 1
4

c2H�h
� �2

6Jijð2xHÞ � Jijð0Þ
� � ð3:4Þ

where cH is the gyromagnetic ratio, xH the Larmor frequency of protons, �h is the
reduced Planck constant, and Jij(x) is the power spectral density function. For a

vector ij
!

in a molecular tumbling as a symmetric top, the spectral density function
is described as,

JijðxÞ ¼ 2
5

X2
k¼�2

sk
1þx2s2k

Yk
2 hij;/ij

� ��� ��2
r6ij

ð3:5Þ

where sk is the correlation time, Yk
2 are spherical harmonics, and rij, hij, and /ij are

the polar coordinates describing the vector between spins i and j. Assuming that
there is no internal dynamics, the spectral density function is simplified as
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JijðxÞ ¼ 1
4pr6ij

sc
1þ xscð Þ2 ð3:6Þ

where sc is the rotational correlation time that can be determined by other exper-
imental methods such as the NMR relaxation measurements. Thus, it is possible to
more accurately estimate the peak intensities from the relaxation matrix with the
correction of the spin diffusion.

ARIA is one of the most popular software packages for protein structure
determination [58]. It includes a function that rapidly calculates an approximate
relaxation matrix by iteratively building up the peak intensity from the NOE at
tm = 0.

IðtmÞ ¼ E� RDtð ÞnIð0Þ ð3:7Þ

where nDt = tm, E is the identity matrix. I(0) is a diagonal matrix which is set to the
number of equivalent protons attached to a methyl carbon, e.g., three for a methyl
group. The authors performed this process for an NOE data set of a pleckstrin
homology (PH) domain with 80-ms mixing time in the final step of structure
calculation. They demonstrated that structural quality measures such as
Ramachandran map statistics and scores of some validation software
(WHATCHECK [59], PROCHECK [60], PROSA-II [61], etc.) clearly improved.

Vögeli et al. proposed a method that enables to extract more accurate distance
information from NOEs in terms of both experimental and analytical aspects,
so-called exact NOEs (eNOE) [62, 63]. This method determines the homonuclear
cross-relaxation rate by performing several 3D HMQC-NOESY experiments with
different mixing times and converts them into distances based on the model of a
rigid molecule. Using the HMQC-NOESY permits to regard as identical relaxation
for the diagonal and every of its NOESY cross-peaks since those signals are
observed by passing through the same magnetisation pathway. Assuming a rigid
target molecule, the interproton distance can be extracted from cross-relaxation
rates obtained from NOE peak intensities relative to the reference at tm = 0, and a
rotational correlation time derived from T1 and T2 relaxation experiments. The
authors obtained highly accurate interproton distances with an experimental error of
*0.07 Å from 15N-resolved HMQC-NOESY experiments of ubiquitin. The
eNOE-derived distances were in excellent agreement with the X-ray structure for
distances up to 5 Å but underestimated the ones over 5 Å particularly in loop
regions. The authors discussed that this difference attributes to dynamics or con-
formational artefacts by crystal packing.
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3.2.3 NMR Protein Structure Determination Based
on Bayesian Inference

Conventional NMR structure calculation is an optimisation method which searches
the conformational model that best-fits to the experimental data. It neglects the
uncertainty resulting from spin diffusion, dynamics, interactions with water and
ions, signal overlaps, and noise. Analysing the relaxation matrix as noted above, it
is possible to interpret the spin diffusion and dynamics to some extent. However, it
remains the ambiguity from uncertain physical factors as well as various experi-
mental artefacts. Those hinder to extract more accurate structure information from
the data, as it would be crucial especially in case that one cannot easily obtain a
sufficient number of experimental measurements, such as larger or unstable proteins
that degrade or precipitate rapidly. In contrary to the optimisation approach,
Bayesian probability estimation takes unknown factors into account as the spread of
the probability distribution of an explanatory variable. Nilges and co-workers
presented an NMR structure calculation method based on Bayes theorem, so-called
inferential structure determination (ISD) [64, 65]. Whereas the explanatory vari-
ables are fixed to user-defined values in the conventional methods, the Bayesian
method can deduce them with a statistical model by parameter sampling schemes. It
provides the posterior distribution of conformational ensembles instead of the target
function. Moreover, it estimates the contributions of prior and likelihood from the
data without a predefined explicit weight factor. Based on the framework of ISD,
we also developed Bayesian-assisted structure determination in the program
CYANA (CYBAY) [25, 66].

The target function T of the conventional method consists of the v2-term
between predicted and observed data, the physical potential energy E, and a weight
factor w,

TðhÞ ¼ v2ðhÞþwEðhÞ; ð3:8Þ

where h denotes the set of torsion angles used to describe the protein structure. In
the framework of Bayes’ theorem, the target function can be replaced by the
posterior probability for the evaluation of an ensemble of conformations,

P hjDð Þ / PðhÞP Djhð Þ ð3:9Þ

where D is the experimental data. Our approach treats NOE data in the framework
of Bayesian inference, while the other experimental data are treated in conventional
form, e.g., dihedral angle restraints. The likelihood function is described by a
lognormal distribution

Ikl ¼ c
rkl6

ð3:10Þ
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P Ijhð Þ ¼
Yn
i¼1

L Ikili jhð Þ ð3:11Þ

L Ikljhð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2

p
Ikl

exp � 1
2r2

ln2
Ikl
l

� �� �
ð3:12Þ

where Ikl and rkl are an NOE intensity and distance derived from spin k and l,
respectively, n is the number of peaks, r is the standard deviation, and l is an
expected peak intensity. The prior probability distribution of the Bayesian mod-
elling is

P r; h; cð Þ ¼ PðrÞPðhÞPðcÞ ð3:13Þ

PðhÞ ¼ 1
ZðbÞ exp �bEðhÞð Þ ð3:14Þ

r�G ½a; b�
c� LN lc; rc

� 	
where a and b are shape and scale parameters of the gamma functionG, respectively,
LN is the lognormal distribution, and P(h) is described as the canonical ensemble of
molecular structures with partition function Z and inverse temperature b.

The sampling algorithm for obtaining the r and c parameters is based on Markov
chain Monte Carlo (MCMC) with the Gibbs sampler, while the sampling for the
canonical ensemble of conformations uses MD because several reports demon-
strated that the sampling of protein conformations is far superior to MC due to
covalent structure restrictions and the tightly packed globular shape [67, 68]. The
target function T(h) in MD is composed of the physical potential E(h) and a pseudo
energy L(h, c, r) with c and r, which are sampled by the Gibbs sampler,

TðhÞ ¼ bEðhÞþ L h; c; rð Þ ð3:15Þ

EðhÞ ¼
X

Edihedral þ
X

Evdw þ
X

Evdw14 þ
X

Eelectro þ
X

Eelectro14 þ
X

EGB

L h; c; rð Þ ¼ 1
2r2

Xn
i¼1

ln
Vir6i
c

� �

where Edihderal, Evdw, Evdw14, Eelectro, Eelectro14, and EGB are energy terms for
dihedral angles, van der Waals, 1–4 van der Waals, electrostatic, 1–4 electrostatic,
and generalised Born (GB) implicit water model interactions.

In the case of an ambiguously assigned distance restraint with m assignment
possibilities, the distance ri is replaced by
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�r ¼
Xm
j¼1

r�6
kjlj

 !�1=6

ð3:16Þ

The MD calculation for the conformational sampling adopts torsion angle
molecular dynamics (TAMD) that enables to obtain converged structures quickly
with longer step-sizes than MD in Cartesian coordinate space. The potential energy
of CYANA is a physical force field optimised for torsion angle space derived from
the Cartesian space force field of the MD program Amber [69] and with a gener-
alised Born (GB) implicit water model [70]. The physical force field and water
model can achieve a more accurate estimation of the prior distribution of the
structure ensemble, while TAMD reduces the computational cost for obtaining the
marginal likelihood as well as molecular conformations.

We validated the method with NOE peak lists simulated from 3D structures of
the proteins ubiquitin and TTHA1718 (PDB accession code 1D3Z and 2ROE).
Structure calculations using either the conventional CYANA-OPALp approach or
the Bayesian refinement were independently performed with these data sets. First,
we tested the peak lists of 13C-, 15N-, and 13C-separated aromatic NOESY spectra
derived from ubiquitin structures with arbitrary c and r values by CYANA and the
Bayesian method. Assuming that the peak intensities reflect not only distance
information but also various other physical properties and noise, these peaks were
simulated with fluctuations given by a normal distribution with standard deviation
r. The means and standard deviations of the logarithm of the c values were set to
22.87 ± 2.29, 16.46 ± 3.75, and 18.14 ± 4.67 for producing the 13C-, 15N-, and
13C-aromatic NOE peaks, respectively. Figure 3.5 shows the structures and dis-
tributions of the calibration constants c of ubiquitin computed by the two methods
(Fig. 3.5c). The Bayesian calculation was done with a sufficient number of Gibbs
sampler MC steps to converge well as indicated by (1) frequent exchange among
the 18 different runs (replicas) at all temperatures sampled and (2) that the negative
logarithm of the posterior was on average stationary (data not shown). The results
demonstrate that the Bayesian method predicts those parameters with fairly accurate
distributions for all spectra of ubiquitin. There is no r in the CYANA calculations
because c values were determined such that the median value of all peak intensities,
in a given NOESY spectrum, corresponds to a predefined distance of 4.0 Å. The c
values predicted by CYANA are also relatively accurate despite the fairly naïve
assumption for obtaining the distances (Fig. 3.5c, green arrows). Nevertheless, the
Bayesian method almost perfectly reconstructs the original distribution of peak
intensities in all spectra.

While the conventional method selects 10 or 20 lowest target function structures
from 100 conformers, the Bayesian approach predicts the posterior distribution and
allows selection of an ensemble from the estimated distribution due to a wider
search of the conformational space satisfying current experimental data by MCMC.
For graphical representation of the structures, we randomly selected 20% of the
total conformers from trajectories run at 300 K. Even showing 180 conformers of
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ubiquitin in Fig. 3.5a, the structure bundle is well converged, and much closer to
the reference structure deposited in the PDB than those of the conventional
CYANA method. The RMSDs of the backbone and all heavy atoms were 1.94 and
2.13 Å, respectively, from the reference structure, whereas the Bayesian approach
yielded backbone and all heavy atom RMSDs of 0.72 and 1.05 Å, respectively.

We repeated the calculations with reduced peak lists of ubiquitin and
TTHA1718, in which 221 and 159 peaks were used, respectively (Fig. 3.6). We
selected 20% of the final conformers equal to 20 from the conventional method and
200 from the Bayesian trajectories. Again, the Bayesian method is better converged
and closer to the reference PDB for both proteins—as clearly demonstrated by the
tube models depicting the Ca atom coordinates (Fig. 3.6). Whereas the CYANA
calculation yielded backbone RMSDs for ubiquitin and TTHA1718 as 2.73 and
2.22 Å compared to the respective reference structures, the Bayesian approach

Fig. 3.5 Bayesian structure calculations with fully simulated ubiquitin NMR data.
a Superpositions of the 10 reference structures (PDB 1D3Z, red) with ensembles calculated by
the conventional CYANA (green) or Bayesian methods (blue). Only the backbone (N, Ca, C′)
atoms are visible. Lower right is the superposition of reference and Bayesian conformers with
visible side-chain atoms. b Distributions of c and r for the 13C-separated NOESY (red),
15N-separated NOESY (green), and 13C-separated aromatic NOESY (blue). c Histograms and
distribution curves of c for the 13C-, 15N-, and 13C-separated aromatic NOESY spectra. The
distributions of c in the input peaks (black) and predicted by the Bayesian method (red), as well as
the values determined by CYANA (green arrows), are shown
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improved the backbone RMSDs to 2.05 and 1.55 Å, respectively. This shows that
the Bayesian approach is also noteworthy for data sets with an insufficient number
of peaks and/or imperfect peak intensities.

3.2.4 Hybrid Method with Small-Angle Scattering (SAS)

Conventional NMR structure determinations with NOE and chemical shift data may,
in rare cases, yield severe conformational errors when the data are not sufficient or
include a huge number of noise signals. It is not trivial to circumvent this problem
because those methods reconstruct global structures by collecting short-distance and
local structure information. This affects in particular the structure determination of
larger molecules which requires the reduction in the number of 1H nuclei by
deuteration, resulting in a severe shortage of distance and dihedral angle restraints. It
is necessary to employ additional data which is complementary to the short-range
structure information derived from NOEs and chemical shifts. RDC, PRE, and PCS
are very sensitive techniques for refining and validating structures on account of their
long-range distance information. For the particularly importance for structural
analysis, these data are discussed separately in detail in the other chapters.
Meanwhile, in the analysis of molecules larger than 100 kDa one encounters a further
severe shortage of structural information due to fast transverse relaxation or as a
result of perdeuteration for avoiding this relaxation. Even using the state-of-the-art
NMR methodology, there are substantial difficulties in determining the global
structure of such larger proteins exclusively by solution NMR. Therefore, several
groups have developed hybrid NMR structure determination for large molecules by
combining NMR data with the data of X-ray and neutron scattering (SAS).

Fig. 3.6 Structures bundles of two proteins calculated from reduced data sets by the conventional
CYANA method (green) and Bayesian refinement (blue) superimposed on conventionally
determined reference structures from the full data set (red). a ubiquitin. b TTHA1718. Deviations
of Ca atoms in the Bayesian-refined conformers are shown as tube models
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In isotropic molecules, the averaged scattering intensity is observed in all ori-
entations of the molecules with respect to X-ray or neutron beams. The common
model describing the scattered intensity is the Debye equation,

IðqÞ ¼
XN
i¼1

XN
j¼1

fiðqÞfjðqÞ
sin qrij
� �
qrij

ð3:17Þ

q ¼ 4p sin h
k

where k is the wavelength of the beam, 2h is the scattering angle, ri is the atomic
coordinate of the atom i, N is the number of atoms in the system, and fi is the atomic
form factor. The target function for SAS data is described as a v2 statistics,

v2 ¼ 1
Nd � 1

XNd

k¼1

IexpðqkÞ � ckIpredðqkÞ
rðqkÞ


 �2
ð3:18Þ

where Nd is the number of data points, r is the standard deviation of data, Iexp is the
experimental scattering intensity, Ipred is the scattering intensity computed from a
conformation, and ck is the scale factor. The atomic form factor is the Fourier
transform of the electron distribution around a nucleus of a given atom. To simplify
the calculation, the atomic form factor is defined as a constant scalar value, or
described by a solvent-corrected model.

fiðqÞ ¼ fv;iðqÞ � fs;iðqÞ ð3:19Þ

where fv,i and fs,i are the atomic factors of a particular atom in vacuum and solvent,
respectively. These atomic factors are given by

fv;iðqÞ ¼
X4
i¼1

ai exp �bi q=4pð Þ2
� 

þ c

fs;iðqÞ ¼ qV exp �q2V2=3=4p
� 

where ai, bi, c are the Cromer–Mann coefficients for a given atom and V is the
solvent volume. Thus, it is possible to compute the gradient of v2 with respect to the
atomic coordinates in a MD calculation and optimise a structure along with con-
formational restraints derived from NMR data in a structure calculation.
Approximate global structures can thus be defined with the score function obtained
from SAS data. For instance, multiple-domain proteins can be targets of this
approach in that NMR data provide the local structure information within each
domain and SAS restricts the relative orientation of the domains.

Venditti et al. [71] have recently applied the hybrid method to the structural
analysis of a large system, enzyme I (EI). EI is a *128-kDa dimer that consists of
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two domains (EIN and EIC), and its complex with the histidine phosphocarrier
(HPr) has a molecular mass of *146 kDa. The EIN domain is further divided into
two subdomains, EINa/b containing the active site of phosphoryl transfer and EINa

interacting with HPr. Three crystal structures of intact EI from different organisms
showed strongly different orientations of the EINa subdomain relative to EINab,
even though the EIC domains were almost identical. The authors studied the
domain orientation in solution by using RDC, small- and wide-angle scattering
(SAXS and WAXS), and small-angle neutron scattering (SANS). As the initial
structure for structure calculation, the phosphorylated intact crystal structure
(PDBID:2HWG) and EIN domain in the EIN–HPr complex determined by NMR
(PDBID:3EZA) were used. The EIN and EIC domains were fixed as rigid bodies,
and the linker between them was allowed to vary degrees of freedom in the sim-
ulated annealing calculations with restraints derived from experimental data. The
resulting structure did not agree with the three crystal structures, and the residuals
between observed and back-calculated scattering data from the X-ray structures
were relatively large. These results suggested that crystal packing artefacts dis-
turbed the domain orientation between EINa and EINa/b in the crystal structure and
offered new insight into large-scale interdomain conformational transitions in
solution using the hybrid method with NMR, and X-ray and neutron scattering.

3.2.5 Conclusions

In this chapter, we reviewed the data analysis for chemical shifts, NOEs, and the
hybrid method with SAS data for NMR protein structure determination. Since the
raw NMR experimental data are not direct structural information, it is necessary to
convert the NMR data into restraints on distances and dihedral angles by relations
that are based on physical principles with some explanatory parameters. In addition,
the analysis of sparse or noisy data requires prior information derived from the
physical principles and/or statistics from the PDB and BMRB databases, and
extensive search of conformations and the explanatory variables. State-of-the-art
statistical mathematics and optimisation algorithms along with the acceleration of
computational performance can overcome these problems. These technologies
provide efficient data analysis which allows to extract more accurate structure
information from NMR data and enhance the possible applications of NMR
spectroscopy.
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Chapter 4
Advances in High-Field DNP Methods

Yoh Matsuki and Toshimichi Fujiwara

Abstract Magic-angle sample spinning NMR (MAS NMR) spectroscopy is a
powerful tool for studying atomic resolution structure and dynamics of insoluble
and/or non-crystalline molecular systems such as membrane proteins and amyloid
fibrils, but suffers from its low sensitivity. Dynamic nuclear polarization (DNP) is
an emerging technique that enhances the NMR sensitivity by transferring large
electron spin polarization to the nuclei of interest through a high-power microwave
irradiation, enabling aforementioned molecular structural and dynamical studies at
unprecedented signal receptivity. Despite the remarkable advances achieved in the
past two decades, the current high-field DNP-MAS NMR method still endures a
number of limitations and difficulties. This thus calls for a further sophistication of
the method, especially for implementing it at very high-field conditions, which is
crucial for high-resolution studies targeting systems with ever-increasing size and
complexity. This chapter aims at providing an overview on the contemporary
high-field DNP instruments and methods. Together with the current success, the
authors highlight the remaining technical issues and limitations to give a baseline
for the future development and innovation. Detailed description of the instruments
as well as the DNP samples should provide a useful piece of information for
managers of DNP spectrometers for avoiding/solving day-to-day technical prob-
lems, as well as for users to improve their sample setups, or to design a new
research plan.
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4.1 Introduction

Magic-angle spinning NMR (MAS NMR) is one of the most powerful tools for
studying structure and dynamics of not only crystalline, but also amorphous
molecular systems including polymers [1, 2], inorganic materials [3] and
bio-macromolecules [4] at atomic resolution, but suffers from its low sensitivity.
Dynamic nuclear polarization (DNP) enables orders of magnitude sensitivity
enhancement of MAS NMR by transferring high electron spin polarization to the
nuclei of interest with an irradiation of strong microwave at the frequency near the
electron spin resonance (ESR). Although the phenomenon of DNP has been known
almost for the entire history of the NMR itself that dates back to 1940s, the key
breakthrough toward high-field (B0 > 5 T), high-resolution application of DNP was
only achieved in 1993, in which a vacuum electron device, gyrotron, was intro-
duced as a new radiation source for DNP [5]. Since then, the following two decades
have witnessed rapid advances of high-field DNP in both the instruments and
methodologies that include the development of the cross-effect (CE)-based DNP
methods [6], biradical polarizing agents that efficiently drive the CE-DNP [7–9],
high-frequency gyrotrons [10–13] and NMR probes. To date, the DNP-enhanced
MAS NMR is receiving growing popularity under the field conditions of up to 9.4 T
and has been applied to many different types of samples.

At even higher magnetic field, however, the popularity seems to relax partly due
to the relative inefficiency of the current CE-based DNP process as compared with
at lower fields. In combating these issues, hardware innovation should play a key
role, and so far, tremendous efforts have been made on the development of
advanced gyrotrons [14–17], more competent DNP-NMR probes [18–21], efficient
cryogenic MAS systems [22, 23] and the pulse DNP instruments [20], for which
research level innovations are most actively undertaken at Massachusetts Institute
of Technology (MIT), USA, and at Institute for Protein Research (IPR), Osaka
University, Japan. Based on these efforts, high-field DNP-MAS NMR spectrome-
ters are now operative at B0 = 5 T (212 MHz 1H frequency), 11.7 T (500 MHz),
14.1 T (600 MHz), 16.4 T (700 MHz) and 18.7 T (800 MHz), and many com-
mercial spectrometers [24] are up and running worldwide.

Although impressive were the technical advances in the past decades, the con-
temporary high-field DNP method still endures a number of limitations, and a
further sophistication is called for in its all aspects including the instruments,
polarizing agents and the methodologies. This chapter aims at providing a detailed
overview on the current high-field DNP instruments and methods, discussing their
merits and drawbacks from a practical point of view and providing a baseline for
the future developments. Details given here are at a level not required for mere
users, especially when the aforementioned commercial DNP spectrometers are
operated, but will still provide an idea for managers of DNP spectrometers for
avoiding/solving day-to-day technical problems. Understanding molecular details
of successful (and also unsuccessful) DNP samples and the elemental DNP pro-
cesses taking place in a sample will be helpful also for users for improving their
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sample setups, or for designing a new research plan. Furthermore, looking to
alternative NMR vendors in the future that will possibly participate manufacturing
DNP spectrometers at various levels of system flexibility, we believe that a sum-
mary of the current status with basic and practical caveats should be instructive for
the future users. The next section (Sect. 4.2) takes a glance at the essential com-
ponents of the high-field DNP system, and the following sections (Sects. 4.3–4.6)
separately discuss each part in greater detail. Finally, a short section (Sect. 4.7)
concludes the chapter with a future outlook.

4.2 Overview of a DNP-NMR System

The ESR frequency for g * 2 electron under “high-field” condition in the con-
temporary NMR sense (B0 = 14.1–28.2 T for 600–1200 MHz 1H frequency) cor-
responds to xe/2p = 395–790 GHz. This high-frequency wave falls between the
radio waves and infrared light, whose wavelength is 0.76–0.38 mm. Thus, they are
called variously in the literatures such as “submillimeter waves,” “terahertz waves”
or somewhat loosely high-frequency “microwave”. In the following text, we adopt
“submillimeter wave (SMMW)” when high fields are concerned, and “microwave”
in more general statements.

Figure 4.1 overviews the essential components in a contemporary DNP-NMR
system. They involve a polarizing agent as the electron source (Sect. 4.3), a
SMMW source and its transmission system (Sect. 4.4), a DNP-NMR probe toge-
ther with a cryogenic spinner gas generation system (Sect. 4.5). The sample setup
will be discussed in Sect. 4.6.

4.3 DNP Mechanisms and Polarizing Agents

In this section, the basic accounts on the DNP mechanisms and on relevant
polarizing agents are given in mainly qualitative terms. The question of why
biradicals perform better than monomeric radicals at high fields will also be briefly
addressed.

The phenomenon of DNP has already come to an inception of Albert Overhauser
in the beginning of 1952 [25], soon after the discovery of the NMR itself. His idea
was later experimentally confirmed by Charles Slichter at very low field condition
(0.03 T) for Li metal powder sample [26]. The field strength in this case was limited
by the skin depth of the metallic sample. The mechanism for the electron to nuclear
(e–n) polarization transfer in action was the one now known as the Overhauser
effect (OE). The same effect acting between two nuclear spins is well known as the
“nuclear Overhauser effect (NOE)”. In this mechanism, the polarization of the
electron spin leaks into the hyperfine-coupled nuclear spin via the cross-relaxation
process, upon perturbation on the electron spin. Naturally, for this pathway to work,
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a stochastic fluctuation of the local field is necessary in the background whose
spectral density is nonzero at the frequency of the DQ or ZQ transitions in an
electron–nuclear (e–n) two-spin system (Fig. 4.2a). In the two-spin system, the
transitions in question are located near the ESR frequency (xe/2p) and thus require
fast field fluctuations in the order of xe/2p (1/s). It follows that the DNP via OE is
most effective in metals [26] and solution samples [27], where the motion of the
free electrons or the Brownian molecular motion provides the necessary time
dependence. In a same token, OE-DNP should be inefficient at high fields
(B0 > 5 T) where the rate of the required fluctuation tends to be too high
(*1011 1/s), and the spectral density approaches to zero due to the absence of such
fast motion in a sample. Nevertheless, some research groups have recently reported
a significant OE-DNP signal enhancement in liquid samples at field conditions of
up to 9.2 T [28–31] and suggested a need for further investigation on the mecha-
nism. Even more surprising was the discovery of the OE-DNP phenomenon in
insulating solids (no metal, no solution!) at very high fields (9.4–18.8 T) [32].
Detailed accounts on these new observations are still awaited, calling for more
experimental data and theoretical development to clarify the physics underlining the
phenomenon.

From 1960s to 1970s, two more DNP mechanisms, namely the solid effect
(SE) [33, 34] and cross-effect (CE) [35–39] have been put forth and characterized.
They both assume no inherent time dependence and work through a stationary
hyperfine coupling, thus in solid samples. In the late 1980s, the SE was combined
with MAS NMR at low fields (*1.4 T) and has found some use in chemical and

Fig. 4.1 Essential components of a DNP-NMR system. Each component will be discussed in the
section indicated. The superconducting “sweep coil” could become unnecessary if the SMMW
source goes fully frequency-tunable (see Sect. 4.4.3)
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polymer sciences [40–43]. The field condition was now mainly limited by the
availability of suitable light source for the ESR excitation. The SE-DNP is also
explained with a hyperfine-coupled e–n two-spin system (Fig. 4.2b). At high fields,
the relevant four spin states are all close to the direct product sates except for the
slight admixture of the state |aa) with |ab), and |ba) with |bb) due to the hyperfine
coupling. These states are separated by the nuclear Zeeman energy in the order of
>600 MHz for protons at high fields and thus difficult to mix with moderate
hyperfine coupling (usually *50 MHz or less). A resultant slight admixture of the
spin states weakly allows the originally forbidden DQ and ZQ transitions. Thus, the
SMMW irradiation at the frequency

xSMMW ¼ xe � xn; ð4:1Þ

where xe and xn are the electron and nuclear Larmor frequencies, drives the
DQ/ZQ transition toward the saturation, resulting in the positively/negatively
enhanced nuclear polarization. Figure 4.2b shows the result of the DQ irradiation
for the positive SE-DNP (denoted as SE-DNP(+)). The enhancement maxima for
DNP(+) and (−) are thus separated by twice the nuclear Zeeman frequency, which is
often identified as a characteristic of the SE-DNP phenomenon. If the EPR line is
broader than the nuclear Zeeman frequency, the positive and negative effects start to
cancel to each other; thus, the SE-DNP requires narrow-line radicals d, D < xn,

Fig. 4.2 Energy level diagrams for the OE, SE and CE-DNP mechanisms. a, b Four energy levels
for an e–n two-spin system. In a the DQ and ZQ cross-relaxation rates are indicated. In b the DQ
transition is irradiated for a positive SE-DNP enhancement. The populations driven to saturation
by the SMMW irradiation are indicated by the dashed lines and filled circles. c, d Eight levels for
an e1–e2–n three-spin system. In d the low-frequency electron (e2) is irradiated for a positive
CE-DNP enhancement. e, f Energy levels at a level anti-crossing (LAC) shown for the adiabatic
(e) and non-adiabatic crossing (f)
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where d and D are the homogeneous and inhomogeneous ESR linewidth. So far,
1,3-bis(diphenylene)-2-phenylallyl (BDPA), trityl radical, and some transition
metal ion complexes have been used for SE-DNP (Fig. 4.3).

The DQ/ZQ transition probability pSE is proportional to the SMMW amplitude
x1e, pseudo-secular hyperfine coupling hxz, and the nuclear Zeeman frequency xn

as pSE / (x1e hxz/xn)
2. It follows that the efficiency of the SE-DNP degrades with

the external field in proportion to 1/B0
2. Also, it is seen that strong SMMW is

required for a significant transition rate. As a consequence, a high signal
enhancement (>100) at high fields (>5 T) has only been observed so far for a
sample contained in a capillary, and irradiated in a coiled TE011 cavity [20]. Much
more moderate enhancements have been obtained at 9 T using Mn/Gd–DOTA
complexes [44, 45], where DOTA stands for the octadentate chelating ligand
1,4,7,10-tetraazacyclododecane-1,4,7,10-tetraacetic acid. Still, SE-DNP can remain
to be interesting or potentially important mechanism at very high fields (�10 T)
because the linewidth of the central transition of non-Kramers metal ions, for
example, is governed by the second-order zero-field splitting (ZFS), and can
become progressively narrower with increasing external field, allowing more effi-
cient electron saturation at higher fields. This is in contrast to the situation for the
CE-based DNP.

The CE-DNP is descried in an e1–e2–n three-spin system. The resultant eight
spin states are again almost in the direct product states (Fig. 4.2c), except for the
central four states |2), |3), |6), |7) weakly perturbed under the influence of the

Fig. 4.3 Chemical structures and schematic ESR spectra (solid lines) of some popular polarizing
agents used in high-field DNP. Typical DNP frequency profiles are shown with broken lines. Only
the negative DNP effect (DNP(−)) is shown for Mn–DOTA and BDPA. B0 = 16.4 T is assumed.
Typical SMMW frequency ranges of two tunable gyrotrons operating at Osaka University (called
GOI and GOII) are shaded
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second-order off-diagonal element from the hyperfine as well as the e–e dipolar
couplings. The perturbation is maximized when two levels, e.g., |2) and |7) are
nearly degenerate (Fig. 4.2d), which is realized when the differential electron
Zeeman frequency matches the nuclear Zeeman frequency as

�xn ¼ xe1 � xe2j j; ð4:2Þ

where xe1 and xe2 are the ESR frequencies of the electron 1 and 2. This “frequency
matching” condition drives an intriguing e1–e2–n three-spin flips, providing a path
for the electron polarization to flow into the nuclei. In other words, in the CE-DNP,
the energy quanta produced by the differential electron Zeeman energy act as a
springboard for an efficient delivery of the electron polarization to the nucleus at
high fields; this springboard effect did not exist for the SE-DNP. The probability of
the three-spin flip pCE is proportional to (dee hxz/xn)

2, where dee is the electron–
electron dipolar coupling constant. Note that in comparison with pSE, x1e is
replaced with dee for the CE-DNP. Since the e–e dipolar coupling can be much
stronger (*30 MHz or more for biradicals) than the SMMW amplitude (usually
<1 MHz), the CE-DNP is generally more efficient than SE-DNP. Also, because the
CE-DNP is initiated with the allowed electron transition, a high signal enhancement
is obtained with much weaker SMMW irradiation than for SE.

Overall, as illustrated in Fig. 4.2d, upon irradiation of, for example, the
lower-frequency electron (e2), all the connected spin states |1)–|2)–|7)–|8) are driven
toward saturation, and a net positively enhanced nuclear polarization is produced.
Similarly, an irradiation of the higher frequency electron (e1) will result in the neg-
ative nuclear spin enhancement from a saturation of the spin states |5)–|7)–|2)–|4).
The positive and negative maxima of the CE-DNP enhancements are thus separated
by xn, which is often identified as a characteristic for the CE-DNP phenomenon.

The electron pair satisfying the CE frequency matching is conveniently realized
by a use of broad-line radicals (Fig. 4.3), for which D > xn. For instance, the
breadth of the nitroxide radicals such as (2,2,6,6-tetramethylpiperidin-1-yl)oxyl
(TEMPO) and 1-(TEMPO-4-oxy)-3-(TEMPO-4-amino)propan-2-ol (TOTAPOL) is
dominated by the g-anisotropy and easily exceeds xn. Thus, with randomly ori-
ented TEMPO, a finite number of spin isochromats always satisfy the matching
condition. Biradical polarizing agents provide an improved solution to this: Two
nitroxide radicals are covalently bound so that the frequency matching isochromats
are always under the influence of strong e–e dipolar coupling. Indeed, biradicals
such as bis-TEMPO-2-ethyleneglycol (BT2E) and TOTAPOL has improved the
then maximum enhancement of eon/off * 40 obtained with 40 mM monomeric
TEMPO to *180 at B0 = 5 T [7, 9]. An additional merit is that biradicals can work
at low concentration (*5 mM) and thus less prone to the paramagnetic signal
broadening. In 2008, the first biradical bis-TEMPO-bisketal (bTbK) aiming also at
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optimizing the frequency matching condition based on a rigidly twisted molecular
structure was proposed [8] and stimulated a number of subsequent applications and
developments [46–48]. To date, various types of nitroxide biradicals, such as
so-called AMUPol, TEKPol, either water-soluble or hydrophobic, have been
designed and synthesized [49], and still under an intense research and development.

Above description of the CE-DNP should be slightly modified under MAS,
where the electron g-tensor rotates with the sample rotation. This causes the energy
levels shown in Fig. 4.2 a periodic modulation with the amplitude set by the
g-anisotropy. As a result, the energy levels |2), |3), |6), |7) might cross each other
(often more than once) in a rotor revolution. In fact, however, the levels mediated
by nonzero off-diagonal elements do not cross to each other, but form the level
anti-crossing (LAC) [50]. At a LAC, if the levels go by sufficiently slowly (i.e.,
adiabatically) so that the off-diagonal element has enough time to act, then the
spin-state population can follow the energy levels as if it is bounced by the gap at
the LAC (Fig. 4.2e). On the other hand, if it is too fast, the population will stick to
the same spin state as if it goes across the gap (Fig. 4.2f). For an elementary
example, consider the electron excitation with the SMMW: In a rotating frame of
the SMMW frequency, the two energy levels nearly cross each other at the ESR
condition; if the SMMW of amplitude x1e have enough time (>1/x1e) close to the
resonance, the spin population in the down-spin state will be transferred to the up
spin adiabatically (electron spin excitation). If the sweep is too fast, no excitation
occurs. In a similar manner, the electron excitation as well as the three-spin flip
occurs instantaneously and sequentially at corresponding LACs during a sample
rotation. The overall efficiency of the DNP process is then governed by the prob-
ability of the adiabatic population transfer at these LACs, pexc and pCE_MAS,
respectively, as well as the electron relaxation between LACs. The approximate
probability is given in the Landau–Zener formulation [51],

pexc / x2
1e

@xe=@t
; ð4:3aÞ

pCE MAS / d2h2xz
x2

n@ xe1 � xe2ð Þ=@t : ð4:3bÞ

From these expressions, it can be seen that the efficiency of the CE-DNP under
MAS may degrade with increasing external field faster than 1/B0, since the CE
transition imposes stronger bottleneck, being proportional to 1/B0

3 (Eq. 4.3b), than
the electron excitation proportional to 1/B0 (Eq. 4.3a). Experimental CE-DNP
enhancement factors observed at T * 90 K using TOTAPOL, eon/off * 180
@5 T, *100 @9.4 T, *60 @14.1 T, * 40 @16.4 T and *20 @18.8 T,
roughly correspond to the trend 1/B0

p, with p = 1–1.5.
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4.4 SMMW Sources and Transmission Systems

4.4.1 Various Light Sources and Gyrotron

The SMMW required for the high-field DNP experiments falls on the frequency
range of 0.1–1 THz. This is, by unfortunate coincidence, one of the most “trou-
blesome” frequency ranges, where the practical technology for generating and
detecting the radiation is strongly underdeveloped. For example, a plot of the
average output power versus frequency for the conventional wave sources exhibits
a dip or the so-called THz-gap in the very frequency range we concern for DNP
(Fig. 4.4). This is because the conventional microwave tubes and laser equipment
have the limited power extraction efficiency at this frequency range owing to the
unfavorable interaction structure (as detailed blow) or low individual photon
energy, respectively. The average power from the free electron lasers (FEL) is often
limited by the low duty factor as well as the high wiggler K factor required for
longer wavelength output that reduces the gain. The maximum power output from
the solid-state sources such as Gunn and IMPATT diodes combined with an
amplifier multiplier chain (AMC) only reaches *200 mW at 264 GHz (for
400 MHz DNP-NMR). Although this has enabled some DNP measurements at very
low sample temperatures [52], the signal enhancement was low especially at
moderate temperatures such as T * 90 K due to the insufficient power delivered to
the sample. Considering the rapid power drop at even higher frequencies (e.g.,
*15 mW at 460 GHz), these sources are not promising at the moment for
high-field DNP. The conventional “slow-wave” vacuum electron devices
(VED) such as extended interaction klystron (EIK), traveling-wave tube (TWT) and
backward-wave oscillators (BWO) follow a similar trend. In these devices, a linear
beam interacts with a periodic circuit, which supports slow electromagnetic waves.
The periodic structure slows down the electromagnetic waves to a subluminous
speed (i.e., the phase velocity < speed of light) to make them synchronous with an
electron beam. One can think of the periodic structure as presenting obstacles to the
propagation of the electromagnetic wave to slow it down. The period of these
obstacles is typically a fraction of the operating wavelength, and hence, these
structures become very fragile at millimeter and submillimeter wavelengths. This is
the main reason for the difficulty in generating SMMW with high power and
ensuring a long lifetime of the device. A “fast-wave” VED, gyrotron, on the other
hand uses a periodic beam (gyrating beam) with a smooth circuit, which supports
fast waves (phase velocity > speed of light). In other words, the gyrotron transfers
part of the complexity of operating at higher frequency from the circuit to the
electron beam by requiring a periodic beam: The electrons in the beam have to
gyrate at a cyclotron frequency that is either equal to or a subharmonic of the
desired output frequency. The smooth wall circuit makes also fabrication easier and
increases thermal handling capability, and favors the device lifetime. Furthermore,
the gyrotron can operate selectively in a higher-order mode of the resonator, thus
allowing larger transverse dimensions and higher power handling capability at the
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frequency range in question enabling �10 W output at 460 GHz. Since it was
introduced in 1993, gyrotron still remains to be the primary source of choice for
DNP-NMR spectroscopy.

The need of high-power output is due to the dimensional mismatch between the
NMR sample (e.g., 5 mm length by 2.4 mm diameter in a 3.2u rotor) and the
SMMW wavelength (�1 mm); it is difficult to construct any resonator structure
around a sample, leading to very poor power-to-B1e conversion efficiency.
Alternatively, the sample could be irradiated at a low field (e.g., 0.35 T) to
hyperpolarize the nuclear spins and then transferred to a higher field for
high-resolution observation. This mode of operation has been adopted in some
solution–DNP setups in which a sample tube can travel back and forth between two
magnetic fields [53, 54] and in the “dissolution” DNP setups in which a frozen
sample is polarized at a low field (3.5 T often at 1.5 K using 95 GHz wave), and
then is dissolved before being transferred to high-field solution–NMR or MRI
magnets [55, 56]. Although it mitigates the technical challenge in the electron
excitation, it generates other challenges due to the need for the mechanical sample
shuttling over distance. Therefore, this mode is unsuited for experiments requiring
repetitive scans such as multi-dimensional NMR and/or those requiring stable
MAS, and for samples sensitive to the huge temperature cycle such as biological
samples.

Gyrotrons have been extensively used in plasma heating where most often they
have been operated at low frequencies <200 GHz and high power of up to
1 megawatt. In introducing gyrotron into the spectroscopy use, the challenges
included the requirement for much higher frequency (up to 1 THz), very high
stability of the power (<1%) and frequency (<1 ppm) for long term (for weeks) in a
continuous wave (CW) mode. Although the required power (10–100 W) is not high
compared to the larger and higher power gyrotrons (megawatt level) used in nuclear
fusion applications, it is important to have very good cooling and temperature
control of the cavity to ensure high frequency stability as the thermal expansion of

Fig. 4.4 A plot of the
average/CW output power
versus frequency for the
conventional solid-state (filled
symbols) and vacuum electron
devices (open symbols).
A region relevant to the
high-field DNP is shaded
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the gyrotron cavity will lead to a frequency reduction. These rather stringent criteria
for the DNP-NMR spectroscopy have been addressed in the past decades, making
gyrotron a viable source for DNP as discussed in the following.

4.4.2 Principles of Gyrotron

The principle of gyrotron oscillation is briefly summarized here. The detailed theory
and quantitative treatment is found in many review articles [57, 58] and textbooks
such as [59]. In brief, a gyrotron generates SMMW by converting the rotational
(transverse) kinetic energy of the electrons in a gyrating motion into electromag-
netic radiation. By synchronizing the relativistic cyclotron frequency of the gyrating
electrons with a resonant transverse electric (TE) mode in the cavity, the kinetic
energy of the electron beam can be used to excite an absolute instability (gyrotron
oscillator in which the background noise in the cavity serves as an input) or a
convective instability in which a weak input signal is amplified (gyrotron amplifier).
Figure 4.5 compiles the essential components: (a) the vacuum tube that holds a
resonator cavity (b) in the middle, an electron gun (c) that supplies the electrons
beam on the one end and a collector (d) that collects the spent electrons on the other

Fig. 4.5 Essential components of a DNP gyrotron. The system for the real-time frequency and
power monitoring/feedback control is shown on the right. a gyrotron tube, b resonant cavity,
c electron gun, d collector, e modulation anode, f SCM, g vacuum pump, h chilled water circulator,
i internal mode converter, j output window and cryo-cooler for the SCM (k). A typical cavity
structure is illustrated in the inset on the left. Contour plots of the E-field amplitude for the TE5,2

mode in the cavity (b) and the Gaussian mode after the mode convertor (i) are also shown
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end. Beside the electron gun that works as a cathode, there is a modulation anode
(e) if a triode electron gun is employed. The cylindrical cavity consists of a short
straight section (L * 20 mm) terminated with up tapers at both input and output
ends forming an open-ended resonator (Fig. 4.5b, inset). The magnetic field Bc at
the cavity (roughly 7–15 T for the high-field DNP) produced by a superconducting
magnet (SCM) (f) guides the electrons through the cavity and determines the fre-
quency of the cyclotron motion in the cavity. The turbo-molecular pump or ion
pump (g) evacuates the tube to 10−6 Pa or less. The cavity and the collector are
actively cooled with a chilled water flow (h). The SMMW generated at the cavity is
shaped using the internal mode converter (i) and then radiated through the window
(j) while the spent electrons go on to the collector, where the electrons energy is
converted to heat. The beam shape often receives further correction using an
external matching optic unit (MOU).

The electrons are thermionically emitted from a ring-shaped emitting region on
the electron gun and then accelerated at the cathode voltage Vk toward the collector
at the ground level. The initial trajectory of the emitted electron can be precisely
controlled with the anode voltage Va (if available) relative to Vk. The accelerated
electrons form a hollow annular beam, in which electrons gyrate in a helical
cyclotron motion along the tube axis (Fig. 4.5b inset; Fig. 4.6a). The beam radius
r is compressed while drifting toward the magnet center, where the cavity is
located, with increasing magnetic field. The compression ratio (aka mirror ratio) is
proportional to Fm = Bc/Bk, where Bk and Bc is the field strength at the gun and at
the cavity. Thus, a user can control the beam radius in the cavity by changing Bk,
often employing an auxiliary magnet installed around the electron gun.
Alternatively, the beam radius is modulated by adjusting Va if available. Another
key factor that determines the power extraction efficiency is the transverse velocity
v⊥ of the electron helical motion in the cavity, which is proportional to VkFm. Thus,
v⊥ is under user’s control through the balance between Vk, Bk and Bc. Usually, the
ratio of the transverse to vertical electron velocity a = v⊥/v// = 1.5–2 gives the best
result.

In the beam, the electrons gyrate in many small beamlets (Fig. 4.6a). At the
input edge of the cavity, the electron motion is random in phase and starts inter-
acting with the “noise” field existing in the resonant cavity in the form of the
blackbody radiation. The noise contains all frequencies, but due to the boundary
conditions, a cavity only supports some resonant waves at discrete frequencies on
the following dispersion relation:

x ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mm;p
R

� �

þ qp
L

� �

r

; ð4:4Þ

where mm,p is the pth zero of the mth-order Bessel function, R is cavity radius, L is
the cavity length (Fig. 4.5b, inset). Only the radius R is under user’s control during
experiment. Each mode sets up a characteristic field pattern in the cavity, which is
denoted by TEm,p,q, where m, p and q specify the number of the azimuthal,
transverse and the axial nodes (see Fig. 4.5 for the pattern of TE5,2 mode, for
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example). The beam radius is usually adjusted to match one of the E-field maxima
of the resonant wave to maximize the beam-wave interaction (Fig. 4.6a). This
ability that the beam radius can be adjusted to selectively interact with a desired
mode is unique to gyro devices. The slow-wave devices use a linear beam, which
has a finite size on axis and hence does not offer this mode selectivity by the choice
of beam radius. It is true that the size of the gyrotron cavity will decrease with
increasing frequency (or decreasing wavelength) just in the same rate as that in the
slow-wave devices. However, the ability to operate at higher-order modes (hence
larger cavity dimensions) mitigates the problem of the downsizing of the structure
dimensions with increasing frequency.

For an efficient energy exchange between the beam and the wave, the electrons
cyclotron frequency

Xc � Bce
m0cc

; ð4:5Þ

or its sth harmonic sXc should approach one of the cavity mode frequencies x. This
is reminiscent of the rotating RF field that most effectively influences the nuclear
magnetization vector at the magnetic resonance condition. In Eq. (4.5), e is the
electron charge, m0 is the rest mass of electron, cc is the relativistic gamma:
cc = 1 + Vk/511 (Vk in kV), where Bc and Vk are under user’s control. At the
synchrony, both v⊥ and E⊥ become stationary in a rotating frame representation
(Fig. 4.6b), and the rate of the energy exchange will be given by

Fig. 4.6 Hollow and annular
electron beam in the cavity
(a) and a rotating frame
representation of the electrons
orbiting in a beamlet (b). In
(a), the amplitude of a
representative cavity-resonant
electric field |E| is plotted. In
(b–d), vectors for the
transverse electric field E⊥,
static magnetic field directed
out of the paper B0 and the
electron transverse velocity
v⊥ are illustrated
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From this, it is clear that the electrons in the right half of the orbit will lose their
energy (negative energy flow), while those in the left half will gain. Due to the
mildly relativistic electron motion, the energy-losing electrons lose its mass and
thus gain the gyration speed while those gain energy lose its speed. As the result,
while drifting along the cavity axis the electrons start to bunch up toward the point
A (Fig. 4.6c). At this point still, there is no net energy extraction, and the final
missing piece is provided by the “detuning” of the gyration speed: If the cyclotron
frequency (Eq. 4.5) is tuned slightly lower than the resonant wave frequency
(Eq. 4.4), the whole electrons start to slowly slip to the right in the beamlet toward
the point B, i.e., into the electron decelerating phase (Fig. 4.6d). In this way, the
majority of the electrons are forced to be in the energy-emitting phase before
leaving the cavity. The resonant wave will be continuously affected by fresh
electrons coming one after another into the cavity, pumped repeatedly and ampli-
fied, and this results in a steady-state radiation near the cyclotron frequency.
Overall, gyrotrons generate (28 s/cc) GHz wave per Tesla of magnetic field. Most
modern DNP-NMR gyrotrons operate in the second harmonic (s = 2), which
reduces the required Bc by a factor of two. Thus, a 460 GHz, second harmonic
gyrotron operating at Vk = 20 kV requires Bc * 8.53 T. The efficiency of gyro-
trons decreases strongly with the increase in harmonic number s and operation
above second harmonic is not efficient and quite challenging.

4.4.3 Operation of Gyrotron

As became clear now, conventional gyrotrons are basically fixed-frequency oscil-
lator, whose radiation frequency is set by the cavity radius and the resonator modes,
and one can only hop between the frequencies corresponding to separate modes by
adjusting Bc. This is the reason why the high-field DNP originally employed a
fixed-frequency SMMW and optimized the NMR field up and down for maxi-
mizing the signal enhancement. In this configuration, however, it is required at least
once at the installation of the system a careful optimization of the NMR filed for the
best DNP enhancement. Fine-tuning of the main NMR field to a desired value needs
skill, experience (especially for taking into account the subsequent field drift) and a
lot of liquid helium, and thus is usually not to be done by users routinely. For a user
desiring to work with only one polarizing agent (e.g., TOTAPOL) for a long term,
the above inconvenience can be justified or perhaps be tolerated. In general, the
optimization is desired at every measurement since the enhancement depends on the
g-factor of the polarizing agents chosen for the experiment, on how reproducible is
the gyrotron output frequency every day, and strictly speaking on the sample
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temperature as well from the competition of the DNP mechanisms. Thus, from the
practical demand, the NMR magnet often has an integrated superconducting aux-
iliary coil (the so-called sweep coil, Fig. 4.1), allowing routine DNP conditioning.
Nevertheless, this original configuration also invites some drawbacks: It raises the
cost of the magnet/the whole system; especially at very high fields, it is a challenge
to build a magnet with an integral sweep coil while preserving the bore size and the
field homogeneity. Also, it makes difficult to retrofit an existing MAS NMR
spectrometer to a DNP-capable machine.

To overcome these issues, a gyrotron whose output frequency is smoothly
tunable was strongly desired. Several groups have built and characterized tunable
gyrotrons, for which a similar principle relying on the excitation of high-order axial
modes (HOAM, q > 1) has been adopted [14, 15]. Slightly longer cavity helps the
excitation of HOAMs at the magnetic field just above that required for TEm,p,1

mode. And due to the lower Q factor of the cavity, the HOAMs are made signif-
icantly overlapped with each other, enabling smooth transition between the modes,
and thus the output frequency. Figure 4.7 shows that the SMMW frequency can be
smoothly tuned over *1 GHz in function of Bc with a gyrotron (called FU CW VI)
operating at Osaka University [60]. Note that changing Bc is quick and easy, simply
done by operating the power supply for the gyrotron SCM (Fig. 4.5), and its utility
has been reported in the 395 GHz–600 MHz DNP-NMR measurement [60]. The
“FU CW series” gyrotrons are developed in Research Center for Development of
Far-Infrared Region at University of Fukui, and four of them (FU CW IIA, VI, GOI
and GOII) are operating in the DNP-NMR laboratory at Osaka University [61].
Some other tunable gyrotrons have also been integrated into the actual DNP-NMR
spectrometers [16, 60]. In the above DNP setup in Osaka indeed, a standard
600 MHz MAS NMR spectrometer whose SCM has no sweep coil has been retrofit
to a DNP system empowered by the tunable gyrotron. A current technical short-
coming of a tunable gyrotron setup is its uneven power spectrum across the fre-
quency sweep (Fig. 4.7c); the higher-order axial modes have larger number of
nodes along the cavity, resulting in the lower energy extraction efficiency. Active
feedback control of the output power should enable a power spectrum completely
flat over the required frequency range, but needs a continuous power monitoring
system and an advanced controlling software (Sect. 4.4.5).

By understanding the oscillation principles, a set of operational tips can be
identified; a gyrotron is not a black box anymore! This often enables fine-tuning of
the SMMW frequency and power to suite the experimental needs. Tips include:
(1) higher electron beam current Ib, higher output power with more thermionic
electrons that pumps the wave; (2) higher acceleration voltage Vk, higher power
from larger a and Eq. (4.6), and lower frequency from Eq. (4.5); (3) a tweak on Bk

or on the anode voltage Va (if available) modulating the output power by modifying
the beam radius; (4) higher oscillation duty or higher beam current, lower frequency
from cavity dilation (larger R) by ohmic heating from Eq. (4.4); and (5) lower
cavity cooling water temperature, higher frequency from cavity contraction
(Eq. 4.4). In Fig. 4.3, typical tunable ranges are shown for the two 460 GHz
gyrotrons FU CW GOI and GOII. For example, these gyrotrons oscillate at
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fSMMW = 459.8–460.5 GHz (GOI) and 459.3–459.7 GHz (GOII) with typical beam
parameters, Vk/Va = 16/8 kV, Ib = 200 mA, Bc = 8.50–8.54 T at second harmonic
condition s = 2. An extension toward slightly lower frequency to irradiate one of
the hyperfine-split ESR lines from the Mn–DOTA complex at 459.27 GHz (marked
with * in Fig. 4.3) was possible with a use of higher Vk (17 kV for larger cc) and
higher Ib (270 mA for larger R). Both lend to a high-power output from an
increased a and thermions. Frequency extension to high side was also possible. For
example, an irradiation of the SE-DNP(−) condition of BDPA at 460.35 GHz
(marked with ** in Fig. 4.3) was possible using higher Bc (8.55 T for higher Xc)
together with the increase of Va (11.8 kV) and Vk (18 kV) to preserve the beam
quality, and high Ib (400 mA) for enough power output.

For safety of users, several precautions and procedures are necessary with a
gyrotron as it uses high voltage (*20 kV) and very high magnetic fields. The
electron acceleration voltage is supplied to a gyrotron via a high-voltage cable from
a power supply rack, which is usually a few meters away from the gyrotron magnet.
For the feedback frequency regulation that will be discussed below, the tube body
itself is also maintained at a high voltage of up to 1 kV from the ground. These
high-voltage areas must be sequestered, and appropriate interlocks must be installed
to prevent accidental contact with high voltage. Also, there is a reasonable X-ray
production due to a small number of fast electrons accelerated during the interaction

Fig. 4.7 SMMW frequency (a), and signal enhancement factor (b) versus gyrotron field Bc. The
output power over the tunable range is shown in (c). The beam current Ib of 50 and 100 mA was
used for data shown in gray and black, respectively. In (a), the ESR frequencies of some popular
radical polarizing agents are indicated with gray bars. Data taken with the 600 MHz DNP-NMR
system at Osaka University

106 Y. Matsuki and T. Fujiwara



process to well above 50 kV. The users must be stationed at a safe distance to
prevent exposure to X-rays or a proper X-ray shield (like a lead barrier) should be
installed around the collector. Unlike many NMR magnets, the gyrotron magnets
are often unshielded or only partially shielded and have a strong stray field.
Magnetic tools, nuts/bolts and the scopes need to be kept away; in particular, the
gyrotron window should be properly protected when adjusting the waveguide and
other components nearby. The wave coming out of the gyrotron window can be
extremely intense and easy to burn human eyes and skin. Gaussian beam has its
power concentrated at its center and propagates fairly straight even in the open air;
it easily burns the room wall meters away. If the beam hits some metallic parts
located near gyrotron, it bounces around in pretty unexpected directions. Many
plastic tubes installed for supplying cooling water or gas for pneumatic valves are
common around a gyrotron, and the stray SMMW beam can easily melt and disrupt
them. For a temporally power damp, a simple and inexpensive tool is an open box
with a cone-shaped structure inside, whose diameter is made bigger than the beam
size. Their surface should be all covered with crumpled aluminum foil so that the
beam is scattered to random directions in the box, and absorbed at the wall. To stop
the beam permanently, more elaborate structure can be designed such as
water-cooled Teflon blocks in a thermostatic container. The gyrotron tube vacuum
needs continuous surveillance either during the operation or while it is resting;
needs to make sure that it is high enough (<10−6 Pa) before start heating the
electron gun. At a low vacuum, it will be difficult to draw enough electrons, or at
worse the heat will poison the electron gun. In the very initial stage of the tube
operation, or when operating after a while of off time, or in a new cavity mode, the
tube vacuum tends to spike quite unexpectedly; thus, it is a usual practice to setup a
mechanical interlock on the high voltages from a vacuum gauge. Power outage
either planned or unexpected also causes a considerable threat to the gyrotron
operation. To protect the tube vacuum even at unexpected power outage, automatic
pneumatic vacuum shutter can be set up on the pumps. Power outage on the chiller
water circulators is devastating if it is during operation since the electron beam will
easily cut a hole on an uncooled collector. A cryogen-free magnet often used for
gyrotron uses electrical cryo-coolers (Fig. 4.5k), whose compressor unit needs air
or water cooling. With impaired water flow, the cryo-cooler halts and the super-
conductor fails. If the magnet fails during operation, the beam will not be properly
guided through the cavity and hits an unexpected area in the tube that is not
water-cooled. This can lead to pitting and melting of that region and even a loss of
vacuum, which is always catastrophic. The main power supply for those devices
with outdoor heat exchanger unit should be planned with enough margins, taking
the seasonal fluctuation of the power consumption into account. A mechanical
interlock on the water flow meter tripping the high voltages is also an indispensable
part for a safe operation.

In summary, with the high-frequency and high-power capability, as well as the
flexibility in frequency and power tuning upon legitimate parameter choice, gyro-
tron is a handy and powerful light source in pursuing DNP at very high fields. With
proper precautions and advanced control software combined with the
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mechanical/logistic interlocks, it is a safe and easy-to-use laboratory tool. It is
robust either for continuous operation or for high-power short pulses for a long
signal averaging. The mechanical duration is very high, and with appropriate care, a
single gyrotron tube should run for decades without decay of its performance. With
actively ongoing developments on both hardware and software, gyrotrons should
become even cheaper, smaller and easier to use [17]. A step toward gyrotrons that
can be installed in the NMR magnet bore has also been reported recently [62].

4.4.4 Transmission of SMMW

The SMMW should be transferred with a minimum loss toward the NMR sample in
the probe. Since the wavelength is usually much smaller than the passive compo-
nents used for the transmission, the quasi-optical treatment can be used. Due to the
compactness and robustness, transmission through the closed oversized metallic
waveguides is convenient. To efficiently couple the SMMW to the waveguide, the
beam oscillated in the high-order TE mode in the cavity needs to be converted to
the Gaussian-like TEM00 mode, which is round in shape with the power concen-
trated at the beam center (Fig. 4.5). This mode efficiently couples with the HE11

waveguide mode in a corrugated waveguide. A gyrotron tube often has an integral
mode convertor to create a free space Gaussian-like output beam from the
higher-order cavity mode [63]. An external matching optics unit (MOU) may be
added if higher mode purity and/or flatter phase front are desired, and for the
correction of the beam waist size. The coupling coefficient to the waveguide is
maximized when the beam is input exactly to the waveguide center, with the beam
axis perfectly aligned to the waveguide axis, and with the waist size matched to
64.3% of the waveguide radius. Deviation from the complete alignment results in a
considerable power loss: For example, when coupling 460 GHz wave to 19 mm
diameter waveguide, the axis offset must be <0.6 mm, and the beam tilt must be
<0.06° to maintain the mode conversion loss at the input to less than 1%. The HE11

mode is most efficiently transmitted in a waveguide whose inner wall is corrugated
at the pitch size and depth of *1/4 of the wavelength (Fig. 4.5). Typical trans-
mission loss of a straight section is negligible (<0.01 dB/m), and the ohmic and
mode conversion loss occurring at a miter bend, a component that bends the beam
with a flat mirror reflection, usually dominates the transmission loss (*0.1 dB
each). Thus, it is important to minimize the number of bends. The waveguides need
to be strictly straight along the beam; even a slight bend or curvature will lead to a
power loss and thus must be held on a stiff and stable support structure. Still, a
typical total transmission can be made fairly high; for example, in a system oper-
ating at Osaka University, for a *12 m transmission of the 460 GHz wave
involving six miter bends, two 3 dB hybrids and two Notch filters in between
(Bridge12 Technologies, Inc.) have resulted in *2.2 dB loss (i.e., 60% transmis-
sion) between a gyrotron and the NMR magnet. Transmission in the TE01/TE11

mode that does not require corrugated waveguides has also been recently proposed
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for a simpler alternative [64], which is to be tested experimentally. A polarization
rotator or a universal polarizer made of a pair of grated mirrors is useful for
conditioning the B1e direction perpendicular to B0 of NMR at the sample [65]. The
circularly polarized beam has been reported to improve the enhancement by *20%
at maximum [66].

4.4.5 Feedback Regulation of SMMW

The frequency of the SMMW needs to be set very precisely. For example, to
irradiate at the center of the EPR line of a narrow-line radical (FWHH *10 MHz),
the frequency accuracy of 0.5 MHz or better (*1 ppm for the 460 GHz wave) is
required for maximizing the enhancement. Also, this optimal frequency needs to be
maintained for several days or a week during the NMR measurement. In another
example, the user wants to sweep the SMMW frequency as fine as desired to record
the frequency dependence of the enhancement to investigate, e.g., the DNP
mechanism. For this purpose, the SMMW power level needs to be constant over the
frequency sweep as well. The ability to continuously and precisely monitor the
SMMW frequency and power in real time during DNP measurement will be a basis
for these demanding requirements. In one of the DNP systems at MIT (250 GHz–
380 MHz), a quartz beam splitter plate was inserted in the middle of the trans-
mission line at an angle of 45° to the beam axis to intercept a few % of the
transmitting power to a branch line, on which a detector diode was installed for a
signal detection [67]. Since the diode detection is sensitive to the direction of the
SMMW polarization, the diode mount was to be manually rotated to maximize the
signal. The 460 GHz–700 MHz DNP-NMR system developed at Osaka University
also intercepts a small part of the transmitting SMMW for a power measurement,
but utilizes a miter bend mirror bearing three *1 mm-u coupling holes. The power
coupling coefficient at the hole was measured to be about −50 dB at 460 GHz, i.e.,
only 10 ppm of the power is intercept for the signal detection. The power from one
of the holes was coupled to a diode mixer (Virginia Diode, WR2.2EHM) for a
heterodyne frequency measurement, and the power from the other two holes were
input to the zero-bias GaAs power detection diodes (Pacific millimeter, Model HD)
as shown in Fig. 4.5 on the right. The latter two diodes were installed at the right
angle to each other so that the measurement does not depend on the beam polar-
ization. The RF signal (*460 GHz) was mixed with a LO signal (*38 GHz) down
to *1 GHz IF signal and detected on a spectrum analyzer (Agilent, N1996A) or
high-sensitivity digital oscilloscope (Agilent, DSO9204H). The power loss of the
LO signal on the cable has impeded the detection of the small RF signal even when
a doubly shielded extra low-loss coaxial cable (Insulated Wire Inc.) was employed
if it was longer than 1.5 m. This constrained the location of the local oscillator in
the room, and in turn the signal detecting mirror. Affordable amplifiers (such as
Agilent, 87405B) are readily available for the low frequency IF signal. The detected
IF signal was Fourier transformed on the oscilloscope, and the frequency data were
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communicated to the central PC via TCP-IP line. A LabVIEW software written
in-house (Fig. 4.8a) takes care of the PID signal conditioning vis-à-vis a user-set
target frequency, and an analog signal was output via a DAQ device (National
Instruments, NI-USB 6009). Two 460 GHz gyrotrons FU CW GVI and GVIA (also
called as GOI and GOII in the Osaka laboratory) have the fast power and frequency
modulation/stabilization capability through modulation of the anode and body
voltage, respectively [68, 69]. Based on this, the PID regulated analog signal was
fed into a high-voltage amplifier (TREK, model 2210) that controls gyrotron’s body
potential Vbody to modulate the electron acceleration as Vk + Vbody, and thus the
output frequency [70]. The gyrotron body is isolated from the collector using a
ceramic break (isolator). Figure 4.8b, c shows the SMMW frequency versus time
with and without the feedback stabilization. The natural frequency fluctuation of
*20 MHz (Fig. 4.8c) with a time period of about 15 min may come from the
period of the room AC, or that of the electric chiller water circulator, or some other
external sources. The natural fluctuation is completely suppressed with the feedback
control of Vbody, resulting in the frequency stability of less than 1 ppm (<0.5 MHz)
(Fig. 4.8b).

Fig. 4.8 SMMW frequency feedback stabilization. a Interface of a home-written gyrotron control
software. High voltages Vk (white), tube vacuum (green), filament heater current Ih (blue), beam
current Ib (red) and the SMMW frequency fSMMW (purple) are plotted in real time. Feedback
regulation on Ib and fSMMW can be set on the same interface (using the fields on the left). In b, c,
fSMMW (solid line) and the gyrotron body voltage Vbody (dashed line) are plotted over time with
(b) and without (c) the feedback regulation. In b, the target fSMMW was manually changed at time
*20 min from 459.924 to 459.950 GHz
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In the power detection as well, the signal level from the GaAs diodes was low
being in *1 mV range, and specially shielded semirigid coaxial cables (Pasternack
Enterprises) were required. A simple DC amplifier may be constructed with tran-
sistors for further sensitivity. A similar feedback circuit can be constructed from the
detected power to the heater filament on the electron gun and/or the anode voltage
Va that modulates the beam radius. Ideally, simultaneous feedback control on the
power and frequency is implemented [71].

4.4.6 Double SMMW Irradiation

Besides the efforts toward safe and stable SMMW irradiation, more innovative
developments have also been pursuit. In the 700 MHz DNP system at Osaka
University, for example, two 460 GHz gyrotrons (GOI and GOII) are integrated
into a single DNP system for a compound SMMW irradiation (Fig. 4.9a) [72]. Both
gyrotrons oscillate at the second harmonic resonance (s = 2), and produce over
10 W output, and are widely frequency-tunable (Fig. 4.3). The ability to use two
SMMWs with independent power and frequency opens up many interesting pos-
sibilities in practicality and innovation. The outputs from the two gyrotrons are
combined with a custom-designed power combiner (Fig. 4.9b, Bridge12
Technologies Inc.); then, a resultant dichromic SMMW is sent to the NMR. The
combiner integrates the two beams without mutual interference or disturbance of
the polarization of each beam and with minimal insertion loss. Therefore, the timing
of the SMMW irradiation can be freely chosen from in turn to simultaneous.
Potential application is manifold: Improvement in the DNP efficiency from the
twice more power delivered to the sample [72], or utilizing the alternate excitation
of the positive and negative DNP (DNP(+) and DNP(−)) with a rotor-synchronized
SMMW and RF pulses, molecular geometrical analysis from uneven polarization
distribution emphasized by the alternating DNP(+)–(−) excitations, spectral editing
by exciting polarizing agents with distinct g-factors localized in different phases or
location of a system, as well as the recently proposed “electron-decoupling” for
reducing the paramagnetic quenching [73].

For such advanced double-frequency DNP experiments, the timing of the
SMMW outputs must be precisely controlled from a pulse program. This can be
done using a semiconductor (MOSFET) switch that is able to rapidly turn the
electron acceleration voltage on and off, based on the TTL signals from the NMR
console. The typical temporal resolution is at ls or faster, being fast enough for a
rotor-synchronized, multi-pulse NMR experiments.

Precise control on the SMMW phase that enables fully coherent “pulse DNP”
experiment proves to be a more challenging endeavor. However, remembering the
benefit the NMR has gained by going from the CW to pulse FT version, and DNP
would also have to be evolved to “pulse DNP” in the near future. In principle,
gyrotron picks up the radiation from the noise signal as described in Sect. 4.4.2, and
it does not have an active control on the wave phases. One of the ongoing
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developments at MIT involves a 140 and 250 GHz gyro-amplifiers that can amplify
the seed SMMW in 100 mW level into the desirable 10–100 W wave. The source
SMMW can be generated with a phase-stable low-power diode sources and
amplifier multiplier cascade. Some basic results toward the pulse-based DNP have
been published already at low fields [74, 75], but its integration to high-field
DNP-NMR still needs some more time for technical maturation.

4.5 DNP-NMR Probes and Low-Temperature Facilities

Only two essential requirements for a DNP-NMR probe are (1) the heat insulation
to protect the magnet bore from freezing and to stably obtain sample temperature of
*100 K or less and (2) a path to deliver the SMMW to the sample. Low tem-
perature not only increases the electron thermal polarization, but also elongates the
electron and nuclear T1 to improve the DNP efficiency itself.

4.5.1 MAS at Cryogenic Temperatures

Figure 4.10 illustrates two examples of the DNP-NMR probes in actual use in
Osaka University. In the simpler setup shown in (a), only the gas lines delivering
the spinner gases and the variable temperature (VT) gas were vacuum insulated, but
not the probe itself. Between the heat exchanger and the probe/NMR SCM,

Fig. 4.9 The double-gyrotron DNP setup (a), and the custom-designed SMMW power combiner
(b). Waves 1 and 2 are split at the 3 dB hybrids and then reflected or passes through, respectively,
the notch filters if the notch is tuned to the frequency of wave 1, resulting in a combined beam. The
wave polarization is preserved before and after the power combination
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vacuum-jacketed flexible transfer tubes were employed, while in the probe/SCM
bore, the gas lines were simply wrapped with a foam insulator such as the Aerogel
blanket (j * 0.02 W/mK, Takumi Sangyo, Inc.) and further by Mylar® film
(Dupont Teijin Films, Ltd.). To protect the magnet bore from freezing, and to avoid
condensation on the probe surface, the inside the probe body was flushed with a
flow of ambient temperature “purge gas”. With an input of the cold spinner and VT
N2 gas streams at *90 K from the heat exchanger, the sample temperature of
*120 K was stably obtained for a 4 mm rotor spinning at vR * 7 kHz. With a
controlled addition of a few percent of oxygen in the VT gas, the sample tem-
perature could be reduced to *105 K. Oxygen liquefies in the heat exchanger and
evaporates during the transfer. Since liquid cryogen has a greater specific heat than

Fig. 4.10 Schematic diagrams of a simple (a), and advanced (b) cryogenic MAS DNP-NMR
probe systems. In (a), dry N2 gas is separated from the air, then cooled with liquid cryogen. In (b),
pure He gas is introduced from a gas cylinder, cooled with the electric gas chillers and circulated in
a completely closed loop comprising the NMR probe

4 Advances in High-Field DNP Methods 113



that of gas (*2 kJ/kg K for liquid O2, and about half for the gas), lower VT gas
temperature is obtained at the sample. The same technique is not applicable to the
spinner gases, since the MAS rate is sensitive to even a partial liquefaction. Since,
in this setup, the temperature of the spinner gas was much higher than the VT gas,
the use of zirconia rotor with low thermal conductivity was required for the lowest
sample temperature.

For more advanced heat insulation, each path for the spinner gases in the probe
was also insulated with an independent vacuum jacket (Fig. 4.10b). In addition, the
whole cylindrical part of the probe body in the magnet bore was enclosed with a
vacuum layer formed between the probe body and the jacket. The vacuum must be
kept in the order of 10−2 Pa or better throughout the measurement; thus, the probe
base box is equipped with a service port for a continuous pumping. Many
turbo-molecular pumps (TMP) and vacuum gauges can operate in a stray field of
the NMR magnet (often <50 G) without problem. Some cold cathode gauges show
systematic error in the reading in a stray field and thus better to be calibrated with
and without the magnetic field. Crystal ion gauges seem to be too sensitive to the
repetitive relief of the vacuum and thus not very suited if the vacuum section needs
to be broken frequently, e.g., at the time of every sample exchange.

A MAS DNP probe should soon incorporate the cold preamplifier and duplexer
for reducing the thermal noise as well. Since in a DNP probe, the sample and a part
of the RF circuit is already kept cold, cooling of some additional RF components
together should be relatively straightforward. And a reward is sweet: e.g., the signal
enhancement of *100 from DNP should be boosted to the total sensitivity gain
of *400 from the fourfold noise reduction currently established. The bore of the
NMR magnet is often assumed to be “wide” (e.g., 89 mm for the diameter) for
providing enough space for the SMMW transmission and for accommodating good
heat insulation structure, but narrow-bore DNP probe should also be envisaged as
well. More specific design to be explored would include: a DNP probe with a
0.75 mm MAS module for proton detected DNP, a 1 GHz DNP probe for
sensitivity-enhanced 17O (quadrupolar) NMR and that with X and/or Y broadband
channels for material applications.

4.5.2 SMMW Irradiation of Sample

The waveguide system in the probe is similar to that used between the SMMW
source and the NMR magnet, but usually much smaller in diameter (e.g., 4 mm vs.
20 mm) due to the space limitation. Regardless of the existence of the wall cor-
rugation, the transmission loss of the oversized waveguide rapidly increases as the
diameter is reduced (d/k ! 1), and thus poses a significant technical challenge.
By coupling power from top of the probe, a larger diameter waveguide can
be accommodated compared to the case when the waveguide is built into the probe
assembly. This reduces the loss in the waveguide and also simplifies the probe
design. For a small waveguide, inner-wall corrugation by direct machining will
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become difficult. Other suitable alternatives include a helical tap corrugation and
corrugation using the electroforming techniques. For the former, the corrugations
are not circumferentially independent anymore, and this will rotate the polarization
of the SMMW during transmission, degrading the orthogonality between the
SMMW B1e and the NMR B0 at the sample. However, according to a calculation
[67], the effect is minimal if the guide is not too long. An emerging alternative is the
stacked-ring method, in which two metal rings with different inner diameter are
stacked in a cylindrical sleeve to produce the corrugation (Swissto12 SA). Although
this has been adopted in some commercial systems, it remains underused due to its
high commercial price ($40 k–$80 k/m, depending on the SMMW frequency).
A use of TE01/TE11 mode as an alternative to HE11 that requires no corrugation on
the waveguide for a similar transmission loss for a straight section has also been
proposed [64].

The configuration for the sample irradiation in the MAS module is still a source
of debate. Figure 4.11 shows two possible configurations: transverse and axial, for
which the SMMW can be delivered either with a bent waveguide or a focusing
mirror set. The axial setup needs precise alignment of the beam to the rotor axis
every time the sample exchange and usually difficult to directly optimize it from
outside the probe after the sample cooling, for example, by looking at the
enhancement factor. It also blocks the way out of the rotor and makes the pneumatic
sample insertion/ejection practically impossible. In addition, the final mirror is far
from the sample (e.g., >20 mm, for a 3.2 mm rotor), and the plastic spacers and
caps in the rotor can attenuate the power delivered to the sample. Also, when the
top part of the sample absorbs the SMMW, it transmits less to the bottom, pro-
ducing an inhomogeneously illuminated sample. One attractive feature of the axial

Fig. 4.11 Two major configurations for the SMMW irradiation of an NMR sample: axial (a), and
transverse (b). c A result of an EM wave simulation around the NMR sample under the transverse
irradiation in the presence of the RF coil and rotor sleeve. The normalized SMMW magnetic field
intensity is color-coded. Reproduced from [76] with permission
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irradiation is that the wave is not deranged by the RF coil. This is, on the other
hand, the major bottleneck for the transverse irradiation scheme. Since the metallic
coil surfaces are almost completely reflective to the SMMW, the transverse irra-
diation might appear an inefficient approach at first glance. A compromise can be
made, however, by winding the RF coil less tightly than required for the best RF
efficiency and/or by employing higher gauge wire, since the sensitivity gain from
DNP overwhelms the loss owing to the suboptimal RF efficiency. Figure 4.11b
shows an example of the EM wave simulation (Ansys HFSS) around the sample
under the transverse irradiation. The wave is scattered and reflected at the coil and
the rotor wall, forming multiple of standing waves in and around the sample, but
significant fraction of the wave diffracts into the coil and reaches the sample.
According to the calculation, a probe-in power of *5 W achieves the average
electron nutation frequency of about 0.8 MHz in the rotor [76]. In the transverse
scheme, it is also easy to illuminate a long sample homogeneously with a beam
elongated along the rotor axis, ensuring absolute sensitivity. The rotor wall thick-
ness can be optimized for the wave transmission based on the dielectric constant of
the rotor material, and can lead to *30% increase in the enhancement for a sap-
phire rotor [76].

Regardless of the irradiation scheme, axial or transverse, the resonant cavity
structure is difficult to build, since the sample is usually way larger than the
wavelength of the relevant SMMW. A highly overmoded Fabry–Perot-type res-
onator in a MAS module may be conceived, but the insertion loss from the RF coil
and sample rotor in the resonator usually rejects this idea. Still, the SMMW scat-
tered by the coil or sample rotor could be partly reflected back toward the sample
using a silver coating of the inner wall of the MAS module, but resulted in a small
(20%) improvement in the enhancement factor [76, 77]. In the axial irradiation
scheme, a reflecting silver foil placed at the bottom of the sample also made a minor
improvement. In both cases, the B1e field of the reflected wave does not necessarily
add up at the location of the sample. Recently, it was reported that a sample packed
with many small dielectric particles seems to cause a factor of two-improvement in
the enhancement factor [78]. Detailed EM wave simulation has revealed that the
small spaces formed randomly between the particles partly acted as a sort of res-
onator, and concentrated the SMMW power. This interesting phenomenon, how-
ever, does not lend to the practical sensitivity gain, since the volume of the
dielectric particle excludes the sample of interest in the rotor. As described in this
section, the sample illumination system is highly underdeveloped section in a DNP
probe and with a full of future challenge. Since improved irradiation efficiency
should eventually transform the requirement for the SMMW source and will have a
considerable impact on the overall efficiency of the system.

Selection of the rotor material is also an important factor for maximizing the
DNP efficiency. Although for very fast MAS, the material strength matters most,
but usually toughness is more important for DNP using moderate MAS rates at
cryogenic temperatures. Sapphire is fragile (flexural strength of only
r * 20 MPa), although hard, and thus shatters from time to time upon careless
MAS operation. Ceramics such as ZrO2 and Si3N4 are much tougher (usually
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r * 1000 MPa) and more reliable, although the inherent microcracks may cause
statistical failure. For DNP, transmission of the SMMW through the rotor wall is of
the paramount importance. Sapphire and Si3N4 are transparent with relatively low
dielectric constants (er = 8–10) at SMMW range, while ZrO2 is a lot worse
(er * 30). For visible light transmission, sapphire is the best (transparent), although
ZrO2 (white) is fairly good when the wall is thin (such as 0.5 mm), and Si3N4

(black) is the worst. The SMMW heating of the sample is problematic since the
DNP enhancement is a strong function of the sample temperature. The loss tangent
for the glycerol/water matrix was measured to be very small at 77 K (*50 � 10−4)
at 140 GHz [76], being comparable to that for sapphire 20 � 10−4 (@35 GHz) and
Si3N4 3 � 10−4 (@300 GHz), while the loss of ZrO2 is particularly worse being
1000 � 10−4 (@50 GHz), and thus not preferred. The SMMW scattered by the coil
and the rotor will hit the inner wall of the MAS module often made of lossy plastics
and heats the atmosphere within the MAS module. The heat produced at the sample
and the rotor should be dissipated relying on the thermal conductivity of the rotor
material and cooled by the cryogenic spinner gases. Figure 4.12a, b plots the time
course of the sample temperature TKBr as well as that of the sample room TS before
and after the SMMW irradiation. Both TKBr and TS jumped up at the onset of the
SMMW irradiation and then slowly came back down with the drop of the probe
heater, which is PID controlled from TS. It is interesting to see that TKBr does not
return to the original temperature since the heat is confined due to the finite thermal
conductivity of the rotor material. The average temperature rise DT was found to be
1.6 K for ZrO2 and 0.8 K for Si3N4, and 0.1 K for sapphire rotor, which is clearly
anti-correlated with the thermal conductivity of the rotor material: 3 W/mK for
ZrO2, *30 for Si3N4 and >40 for sapphire (Fig. 4.12c). More interestingly, the
DNP enhancement factor observed using a Si3N4 and sapphire rotor was 15 and
20% higher than that with a ZrO2 rotor at 100 K (Fig. 4.12d). Also, this trend
intensified at lower temperature (85 K): The enhancement for the sapphire rotor
was 60% better than that in ZrO2 rotor, suggesting a greater impact of the heat at
lower set temperatures. This maintains the preference for sapphire rotor even if the
visible light is unnecessary for the experiment, and Si3N4 rotor should come as a
good compromise. In the future development, tougher and highly heat-conductive
materials should receive more attention.

4.5.3 Production of Cryogenic Spinner Gas

Cost-effective generation of cold spinner and VT gases poses another instrumental
challenge. For T > 90 K, liquid N2 is often preferred to other cryogens such as
helium (He) due to its lower commercial price. Still, even with “cheap” N2, pro-
viding all the spinner and VT gases from a simple boil-off of liquid N2 is unreal-
istically costly for a long-term experiment lasting days to weeks, which is routine
for biological NMR. Even with a probe with reasonably good heat insulation, the
required spinner and VT gas altogether amounts to 200–400 L/min, i.e., 400–800
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L/day of liquid N2. A more realistic approach thus will be to separate dry N2 gas
from the atmosphere. The latter strategy in turn needs careful quality control on the
gas purity (removal of oxygen that easily liquefy during heat exchange) and dryness
(ice formation from air moisture can accumulate in the gas line over time, and
eventually block it). A setup developed by the Osaka group involves an oil-free gas
compressor, PSA (pressure-swing adsorption)-type heatless dryers and a PSA-N2

separator (Kuraray Chemical Co. Ltd., MA2-5.5-7 K), and produces pure (>99.9%)
and dry (dew point < 60 °C) N2 gas in good amount (160 L/min) (Fig. 4.10a). In
this setup, the power consumption of the air compressor (200 kWh/day) dominates
the production cost, which is, however, significantly less expensive than the liquid
boil-off method.

The N2 gas thus produced can be heat exchanged with liquid N2 to *80 K to
achieve the sample temperatures of 85–110 K, depending on the efficiency of the
heat insulation on the probe side. Usually, a heat exchanger consists of two to three
lines (for spinner and VT gases) of helical copper tubings immersed into a liquid N2

bath, where average liquid N2 consumption for the heat exchange is typically 3–5
L/h (or <120 L/day). Two major challenges in cooling N2 gas against liquid N2 are:

Fig. 4.12 Effect of the rotor material on the DNP efficiency. a, b Sample temperature (TKBr) and
sample room temperature (TS) measured over time for ZrO2 (a) and sapphire rotor (b). At the
arrow, the SMMW (*8 W probe-in) was turned on. c Average temperature increase DT due to the
SMMW heating (left scale), and the thermal conductivity (asterisks (*), right scale) for different
rotor materials. d Enhancement factor measured at 100 K (white bars) and 85 K (gray bars).
The MAS rate was made less than 1 kHz to minimize the frictional heating. The sample
temperature TKBr was measured from the T1 time of 79Br
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(1) easy liquefaction of the pressurized (usually <0.3 MPa) spinner gas that may
crush the rotor and (2) the MAS rate and temperature drift/instability owing to the
slowly decreasing liquid N2 level and/or disturbance at the Dewar fill. In a viable
approach, the heat-exchanging copper helix is enclosed into a pressurized metallic
canister structure, where the inner canister pressure is independently controlled to
regulate the liquid N2 level in the canister to avoid liquefaction [79]. Since the MAS
rate and sample temperature depend on the canister pressure, a care should be taken
to stabilize it throughout the measurement. Alternatively, liquid argon (b.p. 87 K)
can be used for the heat exchange instead of liquid N2 (b.p. 77 K). This inherently
avoids liquefaction of the spinner gas N2 and obviates the canister structure and the
additional N2 gas pressure line [72].

DNP experiments at T � 90 K are desired for an improved DNP efficiency
(Sect. 4.6.3). Liquid He boil-off is the simplest approach for the generation of the
pressurized cold spinner gas streams at T < 40 K [23, 80–84], but very costly:
Typical liquid He consumption was *144 L/day [23]. Alternatively, cold He gas
can be used only for the VT gas, but N2 gas for the MAS [21]. This reduced the He
consumption to 48 L/day, but made the recycling of the spent He gas difficult since
in the MAS module the VT and spinner gases mix up. An elegant and highly
effective solution to this issue has recently been proposed by the Osaka group,
reporting the first completely closed-cycle He MAS system [22]. It consists of
oil-free gas compressors, a heat-exchanging vessel with two electrical gas chillers
(GM coolers, Sumitomo Heavy Industries, RDK-408S) and a dedicated NMR
probe that guarantees a complete He hermeticity throughout the gas input/output
paths, and in the sample room. Also, the probe design must incorporate significant
thermal insulation (Fig. 4.10b) to reduce the size and number of the gas com-
pressors and cryo-coolers to be reasonable for a use in a typical NMR laboratory.
With this system, excellent long-term (>2 weeks) stability was obtained for the
sample temperature (±0.5 K) and the MAS rate (±3 Hz). Also, the probe is RF
arcing-free with a careful circuit design (Japanese and International patents are
pending). Any sample temperature between 24 and 300 K, and the MAS rate
between 6 kHz (@28 K) and 25 kHz (@280 K) are stably obtained as of writing
(February, 2017). The primary running cost arises from the electricity for the gas
chillers (384 kWh/day), and the overall cost with this setup is the lowest of the
above-described methods for both N2 and He MAS. Although highly promising,
achieving faster MAS and lower temperatures is still a challenge that entails further
modification of the MAS module, bearing structure and turbine blades taking the
temperature-dependent kinematic viscosity of the spinner gas into account, and
needs further researches. The system may also be optimized for a use exclusively in
higher temperature range such as >80 K, enabling an even more compact and
inexpensive system. In the near future, the closed-cycle MAS system can become
“staple” equipment for DNP-NMR, as well as regular MAS NMR at low
temperatures.
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4.6 DNP Samples and Recent Applications

4.6.1 Basic Setup

In a most basic sample setup, the molecule of interest (protein, organic compound,
etc.) and a polarizing agent are sparsely and homogeneously dissolved in an organic
matrix. The electron spin polarization is first transferred to nearby protons, and then
distributed to the bulk matrix through the 1H–1H spin diffusion (Fig. 4.13). In fact,
it seems that only the polarization directly transmitted to the protons outside the
“diffusion barrier” surrounding the polarizing agent is successfully diffused to the
bulk [85], which has a fundamental meaning in both the theory and application. In
any case, no specific association between the radical and the molecules of interest is
assumed for the DNP to work, and this ensures the high generality of the method.
The enhanced bulk polarization can be accumulated to the matrix for a time roughly
set by T1H of the matrix. The enhanced proton polarization that reached the solute
molecule of interest is often transferred to the rare spins, such as 13C or 15N, via
cross-polarization (CP) for observation.

Fig. 4.13 A microscopic description of various DNP samples, emphasizing the role of the 1H–1H
spin diffusion and its spatial scale. The diffusion barrier and the typical diffusion limit is shown by
dashed and dash–dot line, respectively. Approximate length scale is shown in nm. Black dots for
the water/matrix molecules
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Figure 4.14 shows the basic pulse scheme used in the DNP experiments. To
accurately measure the 1H polarization enhancement, the initial 1H and 13C
polarizations are erased with *120°-pulse train on both channels. Normally, 3–10
pulses suffice to dissipate the polarization down to the thermal noise level. This is
followed by the polarization buildup/accumulation time, sB, and then CP before the
observation. The same measurement is repeated with and without SMMW irradi-
ation for recording the so-called on signal and off signal to calculate the simplistic
signal enhancement factor by eon/off = Ion/Ioff, where Ion and Ioff are the 13C NMR
signal intensities taken with the SMMW on and off, respectively. The SMMW may
be made on only during sB to reduce the radiation heating of the sample, but usually
it has a minor effect especially when the high thermal conductivity material is used
for the sample rotor (Sect. 4.5.2). As long as the buildup time constant is identical
for the on and off signals, the same enhancement factor is obtained at any sB.
Otherwise, each intensity may be measured at respective T1H time, or both inten-
sities at plateau sB > 5*T1H. Any experiment in either 1D or N-dimensional (N-D)
can be converted to the DNP-enhanced version with a simple addition of the
polarization buildup time sB before the initial CP period. For N-D acquisition, sB is
often minimized for increasing the repetition rate, while sB * 1.26*T1H should
yield the optimal unit-time sensitivity. Usually, T1H does not increase significantly
with decreasing temperature for a doped sample, and stays in the order of 1–10 s at
T * 90 K. The increase of T1H is especially modest when the sample contains
methyl groups, lingering around 5 s even at 30 K.

Various techniques exist for packing the often liquid-state or wet DNP sample to
a MAS rotor. The sample must be center-packed using top/bottom spacers for
typically 5–10 mm in length, so that the whole part could be evenly illuminated
with the SMMW. Fluorinated resins such as Kel-F and Teflon having no 1H–13C
direct bonds are popular for the spacer material, but polyimides and poly-
amideimides such as Vespel and Torlon are sometimes preferred for precision
machining. For packing the sample liquid-tight, very tight spacers are required. To
avoid compression of the air into the rotor, the tight spacers should have a vent hole
at the center, which may be made as small as possible (<0.1 mm-u) to avoid sample
leakage, or tapped so that a small plastic screw can be used to close it after packing.
The spacer itself can have a hollow structure to contain some powdered KBr for an
in situ temperature measurement (Figs. 4.12 and 4.16) [86, 87]. Alternatively, the

Fig. 4.14 A basic pulse
scheme for DNP. Typical
time range is shown below
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sample may be contained in a separate rotor insert with a liquid-tight cap. The
sample insert will decrease the rotor-filling factor, thus to be avoided for mea-
surements critical in sensitivity.

4.6.2 Sample Preparation and DNP Efficiency

The currently most popular glass matrices include glycerol–water, DMSO–water
mixtures for hydrophilic samples, and tetrachloroethane (TCE) sometimes added
with a hint of methanol for hydrophobic compounds. The solubility of the radical
molecule into the matrix is a key for the DNP efficiency, since even microscopic
aggregation of the radical molecules significantly reduces the enhancement factor.
Thus, hydrophilic and hydrophobic radicals are to be chosen depending on the
molecule of interest. In the sample preparation, the use of sonication and mild heat
may be tolerated for many of the stable radicals, but should be minimized.
Techniques for dissolving hydrophobic radicals into water-based matrix using
micelles [88] and cyclodextrins [47] have also been reported. These organic
matrices are all liquid at room temperature, allowing easy dissolution of the solute
and radical, but form a rigid and homogeneous glassy matrix at T * 110–150 K.
The glass formation avoids the water crystallization, thus concomitant radical
aggregation, as well as protects (biological) molecules from cold
denaturation/damage. In addition, the rigid matrix is required for an efficient spin
diffusion process. Some organic glass formers, such as ortho-terphenyl (OTP), stay
rigid even at room temperature [89], but they require considerable heats for melting
it and for dissolving the solutes, and thus are incompatible with biological or
heat-sensitive samples. Matrices with the high glass transition temperature as well
as low melting temperature (ideally at room temperature) are desirable for more
general use and under an extensive research in the authors’ laboratory. The quality
of the glass often depends on the cooling rate and requires *1000 K/min or faster
for a good glass. Thus, loading the sample to a probe kept at cryogenic temperature
is always preferred to a slow cooling of a sample rotor from the ambient temper-
ature. Reduction in paramagnetic oxygen in the sample has been reported to
improve the enhancement factor for some polymer films without methyl groups
[90], but could be generally important at very low temperatures T < 30 K, where
the methyl group rotation is restricted.

More generally, the molecule of interest should not necessarily be
soluble/monodispersed in the matrix, but can be any form of molecular assembly
such as crystals [72, 91, 92] (amyloid) fibrils [93, 94], membrane proteins
embedded in a lipid bilayer [95–99], cell debris/whole cell [100, 101], polymer
debris and material particles [102, 103]. These substances can simply be suspended
to or wet by the radical-containing matrix (Fig. 4.13). As long as these molecular
assemblies are populated with protons, the polarization will sink into them by spin
diffusion even if the radical molecule itself cannot permeate it. On the other hand, if
the sample is scarce in protons such as for inorganic materials, the general DNP
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methods described previously are not directly applicable, and require the devel-
opment of specific new methods. The efficiency of the spin diffusion increases with
the effective proton density in the matrix at a given MAS rate. At an unduly high
proton density, however, the polarization will be shared among too many matrix
protons and reduces the dividend received by the molecule of interest. The optimal
matrix proton density has been systematically studied for the glycerol–water and
DMSO–water mixtures at T * 90 K, and it was determined for the glycerol matrix
as d8-glycerol/D2O/H2O * 6/3/1 w/w/w. The impact of the optimized deuteration
level of a target protein molecule itself has also been investigated [104].

Assuming the typical spin diffusivity of *1 nm2/ms determined in many
organic polymers also for the frozen DNP matrix, the enhanced polarization travels
over *100 nm away from the radical molecule in *10 s, the typical 1H T1 of the
matrix (radical-doped organic glass matrix) at T * 100 K. Even at a very low
radical concentration (say *0.1 mM), the average inter-radical distance is smaller
than 100 nm by assuming a homogeneous radical distribution. This means that at
the typical radical concentration used in many DNP experiments (1–20 mM), the
solute molecules should receive the polarization from much more than one sur-
rounding radical molecules, leading to the high DNP efficiency. From another point
of view, it is understood that a strategy for obtaining molecular geometrical
information based on uneven signal enhancement within a molecule/molecular
assembly will work only for the systems whose size is in the order of 100 nm or
larger. Naturally, some previous attempts to detect the uneven enhancement dis-
tribution on a protein molecule whose diameter were only <5 nm or so resulted in a
limited success [98]. Even with a use of the direct 13C-DNP, the spin diffusion was
too fast in a uniformly 13C-labeled protein molecule to detect the enhancement
distribution clearly [45]. As a contrasting example, a 7-residue peptide GNNQQNY
forms a needle-shaped microcrystal with the lateral dimension of *200 nm, for
which the polarization distribution was suggested to be strongly non-uniform,
resulting in a much lower stationary polarization at the crystal core [92]. A large
multi-lamellar liposomal vesicle would become similar in size, and the polarization
at its core would also be spin diffusion-limited. The similar limitation applies to an
attempt to polarize the cytoplasm of a cell using radicals located outside the cell,
since the cell diameter often exceeds 1 lm even for bacterial cells. In an example
trying to polarize the functional surface coating of a polymer film (Fig. 4.15), the
ability of polarizing only *100 nm deep from the film surface was utilized as an
advantage for zooming into the functional coating.

In polarizing molecular systems suspended in the matrix, the affinity of the
matrix to the surface of the molecular system of interest seems to have a critical
impact on the DNP efficiency. For example, in polarizing the GNNQQNY
microcrystals above (5 T, 90 K, 5 kHz MAS), observed average enhancement was
considerably lower than expected from the theory assuming a continuous flow of
the matrix polarization into the crystal by spin diffusion. The authors suggested that
some kind of “bottleneck” for the spin diffusion exists at the matrix–crystal inter-
face. This is presumably due to the microscopic molecular segregation at the system
interface although the effect was mild in this case since the peptide in question was
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fairly hydrophilic. This notion is further corroborated by the following recent
observations: (a) For a microcrystal of a tri-peptide, MLF, absolutely no DNP
enhancement was observed (16.4 T, 100 K, 3 kHz MAS) when wet by
glycerol/water matrix, to which it is highly insoluble. (b) Similarly, a microcrystal
of glucose showed no enhancement (14.1 T, 100 K, 5 kHz MAS) when suspended
to the ethanol glass, to which it is fairly insoluble. (c) On the other hand, the same
glucose crystal was very efficiently polarized (14.1 T, 100 K, 5 kHz MAS) [72] in
the glycerol/water matrix, to which it is soluble. (d) And finally, in polarizing the
PET film with a 1 lm hydrophobic polyacrylate surface coating, some surface
signals have received considerably higher enhancement (16.4 T, 100 K, 11 kHz
MAS) when it was wet by hydrophobic matrix and radical (Fig. 4.15a:
TCE + TEKPol), than with the water-based matrix (Fig. 4.15b: glycerol/water
+TOTAPOL). The enhancement factor was difficult to evaluate since the off signal
was not seen for this sample. Instead, Fig. 4.15c shows a spectrum taken for the

Fig. 4.15 Surface-enhancing
DNP on polyacrylate-coated
PET film. The DNP-enhanced
13C-spectrum obtained using
TEKPol in TCE (a), and
TOTAPOL in
glycerol/D2O/H2O (b). The
acquisition time was
*20 min for each.
c Spectrum taken without
DNP, but with 100� longer
acquisition time at room
temperature. Signals 1–4
seem to be more strongly
enhanced in TCE matrix than
in glycerol. B0 = 16.4 T,
T = 100 K, vR = 11 kHz. The
asterisks (*) indicate the
spinning side bands. Sample
was provided by Fuji Film
Corporation
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same film packed to a 3.2 mm rotor, averaged over a day and half at room tem-
perature for a similar S/N to the DNP-enhanced spectrum. From this, roughly
*100-fold time saving, i.e., the overall signal enhancement of *10 was deduced.

Other noteworthy examples include the matrix-free DNP, targeted DNP and
DNP with endogenous polarizing agent. In the matrix-free approach [105, 106], the
sample of the cell wall debris were mixed with a TOTAPOL water solution and
then dried out [107]. Due to the specific association between TOTAPOL and the
peptideglycan on the cell wall surface, TOTAPOL did not form aggregation even
without glassy matrix. So far, this approach is of interest only for a limited range of
samples, but clarified an interesting possibility for the future development. In the
recently proposed “target-DNP” approach, a ligand peptide was spin-labeled with
TOTAPOL, and used to selectively polarize its binding partner protein in an
overwhelming background from the cellular lysate [108]. This approach delivers
the enhanced polarization based on the biologically meaningful protein-protein
associations and can provide a powerful means for detecting key biological events
in unpurified samples. Some DNP experiments on molecular systems with
endogenous polarizing agents have also been reported, for which the paramagnetic
center was directly attached to the molecule of interest or its close surroundings. For
example, biomolecules with an intrinsic metal- [109] or chlomophore-coordinating
site [110] or proteins recombinantly modified for a site-specific spin labeling have
been investigated. In the membrane protein setups, the lipid molecules were labeled
with radicals so that the polarization is predominantly delivered to the transmem-
brane proteins [99, 106]. As mentioned above, it is difficult to retrieve precise
geometrical information relative to the coordination site from the DNP effect; they
still provided important examples of the viable sample setup. An additional feature
with these setups is that a rotor can be fully filled with the sample of interest without
the matrix, lending to the absolute sensitivity; the polarization can be delivered to
the target through the direct molecular contact. However, in such cases one can
expect potential signal broadening from the direct/close association of the radial and
target molecule.

The incipient impregnation or sample wetting procedure has a similar merit of
reducing the matrix volume for an increased absolute sensitivity and has somewhat
wider applicability. In these methods, the sample is pestled with a minimum amount
of radical-containing solution, or the sample is suspended in the matrix then
thoroughly drained before packing to a rotor. The matrix solution that does not
dissolve the sample itself is suited for this approach. This was first applied to the
DNP of surface-modified material particles and pharmaceutical formulations, in
which finely grinded powder sample was “impregnated” with a TCE solution of
hydrophobic radicals (TEKPol, bCTbk, etc.) [103, 111]. Similarly, in polarizing
GNNQQNY, the protein crystals were washed with glycerol/water solution of
TOTAPOL and drained [92]. Liposome sample containing membrane protein have
also been treated in a similar fashion, for which the pelleted membrane fraction was
re-suspended to the glycerol/water solution of radical, then spun down before
packing [95, 96]. In a report, a membrane sample in a rotor was wetted with drops
of the radical solution from the top and equilibrated [97]. In these preparations

4 Advances in High-Field DNP Methods 125



described here, the radical molecules do not penetrate into the molecular assembly
of interest, and the spectrum is minimally affected by the paramagnetic broadening.
This was clearly evidenced by the high resolution observed for the active site of
bachteriorodopsin (bR), for which the loaded radical molecules were sequestered
outside the membrane [112].

For evaluating the absolute sensitivity gain, it is important to take account of the
effect of the signal quenching. A finite number of solute molecules directly sur-
rounding the radical molecule experience strong paramagnetic shift and broadening,
and thus escape the NMR detection. Thus, this will reduce the absolute signal
intensity of the radical-doped sample when measured without SMMW irradiation
[73]. A distinct depolarization path that is specific to a spinning sample doped with
the broad-line radicals (aka Thurber effect) was also proposed [113]. Due to the
quenching and/or the Thurber effect, the off-signal intensity is normally in artifi-
cially reduced state, and leads to an overestimation of the sensitivity gain by DNP if
one is only based on the simplistic enhancement factor eon/off. Ultimately, the
absolute sensitivity should take an account of the quenching/Thurber effect together
with the reduced CP efficiency due to the shorter T1q for a doped sample, slower
data collection due to the longer T1H at low temperatures, reduced sample filling
factor due to the glass matrix for the sensitivity losses, but, on the other hand, the
smaller thermal noise and greater Curie magnetization at low temperatures together
with the DNP signal enhancement for the gains. Usually, the gain overwhelms the
loss.

The large signals from the glassy matrix can cause unwanted problems in
application studies. The 13C signals of glycerol (*65 and 75 ppm), TCE
(*80 ppm) and DMSO (*40 ppm) can partly overlap with the aliphatic signals of
interest. If the molecule of interest is isotopically labeled with 13C and/or 15N,
multi-dimensional measurement easily escapes this problem by resolving the
interesting cross-peaks to the off-diagonal spectral regions, while the matrix signals
stay on the diagonal. If the molecule under test is unlabeled, or only 1D mea-
surement is sought, a possible work-around is the use of the 12C-enriched matrix. At
the moment, 12C-enriched glycerol is commercially available. If the sample of
interest is compatible with the matrix-free setup, or with the matrix impregnation
method, the matrix signal should annoy the measurement much less.

4.6.3 DNP Enhancement Factor and Temperature

For combating the diminishing DNP efficiency at high fields, the choice of lower
temperatures can be an effective strategy. Figure 4.16 shows the DNP enhancement
factor measured at B0 = 16.4 T as a function of the sample temperature. The sample
was 13C-urea dissolved in glycerol/water matrix. The closed-cycle He MAS system
was used [22]. Clearly, the enhancement factor rapidly increases with the lowering
temperature. With TOTAPOL and AMUPol, the enhancement factor exceeded 100
at T = 28 K and vR = 6 kHz, with roughly a few watts of SMMW at the sample.
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Together with the increased Curie polarization by a factor of *10 (=300/30 K),
reduced thermal noise level by 30% from the cold RF coil and capacitors, and the
measured 50% signal loss from the CP efficiency plus the quenching effect, the
absolute sensitivity gain was determined as 100*10*1.3*0.5 = 600 at 30 K for
TOTAPOL (circles, Fig. 4.16). With AMUPol, although a factor of 1.5–2 larger
enhancement was obtained (triangles), the quenching effect was found to be severer
than with TOTAPOL: The off signal intensity was found to be only *30% of
undoped sample. Thus, overall sensitivity turned out to be similar to the one with
TOTAPOL at 30 K. Also shown in Fig. 4.16 for AMUPol is the enhancement
factor obtained with several-fold higher SMMW power (rectangles). The eon/off was
almost doubled to be *175 at 38 K, leading to the overall gain of *175*7.9
(=300/38 K)*1.3*0.3 = 540. These overall gains are considerably higher than that
reported at the same field condition, but conventional temperature T * 85 K
[16, 114]: 40*3.5*0.5 = 70, where the same quenching factor from our measure-
ment was assumed.

4.7 Summary and Outlook

This chapter discussed the current methods and instruments for the high-field DNP
technique for sensitizing the high-resolution MAS NMR spectroscopy. After dec-
ades since the “big bang” brought by the seminal paper published in 1993, the field
of high-field DNP is still rapidly evolving and expanding, and will continue to do
so. Thus, together with the current success, the authors have emphasized a number
of remaining technical issues and current limitations to give a baseline for the future
development and innovation. It is the authors’ belief that the overall sensitivity gain
of MAS NMR should exceed a factor of 10,000 in several years with a use of lower
temperatures, better polarizing agents, more sophisticated SMMW irradiation
schemes and the cryogenic signal receiving systems. Along the way, the high-field
DNP is expected to open up new avenues to in-cell structural biology at

Fig. 4.16 Enhancement
factor versus sample
temperature recorded at
B0 = 16.4 T. Sample was 1M
13C-urea in d8-
glycerol/D2O/H2O matrix.
The MAS rate was 6 kHz,
except for the 38 and 28 K
data, for which vR * 4 kHz.
The sample temperature was
measured from T1 of

79Br
co-packed in the rotor

4 Advances in High-Field DNP Methods 127



physiological concentration, studies on supramolecular membrane assemblies as
well as (unlabeled) ligand conformation and dynamics of membrane receptors, and
even to fully isotope labeling-free structural biology. Besides the biological sys-
tems, the unprecedented sensitivity will enable detection and structural analysis of
trace amount of natural products or pharmaceutical contamination, polymer ter-
minals, organo-functionalized material surfaces and minor metabolites.

Other interesting scope of high-field DNP includes the quadrupolar DNP,
especially on 17O NMR spectroscopy of proteins, 35Cl NMR in the chlorine pumps,
43Ca NMR of the organic–inorganic domain interface in bones and 27Al NMR in
various material samples. With the high spin polarization exceeding *50%, the
high temperature approximation would start to sway at high fields. Novel NMR
techniques based on the considerably nonlinear equilibrium spin states should be
explored for application. Combined with the optically excited electrons, the nuclear
polarization way exceeding that relying on the electron’s thermal equilibrium will
be available for high-resolution MAS NMR spectroscopy. The sensitivity gain itself
would be phenomenal, but also this would lend to the molecular mechanistic
understandings of the electron transfer phenomena, and eventually to the devel-
opment of artificial photosynthetic systems in a long term.

Engineering effort should be directed, for example, to a DNP probe with the cold
signal receiving system, 1 GHz DNP spectrometer, 1H detection DNP probe with
fast MAS, ultra-fast helium MAS DNP probe, table-top gyrotron employing the
high-Tc bulk superconductors, integral gyrotron in the NMR magnet, high-power
non-gyrotron SMMW sources for fSMMW �300 GHz, RF coils transparent to the
SMMW, phase-controllable SMMW pulse generator for the coherent pulse DNP
and SMMW resonator structure compatible with the MAS NMR samples.
Chemically, more advances on the polarizing agents are hoped for those utilizing
transition metals, those being able to promote the OE-DNP in insulating solids, a
pair of narrow-line radicals directly matching the CE frequency condition and
20 K-optimized radicals. Development of the sample preparation methods for
increasing the low-temperature spectral resolution, and of the numerical approa-
ches, at the same time, for extracting information from overlapped signals should
also be an important part of the future innovation.
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Chapter 5
Photoirradiation and Microwave
Irradiation NMR Spectroscopy

Akira Naito, Yoshiteru Makino, Yugo Tasei and Izuru Kawamura

Abstract In situ photoirradiation solid-state nuclear magnetic resonance
(NMR) spectroscopy is designed for optical irradiation from the top part of a
zirconia rotor through a glass cap, which makes it possible to efficiently irradiate the
inside of the rotor. This experimental method has made it possible to observe
photo-intermediates of sensory rhodopsins, such as sensory rhodopsin I (SRI) and
sensory rhodopsin II (SRII), and bacteriorhodopsin (bR) Y185F mutant. In SRI,
green light generates M-intermediates, which exhibit positive phototaxis, while blue
light generates P-intermediates, which exhibit negative phototaxis. In SRII, green
light generates M-intermediates and blue light generates O-intermediates. In
Y185F-bR, O-intermediates were first observed using solid-state NMR spec-
troscopy. The microwave irradiation NMR spectrometer was developed in-house by
modification of a commercial NMR spectrometer. A flat long copper ribbon was
used as a capacitor and a half turn of copper ribbon at the edge was used as an
inductor for the microwave resonance circuit, which was coaxially inserted inside
the radiofrequency induction coil and allowed NMR signals to be observed under
microwave irradiation conditions. The temperature of N-(4-methoxybenzylidene)-
4-butylaniline (MBBA) during microwave irradiation was estimated by measuring
the temperature-dependent chemical shifts, whereby different protons were found to
indicate significantly different temperatures in the molecule. Liquid
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crystalline-isotropic phase correlation 2D NMR spectra were observed using pulsed
microwave irradiation for rapid temperature jump experiments.

Keywords Photoirradiation � Microwave irradiation � Photoreceptor membrane
protein � Liquid crystal

5.1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy provides important information
on molecular structure and dynamics in biological and material systems. External
perturbation can be combined with NMR spectroscopy to obtain molecular infor-
mation. Photoirradiation NMR spectroscopy is a useful technique for understanding
the photoactivation mechanisms associated with the biological functions of pho-
toreceptor membrane proteins. Microwave irradiation NMR spectroscopy is also a
useful tool for elucidating the heating and activation mechanisms of organic
reactions. In this chapter, the experimental details of photoirradiation and micro-
wave irradiation as external perturbations for NMR measurements are described.

5.1.1 Photoirradiation Solid-State NMR Spectroscopy

Photoirradiation solid-state NMR spectroscopy is particularly useful for the study of
photoreceptor retinal-binding membrane proteins, detection of photo-intermediates,
and for elucidation of photoreaction cycles and photoactivated structural changes.
However, such experiments cannot be performed easily because photoirradiation
systems for solid-state NMR are quite difficult to incorporate due to the complex
nature of magic angle spinning (MAS) probe assemblies. Most of the early
experiments were performed with photoirradiation from outside the probe and with
freezing of the sample, followed by transfer to the NMR probe for measurement of
the signals derived from the trapped photoactivated intermediates (freeze-trapping).
The light-adapted state and M- and N-intermediates of bacteriorhodopsin (bR) have
been characterized using photoirradiation solid-state NMR spectroscopy [1–4]. The
metarhodopsin-I photo-intermediate of rhodopsin was characterized using the
photoirradiation method in combination with double-quantum solid-state NMR [5].
The metarhodopsin II photo-intermediate of the visual receptor rhodopsin was also
trapped and characterized [6, 7].

An in situ photoirradiation solid-state NMR spectrometer has also been descri-
bed, in which light passes through an optical fiber to the probe and the sample is
irradiated from outside the rotor tube [8, 9]. This system was used to characterize an
early M-intermediate, M0, and a late M-intermediate, Mn, in the bR photocycle [8,
9]. The L-intermediate of bR was trapped by irradiation of the light-adapted state
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(LA) with >610 nm light in the temperature range of −95 to −130 °C for at least
2 h [10].

By combination with the dynamic nuclear polarization (DNP) method, the
heterogeneity of dark-adapted bR and distortion in the K-intermediate were
revealed, and four discrete L-intermediates were detected [11, 12]. Recently, the
photoactive site of channel rhodopsin-2 was revealed using DNP-enhanced pho-
toirradiation solid-state NMR [13].

Another in situ photoirradiation solid-state NMR apparatus has been developed,
in which the sample is irradiated from inside the rotor tube through a glass rod
inserted into the rotor [14–19]. This allows irradiation of the sample with extremely
high efficiency and enables observation of the photo-intermediates and photore-
action processes of photoreceptor membrane proteins [17, 18]. In situ photoirra-
diation is particularly useful for the study of the photocycles of retinal proteins such
as sensory rhodopsin I (SRI) [16] and sensory rhodopsin II (SRII), which is also
identified as pharaonis phoborhodopsin (ppR) [15, 17].

5.1.2 Microwave Irradiation NMR Spectroscopy

Microwave heating is widely used to accelerate organic reactions [20–29], to reduce
polymerization times [30–33], and to enhance the activity of enzymes [34, 35]. The
major reason for acceleration of the reactions in this manner is the thermal effect of
microwaves [36]. However, non-thermal effects have also been identified and it has
been reported that the thermal and non-thermal effects of microwaves can be
separated [37]. Non-thermal effects have recently been demonstrated by an
observed increase in the rate of polymerization reactions under an electric field but a
decrease under a magnetic field [33]. Microwave thermal effects are attributed to an
increase in the solvent temperature due to dielectric loss [23, 24, 38, 39]. Electric
dipoles of the solvent molecule will align under an applied electric field, and in the
case of microwave irradiation, the applied field will oscillate. As the dipoles attempt
to realign with this alternating electric field, energy is released by molecular friction
and collisions. Ions also translate along the oscillating electric field, generating
collisions or friction with other molecules in the sample matrix to produce addi-
tional thermal energy. However, details of the molecular mechanisms associated
with the microwave heating effect on chemical reaction rates have not yet been fully
elucidated. One of the most important phenomena associated with microwave
irradiation is non-equilibrium localized heating, defined as the generation of iso-
lated regions with much higher temperatures than the bulk solution. This has been
reported to occur in liquid–solid systems in response to microwave irradiation, such
as in the case of dimethyl sulfoxide (DMSO) molecules in contact with Co particles
under microwave irradiation [40].

In this chapter, in situ microwave irradiation solid-state NMR spectroscopy is
described with the aim of characterizing microwave heating mechanisms. Recently,
microwave-induced heating mechanism was observed in liquid crystalline systems
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[41, 42]; local heating effects were observed in a liquid crystalline phase, where a
locally isotropic phase appeared under microwave irradiation. Furthermore,
molecular temperatures were measured by observing chemical shifts for individual
protons to determine different temperatures within a molecule under microwave
irradiation [42]. Microwave heating allows rapid temperature jump experiments to
be performed. This technique is used to obtain state-correlated two-dimensional
(SC-2D) NMR spectra. This allows for the high-resolution observation of 1H
dipolar patterns in 1H NMR spectra in the liquid state rather than in the liquid
crystalline state. Using this method, the local dipolar interactions of individual
protons in the liquid crystalline state can be examined via high-resolution reso-
nances in the isotropic phase [43–47] and the resulting data may also be used to
obtain SC-2D NMR spectra of protein in both their native and denatured states [48].

5.2 Experimental Details for Photoirradiation Solid-State
NMR Spectroscopy

5.2.1 Photoirradiation System for Solid-State NMR

An in situ photoirradiation system was developed for solid-state NMR measure-
ments under the MAS condition. In situ continuous photoirradiation with a
light-emitting diode (LED) light source was conducted using an optical fiber passed
from outside the magnet through a tightly sealed cap made of a glass rod glued to a
zirconia rotor (Fig. 5.1). Photoirradiation was performed from the top of the spinner
without touching the optical fiber to the cap of the spinner. The tip of the glass rod
was grained so as to provide irradiation perpendicular to the rotor wall, to which the
fluid membrane proteins were attached on the side wall as a thin film. Therefore,
light is directed perpendicular from inside the spinner to the rotor wall. If the
irradiation is not perpendicular to the rotor wall, then it will be completely reflected
off the surface of the film sample and will not penetrate into the sample. Thus, the
irradiation efficiency is significantly improved when the light is provided from
the inside. It is important for light to penetrate into the sample, especially when the
absorbance is quite large. Using a solid-state NMR spectrometer (CMX
Infinity-400, Chemagnetics) equipped with this photoirradiation system, it is pos-
sible to efficiently irradiate samples in the rotor with 150 mW of green (520 nm),
orange (590 nm) and blue (365 nm) LED lights.

5.2.2 Photoirradiation NMR Measurements

For in situ photoirradiation solid-state NMR measurements, 100 lL (50 mg) each
of photoreceptor membrane protein samples were placed into the zirconia rotor and
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sealed with the glass rod as a cap. A cross-polarization-magic angle spinning
(CP-MAS) pulse sequence was used with a contact time of 1 ms, followed by
acquisition with 50 kHz two-pulse phase modulated (TPPM) proton decoupling
pulses (Fig. 5.2a). It was noted that the 13C NMR signals of [20-13C] retinal were
only observed with the CP pulse sequence because the retinal is located deep inside
the core part of the membrane and is immobile. The MAS frequency was set to
4 kHz, and the temperature was set to 0, −20 and −40 °C using a gas flow tem-
perature controller system. Typically, 20,000 transients were accumulated for dark
and light experiments. Samples could be continuously irradiated with three different
LED wavelengths (365, 520, and 595 nm) during NMR measurements. The LED
continuous irradiation does not increase sample temperature.

5.2.3 Detection of Photo-Intermediates in the Photoreaction
Cycles

When retinal-binding membrane proteins such as SR-II are irradiated with LED
light, retinal absorbs the light energy and is excited from the G-state to the
K-intermediate, subsequently relaxes to L-, M-, and O-intermediates and finally
returns to the G-state as follows G ! K ! L ! M ! O ! G, which is referred
to as the photocycle (Fig. 5.2b). If the M-intermediate exhibits a slightly longer
half-life than the other states, then M-intermediates can be stationary trapped under
continuous light irradiation because the production rate of M-intermediate is

Fig. 5.1 Schematic illustration of the in situ photoirradiation solid-state NMR spectrometer. An
optical fiber is guided from the outside of the magnet and connected to an LED light source (520,
595 and 365 nm, 150 mW). The optical fiber is guided from the bottom to the top of the probe
head and accurately aligned along the top of the MAS rotor. The top part of the zirconia rotor is
capped by a glass rod, in which the tip part is ground to provide illuminate perpendicular to the
spinner axis, so that strong light irradiates the sample from inside the sample tube [16]
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possibly faster than its relaxation rate. Thus, in a system with a photocycle,
CP-MAS NMR spectra can be observed under dark condition and subsequently
under irradiation with LED using the same experimental parameter such as the
temperature (Fig. 5.2c). The difference spectrum between the dark and light con-
ditions provides a background-free spectrum in which reactant species exhibit
negative peaks and product species exhibit positive peaks (Fig. 5.2c). Thus, the
photoreaction pathways can be clearly characterized. It is also possible to switch the
photoreaction pathways by changing the wavelength of the LED light. In the SRII
(ppR) system, the pathway of the M-intermediate may switch from M(390) !
O(560) to M(390) ! SRII under irradiation with blue light (365 nm).

5.3 Photoreaction Cycle for SRI as Revealed by In Situ
Photoirradiation Solid-State NMR

SRI functions as a color-discriminating receptor in halobacterial phototaxis [49].
SRI has seven transmembrane a-helices with an all-trans retinal chromophore [50].
SRI forms a 2:2 complex with its cognate transducer protein, HtrI [51]. The
essential photocycle of SRI from Halobacterium salinarum (HsSRI) proceeds as
follows: SRIG(587) ! (hm) ! SRIK(625) ! SRIL(540) ! SRIM(373) !
SRIG(587) (Fig. 5.3a). Here, the SRIP(520)-intermediate is produced from the
M-intermediate by absorption of a second photon from near-UV light as a back
reaction: SRIM(373) ! (hm) ! SRIP(520) ! SRIG(587) [52]. During the photo-
cycle, the M- and P-intermediates are thought to be essential for positive and
negative phototaxis, respectively (Fig. 5.3a). Little is known about the structural

Fig. 5.2 a Pulse sequence for photoirradiation CP-MAS NMR spectroscopy. b Photocycle for
SRII (ppR). c NMR spectra of dark state (D1). NMR spectrum under photoirradiation (L1).
Difference spectrum between dark state and irradiation state (L1–D1). d All-trans configuration of
retinal
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change or the signal relay mechanism for this type of phototaxis because HsSRI is
unstable under various conditions and its inherent instability hampers the eluci-
dation of its molecular mechanism.

Recently, a novel SRI protein from the eubacterium Salinibacter ruber (SrSRI)
was cloned and characterized. SrSRI was the first eubacterial SRI identified as a
functional protein [53]. SrSRI has an all-trans retinal configuration as a chro-
mophore in the dark and an absorption maximum at a longer wavelength (557 nm)
than SRII (500 nm), and a slower photocycle than the light-driven ion-pumping
rhodopsin [bR and halorhodopsin (HR)], which indicates that it is similar to
Halobacterium salinarum (Hs)SRI [54].

Fig. 5.3 a Estimated photoreaction cycle for SrSRI and retinal configurations. The two
photoactivated pathways from the G-state to the P-intermediate under blue light irradiation were
revealed to be single- and double-photon processes. The retinal configuration of the P-intermediate
was determined to be 13-cis, 15-anti. b 13C CP-MAS NMR signals for the [20-13C]-Ret-SrSRI-PG
system under dark condition (D1) (black) and under irradiation with 520 nm (L1) (green) and 595
nm (L1) (orange) LED light (A- and B-top), and difference spectra between the light and dark
states (L1–D1) (A- and B-bottom). 13C CP-MAS NMR signals for irradiation of the
M-intermediate with 595 nm (L1) (orange) and 365 nm (BL2) (blue) LED light (C, top), and
difference spectra between the M- and P-intermediates (BL2–L1) (C, bottom), and relaxation
process (D2–BL2) from the p-intermediate (BL2) (blue) to the G-state (D2) (black) (D, top). 13C
CP-MAS NMR signals under dark conditions (D2) (black) and under irradiation 365 nm (BL3)
(blue) to G-state (E, top) and difference spectrum between blue light and dark states (BL3–D2)
(bottom) (E, bottom), and relaxation process (D3–L4) from the M-intermediate (L4) to the G-state
(D3) (F, bottom) [16]
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The individual intermediates of the SrSRI photocycle have been observed using
in situ photoirradiation solid-state NMR spectroscopy [16]. 13C CP-MAS NMR
signals from the [20-13C]-retinal of the long-lived M- and P-intermediates and
pathways from the G-state to the photo-intermediates were observed, thereby
providing insight into the mechanism of the SrSRI photocycle.

First, in situ photo-irradiated 13C solid-state NMR spectra, as shown in
Fig. 5.3b, were collected by irradiating the G-state of [20-13C]-retinal-SrSRI with
520 or 595 nm LED light at −40 °C. The lipid signals overlapped heavily, so that
difference spectra could be obtained to resolve the light-induced changes. The
difference spectrum between the dark and light state clearly indicated that the
13C-NMR signal of the G-state at 13.8 ppm (negative peak) decreased and that of
the M-intermediate at 19.8 ppm (positive peak) increased [Fig. 5.3b(L1–D1)]. The
signals in the figure marked with an asterisk (*) could be derived from lipids that
changed in intensity during photoirradiation. These data indicated that the G-state
with all-trans retinal transforms into the M-intermediate with a 13-cis, 15-anti
retinal configuration and deprotonated Schiff base (SB) bonding (Fig. 5.3a). These
configuration of the SrSRI retinal could be clearly determined by comparison of the
13C chemical shifts for [20-13C]-retinal with those for ppR [15] and bR [1, 12, 55],
as summarized in Table 5.1.

The M-intermediate was trapped in a stationary state by irradiation with 520 nm
LED light (stationary trapping) and was subsequently irradiated with 365 nm LED
light at −40 °C to examine the double-photon process. As shown in Fig. 5.3b(BL2–
L2), the signal from the M-intermediate at 19.8 ppm decreased while that for the
P-intermediate at 24.8 ppm increased. This result indicates that the M-intermediate
transformed into the P-intermediate by absorption of the second irradiation with
365 nm LED light (blue) and that the half-life of the P-intermediate should be

Table 5.1 Chemical shift values for [20-13C]-retinal proteins (ppm)

Retinal
proteins

G-state M-intermediate P-intermediate N-intermediate O-intermediate

SrSRI
(−40 °C) 13.8a

(all-trans)
19.8a

(13-cis)
24.8a

(13-cis, 15-anti)

ppR
(0 °C)
(−20 °C)

13.3b

13.5b

(all-trans)

22.3b

24.1, 22.5, 21.7b

(13-cis, 15-anti)

ppR/pHtrII
(0 °C)
(−20 °C)

(−40 °C)

13.6b

13.5b
22.7b

23.5, 22.3 21.3b

(13-cis, 15-anti)
23.9
(13-cis)

16.4
(all-trans)

aRef. [16], bRef [15]
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sufficiently long to enable a high population to remain at −40 °C. The 24.8 ppm
13C chemical shift for the P-intermediate from [20-13C]-retinal suggests a 13-cis,
15-anti configuration of retinal based on the chemical shifts of ppR [15] and bR [1,
12, 55] (Table 5.1). In addition, the significant difference between the chemical
shifts of the P- and M-intermediates is indicative of a rather large conformational
change, which may in turn be responsible for the significant changes in protein
interaction that lead to the functional switch between positive and negative pho-
totaxis [56].

After the P-intermediate was trapped in a stationary state by irradiation with
365 nm LED light, the irradiation was stopped and a change in the intensity of the
P-intermediate was observed, as shown in Fig. 5.3b(D2–BL2). The signal intensity
of the P-intermediate at 24.8 ppm decreased and that of the G-state at 13.8 ppm
increased, which indicates that the P-intermediate relaxes to reach the G-state.
Therefore, it was concluded that the P-intermediate returns directly to the G-state
via a thermal process under dark conditions. Although the P-intermediate relaxed
within a half day at −40 °C, it was trapped stationary under irradiation with 365 nm
LED light [Fig. 5.3b(BL3–D2)], which indicates that the P-intermediate and
G-state are in equilibrium under irradiation with 365 nm LED light. Thus, to
examine the direct pathway of transformation from the G-state to the
P-intermediate, the G-state was irradiated with 365 nm LED light [Fig. 5.3b(BL3–
D2)]. The result indicated a decrease in the G-state and simultaneous increase in the
P-intermediate, which clearly revealed that the P-intermediate is directly generated
from the G-state upon irradiation with 365 nm LED light.

In contrast, the M-intermediate was thermally transformed into the G-state under
dark condition, as shown in Fig. 5.3b(D3–L4). In addition, the half-life of the
M-intermediate was as long as 1 day at −40 °C. This result confirmed the normal
pathway of the single photon photocycle under irradiation with green light rather
than UV light.

In summary, the photoreaction cycle and possible configuration of retinals in the
intermediates of SrSRI were revealed (Fig. 5.3a). In this photoreaction cycle, the
M-intermediate is trapped stationary in an attractant state under irradiation with
green light (520 nm), and the P-intermediate is subsequently trapped stationary by a
second irradiation with UV light (365 nm), acting in a repellent state. The con-
figuration of the M- and P-intermediates was determined to be 13-cis, 15-anti with
deprotonation and protonation of the SB, respectively. The pathway from the
G-state to the P-intermediate was also observed by irradiation with UV light at
365 nm. SrSRI has been shown to function in both positive and negative phototaxis
with color-discriminating manner.
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5.4 The Photoreaction Cycle of Pharaonis
Phoborhodopsin (SRII) as Revealed
by Photoirradiation Solid-State NMR Spectroscopy

Pharaonis phoborhodopsin (ppR or SRII) is a negative phototaxic receptor of
Natronomonus pharaonis. The ppR protein forms a 2:2 complex with the cognate
transducer pHtrII, which transmits a photosignal into the cytoplasm [57]. Light
absorption by ppR initiates trans-cis photoisomerization of the retinal chromophore,
followed by a cyclic chemical reaction that consists of several intermediates (K, L,
M, and O) [58], as shown in Fig. 5.4a (thick arrows).

The K(540)-intermediate has a 1 ls half-life and a 13-cis, 15-anti retinal con-
figuration. The L(488)-intermediate can be transformed from the K-intermediate
and has a 30 ns half-life and a 13-cis, 15-anti retinal configuration. Subsequent to
formation of the L-intermediate, a proton is removed from the SB to form the M
(390)-intermediate, which has a long half-life of 1.7 s. The M-intermediate has a
13-cis, 15-anti retinal configuration with a deprotonated SB. By accepting protons,
the M-intermediate transforms into the O(560)-intermediate, which has a 770 ms

Fig. 5.4 a Photoreaction cycle of the ppR/pHtrII comlex and retinal configurations for the M, N,
and O-intermediates. b 13C-CP-MAS NMR spectra of [20-13C]-Ret-ppR and -ppR/pHtrII complex
taken at 0, −20 and −40 °C. The top spectra were obtained from the light (red) and dark (black)
state of ppR (A) and the ppR/pHtrII complex (B) at 0 °C. The bottom spectra in each panel show
the differences between the light (L1) (red) and dark (D1) (black) spectra (L1–D1). Peaks labeled
M and G indicate the 13C-CP-MAS signals for [20-13C]-Ret in the M-intermediate and the G-state,
respectively. Middle spectra were obtained for ppR (C) and ppR/pHtrII complex (D) at −20 °C.
Spectra for the ppR/pHtrII complex obtained (E) in the dark, and under irradiation with (F) 520
(green) and (G) 365 nm (blue) light at −40 °C. (H) Difference spectrum for (F)–(E), where G, O,
M, and N indicate the signals of the G-state and O-, M-, and N-intermediates, respectively.
(I) Difference spectrum of (G)–(F). The M-intermediate is converted to the O-intermediate.
[15, 18]. c Signal transduction mechanism model of ppR-pHtrII complex system [50]
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half-life. The M- and O-intermediates are considered to be the active states for
signal transduction.

The crystal structure of the ppR/pHtrII complex suggests the formation of two
specific hydrogen bonds, between Tyr199ppR and Asn74pHtrII and between
Thr189ppR and Glu43pHtrII/Ser62pHtrII [59]. Thr204 is an important residue for color
tuning and the photocycle kinetics of ppR (Fig. 5.4c) [60], and further observation
have provided additional information regarding the important role of Thr204 in the
negative phototaxis function of the ppR/pHtrII complex [61]. Steric hindrance
between the C14-H of retinal and Thr204 occurs upon formation of the
K-intermediate [62]. At the same time, a specific hydrogen bonding alteration
occurs between Thr204 and Tyr174 in a pHtrII-dependent manner [63]. Several
groups have suggested that helix movement in ppR and outward tilting of helix F
occur during the photocycle [64–66], and these steps are considered essential for
the activation of pHtrII. However, no helix tilting was observed in the crystal
structure of the M-intermediate of the ppR/pHtrII complex [67]. TM2 helical
rotation occurs during the formation of the M-intermediate, which transfers the
signal to the phosphorylation cascade to initiate rotation of the bacterial flagellum
motor and results in negative phototaxis (Fig. 5.4c). Thus, the structural changes
that occur upon formation of the active M-intermediate continue to be an exciting
topic of research [68, 69].

In situ photoirradiation CP-MAS solid-state NMR experiments were performed
on a sample of [20-13C]-retinal-ppR in egg phosphatidylcholine (PC) under near
physiological condition at 0 and −20 °C [Fig. 5.4b(A) and (C)] [15]. In addition to
the long half-life of the M(390)-intermediate (1.7 s), the relatively long-lived O
(560)-intermediate (0.77 s) was irradiated with 520 nm LED light. In the G-state, a
peak corresponding to the 20-C in retinal appeared at 13.5 ppm, and the signal
shifted to 22.4 ppm for the M-intermediate at 0 °C [Fig. 5.4b(A)(L1–D1)]. At least
three distinct M-intermediates appeared at 24.1 (M3), 22.5 (M2), and 21.7 ppm
(M1) in photo-irradiated ppR at −20 °C (Fig. 5.4b(C)(L1–D1); Table 5.1). The
overall yields of the M-intermediates were 40 and 80% at 0 and −20 °C, respec-
tively. This difference in yield can be attributed to the longer half-life of the
M-intermediate at the lower temperature. The multiple signals at −20 °C could be
attributed to the occurrence of several different interactions between retinal and the
protein.

The M-intermediates were also trapped for the [20-13C]-retinal-ppR/pHtrII
complex (which exhibits signal transduction activity), as revealed by the appear-
ance of a 13C-NMR peak at 22.6 ppm at 0 °C [Fig. 5.4b(B)] and three distinct
peaks at 23.5, 22.3, and 21.3 ppm at −20 °C [Fig. 5.4b(D)] (Table 5.1). Thus,
multiple M-intermediates were also observed in the ppR/pHtrII complex at −20 °C.
Note that the signal from the M-intermediate for ppR was slightly different from
that of the ppR/pHtrII complex, which indicates that the interaction of retinal with
ppR alone differs from the interaction with the ppR/pHtrII complex.

When the ppR/pHtrII complex was irradiated with 520 nm green light at −40 °C,
the G-state [Fig. 5.4b(E)] was converted to the O-, M-, and N-intermediates
[Fig. 5.4b(F)]. After the M-intermediates of the ppR/pHtrII complex were trapped at
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−40 °C in a stationary manner by irradiation with 520 nm green light [Fig. 5.4b(F)],
irradiation with the LED light was switched to 365 nm blue light [Fig. 5.4b(G)]. In
this process, the intensities of the M-intermediates decayed, while the intensities of
the O-intermediate and G-state increased [Fig. 5.4b(I)(G–F)]. In contrast, the
N-intermediate did not decay over the same period. Furthermore, the G-state was
transformed to the O- and N-intermediates following irradiation with 365 nm blue
light [Fig. 5.4b(I)]. The M-intermediate is reportedly transformed back to the G-state
by irradiation with blue light (356 nm) [70], as the M-intermediate has a maximum
absorbance of 390 nm. However, the M-intermediate was converted to the
O-intermediate under irradiation with 365 nm blue light [Fig. 5.4b(H)].
Spectroscopic evidence for the formation of an N-intermediate was recently deter-
mined in a transient absorption study [71], which reported that decay of the
M-intermediate produces an O-intermediate that is in equilibrium with the
N-intermediate. Thus, by taking into account the results of photoirradiation
solid-state NMR experiments, the photoreaction cycle of ppR/pHtrII is presented in
Fig. 5.4a. The M-intermediate is converted to the O-intermediate under irradiation
with 365 nm blue light through a double-photon process, and the O-intermediate is
then converted to the N-intermediate and reaches an equilibrium state in which the
intensity of the N-intermediate is higher than that of the O-intermediate.

5.5 The Photoreaction Pathway for the Bacteriorhodopsin
Y185F Mutant

The ordered sequence of conformational changes that occur in bR as a result of light
absorption is known as the photocycle, which is initiated in a dark-adapted state
such as the all-trans (AT is the same as bR-568) and 13-cis, 15-syn (CS is the same
as bR-548) states and consists of at least five additional major distinct states (i.e.,
the K-, L-, M-, N-, and O-intermediates) characterized by changes in the maximum
absorbance wavelength, and finally returns back to the AT state [72–75]. The retinal
configuration in dark-adapted bR consists of AT and CS configurations at a molar
ratio close to 1. Upon irradiation with 560 nm light, the population of the AT
increases, a condition known as the light-adapted state. The light-adapted state is
excited to the K-intermediate (13-cis, 15-anti) and consequently relaxed through the
L- (13-cis, 15-anti), M- (13-cis, 15-anti), N- (13-cis, 15-anti), and O- (all-trans)
intermediates before returning to the AT (bR-568) state.

In the Y185F-bR mutant, the CS/AT molar ratio in the dark-adapted state is 3:1
[76]. Light adaptation produces the AT state and the O-intermediate [77].
Photoexcitation of the OY185F-intermediate at 170 and 250 K produces an
N-intermediate, but no M-intermediate [78]. In the process of transition from the
O-intermediate to the AT state, a H+ is transported from Asp85 to a proton release
group (PRG) through the Y185F-bR hydrogen bond network, which consists of
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Asp212 and Tyr185. However, breakdown of the hydrogen bond network prevents
H+ transport, so that the half-life of the O-intermediate is predicted to be signifi-
cantly increased [79].

The photoreaction pathways for Y185F-bR were examined using in situ pho-
toirradiation solid-state NMR spectroscopy [19]. 13C-CP-MAS NMR spectra were
acquired at −40 °C in the dark (D1), under irradiation with 520 nm light (L1),
subsequently in the dark (D2), and again under irradiation with 520 nm light (L2).
Between D1 and L1, the CS (bR-548) state changed to a CS*- (13-cis, 15-syn)
intermediate, which was highly stable at −40 °C, and was similar to the
batho-13-cis-bR [80] and K-intermediate [81] [Fig. 5.5a(A)(L1–D2)]. The AT
(bR-568) state transformed to an N-intermediate. Under the D2 condition, the
N-intermediate transformed to an O-intermediate, which was also highly stable at

Fig. 5.5 a Difference spectra for [20-13C]Ret-Y185F-bR at −40 °C in the pathway from (A. L1–D1)
D1 to L1, (B. D2–L1) L1 to D2, (C. L2–D2) D2 to L2, (D. D3–L2) L2 to D3, and (E. D2–D1) D1
to D2. b Photoreaction pathway of Y185F-bR. Solid green arrows indicate the photoreaction
pathway under irradiation with 520 nm light. Solid black arrows indicate thermal relaxation
pathways. Broken arrows indicate hydrothermal pathways [19]
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−40 °C in the dark [Fig. 5.5a(B)(D2–L1)]. Consequently, the O-intermediate
transformed to the N-intermediate through the AT state, whereas the CS*-inter-
mediate did not change under irradiation with 520 nm light. The CS*-intermediate
was converted to the AT state after the temperature was increased to −20 °C. Upon
subsequent increase in the temperature to 20 °C, the AT state was converted to the
CS state until equilibrium was reached. In this experiment, the chemical shift of
[20-13C, 14-13C]-retinal provided the 13-C=C and 15-C=N configurations
(Fig. 5.2d). From these data (Table 5.2), the configuration of the AT and CS states,
and the CS*-, N-, and O-intermediates were determined as (13-trans, 15-anti),
(13-cis, 15-syn), (13-cis, 15-syn), (13-cis, 15-anti), and (13-trans, 15-anti),
respectively. In situ photoirradiation solid-state NMR spectroscopy thus revealed
the photoreaction pathways and structures for the AT and CS states, and the CS*-,
N-, and O-intermediates of the Y185F-bR mutant (Fig. 5.5b) [19].

5.6 Experimental Details for Microwave Irradiation NMR
Spectroscopy

5.6.1 In Situ Microwave Irradiation NMR Spectrometer

The microwave irradiation solid-state NMR spectrometer was developed in-house
by modification of a solid-state NMR spectrometer (CMX Infinity 400,
Chemagnetics) [41], as schematically shown in Fig. 5.6. A flat 4-mm-wide and

Table 5.2 13C Chemical shifts (ppm) for the various states of [20-13C]Ret-, [14-13C]Ret-, and
[15-13C]Ret-bR and Y185F as determined using photoirradiation solid-state NMR spectroscopy

State 20-13C 14-13C 15-13C 15Nf Configuration

AT (bR568) 13.3a 122.0a 160.0a 165.2e 13-trans, 15-anti

CS (bR548) 22.0a 110.5a 163.2a 173.5e 13-cis, 15-syn

K 118.2d 160.2d 156.5e 13-cis, 15-anti

L165 15.5d 163.0d 165.2e 13-cis, 15-anti

L174 123.3d 162.9d 174.3e 13-cis, 15-anti

L181 24.0d 116.2d 162.5d 181.2e 13-cis, 15-anti

L185 24.5d 116.2d 162.7d 184.9e 13-cis, 15-anti

M0 21.5d 19.5 g 124.5d 165.4d 318.4e 13-cis, 15-anti

Mn 17.8 g 124.6c 312.0e 13-cis, 15-anti

N 115.2b 150.7b 13-cis, 15-syn

AT (Y185F) 13.2f 123.1f 159.4f 13-trans, 13-anti

CS (Y185F) 21.7f 110.0f 165.4f 13-cis, 15-syn

CS*(Y185F) 18.0f 115.0f 162.2f 13-cis, 15-syn

N (Y185F) 19.2f 125.4f 163.8f 13-cis, 15-anti

O (Y185F) 13.2f 123.1f 159.4f 13-trans, 15-anti
aRef. [1], bRef. [4], cRef. [8], dRef. [13], eRef. [11], fRef. [19], gRef. [9]
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38-mm-long copper ribbon was used as a capacitor and a half turn of copper ribbon
at the edge was used as an inductor for the microwave resonance circuit (Fig. 5.6b),
which was coaxially inserted inside the 7-mm-diameter and 18-mm-wide radio
frequency induction coil (Fig. 5.6c). The dimensions of the microwave and radio
frequency circuits increase the isolation between the microwave and radio fre-
quency resonance circuits, which allows the NMR signals to be observed under
microwave irradiation conditions. Although the sensitivity of the NMR signals is
reduced, it is important for the capacitor part of the microwave resonance circuit to
be wound inside the radio frequency coil. If the radio frequency coil is located
inside of the microwave circuit, then strong arcing would occur and the radio
frequency coil would be immediately disrupted. The microwave circuit was
appropriately tuned to 2.45 GHz by adjusting the capacitor part of the copper
ribbon space outside of the sample tube, and the radio frequency circuit was tuned
to 398 MHz by adjusting variable capacitors to match and tune using a sweep
generator. NMR spectra were recorded at 398 MHz on the NMR spectrometer
(CMX infinity 400 MHz, Chemagnetics), which was equipped with a microwave
generator (IDX, Tokyo Electronics Co., Ltd) capable of transmitting 1.3 kW pulsed
and continuous wave (CW) microwave irradiation at a frequency of 2.45 GHz.
Microwaves were transmitted from the microwave generator to near the magnet
through a waveguide, and transferred from the waveguide to a coaxial cable. The
coaxial cable was guided to the resonance circuit at the probe head. Microwave
pulses were controlled by a gating pulse produced by the pulse programmer of the
NMR spectrometer. The sample was cooled down to the temperature of the liquid
crystalline phase using a gas flow temperature controller. Samples were filled into a
3 mm outer diameter (OD) and 35 mm long inner glass tube (Shigemi Co., Ltd) for
NMR measurements to insulate from thermal contact with a 6 mm OD and 38 mm
long outer glass tube (Shigemi Co., Ltd) for NMR measurements without the use of
any protection apparatus for high-temperature experiments (Fig. 5.6).

5.6.2 Temperature Measurements

It is important to measure the temperature of a sample directly in the NMR probe to
observe microwave heating effects. Therefore, the temperature dependence of the
1H chemical shifts was observed for sample molecules using the temperature
control system in the spectrometer. In the case of liquid-state NMR, the difference
in the chemical shift Dd, between CH3 and OH protons of methanol and glycol, has
been commonly used as a thermometer [82, 83]. Although, Dd for methanol is not
linearly dependent on temperature represented over a wide temperature range, the
coefficient of the quadratic term is small, so a straight line approximation will not
cause a large temperature error. Moreover, Dd for glycol is perfectly linear within
the error of 0.3 K within the range 310–410 K. In the case of solid-state NMR, the
temperature dependence of the 207Pb chemical shift in MAS spectra is linear within
the range −130 to +150 °C [84]. Paramagnetic lanthanide complexes also show a
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linear temperature dependence over a narrow temperature range [85]. In this
Sect. 5.6, d values for individual protons in the sample were measured with respect
to H2O protons at 20 °C in the temperature range from 50 to 95 °C. The temper-
ature of the sample under microwave irradiation was thus evaluated based on the
slope of this temperature dependence.

5.6.3 Microwave Temperature Jump Experiments

Microwave heating can also increase the sample temperature rapidly, which enables
temperature jump experiments. In such experiments, a microwave pulse is applied
to the probe, which is controlled by the pulse programmer of the NMR spec-
trometer. A 15 °C temperature jump within 100 ms was thus established for water
by microwave irradiation at 1.3 kW.

Fig. 5.6 a Schematic diagram of the in situ microwave irradiation solid-state NMR spectrometer
(CMX Infinity 400, Chemagnetics) equipped with a microwave transmitter (IDX, 1.3 kW, Tokyo
Electron Co., Ltd.). CW and pulsed microwaves are gated by a pulse from the pulse programmer
of the NMR spectrometer. Microwaves are transmitted from the microwave transmitter via a
waveguide and coaxial cable and finally introduced to the microwave resonance circuit in the
probe. b The equalizing microwave resonance circuit consists of an inductor and capacitor. The
sample is inserted into the capacitor in the microwave resonance circuit. c Schematic diagrams of
sample tube, capacitor and inductor of microwave resonance circuit, and radio frequency inductor.
The inner glass tube (Shigemi) filled with the samples is inserted into an outer glass tube, so that
the gas flow on the surface of the outer glass tube (Shigemi) is mostly insulated from the inner
sample tube. The microwave resonance circuit is attached to the surface of the outer glass
tube [41]
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5.7 Microwave Heating Effect of MBBA

5.7.1 Microwave Heating Effect of MBBA in the Liquid
Crystalline State

Figure 5.7a shows the molecular structure of N-(4-methoxybenzylidene)-
4-butylaniline (MBBA), and Fig. 5.7b shows 1H NMR spectra of MBBA in the
liquid crystalline state at 35 °C, which is 6 °C below the phase transition tem-
perature (Tc) of 41 °C. A broad 1H NMR spectrum with a 20 kHz linewidth was
obtained for the liquid crystalline sample due to 1H–1H dipolar couplings. MBBA
molecules are aligned in the magnetic field in the liquid crystalline phase, therefore,
residual 1H–1H dipolar interactions cause a number of transitions with various
dipolar interactions and this generates the observed line broadening. These dipolar
interactions can provide information concerning the order parameter of liquid
crystals. Figure 5.7c shows a high-resolution 1H NMR spectrum of MBBA in the
isotropic phase that was obtained at 43 °C, in which numerous proton signals were
resolved and assigned to the various protons in the molecule.

In subsequent trials, the MBBA temperature was increased from 20.0 °C below
Tc to 40.5 °C, which was performed using the temperature control unit of the
spectrometer. As shown in Fig. 5.7, the 1H NMR signals of the liquid crystalline
phase appeared alone at 35 °C. At 40.0 °C, the liquid crystalline phase had partly
transitioned to the isotropic phase (Fig. 5.7d). The temperature of the liquid crys-
talline and isotropic phases was observed to be almost the same. It was also evident
that the signals obtained at this temperature were broader than those of the fully
isotropic phase, which may be attributed to interaction of the isotropic and liquid
crystalline phases. This phase transition was completed at 40.5 °C (Fig. 5.7e),
which indicates that the liquid crystalline and isotropic phases coexisted near the
phase transition temperature.

The instrument temperature was then set at 20 °C, (20.5 °C below Tc), followed
by application of CW microwave irradiation at 130 W for 90 s, which generated
weak isotropic phase signals (representing approximately 2% of the bulk sample)
among the liquid crystalline phase signals (Fig. 5.7f). Based on the temperature
dependence of the linewidths, the temperature of the liquid crystalline phase was
estimated to be 35 °C from assessment of the NMR linewidths (Fig. 5.7d, f). Such
signals would not typically be expected until the temperature of the sample is close
to its isotropic phase transition temperature of 40.5 °C as observed in the setting of
a temperature control unit. This result indicates that microwave irradiation gener-
ated localized heating in the sample to form a region of the higher temperature
isotropic phase.

The temperature of the sample was successfully determined using in situ
microwave irradiation NMR because the temperature of the liquid crystal MBBA is
correlated with the NMR signal linewidths. As noted, microwave irradiation gen-
erated a small fraction of the isotropic phase in the bulk liquid crystal at 35 °C, even
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though this is 5.5 °C lower than the phase transition temperature of 40.5 °C, which
suggests a non-equilibrium localized heating within the sample [42].

5.7.2 Microwave Heating Effect of MBBA in the Isotropic
State

The chemical shifts for individual protons were determined as a function of tem-
perature for MBBA in the isotropic phase, as shown in Fig. 5.8. The chemical shifts
did not vary significantly with temperature, when the temperature was increased by
30 °C, for example, a higher field shift of only 0.06 ppm was observed for the
aromatic protons. Interestingly, the chemical shifts for different protons also had
very different temperature variation. However, the chemical shift did exhibit a linear
temperature dependence for each different proton and thus it was possible to esti-
mate the effective temperature of MBBA in the isotropic phase as induced by
microwave irradiation.

Figure 5.8 presents the increase in the MBBA sample temperature in response to
CW microwave irradiation. Application of CW microwave irradiation at 65 W

Fig. 5.7 a Molecular structure of N-(4-methoxybenzyliden)-4-butylaniline (MBBA). 1H NMR
spectra of MBBA at b 35 °C in the liquid crystalline phase and c 45 °C in the isotropic phase,
together with signal assignments for the individual protons. 1H NMR spectra (left) and expanded
spectra (right) of MBBA at d 35 and e 40.5 °C and setting the temperature at 20 °C under 130 W
CW microwave irradiation for f 90 and g 140 s [42]
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increased the temperature from 50 to 70 °C within 2 min based on the majority of
proton data, after which the temperature plateaued. However, there were significant
variations in the apparent temperature; 7′ and a′ protons indicated 110 and 80 °C,
respectively. When CW microwave irradiation was applied at 130 W, the tem-
perature increased to 140 °C, according to the majority of the proton data, although
values of 210 and 330 °C were indicated by the a′ and 7′ protons, respectively, and
8 min was required to obtain a stable temperature. The temperature of the 7′ and a′
protons deviated more significantly from those of the other protons. Application of
CW microwave irradiation at 195 W increased the temperature to 160 °C within
5 min, although again the a′ and 7′ protons were discrepant and indicated tem-
peratures of 220 and 350 °C, respectively. Thus, at this microwave power level,
large temperature variations were evident among protons in the same molecule,
which indicated that individual protons within the same molecule experienced
different temperatures.

Figure 5.8 makes it evident that the 7′ and a′ protons experienced much higher
temperatures than those of other protons in the same molecule. However, the
temperature indicated by protons other than 7′ and a′ was all very similar and they
are thus considered to represent the temperature of the bulk isotropic state. The
temperature at a power of 65 W could be determined accurately, because the

Fig. 5.8 Plots of temperatures against microwave irradiation time at microwave powers of a 65,
b 130 and c 195 W. Temperatures were determined using the slopes obtained for the individual
protons as shown in the left side [42]
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chemical shifts were within the range of the experimentally determined values using
the temperature control unit of the spectrometer.

5.7.3 Mechanism for Microwave Heating of Liquid
Crystalline MBBA

The microwave-induced local heating phenomena observed in liquid crystalline
MBBA is shown schematically in Fig. 5.9. Heating the liquid crystalline phase
below its phase transition temperature to a temperature near Tc, by microwave
(MW) irradiation generates a small amount of the isotropic phase inside the sample
(Fig. 5.9a(B)). The dielectric loss for the isotropic phase is expected to be higher
than that for the liquid crystalline phase; therefore, the isotropic phase is heated
more efficiently by microwave irradiation, which induces a relatively high tem-
perature in the isotropic phase region. This phenomenon can be considered to be
due to a type of non-equilibrium localized heating state. The isotropic phase form
small particles and the surfaces of these particles interact with the surrounding
liquid crystals to generate different linewidths than those produced by the bulk
isotropic phase. This non-equilibrium heating state can be maintained over long
time spans because the rate at which heat is obtained by the small isotropic phase
particles by the absorption of microwave energy is balanced with the rate at which
heat is dissipated to the bulk liquid crystalline phase. At higher microwave power
level, the bulk isotropic phase appears (Fig. 5.9a(C)) and, eventually, the entire
sample transitions to the isotropic phase (Fig. 5.9a(D)).

Fig. 5.9 a Schematic diagrams showing the proposed (A, B, C and D) microwave (MW) heating
processes within the liquid crystalline state. During microwave irradiation, a small fraction of the
liquid crystalline domain changes to the isotropic phase (image B). The rate of temperature
increase in this isotropic phase domain is higher than in the liquid crystalline phase because the
dielectric loss for the isotropic phase is larger than that for the liquid crystalline phase. This is
considered to represent a non-equilibrium localized heating state. b When microwave is irradiated
in the isotropic phase, CH3– and H–C=N protons showed higher than the other protons [42]

154 A. Naito et al.



Microwave irradiation of MBBA generated a non-equilibrium localized heating
state that could be maintained for long time spans, in which an isotropic phase was
present within the near liquid crystalline state, solely as the result of microwave
irradiation.

5.7.4 Mechanism for Microwave Heating of Isotropic Phase
MBBA

It is of interest to consider the reason why the 7′ and a′ protons of the MBBA
molecule showed significantly different chemical shifts from the other protons.
Both protons are with the polar bonds of the H–C=N– and CH3–O– functional
groups. Microwave irradiation of the MBBA sample produces a strong alternating
electric field that may induce an ordered sate (Fig. 5.10b-top). This state can be
described by a non-Boltzmann distribution (Fig. 5.10b-bottom). It is important to
note that these states reduce the entropy term of the system and cannot be achieved
by a thermal heating process, i.e., microwave energy is absorbed by the liquid
crystalline system by reducing entropy term, which can be expressed as entropy
driven energy flow. Polar groups interact with each other to generate electric
polarization in the polar group due to the electric dipolar interaction that is not
eliminated in the presence of an alternating electric field of microwave. This
reduction of the entropy term may provide additional energy to the system which
has gained thermal energy due to the molecular friction that increase the entropy
term. Consequently, the electron density experienced by the 7′ and a′ protons
increases slightly, which produces higher field chemical shifts during microwave
irradiation. It should be noted that microwave energy at 2.45 GHz is far from that
which would affect the electric density through excitation of the electric state. This
change in the electron density may in turn affect the rates of various chemical
reactions. This type of temperature increase for particular protons bonded to polar
groups may thus be discussed as a distinct effect of microwave irradiation.

In summary, the temperatures indicated by the 7′ and a′ protons of the MBBA
molecules were significantly higher than those for the other protons. These protons
are bonded to polar functional groups, and thus it is possible that microwave
irradiation induced an increase in electron polarization in the associated bonds. This
polarization would result in changes in the chemical shifts and may partly explain
the mechanism by which organic reactions are accelerated through distinct
microwave effects.
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5.8 Experimental Details for SC-2D NMR Spectroscopy

The pulse sequence used in state-correlated two-dimensional (SC-2D) NMR
spectroscopy is essentially the same as that for a 2D exchange or a nuclear
Overhauser effect (NOE) experiment (Fig. 5.11). The first 90° pulse prepares the
transverse magnetization from thermal equilibrium. During the evolution period,
the temperature of the sample is kept constant to maintain the nematic phase so that
the 1H spins evolve under strong dipolar interaction between protons in the nematic
phase. After a period of t1, a second 90° pulse is applied to establish the magne-
tization along the z-axis. During the transition period, a microwave pulses are
applied for a short time to increase the sample temperature so that the nematic phase
can be transformed into an isotropic phase. It is stressed that the transition period
should be shorter than the spin-lattice relaxation time for 1H nuclei to retain the spin
memory. Any remaining transverse magnetization is assumed to diphase within a
couple of milliseconds during the transition period under strong dipolar interac-
tions. To study the spin diffusion processes, a mixing time sm, is inserted in the

Fig. 5.10 a Energy flow
pathway under thermal
heating and associated
Boltzmann distribution.
b Energy flow pathway under
microwave heating. Polar
molecules are oriented in the
electric field and can be
described as a non-Boltzmann
distribution

156 A. Naito et al.



beginning of the transition period. After the third 90° pulse, a free induction decay
is acquired in the detection period, t2, during which the system experiences mag-
netic interactions in the isotropic phase. After the temperature jump, the sample is
cooled down to produce the nematic phase using a gas flow temperature controller
to repeat the experiment for signal averaging. The free induction decay signal is
recorded as functions of t1 and t2 and is double Fourier-transformed to generate the
2D NMR spectrum that correlate the nematic with isotropic phases.

5.9 SC-2D NMR Spectra of Liquid Crystalline Samples

5.9.1 SC-2D NMR Measurements of APAPA

Static 1D 1H NMR spectra of 4′-methoxybenzylidene-4-acetoxyaniline (APAPA) in
the isotropic phase at 110 °C and in the nematic phase at 108 °C are shown in
Fig. 5.12a [44]. The proton signals in the isotropic phase are very narrow, and
multiplet patterns due to spin–spin couplings are clearly observed. Therefore, all the
peaks were unambiguously assigned to individual protons as shown in
Fig. 5.12a-top. In contrast, the signals in the nematic phase at 108 °C are very
broad and overlapped with each other, as shown in Fig. 5.12a-bottom, and thus the
1H NMR pattern was not assigned to individual protons.

Fig. 5.11 Pulse sequence for the SC-2D NMR experiments. The mixing time sm is increased at
the beginning of the transition period to examine the spin diffusion properties
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A nematic/isotropic SC-2D NMR spectrum of APAPA (Fig. 5.12b) was
obtained using the pulse sequence shown in Fig. 5.11 with sm = 0 and a microwave
pulse of 10 ms duration. The temperature before the transition was kept at 108 °C,
and a repetition time of 120 s was used for the system to completely return to the
initial nematic phase. The NMR spectrum for the nematic phase appeared in the x1

dimension and that for the isotropic phase in the x2 dimension. The cross sections
along the x1 axis clearly showed different dipolar coupling patterns for individual
resonances separated in the x2 axis [44].

In particular, a triplet pattern with an intensity ratio of 1:2:1 and a splitting
frequency of 10.2 kHz appeared for the a-methyl protons. This indicates the
presence of three protons with equal values of dipolar coupling. On the other hand,
a broad singlet pattern was observed for the a′-methyl protons, with minor satellite
signals on both sides of the central peak. This observation indicates that the dipolar
coupling constant for the a′-methyl protons was much smaller than that for the
a-methyl protons. The satellite lines are attributable to aromatic protons and are
caused by the exchange of longitudinal magnetization due to cross-relaxation
and/or spin diffusion during the transition period under the influence of strong
dipolar interactions in the nematic phase.

Doublet patterns were observed for 2.6 and 3.5 protons with a splitting fre-
quency of 9.7 kHz. Doublet patterns were also observed for 2′, 6′ and 3′, 5′ protons,
although they were mixed with the dipolar patterns for the a′-methyl and 7′ protons
produced by spin exchange. It is noted that the doublet patterns for 2′, 6′ and 3′, 5′
protons have splitting frequencies slightly different from those for 2, 6 and 3, 5
protons.

Fig. 5.12 a Static 1H NMR spectra of 4′-methoxybenzylidene-4-acetoxyaniline (APAPA)
measured at 110 and 108 °C. b Nematic–isotropic SC-2D NMR spectrum of APAPA with
cross-sectional patterns by application of microwave pulses of 10 ms durations
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To determine the origin of the spectral mixing, SC-2D NMR spectra were
recorded with varying sm values as shown in Fig. 5.13. It is clear that the mixing
patterns are dependent on sm values. When sm was 100 ms, the central lines due to
the a′ protons grew considerably in the resonance patterns for the 2, 6 and 3, 5
protons. On the other hand, mixing of signals from 2′, 6′ and 3′, 5′ protons did not
significantly change even for sm = 600 ms, because an equilibrium state had
already been established at sm = 100 ms. It is also noted that the sum of the cross
sections shown at the top of the 2D spectrum is invariant during the course of the sm
variation. These results indicate that spectral mixing occurs more efficiently within
the aromatic ring protons, which are considered to constitute a core group of the
liquid crystalline molecule, than between the aromatic and the a′-methyl protons.
Furthermore, spectral mixing between aromatic and the a-methyl protons is very
slow, and thus the spectral patterns are different even at sm = 600 ms.

Fig. 5.13 Dependence of the cross-sectional patterns on mixing time sm in the SC-2D NMR
spectra of APAPA [44]
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5.9.2 Interpretation of the Cross-sectional Spectra
from SC-2D NMR Experiments

The cross sections of the SC-2D NMR spectra of APAPA are considered in terms
of a limited number of spin interactions (subspin system) in the nematic phase.
First, it is assumed that the signals in the F2 dimension are well separated so that
transverse magnetizations of individual protons Iy

k (k = 1,2, … n) are detected
separately. To obtain the k-th cross section, we follow the method by Schuff et al.
[86], for the case of a dipolar-coupled spin system in a crystal, and calculate the t1
variation of the component of the k-th spin by

Iky t1ð Þ
D E

¼ Tr q t1ð ÞIyk
� �

¼ Tr exp �iH1t1ð Þq 0ð Þ exp iH1t1ð ÞIyk
� �

;
ð5:1Þ
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q 0ð Þ ¼
X

l
Iy
l

H1 ¼ �
X

i
miLIzi � 2

X
i;j
Aij IziIzj � I þi I�j þ I�i I

þ
j

� �.
4

h i

Aij ¼ c2h=4prij3
� �

\3 cos2 hij � 1[ :

Here, q(0) is the density matrix at the start of the evolution period, which
evolves under the Hamiltonian in the nematic phase, H1, to q(t1) at the end of the
evolution period t1. We consider the Zeeman interaction, mL, and the secular part of
the homonuclear dipolar interaction in H1, where hij represents the angle between
the internuclear vector connecting nuclei i and j and the static external magnetic
field. The cross section of the SC-2D NMR spectrum for the k-th proton, Sk(x1), is
then obtained by a Fourier transform, Iykðt1Þ., i.e.,

Skðx1Þ ¼
Z

dt1; Iyk t1ð Þ � expð�ix1t1Þ: ð5:2Þ

Figure 5.14 shows calculated and experimental SC-2D NMR spectra for the
methyl protons and the 2, 3, 5, 6 ring protons, both of which were calculated as a 7
spin system consisting of a-methyl protons and 2, 3, 5, 6 ring protons, with
effective dipolar coupling parameters of Aa,a = −3410 Hz, Aa,3 = 400 Hz,
Aa,2 = 50 Hz, A3,2 = 3250 Hz, A3,5 = −400 Hz, and A3,6 = −100 Hz. Calculations
with a Lorentzian half-width of 500 Hz showed good agreement with the experi-
mentally obtained cross-sectional spectra (Fig. 5.14b), except for the central portion
of the cross section for the 2, 3, 5, 6 protons, which would originate predominantly
from the a′-methyl protons by spin diffusion in the finite transition time of the
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experiment (Fig. 5.14c). While this result points to the necessity of further short-
ening the transition time to completely isolate each spectrum, it is also recognized
in the calculated spectra that, even at the zero transition time for which the cal-
culations are performed, some mixing should occur in the cross-sectional patterns.
Furthermore, when a Lorentzian half-width of 100 Hz was applied, complex fine
structures appeared in the calculated spectra. This fine structure for the a-methyl
protons match well with the fine structure that appears in the central portion of the
1D spectrum measured separately at high resolution (Fig. 5.14a), which indicates
that the fine structure is real. An interesting point is that some emissive patterns also
appear in the calculated spectra (Fig. 5.14a). This is a common characteristic of a
2D correlation spectrum for a strongly coupled spin system, such as a J-coupled
spin system in a solution [87] or a dipolar-coupled spin system in a solid [86].
However, the resolution of the present SC-2D NMR spectrum did not allow for
direct experimental observation of the emission.

Fig. 5.14 Experimental and simulated cross-sectional patterns for a-protons and 3,5/2,6 protons
in the SC-2D NMR spectrum of APAPA. a Simulated patterns calculated with the parameters of
Aaa = −3410, Aa3 = 400, Aa3 = 50, A32 = 3250, A35 = −400, and A36 = −100 Hz, and a
Lorentzian half-width of 100 Hz, b the simulated pattern with the same parameter as (b) but
with a half-width of 500 Hz. c The experimental pattern [44]
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5.9.3 Interpretation of the Dipolar Patterns of the Aromatic
and Methyl Protons

In the cross section of the aromatic protons, doublet patterns with a splitting of
9.7 kHz were commonly observed. The splitting frequency for two strongly cou-
pled aromatic protons is given by

Dm ¼ 3c2h=ð4pr3Þð3 cos2 b�1ÞS; ð5:3Þ

with

S ¼ ð3 cos2 f�1Þ=2� 	
;

where S is the long-range order parameter for the molecular axis and b is the angle
of the director inclined to the proton internuclear vectors. S is a statistical value and
f represents the angle between the static magnetic field and the director vector. In
this expression, the molecular axis and the director of the liquid crystal are con-
sidered to be parallel. When r = 2.45 Å and b = 10°, as calculated from X-ray
diffraction data, are adopted with Dm = 9.7 kHz, we obtain S = 0.41 for aromatic
protons in APAPA at 108 °C.

The cross section of the SC-2D NMR spectrum of APAPA indicates a large
difference in dipolar couplings between two types of methyl protons. Protons in a
methyl group with mutually equivalent dipolar coupling constants will generally
show a triplet pattern with an intensity ratio of 1:2:1, for which the splitting fre-
quency is given by

Dm ¼ �1=2ð Þ3c2h=ð4pr3Þð3 cos2 b0�1ÞS: ð5:4Þ

Here, the value of −1/2 comes from the rapid rotation of the proton internuclear
vector for the methyl protons about the C3 axis of the methyl group to make an
angle of 90°. b′ is the angle between the C3 axis and the molecular axis. For a
methyl proton, Dm was determined from Fig. 9.12c to be −10.2 kHz. The inter-
nuclear distance was estimated to be 1.66 Å using neutron diffraction data. Putting
these values together with the order parameter for the molecular axis, S = 0.41, as
evaluated from the splitting of the aromatic protons of APAPA, into Eq. (5.4) [88],
the angle b' was determined to be 29°. On the other hand, the Dm value for
a′-methyl protons was estimated to be close to zero, and hence, the b′ value must be
close to the magic angle. Therefore, it can be concluded that the large difference in
the dipolar coupling constants between the a- and a′-methyl protons can be
attributed to the differences in the angle between the molecular axis and the C3 axis.
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5.9.4 Interpretation of the Cross-Sectional Patterns

The first mutually different cross-sectional patterns were observed in the SC-2D
NMR spectrum when sm was chosen to be 0 ms, which indicates that both the inter-
and intramolecular cross-relaxation rates and spin flip-flop rates between interacting
pairs of protons are relatively slow. This can be understood if the dipolar interac-
tions are considered to be partially averaged out by fast translational and rotational
molecular motions in the liquid crystalline phase in contrast to that in the solid
phase.

However, spectral mixing does occur among different cross sections, particularly
with larger sm values. To understand the degree of mixing among the
cross-sectional pattern for an SC-2D NMR spectrum more quantitatively, we must
find the equation that governs the exchange of longitudinal magnetization within
the homonuclear spin system during the mixing time. The results shown in
Fig. 5.15a indicate that the exchange occurs in the liquid crystalline phase and
suggests that it must arise from the static and time-dependent parts of the dipolar
coupling Hamiltonian. It can be analyzed by starting with a Solomon type equation
for a dipolar-coupled homonuclear spin system, which can be expressed in a
compact form as

d Izh i=dt ¼ R Izh i ð5:5Þ

Here, Iz denotes the longitudinal magnetization vector of the homonuclear spin
system with components Iz1, Iz2,… etc. for individual protons and R denotes the
relaxation matrix. For an exact estimation of the relaxation matrix elements, we
require details not only on the conformation of the molecule, but also on the
molecular motion, which are presently unknown. Thus, a phenomenological
approach is taken under a reasonable simplification. The spin-lattice relaxation rates
are entirely neglected, which are in the order of a second at a proton resonance
frequency of 400 MHz and as the first approximation are unimportant for consid-
eration of the spectral patterns, and take only the exchange of magnetizations into
account. The elements of the relaxation matrix should then follow the relation

Rij ¼ �
X

j
Rijði 6¼ jÞ ð5:6Þ

with

Rij ¼ Rjiði 6¼ jÞ:

Now the element Rij simply denotes the rate of exchange of magnetizations
between two protons, i and j, due to mutual dipolar coupling. In the SC-2D NMR
experiments using the pulse sequence shown in Fig. 5.11, the transverse magne-
tization 〈Iy(t1)〉 that has evolved for t1 under the nematic phase Hamiltonian is
transformed into hIz t1ð Þi ¼ RkhIkz t1ð Þi by the second 90° pulse. During the mixing
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time sm, the longitudinal magnetization further evolves by the exchange obeying
the following equation

Izðt1; smÞh i ¼ expðsmRÞ Iz t1ð Þh i ð5:7Þ

Of which the component of the k-th proton is given by

Ikz ðt1; smÞ
� 	 ¼

X
l

½expðsmRÞ�kl Ilz t1ð Þ� 	
: ð5:8Þ

The matrix exp(smR) can be obtained numerically after diagonalization of
R. The longitudinal magnetization 〈Izk(t1,sm)〉 can then be transformed into
〈Iyk(t1,sm)〉 by the third 90° pulse. Finally, the resonance lines for the k-th proton
Sk(x1,tm) mixed with other proton resonances can be obtained by a Fourier trans-
formation of Rl [exp(smR)]kl〈I1z(t1)〉, i.e.,

Fig. 5.15 Experimental and simulated SC-2D NMR spectra for a-protons in APAPA.
Experimental patterns with sm = a 600 ms, b 100 ms, and c 0 s. Simulated pattern with
d sm = 600 ms, e sm = 100 ms, and f sm = 0 s. Simulations were performed using elements of the
exchange matrix of kaa = 3.41, ka,3 = 0.40, ka,3 = 0.05, k3,2 = 3.25, k3,5 = 0.40, and
k3,6 = 0.10 s−1 [44]
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Skðx1; smÞ ¼
X
l

½expðsmRÞ�kl
Z

dt1 Ily t1ð Þ
D E

expðixt1Þ: ð5:9Þ

In the actual calculation of the mixing pattern for the a-methyl protons, seven
protons were included and the exchange rates for the individual proton pairs were
determined from Fig. 5.15. The 3′, 5′/2′, 6′, 7 and a′-methyl protons are far from the
a-methyl protons and only mixing with the 3, 5/2, 6 protons was observed in
Fig. 5.15; therefore, a subspin system consisting of a-methyl and 3, 5/2, 6 protons
was considered in the simulation. Figure 5.15 shows the experimentally obtained
and best-fit simulated cross sections for protons with mixing times of 0, 100, and
600 ms. The results of the calculation indicate that the cross-relaxation rate from
aromatic to a-protons is only 0.40 s−1, which is far lower than that expected in
solids. This low rate of exchange clearly explains why proton NMR spectra of
nematic liquid crystals are inhomogeneously broadened unlike those in solids.

5.10 Conclusions

In situ photoirradiation NMR spectroscopy has been demonstrated to be a very
useful means of elucidating the photoreaction cycles of photoreceptor membrane
proteins. In the SRI system, M-intermediates were stationary trapped and exhibit a
negative phototaxis state under green light irradiation, and the P-state was sta-
tionary trapped and exhibited negative phototaxis under blue light irradiation. In the
SRII system, M-intermediates were stationary trapped and exhibited negative
phototaxis. In the system of the Y185F-bR mutant, N-intermediates were stationary
trapped under green light irradiation and O-intermediate could be trapped in a
subsequent dark state.

An in situ microwave irradiation NMR spectrometer was successfully devel-
oped, and the microwave-induced heating mechanism was revealed. In the liquid
crystalline state, local heating states were observed under microwave irradiation. In
the isotropic state, different temperatures were observed within the same molecule
under microwave irradiation. This can be explained by the low entropy state
induced by microwave energy which induced an orientationally ordered state. This
ordered state induces electric dipolar interaction which results in an additional
chemical shift to the polar group in the molecule.

Microwave irradiation makes it possible to achieve rapid temperature jump in a
liquid crystalline sample, which allows liquid-state isotropic state SC-2D NMR
spectroscopy to be performed and provides the 1H–1H local dipolar field in the
resolution of the isotropic state. Thereby, the order parameters for liquid crystalline
systems can be accurately determined.
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Chapter 6
Solid-State NMR Under Ultrafast MAS
Rate of 40–120 kHz

Yusuke Nishiyama

Abstract With the recent advances in magic-angle spinning (MAS) technology,
MAS rates faster than 100 kHz can now be achieved in commercially available
probes. The very fast MAS system is comprised of tiny rotors of diameter less than
1 mm, very small sample volume less than 1 lL, very strong rf field strength close
to 1 MHz, etc. Because of such extreme features, the very fast MAS measurements
require a careful handling of hardware and proper setting of experimental condi-
tions. To this end, the main objective of this chapter is to provide a comprehensive
practical guide to set up fundamental experimental conditions (both
sample-independent and sample-dependent conditions) associated with very fast
MAS technique. The art of shimming, magic-angle adjustment, rf field strength
calibration, frequency referencing, repetition delay, and fluctuations in spinning rate
are discussed in detail. In addition, two widely used two-dimensional (2D) mea-
surements of 1H homonuclear double-quantum/single-quantum (DQ/SQ) correla-
tions and 1H/X cross-polarization heteronuclear single-quantum coherence
(CP-HSQC) experiments are introduced.

Keywords Fast MAS � 1H indirect detection � Homonuclear correlation
Heteronuclear correlation

6.1 Overview

In general, limited resolution and sensitivity of NMR spectra of solids have always
been major roadblocks for widespread applications of solid-state NMR. The pres-
ence of orientation-dependent NMR spin anisotropic interactions like chemical shift
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anisotropy (CSA), dipolar couplings, and quadrupolar couplings, results in broad
and featureless NMR spectra of static samples [1, 2]. Magic-angle sample spinning
(MAS), which averages out anisotropic interactions to enhance resolution and
sensitivity of NMR spectra, serves as an essential technique to study rigid solids [3,
4]. While with the available probe technology the maximum attainable MAS fre-
quency (120 kHz) is larger than the size of the most spin interactions, MAS fre-
quency >120 kHz can still be beneficial in isotopically enriched and naturally
abundant chemical, material and biological samples. One of the major advantages
of the very fast MAS technique is the reduced broadening of 1H NMR resonances
due to suppression of 1H–1H homonuclear dipolar interactions in rigid 1H networks,
which is inversely proportional to the sample spinning frequency [5, 6].
Consequently, a combination of the very fast MAS, high natural abundance, and
high sensitivity of protons allows the 1H indirect observation of X nuclei with
enhanced sensitivity [7–16]. The application of very fast MAS to the systems with
large anisotropies like quadrupolar nuclei, heavy spin-1/2 nuclei, paramagnetic
systems is shown to be very efficient for their structural characterization by several
research groups [17–23]. Many excellent review articles on very fast MAS NMR
technique can be found in the literature that introduce the engineering improvement,
giving the theoretical backgrounds and discussing the practical applications [5, 24–
35]. However, it is not straightforward to use very fast MAS techniques especially
for researchers with non-NMR background. In this regard, the purpose of this
chapter is not to provide a comprehensive review of the very fast MAS technique,
rather to introduce the practical hands-on guide to researchers using this technique
for structural and dynamics studies of rigid solid samples.

The very fast MAS probes with a diameter of 0.7–2 mm have several advantages
and disadvantages over the commonly used slow to moderate MAS systems with a
diameter of 3–5 mm. Advantages are (a1) faster MAS rate [36–47], (a2) smaller
sample volume, (a3) stronger rf field strength with the same rf input, (a4) high
sensitivity per unit volume, (a5) smaller temperature increase due to friction loss at
the same MAS rate, (a6) use of low power sequences [48–52], and (a7) less E-field
heating for lossy samples. The disadvantages are (d1) lower absolute sensitivities at
the same experimental conditions, (d2) difficulty in sample and probe handling, (d3)
limited temperature range, and (d4) generally more expensive. It is crucial to choose
the appropriate sample rotors depending on the system of interest, considering the
above-mentioned advantages and disadvantages. Nowadays, the probes with a
capability of MAS rate faster than 100 kHz are commercially available (a1). Since
the spinning frequency is typically limited by the speed at the surface which is close
to the speed of sound at the maximum attainable MAS rate, the practical solution to
achieve faster MAS is to make the sample rotor smaller. This accompanies with the
small sample volume (a2). The very fast MAS probe for 100+ kHz MAS rate needs
the rotor diameter of 0.7–0.75 mm with the sample volume less than 0.5 lL, which
is hundred times smaller than that of standard MAS rotor (ca 50 lL for 4 mm).
Although the tiny sample volume accompanies with the limited absolute sensitivity,
the capability of volume limited sample analysis dramatically reduces the barrier to
prepare and analyze costly samples such as fully isotopically labeled protein
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samples, natural products, tissues samples. Moreover, the smaller diameter allows
the micro-sized sample coil. This achieves the high B1 field with a given rf field
input to the probe (a3). Such characteristics of the probe design is particularly
useful to reduce the rf input for given B1 field and to maximize the B1 field to excite
broad spectral range of quadrupolar nuclei, heavy spin-1/2 nuclei, paramagnetic
samples, etc. For example, the rf field strength for 1H can be close to 1 MHz at
100 W input. From the reciprocal relationship, the sensitivity from a given induced
B1 field is maximized (a4). This maximizes the sensitivity if the available sample
amount is limited. In addition, speed at the surface is proportional to the diameter of
sample rotor. This reduces the friction heating at a given MAS frequency (a5). At
the MAS frequency >40 kHz, the most spin interactions are averaged out because
the size of most spin interactions is smaller than the MAS frequency. This changes
the spin dynamics dramatically and allows the use of the so-called low power
sequences like decoupling, recoupling, cross-polarization (CP) (a6). This is par-
ticularly beneficial to heat-sensitive samples like biomolecules with the additional
advantage of less friction heating (a5) and high rf efficiency (a3). It is also important
to note that low power sequences like decoupling at very fast MAS reduces the
complexity in setting up experiments in comparison with their counterparts at slow
MAS that require high-power rf pulses. Therefore, an extra care should be taken to
avoid any damage to the probe while setting such experiments at slow MAS. On the
other hand, the limited sample volume is problematic due to the low sensitivity (d1)
of the NMR spectra. Therefore, the measurements using moderate or large rotors
are advisable if very fast MAS rate is not required and the available sample volume
is enough to fill these larger rotors. In addition, the sample packing for the very fast
MAS probe takes much longer time (typically 10–30 min) than the standard rotor,
potentially reducing the overall throughput (d2). Since the operating temperature
range of very fast MAS probes is limited (typically −50 to +50 °C) compared to the
conventional MAS systems (typically −100 to 200 °C), the range of sample tem-
perature is also limited (d3). The initial and maintenance cost, including rotors,
caps, consumables, of very fast MAS probes is typically more expensive than those
of the conventional MAS probes (d4), and therefore, only selected laboratories
across the world have privilege to such facilities.

On the basis of our own experiences at our research laboratory, we will introduce
the practical setup of experimental conditions at very fast MAS rate in this chapter.
While the basic setup is the same as the standard MAS systems, there are several
points which one should take care under the very fast MAS conditions. The fol-
lowing sections highlight the practical aspects of very fast MAS experiments. First,
we focus on the basic setup of very fast MAS probes, including magic-angle
adjustment, shimming, referencing, and rf field calibration. These setups are not
sample dependent and can be adjusted using standard samples whenever one starts
very fast MAS experiments. The sample-dependent optimizations of repetition
delay and hardware handlings are also summarized. Finally, basic 2D experiments,
1H double-quantum (DQ)/single-quantum (SQ) correlations and 1H-detected
cross-polarization heteronuclear single-quantum coherence (CP-HSQC) measure-
ments are introduced.
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6.2 Setup of Sample-independent Factors

6.2.1 Shimming

Homogeneous static magnetic field is crucial for all the high-resolution NMR
experiments. Since the NMR lines are usually broad in rigid solids, the contribu-
tions to the line broadening from the inhomogeneous static field were considered to
be insignificant in the past. However, such effects now can no longer be treated as
insignificant due to recent developments of probe technology and methods to
achieve high resolution in solid-state NMR including 1H NMR at very fast MAS.
The field variations are adjusted by the corrective magnetic fields. In the modern
NMR spectrometer, it is achieved by additional electromagnets, i.e., shim coils
[53]. The source of inhomogeneity comes from both sample-independent factors,
including inhomogeneity from the main magnet, effect of probe components, and
sample-dependent factors, including magnetic susceptibility broadening. Therefore,
the shim-coil current basically must be optimized for sample to sample. In the
solution NMR, the shim values can be automatically adjusted by the field gradient
methods [54–56], which allow optimization within minutes for every sample. On
the other hand, the susceptibility broadening in solid-state NMR is largely sup-
pressed by MAS in solid-state NMR [57–59]. This avoids the need to optimize
shim values sample to sample and the same shim values can be retained for all the
samples. The automatic shimming in MAS NMR is recently introduced using the
field gradient produced by the shim coil [60]. However, these field gradients are not
sufficiently strong enough to apply to short samples used in very fast MAS
experiments. Thus, the fast MAS probe still requires manual shimming to achieve
high resolution.

In the solution NMR, shimming can be done by changing the values along z-axis
including, Z1, Z2, Z3. This is because the inhomogeneity along the x- and y-axes is
averaged by sample spinning along the z-axis and only results in spinning side-
bands. In the solid-state NMR, the axis of sample spinning is different from that of
solution NMR, making different set of shim terms effective [61, 62]. Assuming the
axis of sample spinning lies in the YZ plane, the first-order shimming can be done
by Z1 and Y1 and the second-order by YZ and X2–Y2 (X2). It should be noted that
Z2 does not give any effect on lineshape. Generally, Z1 is more efficient than Y1;
thus, we can safely use Z1 for the first-order shimming. However, if Z1 is not strong
enough, Y1 can additionally be used. Since the two bearings are located at the both
end of the sample rotors, large second-order terms are required. Typically either YZ
or X2–Y2 alone is not sufficiently strong enough. The combined use of these two
terms is recommended. It should be noted that care must be taken on the sign of YZ
and X2–Y2 terms, otherwise YZ and X2–Y2 may cancel out each other. Usually,
the first- and second-order terms are enough to obtain sufficient resolution. The
orthogonal field inhomogeneity with respect to sample spinning axis can be
neglected because of the very fast MAS rate.
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The manual shimming is typically done by monitoring NMR signal lineshape.
Adamantane is commonly used for shimming by monitoring 13C (CP)MAS line-
shape for the most solid-state NMR setup. However, the very fast MAS probe
requires the other sample for shimming because of its limited sensitivity. 1H NMR
spectrum of a piece of silicone rubber wherein molecular motions mostly average
out anisotropic interactions is useful for shimming because of high resolution and
sensitivity in the presence of very slow MAS (2–5 kHz). Even much faster MAS
can also be used without any harmful effects. The 1H NMR spectra of silicone
rubber at 20 kHz MAS is shown in Fig. 6.1a. The shimming should be done to
minimize not only the full width at half maxima but also the width at the foot of the
peak. The 1H NMR linewidth at half maxima is 0.011 ppm and at 0.55% is 0.1 ppm
for silicone rubber. Alternatively, 1H NMR of adamantane can be used (Fig. 6.1b at
80 kHz MAS). Because of intermolecular 1H–1H dipolar interaction, faster MAS

Fig. 6.1 a 1H NMR spectra
of silicone rubber under
20 kHz MAS and
b adamantane under 80 kHz
MAS. The spectra were
measured at 14.1 T. Asterisks
(*) in (a) indicate the carbon
satellites
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>80 kHz is required for this case, where 1H NMR of CH and CH2 starts to be
resolved. In addition, the magic angle should be adjusted. Thus, iterative adjustment
is required between shimming and magic-angle adjustment for adamantane.

6.2.2 Magic-Angle Adjustment

The precise magic-angle adjustment is required for all the MAS NMR experiments.
The satellite transitions of 79Br of KBr are widely used to adjust magic angle at a
MAS frequency of 5–10 kHz [63]. Following the similar approach, the magic angle
in the very fast MAS probes can be adjusted by using 27Al of simple compounds like
kaolin. Alternatively, 13C3,

15N L-alanine can be used for the precise magic-angle
adjustment. The 13C CPMAS peaks are resolved by 13C–13C homonuclear
J-coupling and immune to 13C–13C homonuclear dipolar interactions at the MAS
frequency >30 kHz [20]. The CO carbon, which shows large 13C CSA, gives
lineshape, which is very sensitive to the magic angle. Thus, the magic angle can be
precisely adjusted by maximizing the depth of splittings of the CO peak. While the
splitting comes from homonuclear J-interactions (ca. 55 Hz), which is immune to the
magic angle, the line broadening due to residual CSA is very sensitive to the magic
angle. Thus, the depth of the splitting gives good measure of the magic angle. The
spectra after MAS adjustment are shown in Fig. 6.2. It should be noted that this
splitting is also sensitive to shim, and therefore, iterative optimization of shimming
and magic-angle adjustment is required for getting the best output. The other carbons
also show splitting but are much less sensitive to magic angle.

Fig. 6.2 13C CPMAS
spectrum of 13C3,

15N
L-alanine measured at 14.1 T
under 70 kHz MAS. Insets
are expansion of each peak
with a spectral width of
4 ppm. While 13C–13C
J-couplings give major
splittings, the 15N–13C
J-coupling also affects the
splitting of the Ca carbon
signal
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6.2.3 rf Field Strength Calibration

The rf magnetic field strength (B1) calibration is one of the fundamental adjust-
ments in experimental NMR setup. It can be usually measured by the nutation curve
(mostly sinusoidal), which is a set of single-pulse NMR spectra recorded with
varying the excitation pulse width. The 90° and 180° pulse width can be measured
from the first maxima and null point, respectively. The rf field strength is calculated
from either 90° or 180° pulse width. However, such procedure may result in some
error in the rf field strength estimation due to rf transients (amplitude and phase) in
very fast MAS probes. The amplitude and phase transients are created at the rising
and falling edges of the pulses in high-Q NMR probes and can be significant in very
short pulses. As a result, noticeable elongation of 90° and 180° pulse widths is
observed, which is reflective of error in the calculated rf field strength. To avoid
such complexities, nutation curve up to a pulse width 540° is recommended in the
pulse width calibration measurement; i.e., nutation curve should at least have three
null points. The 90° and 180° pulse widths are determined from the first maxima
and null point, respectively. These values already include the effect of pulse tran-
sients, and, thus, can safely be used for 90° and 180° pulses. The difference between
540° and 180° pulse widths removes the effect of pulse transient effects, allowing
the estimation of rf field strength in continuous irradiations. This value can be safely
used to set up the continuous or semi-continuous rf irradiations, including
decoupling/recoupling sequences, CP.

The 1H rf field calibration can be done by any sample containing hydrogen. An
example of nutation curves is shown in Fig. 6.3 using 13C3,

15N L-alanine. The
repetition delay should be sufficiently (*three times) longer than 1H T1 relaxation
time. Shorter repetition time shifts the first maxima toward shorter length, resulting
in underestimation of 90° pulse width, while the position of null points is immune
to the repetition delay. Thus, 180° pulse width, which is determined by the first null
point, can be used for rough estimation of rf field strength even with shorter
repetition delays. Since this phenomenon occurs due to the residual magnetization
from the previous scans, instead of long repetition delay, saturation pulses to
suppress the residual magnetization just before the repetition delay can be used with
the const of low sensitivity. Care must be taken when the null point is evaluated; the
null points should be taken from the pulse length where the signal intensity from
the sample is minimized with respect to the background signal rather than where the
signal intensity becomes zero. Figure 6.3 shows visible background signals, and the
narrow hump and the broad baseline originating from signals from caps and static
component (MAS stator, capacitor, etc.), respectively. Since background signals
feel much weaker rf field strength than that from the sample, these signals keep
growing with increase in the pulse width. This results in deviation of baseline from
zero-intensity line (shown as dotted line in Fig. 6.3). If null point is taken from the
position where the signal intensities are zero, the signal is already negative com-
pared to the baseline, overestimating the 180° and 540° pulse lengths. In the present
case, the 90°, 180°, and 540° can be measured as 1.15, 2.25, and 6.15 ls,
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respectively. The rf field strength for CW irradiations can be obtained as 1/(6.15–
2.25 ls) = 256 kHz. The calculated 180° and 540° pulses can be expected to be two
and six times longer than 90° pulse, respectively, and, however, are shorter than
observed from the nutation curve. In the other words, the observed 90° and 180°
pulse lengths are longer than those expected from the rf field strength (0.98 and
1.95 ls). This is because the pulse transients elongate the observed 90° and 180°
pulse widths. Moreover, long rf irradiation selects the homogeneous B1 field region,
which typically gives the stronger rf field.

In a similar way, the 13C rf field strength can also be measured. 13C3,
15N

L-alanine is useful sample because of short T1 relaxation time of CH3. Instead,
13C

CPMAS experiments with additional 13C pulse right after the CP can be used to
overcome the long 13C T1 relaxation time. This results in cosine sinusoidal curve
and 90° pulse width can be obtained from the first null point (Fig. 6.4).

Fig. 6.3 1H nutation curve of
the NH3

+ signal of 13C3,
15N

L-alanine at 70 kHz. The
insets are expansion around
180° and 540° pulses (first
and third null point). The
zero-intensity line is shown
by the dotted line

Fig. 6.4 13C cosine nutation
curve observed by 13C
CPMAS with the additional
13C pulse with various pulse
lengths right after CP. CO
signal of 13C3,

15N L-alanine
at 14.1 T under 70 kHz MAS
is plotted
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In the very fast MAS experiments, wide range of rf field strengths is required for
recouping and decoupling interactions. In addition, shaped pulses also require
various rf field outputs. It is very time-consuming process to calibrate the wide
variety for rf field strength. Fortunately, the modern NMR spectrometers are
equipped with very high linear amplifiers and some spectrometers have calibration
table to compensate the residual nonlinear responses of high-power amplifiers. This
avoids the need of rf field strength calibration at various output levels. Instead, the
calculated value from a certain rf-output level can safely be used.

6.2.4 Reference

The solid-state NMR spectra can be referenced by the external reference, because
shift in peak position is not expected from one sample to another unlike solution
NMR. The useful reference material should have the following characteristics:
(1) sharp lineshape, (2) less temperature dependence, (3) fine powder, (4) short T1
relaxation time, (5) high sensitivity, and (6) non toxic. The list of standard samples
for 1H, 13C, and 15N secondary references are listed in Table 6.1. For the practical
use, we recommend 13C3,

15N L-alanine because it can be used for multiple purpose
including magic-angle adjustment, CP setup, rf field calibrations. However, the
linewidths of 13C3,

15N L-alanine are somewhat broad; thus, the other samples can
be useful for fine referencing.

Table 6.1 List of samples
for peak shift reference

Nucleus Sample Shift (ppm)
1Ha Silicone rubber 0.119 [64]

Adamantane (CH) 1.84

Adamantane (CH2) 1.95
13C3,

15N L-alanine (CH3) 1.5
13C3,

15N L-alanine (CH) 3.9
13C3,

15N L-alanine (NH3
+) 8.6

15Nb NH4Cl 39.3 [65]
13C3,

15N L-alanine 42.7
13Cc Adamantane (CH) 29.45 [66]

13C3,
15N L-alanine (CH3) 20.55d

13C3,
15N L-alanine (CH) 51.11d

13C3,
15N L-alanine (COOH) 177.88d

With respect to aTMS, bliquid NH3, and
cTMS, dpeak positions

are calculated at the center of gravities of the peaks
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6.3 Sample-Dependent Setup

6.3.1 Relaxation Delay

For time-effective NMR measurements, it is crucial to optimize the relaxation delay,
or an idle time between the consecutive scans to relax the spin system toward its
thermal equilibrium state. The signal intensity per scan is maximized when spins
achieve the Boltzmann distribution at thermal equilibrium; however, the number of
scans per unit time is minimized at the same time, leading to low signal to noise
ratio (SNR) per unit time. Each scan includes (a) noise—a random process whose
magnitude is constant for every scans, and (b) signal—whose magnitude depends
on the repetition delay. Therefore, the SNR per unit time heavily relies on repetition
delay. Assuming the mono-exponential relaxation, the SNR is maximized when the
repetition delay is equal to 1.26 times of T1 relaxation time. Since the SNR per unit
time drops very rapidly when the repetition delay is shorter than its optimal value, it
is recommended to use slightly longer repetition time than the theoretical maxi-
mum. 1.5–2 times of the T1 relaxation time can be good compromise between the
time efficiency and any underestimation of the T1 relaxation time. The T1 relaxation
can be measured either by the saturation or inversion recovery methods. The
inversion recovery measurements give higher sensitivity, thus better accuracy, than
saturation recovery because the signal intensity varies from −M to +M for former on
the other hand from 0 to +M for latter. However, the relaxation delay should be
longer than 3–5 times of T1 relaxation time in inversion recovery experiments, since
the spin systems should be close to the thermal equilibrium before each scan. This
complicates the setup of inversion recovery experiments, since the T1 relaxation
time is not known before measurements. In practical use, saturation recovery is
recommended because the repetition delay can be set to zero or very short value
regardless of the T1 relaxation time. The T1 relaxation sometimes does not follow
the single exponential curve, making 1.26 times rule ineffective. In such a case,
application of

ffiffiffi
s

p
window function is advisable, where s denotes the recovery

duration between the saturation pulses and the read pulse. This window function
gives SNR per unit time as a signal intensity in saturation recovery curve. Of
course, it can be applied to mono-exponential curve as well, giving maxima at 1.26
times of the T1 relaxation time (Fig. 6.5). Moreover, the

ffiffiffi
s

p
window function can

be used not only for saturation recovery but also for any other sequence with
varying repetition delay, wherever the pulse schemes saturate magnetization after
the measurements. This is particularly useful when only a part of NMR signal
contributes to the final results. For example, in the 1H ! 13C ! 1H filtering
experiments, the appropriate repetition delay should be determined by the recovery
curve of 1H, which is directly attached to 13C. However, it is not straightforward to
monitor the recovery curve of 1H(–13C), since the 1H(–13C) signals are buried with
the 1H signals, which are connected to 12C in the samples at natural abundance.
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Moreover, the T1 relaxation time between these 1Hs can be different because of
presence/absence of 13C neighbor. It should be noted that the combination of theffiffiffi
s

p
window function and actual pulse sequences like 1H ! 13C ! 1H filtering

experiments requires enough number of prescans since it is assumed that the system
reaches to the steady state.

The 1H T1 relaxation time is assumed to be uniform at the moderate MAS rate
because of rapid spin diffusion among 1Hs, which smears the difference of intrinsic
1H T1 relaxation time. However, the very fast MAS slows down the spin diffusion,
reintroducing the variation of 1H T1 [67]. It is also illustrated in Fig. 6.5; NH3

+ and
CH2 protons of a-glycine give different recovery behaviors in saturation recovery
experiments. These phenomena are frequently observed at the very fast MAS rate
and can be problematic to set up optimal repetition delay, especially if the peak of
interest has long T1 relaxation time than that of the other 1Hs. For example, the T1
relaxation time of 1Hs among the same molecule can vary from several to hundreds
seconds at the very fast MAS rate. To overcome this problem, 1H–1H spin diffusion
can be turned on during the repetition delay by applying rf driven recoupling
(RFDR) schemes shown in Fig. 6.6 [68, 69]. RFDR transfers the magnetization
from the rapidly relaxing components to slow relaxing components, utilizing rapid
relaxation mechanism several times between consecutive scans. It should also be
noted that the efficiency depends on the phase cycling (Fig. 6.7). The optimization
can be done by (1) optimization of integer m and n shown in Fig. 6.6, and
(2) optimization of repetition delay using the

ffiffiffi
s

p
function with saturation recovery

schemes. The optimization should be repeated iteratively until convergence. The
initial s can be determined by the optimal repetition delay for the shortest T1
component. This sensitivity enhancement is particularly useful for NH and OH
measurements, which are typically isolated from the other 1Hs and tend to show
longer T1 relaxation time.

Fig. 6.5 1H saturation
recovery curves with (solid)
and without (dotted)

ffiffiffi
s

p
window function of NH3

+

(red) and CH2 (black) signals
of a-glycine at 70 kHz MAS
under 14.1 T. The
mono-exponential curve
fitting gives the 1H T1
relaxation times of 0.32 s for
NH3

+ and 1.0 s for CH2
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Fig. 6.6 Pulse schemes used in the a general experiments and b saturation recovery experiments.
The equally spaced m RFDR trains can be applied during sRD. While p/2 pulse is applied just
before the acquisition in the single-pulse experiments and saturation recovery experiments, any
pulse scheme can be applied after sRD delay. Reproduced from Ref. [69] with permission from
Elsevier

020 10 020 10 020 10
1H Chemical Shi  (ppm)

(a) (b) (c)

Fig. 6.7 Single-pulse 1H NMR spectra of a powder N-acetyl-15N-L-valyl–15N-L leucine (NAVL)
sample obtained at 100 kHz MAS without fp-RFDR (a), with fp-RFDR of (XY8)41 (b), and with
fp-RFDR of (XY4)41 (c) during the recycle delay. A relaxation delay of 2.2 s and rf field strength
of 467 kHz for fp-RFDR were used. Number of fp-RFDR cycles (3 for b and 6 for c) and duration
of each fp-RFDR (1.92 ms for b and 6.4 ms for c) were optimized such that the carbonyl proton
peak (13 ppm) is maximized. Reproduced from Ref. [70] with permission from Elsevier
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6.3.2 Hardware Treatment

Since the very fast MAS probe consists of very precise micro-engineering parts,
contamination with very tiny dust particles, lint, even moisture causes fatal crush.
Thus, the maximum attention should be paid to avoid this by following the pro-
cedure written each instruction manual. The same level of attention should be paid
for sample packing as well.

Here, we discuss the stability of MAS. Some of recoupling sequences need two
separated rf irradiations synchronous to sample spinning. One example can be seen
in D-HMQC experiments [70, 71], which are widely used in 1H–14N correlation
measurements [72–74] at the very fast MAS conditions. The other example can be
found in 1H DQ/SQ correlation experiments (see Sec.6 4.1). The synchronization
can be done by either calculating the pulse timing from the spinning frequency, or
actively synchronizing the pulse scheme by feeding the spinning signal to the
spectrometer. In both cases, even slight fluctuation of sample spinning causes huge
t1 noise, which comes from the mismatch of rotor phases in two recoupling
sequences for the former case and from the introduction of variable time delay for
the latter case. This short-term stability cannot be evaluated by monitoring the
frequency counter of MAS controller, which only shows the averaged frequency
over much longer time period (100 ms to 1 s). The short-term stability is more
important at faster MAS, since faster MAS amplifies the rotor phase deviation from
the expected phase. For example, while the 1% deviation at 10 kHz MAS intro-
duces only 0.1 rotation (=36°) of sample rotor after 1 ms, it results in 1 rotor
(=360°) changes of rotor phase at 100 kHz. This is because the rotor spins 10 times
within 1 ms at 10 kHz, on the other hand the sample rotor rotates 100 times during
the same time period at 100 kHz MAS. It shows that 10 times more stable spinning
at 100 kHz is required than 10 kHz MAS. The short-term fluctuations can be
experimentally monitored by digital oscilloscopes. The oscilloscope is first trig-
gered, and the signal is observed after several ms of triggering. The persistent
display mode allows to monitor the fluctuation of sample spinning. If the sample
spinning is perfectly stable, we should not see any fluctuation of the waveform. The
fluctuations appear as a jitter on the screen. The picture shown in Fig. 6.8 is taken
with 1 ms delayed trigger and shows ±0.5 ls variation, which corresponds to
250 ppm variation of MAS rate. Such level of stability is typically required in
D-HMQC experiment. Note that the fluctuations that are obtained from MAS
controller display should be in the range ±10 Hz (140 ppm) and smaller than the
short-term fluctuations. The very different short-term stability can be observed even
with the same read of MAS controller, since the short- and long-term stability is
partially independent on each other. This emphasizes the importance of checking
the short-term stability by monitoring the oscilloscope when significant t1 noise
appears in D-HMQC experiments.

The sample insertion to the stator can be problematic and time-consuming for
very tiny rotors *0.75 mm, since the rotor can stick on the stator wall due to the
electrostatic force. To check the proper insertion of the sample rotor in the MAS
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stator and hence to save time, it is advisable to use the oscilloscope. When the rotor
is properly inserted into the stator, the spinning detector observes some signals,
otherwise it gives no signal.

6.4 Setup of 2D Measurements

6.4.1 1H DQ/SQ Correlation

Homonuclear and heteronuclear correlation experiments are very informative
experiments in NMR measurements. While the internuclear correlations are
established using internuclear interactions, very fast MAS suppresses these inter-
actions. Even though, using the residual interactions or reintroducing interactions
by rf irradiations, the internuclear correlations can be easily made. At very fast
MAS, 1H–1H correlation measurements are useful for practical applications because
of high sensitivity and information content [17]. Since 1H is highly abundant nuclei
with large gyromagnetic ratio, it is straightforward to obtain 1H–1H correlations.
Moreover, since 1H is located on the surface of the molecules, 1H–1H correlations
give insight into the intermolecular interactions in addition to intramolecular
interactions. In particular, 1H DQ/SQ correlation is useful for such information.
While the SQ/SQ experiments always give strong diagonal autocorrelation peaks in
addition to cross-peaks, DQ/SQ experiments only give internuclear cross-peaks.
The experiments and spectra are similar to INADEQUATE, which gives 13C
DQ/SQ correlation through J-coupling. The major difference between 13C
INADEQUATE and 1H DQ/SQ experiment is the interactions used to correlate
nuclei. This results in different behavior at diagonal peaks; while J-based
INQDEQUATE does not give any diagonal peak, 1H DQ/SQ experiment gives.
The diagonal peak in 1H DQ/SQ spectra is direct evidence of proximity between

Fig. 6.8 Snapshot of the
oscilloscope screen at 70 kHz
MAS. The spinning signal is
monitored after 1 ms trigger
with the persistent mode. The
jitter (±0.5 ls) represents the
spinning fluctuations of
250 ppm

184 Y. Nishiyama



same kinds of nuclei. The schematic representations of DQ/SQ pulse sequence and
correlation spectrum are shown in Fig. 6.9. First, the DQ coherence is prepared by
the initial excitation block and then evolves during the t1 period. The resultant DQ
coherence is back-transferred to the z magnetization by the reconversion block. The
residual transversal coherence is removed either by the phase cycling or z-filtering.
Finally, the magnetization is excited by the 90° pulse and observed during the t2
period. The Fourier transformation to both dimensions gives DQ/SQ correlation
spectra. The cross-peak between two nuclei (A and B) appears along the SQ axis.
While the DQ coherence evolves at the sum of two resonance frequencies, mA + mB,
the SQ coherence thus obtained shows frequencies mA and mB. This results in the 2D
correlations at (DQ, SQ) = (mA + mB, mA) and (mA + mB, mB). These peaks appear
symmetrically with respect to the diagonal line with a slope of 2. If two nuclei have
the identical chemical shift, the correlation peak appears on the diagonal line at 2mA.
The DQ/SQ spectrum in Fig. 6.9b shows the presence of (A, A) and (A, B) cor-
relations and the absence of (B, B) correlations. It should be noted that the DQ/SQ
correlation spectra not only give proximity between 1Hs but also impart additional
resolution, which is advantageous for practical applications.

The excitation and reconversion blocks can be comprehended by the first-order
and higher-order average Hamiltonians [75–83]. The former includes back-to-back
(BABA), symmetry-based pulses, while latter uses dipolar homonuclear homoge-
neous Hamiltonian (DH3) terms, which come from higher-order perturbations in the
INADEQUATE sequence. The use of the first-order recoupling allows quick
buildup and reconversion of DQ coherences, minimizing the relaxation decay
during excitation/reconversion blocks. In addition, the dipolar truncation removes
remote correlations, limiting the correlation for short-range (*4 Å) proximities.
This feature is useful to understand the local 1H–1H network structures. The use of
the first-order average Hamiltonian induces peak position shift/splitting at an
integer multiple of the spinning frequency in the DQ dimension [84]. To avoid such
complexity, the excitation and reconversion block should be exactly synchronized
to the sample spinning; i.e., increments in the t1 dimension must be an integer

Fig. 6.9 Schematic
representation of 1H DQ/SQ
pulse sequence (a) and
spectrum (b)
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multiple of the cycle time of the sample spinning. It is noteworthy that the
requirement of the rotor synchronization of the t1 dimension induces t1 noise in the
presence of spinning fluctuations. This can be avoided by utilizing the higher-order
average Hamiltonian with the sequence exactly same as INADEQUATE.
Although INADEQUATE requires only J-coupling, the DH3 terms can be used
throughout the dipolar-based 1H network [75]. The use of the DH3 terms allows
non-rotor-synchronous acquisition in the t1 dimension and, therefore, is less sen-
sitive toward spinning fluctuations. However, the overall sensitivity in general is
lower than that of the first-order recoupling sequences.

Here, we demonstrate the experimental setup of 1H DQ/SQ correlation mea-
surements. BABA-xy16 [72] is recommended for the DQ recoupling sequence due
to its high efficiency and robustness toward experimental imperfections. The cycle
time of BABA-xy16 is 8sr, where sr is the cycle time of sample spinning, and
enough long to reach the plateau of buildup curve for 1H–1H homonuclear coupled
systems. Thus, one cycle of BABA-xy16 can be safely used without any opti-
mization. The only adjustable parameter is the 90° pulse width used in the BABA
recoupling sequence. This is easily optimized by monitoring 1H DQ filtered spectra
with varying pulse widths in the BABA recoupling, using the sequence shown in
Fig. 6.9a with t1 = 0. Although theoretically the optimal flip angle is 90°, the
experimentally obtained maxima always appear at a pulse length shorter than the
90° pulse width. This is because of higher-order recoupling in the BABA
sequences. This effect becomes smaller at faster MAS rate because it is higher-order
effect; thus, the optimization should be done at every MAS rate. Since the spin
system can also affect this phenomenon, it is advisable to optimize conditions for
each sample. However, the dependence to samples is generally small for most
organic molecules, and optimization can be skipped. The optimal 90° pulses used in
the BABA sequences are typically found in the range of 40° to 90° pulse widths.
DQ filtering efficiency can be evaluated by comparing the 1H single pulse spectrum
and the DQ filtered spectrum. The efficiency is strongly dependent on sample and in
general lies between 20 and 40% of the intensities of 1H single-pulse spectra. This
allows quick measurements of 1H DQ/SQ correlation spectra with reasonable
sensitivities. The measurement time is dominated by the number of t1 points and the
phase cycling rather than the sensitivity because of the high efficiency. To minimize
the indirect spectral points, thus experimental time, the 1H offset should be set to the
center of the SQ 1H spectral width. The indirect spectral width should be larger than
twice of the maximum 1H chemical shift separation in the SQ dimension and
synchronized to the sample spinning. The number of phase cycling can be mini-
mized to 4 for each t1 slice by z-filtering (typically 1 ms) for the coherence selection
after the reconversion block. However, this procedure can introduce additional
peaks due to spin diffusion during the z-filtering. This problem can be avoided by
removing z-filtering with the additional phase cycling (at least 12 scans).

The experimental optimization is demonstrated on 13C3,
15N L-alanine at 70 kHz

MAS (shown in Fig. 6.10). The maximum appears at 0.56 ls, which is corre-
sponding to 44° pulse length. The 2D DQ/SQ correlation spectrum of L-
histidine�HCl�H2O is shown in Fig. 6.11. Since L-histidine�HCl�H2O is very small
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molecule, most of the possible 1H–1H correlations are observed except for auto-
correlation of NH at (DQ, SQ) = (34.2 ppm, 17.1 ppm). It is interesting to see the
very weak intermolecular autocorrelation between NHs (4.8 Å apart) at (DQ, SQ)
= (25.0 ppm, 12.5 ppm).

Fig. 6.10 1H DQ filtered spectra of 13C3,
15N, L-alanine at 70 MHz MAS under 14.1 T.

BABA-xy16 of sexc = srec = 114 ls with various flip angles is applied during excitation and
reconversion period. The 90° pulse length measured from the first maxima is 1.15 ls and used to
calculate the flip angle

Fig. 6.11 1H DQ/SQ correlation spectrum of L-histidine�HCl�H2O under 70 kHz MAS at 14.1 T
using BABA-xy16 recoupling sequence with sexc = srec = 114 ls. z-filter was not applied to avoid
unwanted spin diffusion and 12 scans are collected with the phase cycling to select the proper
coherence pathway. While the pulse length in the BABA sequence is optimized to 0.56 ls, the 90°
pulse length of 1.15 ls, which is obtained from the first maxima of 1H nutation curve, is used for
the excitation pulse just before the signal acquisition. The indirect spectral width is set to 35 kHz
so that the t1 evolution time and two BABA sequences are synchronized to sample spinning.
64 hypercomplex t1 points are collected using the states-TPPI approach. The total acquisition time
is 2.1 h with a repetition delay of 5 s
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6.4.2 1H-detected 1H/X CP-HSQC

Very fast MAS dramatically improves the efficiency of 1H indirectly detected
heteronuclear correlation (idHETCOR) experiments on rigid solids [7–16]. The 1H
indirect observation is widely used as sensitivity enhancement methods in solution
NMR. In the 1H indirect detection scheme, first, 1H magnetization is transferred to
X nuclei, followed by the time evolution of X magnetization. Finally, X magne-
tization is back-transferred to 1H for detection. The sensitivity in 1H indirect
detection is basically independent to the gyromagnetic ratio of X nuclei; thus, the
sensitivity enhancement factor is greatly improved for low gamma X nuclei as

SNRindirect

SNRdirect
¼ f

DX

DH

� �
cH
cX

� �3=2

ð6:1Þ

where f is various experimental factors including probe Q factors, magnetization
transfer efficiency, DX(H) and cX(H) are apparent linewidth in the X (1H) dimension
and gyromagnetic ratio of X(1H), respectively [7]. This equation well illustrates the
necessity of the very fast MAS in rigid solids as the 1H linewidth due to 1H–1H
dipolar interactions is inversely proportional to the MAS frequency. It also avoids
the difficulty associated with probe ringing, which is more prevalent in the case of
quadrupolar nuclei. In addition, the folding of spinning sideband in solid-state
MAS NMR with the rotor-synchronized t1 acquisition enhances the sensitivity
along with removal of spinning sidebands in systems with large anisotropies. The
sequence includes two-way magnetization transfer of 1H ! X ! 1H. There are
several different mechanisms of magnetization transfer including CP,
refocused-INEPT, J/D-HMQC and complete list can be found in the literature [35].
X nucleus can be either spin-1/2 or quadrupolar nuclei including 14N. When X is
spin-1/2 nuclei, e.g., 13C and 15N, indirect detection HETCOR (HSQC) approaches
are useful because 1H decoupling can be applied during the t1 period. In the
CP-HSQC pulse sequence, the first 1H ! X transfer is achieved by CP while the
second X ! 1H transfer can be achieved either by CP or refocused-INEPT [15].
Basically, CP and refocused-INEPT transfer gives through-space and bond corre-
lation, respectively. However, both CP and refocused-INEPT give similar results if
the contact time of the second CP is sufficiently short at the very fast MAS con-
ditions. This results in pseudo through-bond correlation even with CP for both
magnetization transfers [47]. For the simplicity of experimental setup, we here
focus on CP/CP-HSQC experiments, where CP is utilized for both 1H ! X and X
! 1H magnetization transfers (Fig. 6.12). First, X magnetization is prepared by the
first CP from the 1H magnetization followed by the time evolution under 1H
decoupling during the t1 period. The X transversal magnetization is stored along the
z-axis to halt the time evolution. The residual 1H magnetization is suppressed by the
HORROR 1H–1H recoupling [85]. This irradiation also removes residual solvent
signals if present [86]. Finally, the X magnetization is back-transferred to 1H by the
second X ! 1H CP followed by the 1H observation under the X decoupling during
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the t2 period. Even if X is a rare nucleus, X decoupling is mandatory because 1H
nucleus observed in this sequence always accompanies the X nucleus. Each
building blocks used in the sequence can be optimized separately by using standard
samples (Table 6.2) as well as sample of interest.

13C3,
15N L-alanine can be used as a standard sample to set up experimental

conditions. The HORROR condition can be roughly calculated by setting the rf field
strength equal to mR/2 and fine optimization is achieved by minimizing the residual
signal after spinlock (1–5 ms). The HORROR duration for natural abundance
samples can be long (20–100 ms) to suppress the residual signal and, however,
cannot be longer than the t1 relaxation time of X to avoid signal loss due to
longitudinal relaxation. The CP conditions are roughly adjusted by 13C CPMAS.
The shaped CP schemes are recommended to maximize the efficiency.
While RAMP CP on the 13C channel can be recommended for simplicity [87], other
schemes like tangential CP can be used alternatively. The RAMP on 1H instead of
13C can also be used without significant difference in efficiency after proper opti-
mizations. It should be noted that unlike moderate MAS CP conditions, the sense of
RAMP greatly affects the magnetization transfer efficiency and should be optimized
(Fig. 6.13). In this example, 13C rf field strength mC is linearly varied from
mC − DmC/2 to mC + DmC/2 and the optimal condition is found at the negative ramp
(descending rf field strength) with DmC = −23 kHz. Indeed, the signal intensity at
DmC = 23 kHz gives only ca 80% of the maximum at DmC = −23 kHz. Very fast
MAS allows to use low power CP conditions. A great care must be taken to avoid
any recoupling conditions. The DQ CP (n = 1) condition [88] with mC * 2mR/3 and
mH * mR/3 is generally recommended to cover the wider 13C chemical shift range
than 1H. The fine optimization should be done by monitoring 1H ! 13C ! 1H 1D
CP/CP-HSQC signal intensities. Although the contact time of two CP transfers can
be different, the symmetric RAMP CP generally gives the best efficiency from our
personal experience; the positive ramp on the first CP and negative ramp on the

Fig. 6.12 Schematic
representation of 1H/X
CP/CP-HSQC correlation
measurements

Table 6.2 Building blocks in the CP/CP-HSQC experiments with optimization strategy

Blocks Optimization

CPs Standard sample (contact time can be optimized with the sample of interest)

HORROR Sample of interest

X decoupling Standard sample
1H decoupling Standard sample
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second CP, and vice versa. This is most probably due to the time-reversible
behavior of spin systems. While the contact time of the first CP is typically 1–2 ms,
that of the second CP can be 0.3–0.5 ms. Even with such a short second CP, the
efficient magnetization transfer is achieved due to dipolar truncation effect. The
longer contact time of the second CP may introduce remote 1H–13C correlations
and should be avoided if pseudo through-bond correlations are needed. Both 1H and
13C decoupling can be performed by WALTZ at 10 kHz rf field strength without
further optimization [89]. While the two-way 1H ! 13C ! 1H magnetization
efficiency of the CH moiety of 13C3,

15N L-alanine is about 30–40%; it can be
improved in the natural abundance samples.

6.5 Conclusions

In this chapter, the practical hands-on guides for setups of the fast MAS experi-
ments are presented. While very fast MAS probes offer an attractive set of exper-
iments for structural analysis at the atomic scale, those also require careful setup of
experimental conditions compared to the moderate MAS rate probes. First,
sample-independent factors are discussed including shimming, magic-angle
adjustment, rf field strength calibrations, and referencing. It is discussed how to
overcome the difficulties associated with the weak signal intensity due to the limited
sample volume, very short pulses, etc. The discussions on sample-dependent factors
such as relaxation delay and spinning fluctuations are followed. 1H relaxation times
are no longer uniform at very fast MAS rate and special care must be taken to set up
the repetition delay. The spinning fluctuations can be critical factor to reduce the t1
noise in rotor-synchronous experiments and should be monitored by oscilloscopes.
Finally, two practically useful homonuclear and heteronuclear correlation experi-
ments are introduced together with experimental setups.

Fig. 6.13 13C CPMAS signal
intensities of the CH moiety
of 13C3,

15N L-alanine with
various DmC. The rf fields of
mC = 51 kHz and mH = 19 kHz
are used
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In spite of the limited sample volume, 1H indirectly detected heteronuclear
experiments and 1H/1H homonuclear correlation experiments achieve
high-throughput solid-state NMR measurements at very fast MAS rate. I believe the
application of very fast MAS will spread very quickly and widely, and enhance the
ability of solid-state NMR in various applications. I am hoping this chapter will
help these improvements.

Acknowledgements We thank Dr. Manoj Kumar Pandey of Indian Institute of Technology
Ropar for careful reading of the manuscript and helpful discussions.

References

1. Schmidt-Rohr, K., Spiess, H.W.: Multidimensional Solid-State NMR and Polymers.
Academic Press, London (1994)

2. Livitt M.H.: Spin Dynamics, 2 edn. Wiley, London (2008)
3. Andrew, E.R., Bradbury, A., Eades, R.G.: Nuclear magnetic resonance spectra from a crystal

rotated at high speed. Nature 182, 1659 (1958)
4. Lowe, I.J.: Free induction decays of rotating solids. Phys. Rev. Lett. 2, 285 (1959)
5. Zorin, V.E., Brown, S.P., Hodgkinson, P.: Origins of line width in 1H magic-angle spinning

NMR. J. Chem. Phys. 125, 144508 (2006)
6. Brunner, E., Freude, D., Gerstein, B.C., Pfeifer, H.: Residual linewidths of NMR spectra of

spin-1/2 systems under magic-angle spinning. J. Magn. Reson. 90, 90–99 (1990)
7. Ishii, Y., Tycko, R.: Sensitivity enhancement in solid state 15N NMR by indirect detection

with high-speed magic angle spinning. J. Magn. Reson. 142, 199–204 (2000)
8. Ishii, Y., Yesinowski, J.P., Tycko, R.: Sensitivity enhancement in solid-state 13C NMR of

synthetic polymers and biopolymers by 1H NMR detection with high-speed magic angle
spinning. J. Am. Chem. Soc. 123, 2921–2922 (2001)

9. Paulson, E.K., Morcombe, C.R., Gaponenko, V., Dancheck, B., Byrd, R.A., Zilm, K.W.:
Sensitive high resolution inverse detection NMR spectroscopy of proteins in the solid-state.
J. Am. Chem. Soc. 125, 15831–15836 (2003)

10. Reif, B., Griffin, R.G.: 1H detected 1H, 15N correlation spectroscopy in rotating solids.
J. Magn. Reson. 160, 78–83 (2003)

11. Zhou, D.H., Rienstra, C.M.: Rapid analysis of organic compounds by proton-detected
heteronuclear correlation NMR spectroscopy with 40 kHz magic-angle spinning. Angew.
Chem. Int. Ed. 47, 7328–7331 (2008)

12. Zhou, D.H., Shah, G., Cormos, M., Mullen, C., Sandoz, D., Rienstra, C.M.: Proton-detected
solid-state NMR spectroscopy of fully protonated proteins at 40 kHz magic-angle spinning.
J. Am. Chem. Soc. 129, 11791–11801 (2007)

13. Zhou, D.H., Shea, J.J., Nieuwkoop, A., Franks, W.T., Wylie, B.J., Mullen, C., Sandoz, D.,
Rienstra, C.M.: Solid state protein structure determination with proton detected triple
resonance 3D magic angle spinning NMR spectroscopy. Angew. Chem. Int. Ed. 46, 8380–
8383 (2007)

14. Wiench, J.W., Bronnimann, C.E., Lin, V.S.-Y., Pruski, M.: Chemical shift correlation NMR
spectroscopy with indirect detection in fast rotating solids: studies of organically function-
alized mesoporous silicas. J. Am. Chem. Soc. 129, 12076–12077 (2007)

15. Mao, K., Pruski, M.: Directly and indirectly detected through-bond heteronuclear correlation
solid-state NMR spectroscopy under fast MAS. J. Magn. Reson. 201, 165–174 (2009)

6 Solid-State NMR Under Ultrafast MAS Rate of 40–120 kHz 191



16. Althaus, S.M., Mao, K., Stringer, J.A., Kobayashi, T., Pruski, M.: Indirectly detected
heteronuclear correlation solid-state NMR spectroscopy of naturally abundant 15N nuclei.
Solid State Nucl. Magn. Reson. 57–58, 17–21 (2014)

17. Ishii, Y., Wickramasinghe, N.P., Chimon, S.: A new approach in 1D and 2D 13C
high-resolution solid-state NMR spectroscopy of paramagnetic organometallic complexes by
very fast magic-angle spinning. J. Am. Chem. Soc. 125, 3438–3439 (2003)

18. Wickramasinghe, N.P., Shaibat, M., Ishii, Y.: Enhanced sensitivity and resolution in 1H
solid-state NMR spectroscopy of paramagnetic complexes under very fast magic angle
spinning. J. Am. Chem. Soc. 127, 5796–5797 (2005)

19. Wickramasinghe, N.P., Shaibat, M.A., Jones, C.R., Casabianca, L.B., de Dios, A.C., Harwood,
J.S., Ishii, Y.: Progress in 13C and 1H solid-state nuclear magnetic resonance for paramagnetic
systems under very fast magic angle spinning. J. Chem. Phys. 128, 052210 (2008)

20. Parthasarathy, S., Nishiyama, Y., Ishii, Y.: Sensitivity and resolution enhanced solid-state
NMR for paramagnetic systems and biomolecules under very fast magic angle spinning. Acc.
Chem. Res. 46, 2127–2135 (2013)

21. Shen, M., Trebosc, J., Lafon, O., Gan, Z.H., Pourpoint, F., Hu, B.W., Chen, Q., Amoureux, J.
P.: Solid-state NMR indirect detection of nuclei experiencing large anisotropic interactions
using spinning sideband-selective pulses. Solid State Nucl. Magn. Reson. 72, 104–117 (2015)

22. Pöppler, A.-C., Demers, J.-P., Malon, M., Singh, A.P., Roesky, H.W., Nishiyama, Y., Lange,
A.: Ultra-fast magic angle spinning: benefits for the acquisition of ultra-wideline NMR spectra
of heavy spin-1/2 nuclei. ChemPhysChem 17, 812–816 (2016)

23. Rossini, A.J., Hanrahan, M.P., Thuo, M.: Rapid acquisition of wideline MAS solid-state
NMR spectra with fast MAS, proton detection, and dipolar HMQC pulse sequences. Phys.
Chem. Chem. Phys. 18, 25284–25295 (2016)

24. Samoson, A., Tuherm, T., Gan, Z.: High-field high-speed MAS resolution enhancement in 1H
NMR spectroscopy of solids. Solid State Nucl. Magn. Reson. 20, 130–136 (2001)

25. Deschamps, M.: Ultrafast magic angle spinning nuclear magnetic resonance. Annu.
Rep. NMR Spectrosc. 81, 109–144 (2014)

26. Brown, S.P.: Probing proton–proton proximities in the solid state. Prog. Nucl. Magn. Reson.
Spectrosc. 50, 199–251 (2007)

27. Samoson, A., Tuherm, T., Past, J., Reinhold, A., Heinmaa, I., Anupõld, T., Smith, M.E., Pike,
K.J.: Fast Magic-Angle Spinning: Implications, Encyclopedia of Magnetic Resonance, pp. 1–
20. Wiley, Chichester (2010)

28. Samoson, A.: Magic-angle spinning extensions. In: Harris, R.K., Grant, D.M. (eds.)
Encyclopedia of Nuclear Magnetic Resonance, pp. 59–64. Wiley, Chichester (2002)

29. Zhou, D.H.: Fast Magic Angle Spinning for Protein Solid-State NMR Spectroscopy,
Encyclopedia of Magnetic Resonance, pp. 331–342. Wiley, Chichester (2007)

30. Brown, S.P.: Applications of high-resolution 1H solid-state NMR. Solid State Nucl. Magn.
Reson. 41, 1–27 (2012)

31. Demers, J.-P., Chevelkov, V., Lange, A.: Progress in correlation spectroscopy at ultra-fast
magic-angle spinning: Basic building blocks and complex experiments for the study of
protein structure and dynamics. Solid State Nucl. Magn. Reson. 40, 101–113 (2011)

32. Hodgkinson, P.: High-resolution 1H NMR spectroscopy of solids. Annu. Rep. NMR
Spectrosc. 72, 185 (2011)

33. Su, Y.C., Andreas, L., Griffin, R.G.: In: Kornberg, R.D. (ed) Annual Review of Biochemistry,
vol. 84, pp. 465–497 (2015)

34. Mote, K.R., Madhu, P.K.: Proton-detected solid-state NMR spectroscopy of fully protonated
proteins at slow to moderate magic-angle spinning frequencies. J. Magn. Reson. 261, 149–
156 (2015)

35. Nishiyama, Y.: Fast magic-angle sample spinning solid-state NMR at 60–100 kHz for natural
abundance samples. Solid State Nucl. Magn. Reson. 78, 24–36 (2016)

36. Kobayashi, T., Mao, K., Paluch, P., Nowak-Krol, A., Sniechowska, J., Nishiyama, Y., Gryko,
D.T., Potrzebowski, M.J., Pruski, M.: Study of intermolecular interactions in the corrole

192 Y. Nishiyama



matrix by solid-state NMR under 100 kHz MAS and theoretical calculations. Angew. Chem.
Int. Ed. 52, 14108–14111 (2013)

37. Agarwal, V., Penzel, S., Szekely, K., Cadalbert, R., Testori, E., Oss, A., Past, J., Samoson, A.,
Ernst, M., Bockmann, A., Meier, B.H.: De novo 3D structure determination from
sub-milligram protein samples by solid-state 100 kHz MAS NMR spectroscopy. Angew.
Chem. Int. Ed. 53, 12253–12256 (2014)

38. Zhou, D.H., Shea, J.J., Nieuwkoop, A.J., Franks, W.T., Wylie, B.J., Mullen, C., Sandoz, D.,
Rienstra, C.M.: Solid-state protein-structure determination with proton-detected
triple-resonance 3D magic-angle-spinning NMR spectroscopy. Angew. Chem. Int. Ed. 46,
8380–8383 (2007)

39. Barbet-Massin, E., Pell, A.J., Retel, J.S., Andreas, L.B., Jaudzems, K., Franks, W.T.,
Nieuwkoop, A.J., Hiller, M., Higman, V., Guerry, P., Bertarello, A., Knight, M.J., Felletti,
M., Le Marchand, T., Kotelovica, S., Akopjana, I., Tars, K., Stoppini, M., Bellotti, V.,
Bolognesi, M., Ricagno, S., Chou, J.J., Griffin, R.G., Oschkinat, H., Lesage, A., Emsley, L.,
Herrmann, T., Pintacuda, G.: Rapid proton-detected NMR assignment for proteins with fast
magic angle spinning. J. Am. Chem. Soc. 136, 12489–12497 (2014)

40. Penzel, S., Smith, A.A., Agarwal, V., Hunkeler, A., Org, M.L., Samoson, A., Bockmann, A.,
Ernst, M., Meier, B.H.: Protein resonance assignment at MAS frequencies approaching 100
kHz: a quantitative comparison of J-coupling and dipolar-coupling-based transfer methods.
J. Biomol. NMR 63, 165–186 (2015)

41. Lafon, O., Wang, Q., Hu, B.W., Vasconcelos, F., Trebosc, J., Cristol, S., Deng, F.,
Amoureux, J.-P.: Indirect detection via spin-1/2 nuclei in solid state NMR spectroscopy:
application to the observation of proximities between protons and quadrupolar nuclei. J. Phys.
Chem. A 113, 12864–12878 (2009)

42. Hung, I., Zhou, L.N., Pourpoint, F., Grey, C.P., Gan, Z.: Isotropic high field NMR spectra of
Li-Ion battery materials with anisotropy >1 MHz. J. Am. Chem. Soc. 134, 1898–1901 (2012)

43. Gan, Z., Amoureux, J.-P., Trebosc, J.: Proton-detected 14N MAS NMR using homonuclear
decoupled rotary resonance. Chem. Phys. Lett. 435, 163–169 (2007)

44. Cavadini, S., Abraham, A., Bodenhausen, G.: Proton-detected nitrogen-14 NMR by
recoupling of heteronuclear dipolar interactions using symmetry-based sequences. Chem.
Phys. Lett. 445, 1–5 (2007)

45. Wiench, J.W., Bronnimann, C.E., Lin, V.S.Y., Pruski, M.: Chemical shift correlation NMR
spectroscopy with indirect detection in fast rotating solids: studies of organically function-
alized mesoporous silicas. J. Am. Chem. Soc. 129, 12076–12077 (2007)

46. Nishiyama, Y., Kobayashi, T., Malon, M., Singappuli-Arachchige II, D., Slowing, M.Pruski:
Studies of minute quantities of natural abundance molecules using 2D heteronuclear
correlation spectroscopy under 100 kHz MAS. Solid State Nucl. Magn. Reson. 66–67, 56–61
(2015)

47. Shishovs, M., Rumnieks, J., Diebolder, C., Jaudzems, K., Andreas, L.B., Stanek, J., Kazaks,
A., Kotelovica, S., Akopjana, I., Pintacuda, G., Koning, R.I., Tars, K.: Structure of AP205
coat protein reveals circular permutation in ssRNA bacteriophages. J. Mol. Biol. 428, 4267–
4279 (2016)

48. Ernst, M., Samoson, A., Meier, B.H.: Low-power decoupling in fast magic-angle spinning
NMR. Chem. Phys. Lett. 348, 293–302 (2001)

49. Ernst, M., Samoson, A., Meier, B.H.: Low-power XiX decoupling in MAS NMR
experiments. J. Magn. Reson. 163, 332–339 (2003)

50. Kotecha, M., Wickramasinghe, N.P., Ishii, Y.: Efficient low-power heteronuclear decoupling
in 13C high-resolution solid-state NMR under fast magic angle spinning. Magn. Reson.
Chem. 45, S221–S230 (2007)

51. Lange, A., Scholz, I., Manolikas, T., Ernst, M., Meier, B.H.: Low-power cross polarization in
fast magic-angle spinning NMR experiments. Chem. Phys. Lett. 468, 100–105 (2009)

52. Vijayan, V., Demers, J.-P., Biernat, J., Mandelkow, E., Becker, S., Lange, A.: Low-power
solid-state NMR experiments for resonance assignment under fast magic-angle spinning.
ChemPhysChem 10, 2205–2208 (2009)

6 Solid-State NMR Under Ultrafast MAS Rate of 40–120 kHz 193



53. Romeo, F., Hoult, D.I.: Magnetic field profiling: analysis and correcting coil design. Magn.
Reson. Med. 1, 4–65 (1984)

54. Prammer, M.G., Haselgrove, J.C., Shinnar, M., Leigh, J.S.: A new approach to automatic
shimming. J. Magn. Reson. 77, 40–52 (1988)

55. Barjat, H., Chilvers, P.B., Fetler, B.K., Horne, T.J., Morris, G.A.: A practical method for
automated shimming with normal spectrometer hardware. J. Magn. Reson. 125, 197–201
(1997)

56. van Zijl, P.C.M., Sukumar, S., O’Neil Johnson, M., Webb, P., Hurd, R.E.: Optimized
shimming for high-resolution NMR using three-dimensional image-based field mapping.
J. Magn. Reson. A 111, 203–207 (1994)

57. Vanderhart, D.L., William, L., Garroway, A.N.: Resolution in 13C NMR of organic solids
using high-power proton decoupling and magic-angle sample spinning. J. Magn. Reson. 44,
361–401 (1981)

58. Kubo, A., Spaniol, T.P., Terao, T.: The effect of bulk magnetic susceptibility on solid state
NMR spectra of paramagnetic compounds. J. Magn. Reson. 133, 330–340 (1998)

59. Elbayed, K., Bourdonneau, M., Furrer, J., Richert, T., Raya, J., Hirschinger, J., Piotto, M.:
Origin of the residual NMR linewidth of a peptide bound to a resin under magic angle
spinning. J. Magn. Reson. 136, 127–129 (1999)

60. Nishiyama, Y., Tsutsumi, Y., Utsumi, H.: MAGIC SHIMMING: gradient shimming under
magic angle sample spinning. J. Magn. Reson. 216, 197–200 (2012)

61. Sodickson, A., Cory, D.G.: Shimming a high-resolution MAS probe. J. Magn. Reson. 128,
87–91 (1997)

62. Piotto, M., Elbayed, K., Wieruszeski, J.-M., Lippens, G.: Practical aspects of shimming a high
resolution magic angle spinning probe. J. Magn. Reson. 173, 84–89 (2005)

63. Frye, J.S., Maciel, G.E.: Setting the magic angle using a quadrupolar nuclide. J. Magn. Reson.
48, 125–131 (1982)

64. Hayashi, S., Hayamizu, K.: Chemical shift standards in high-resolution solid-state NMR
(1) 13C, 29Si, and 1H nuclei. Bull. Chem. Soc. Jpn. 64, 685–687 (1991)

65. Bertani, P., Raya, J., Bechinger, B.: 15N chemical shift referencing in solid state NMR. Solid
State Nucl. Magn. Reson. 61–62, 15–18 (2014)

66. Morcombe, C.R., Zilm, K.W.: Chemical shift referencing in MAS solid state NMR. J. Magn.
Reson. 162, 479–486 (2003)

67. Nishiyama, Y., Frey, M.H., Mukasa, S., Utsumi, H.: 13C solid-state NMR chromatography
by magic angle spinning 1H T1 relaxation ordered spectroscopy. J. Magn. Reson. 202, 135–
139 (2010)

68. Ye, Y.Q., Malon, M., Martineau, C., Taulelle, F., Nishiyama, Y.: Rapid measurement of
multidimensional 1H solid-state NMR Spectra at ultra-fast MAS frequencies. J. Magn. Reson.
239, 75–80 (2014)

69. Nishiyama, Y., Zhang, R., Ramamoorthy, A.: Finite-pulse radio frequency-driven recoupling
with phase cycling for 2D 1H/1H correlation at ultrafast MAS frequencies. J. Magn. Reson.
243, 25–32 (2014)

70. Lafon, O., Wang, Q., Hu, B., Vasconcelos, F., Trébosc, J., Cristol, S., Deng, F., Amoureux,
J.-P.: Indirect detection via spin-1/2 nuclei in solid state NMR spectroscopy: application to the
observation of proximities between protons and quadrupolar nuclei. J. Phys. Chem. A 113,
12864–12878 (2009)

71. Tricot, G., Trébosc, J., Pourpoint, F., Gauvin, R., Delevoye, L.: The D-HMQC MAS-NMR
technique: an efficient tool for the editing of through-space correlation spectra between
quadrupolar and spin-1/2 (31P, 29Si, 1H, 13C) Nuclei. Annu. Rep. NMR Spectrosc. 81, 145–
184 (2014)

72. Gan, Z., Amoureux, J.-P., Trébosc, J.: Proton-detected 14N MAS NMR using homonuclear
decoupled rotary resonance. Chem. Phys. Lett. 435, 163–169 (2007)

73. Cavadini, S., Abraham, A., Bodenhausen, G.: Proton-detected nitrogen-14 NMR by
recoupling of heteronuclear dipolar interactions using symmetry-based sequences. Chem.
Phys. Lett. 445, 1–5 (2007)

194 Y. Nishiyama



74. Nishiyama, Y., Endo, Y., Nemoto, T., Utsumi, H., Yamauchi, K., Hioka, K., Asakura, T.:
Very fast magic angle spinning 1H–14N 2D solid-state NMR: submicro-liter sample data
collection in a few minutes. J. Magn. Reson. 208, 44–48 (2011)

75. Feike, M., Demco, D.E., Graf, R., Gottwald, J., Hafner, S., Spiess, H.W.: Broadband
multiple-quantum NMR spectroscopy. J. Magn. Reson. A 122, 214–221 (1996)

76. Schnell, I., Spiess, H.W.: High-resolution 1H NMR spectroscopy in the solid state: very-fast
sample rotation and multiple-quantum coherences. J. Magn. Reson/Adv. Magn. Reson. 151,
153–227 (2001)

77. Carravetta, M., Edén, M., Zhao, X., Brinkmann, A., Levitt, M.H.: Symmetry principles for the
design of radiofrequency pulse sequences in the nuclear magnetic resonance of rotating solids.
Chem. Phys. Lett. 321, 205–215 (2000)

78. Levitt, M.H.: Symmetry-based pulse sequences in magic-angle spinning solid state NMR. In:
Grant, D.M., Harris, R.K. (eds.) Encyclopedia of Magnetic Resonance, vol. 9, pp. 165–196.
Wiley, Chichester (2002)

79. Brown, S.P., Spiess, H.W.: Advanced solid-state NMR methods for the elucidation of
structure and dynamics of molecular, macromolecular, and supramolecular systems. Chem.
Rev. 101, 4125–4155 (2001)

80. Saalwächter, K., Lange, F., Matyjaszewski, K., Huang, C.-F., Graf, R.: BaBa-xy16: robust
and broadband homonuclear DQ recoupling for applications in rigid and soft solids up to the
highest MAS frequencies. J. Magn. Reson. 212, 204–215 (2011)

81. Hu, B., Wang, Q., Lafon, O., Trébosc, J., Deng, F., Amoureux, J.P.: Robust and efficient
spin-locked symmetry-based double-quantum homonuclear dipolar recoupling for probing
1H–1H proximity in the solid-state. J. Magn. Reson. 198, 41–48 (2009)

82. Wang, Q., Hu, B., Lafon, O., Trébosc, J., Deng, F., Amoureux, J.-P.: Homonuclear dipolar
recoupling under ultra-fast magic-angle spinning: Probing 19F-19F proximities by solid-state
NMR. J. Magn. Reson. 203, 113–128 (2010)

83. Deschamps, M., Fayon, F., Cadars, S., Rollet, A.-L., Massiot, D.: 1H and 19F ultra-fast MAS
double-quantum single-quantum NMR correlation experiments using three-spin terms of the
dipolar homonuclear Hamiltonian. Phys. Chem. Chem. Phys. 13, 8024–8030 (2011)

84. Geen, H., Titman, J.J., Gottwald, J., Spiess, H.W.: Spinning sidebands in the fast-MAS
multiple-quantum spectra of protons in solids. J. Magn. Reson. A 114, 264–267 (1995)

85. Nielsen, N.C., Bildsøe, H., Jakobsen, H.J., Levitt, M.H.: Double-quantum homonuclear rotary
resonance: Efficient dipolar recovery in magic-angle spinning nuclear magnetic resonance.
J. Chem. Phys. 101, 1805 (1994)

86. Zhou, D.H., Rienstra, C.M.: High-performance solvent suppression for proton detected
solid-state NMR. J. Magn. Reson. 192, 167–172 (2008)

87. Metz, G., Wu, X., Smith, S.O.: Ramped-amplitude cross polarization in magic-angle-spinning
NMR. J. Magn. Reson. A 110, 219–227 (1994)

88. Laage, S., Sachleben, J.R., Steuernagel, S., Pierattelli, R., Pintacuda, G., Emsley, L.: Fast
acquisition of multi-dimensional spectra in solid-state NMR enabled by ultra-fast MAS.
J. Magn. Reson. 196, 133–141 (2009)

89. Wickramasinghe, A., Wang, S., Matsuda, I., Nishiyama, Y., Nemoto, T., Endo, Y., Ishii, Y.:
Evolution of CPMAS under fast magic-angle-spinning at 100 kHz and beyond. Solid State
Nucl. Magn. Reson. 72, 9–16 (2015)

6 Solid-State NMR Under Ultrafast MAS Rate of 40–120 kHz 195



Chapter 7
Elucidating Functional Dynamics by R1q
and R2 Relaxation Dispersion NMR
Spectroscopy

Erik Walinda and Kenji Sugase

Abstract NMR spectroscopy is the method of choice to measure protein and
nucleic acid dynamics on a variety of timescales. Picosecond to nanosecond
dynamics can be precisely probed by quantifying R1 and R2 relaxation rates and
heteronuclear NOE values, whereas residual dipolar couplings (RDCs) are sensitive
to motion on a wide range of timescales from submicrosecond to milliseconds.
Even slower dynamics can be assessed by hydrogen exchange experiments. In a
biochemical context, relaxation dispersion NMR spectroscopy is particularly
valuable, because it reports on the biologically important timescale from micro- to
milliseconds, encompassing the conformational rearrangements of ligand binding,
enzymatic reactions, and base pair transitions. From relaxation dispersion mea-
surements, it is possible to obtain structural, kinetic, and thermodynamic infor-
mation about energetically excited conformational minor states beyond the ground
state structure. Here, we review the two methods of R1q and R2 relaxation disper-
sion, focusing on recent developments in pulse sequence design and data processing
techniques, as well as applications of the methods to resolve protein–protein
interactions.
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7.1 Relaxation Dispersion

Accurate function of biomolecules such as proteins, carbohydrates, and nucleic
acids is central to all cellular processes. Although the function of many proteins and
nucleic acids would seem to be explained by a single static structure, many
biomacromolecules such as enzymes are extremely dynamic. This dynamical
character means that the proteins in fact sample many conformations to exert their
physiological function in solution. The static ground state structure of a protein can
be obtained from X-ray crystallography, NMR spectroscopy, or cryo-electron
microscopy; however, the dynamics beyond this ground state structure remain
hidden. Because these “invisible” transient dynamic conformations cannot be
observed directly, specialized methods are needed that can detect the energetically
excited minor states in solution.

Relaxation dispersion NMR spectroscopy is the method of choice to detect and
quantify such functionally relevant motion in biomolecules on a timescale from
microseconds to milliseconds. Indeed, relaxation dispersion has provided
unprecedented insight, with an astonishing level of detail, into the mechanisms of
protein binding [1, 2], enzymatic activity [3–9], base pair exchange [10, 11],
post-translational modifications [12], protein folding [13, 14], protein intermediate
structures [15], intrinsically disordered proteins [1, 2, 16, 17], and transcriptional
activators [18]. This great degree of detail arises (i) because relaxation dispersion
provides site-specific information at atomic resolution; and (ii) because the
extracted information has such high diversity. The method allows the extraction of
structural (chemical shift difference between the major and minor states, Dx),
kinetic (lifetime of the excited states, 1/kex), and thermodynamic (relative popula-
tions of the states, pi) information about the excited states. Although none of these
parameters is directly measurable, the information can be obtained by quantifying
the broadening of NMR resonance lines, which is caused by the conformational
exchange process.

Relaxation dispersion can be measured by two main methods: R2 relaxation
dispersion and R1q relaxation dispersion. In the R2 relaxation dispersion experi-
ment, the effective transverse relaxation rate is measured as a function of the delay
between two successive refocusing pulses in a Carr–Purcell–Meiboom–Gill
(CPMG) pulse sequence [19–21]. In the R1q relaxation dispersion experiment, the
effective rotating-frame relaxation rate is probed as a function of either the
amplitude or the offset of an applied spin-lock radiofrequency (RF) field [22–29].
The relaxation rates resulting from either method can then be plotted as a function
of the applied field (Fig. 7.1). In the R1q relaxation dispersion experiment, the
relaxation rates can also be plotted as a function of the spin-lock offset. In either
case, fitting of the data points of the relaxation dispersion profile to a theoretical
model enables the relevant structural, kinetic, and thermodynamic parameters to be
extracted.
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In this chapter, we briefly review the two relaxation dispersion methods and then
discuss several recent theoretical and practical developments. To this end, we focus
on protein–ligand interactions and the automation of relaxation dispersion mea-
surements and processing.

7.2 Accessible Information

The kind of information that can be extracted from relaxation dispersion depends on
the exchange regime in question. Assuming the simplest model to describe the
exchange between two conformational states A and B in a biomolecule, a two-state
exchange model is:

A �
kAB

kBA
B: ð7:1Þ

If the exchange between A and B is slow on the chemical shift timescale (slow
exchange regime), fitting of the relaxation rates as a function of the applied field
strength to a theoretical model yields the chemical shift difference Dx between the
two states, the exchange rate of the process kex = kAB + kBA, and the populations of
the major (pA) and minor state (pB) [30]. If the exchange process is fast on the
chemical shift timescale (fast exchange regime), unfortunately it is not possible to
separate pA, pB, and Dx [29, 31]; in this case, only kex, R2

0 (the intrinsic transverse
relaxation rate in absence of exchange), and the site of the exchange can be derived
and interpreted.

Fig. 7.1 Schematic relaxation dispersion profile. In the presence of chemical exchange (shown),
broad signals (large effective R2) are obtained at weak applied fields, whereas strong fields refocus
the magnetization leading to sharp lines (small effective R2). In the absence of exchange (not
shown), the relaxation rates are equal at all applied fields and a flat profile is obtained
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7.3 R1q Relaxation Dispersion

7.3.1 General Aspects

Spin-lock-based relaxation dispersion experiments are called R1q relaxation dis-
persion experiments because, during the relaxation block of the pulse sequence, a
magnetization decays at the rotating-frame relaxation rate R1q. In proteins, relax-
ation of the 15N amide nucleus is most frequently studied [20, 32–34]; however,
applications of relaxation dispersion to 1H and 13C nuclei have also been described
in the literature [35, 36]. For simplicity, here we focus on the 15N nucleus.

Whether it is possible to resolve a given exchange process by R1q relaxation
dispersion depends on the exchange rate kex relative to the applied field strength
[29]. That is, the exchange rate kex should be of the same order as the experi-
mentally applicable effective field amplitudes:

xe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þX2
q

; ð7:2Þ

where xe is the effective field amplitude (in units of rad s−1). x1 and X denote the
RF field amplitude and the offset of a given resonance from the spin-lock carrier
frequency, respectively. In other words, the experimentally applicable field strength
directly determines the time window of the dynamical process that can be studied
by R1q relaxation dispersion. In general, higher effective fields can be used in
spin-lock (R1q relaxation dispersion) experiments than in CPMG (R2 relaxation
dispersion) experiments; however, spin-lock experiments present other challenges
such as accurate field calibration [37], sample heating, and offset effects that are not
critical issues with CPMG-type experiments. The spectrometer hardware (amplifier
and probe) may impose additional constraints.

When using the 15N amide nucleus as a probe to study the conformational
dynamics of a protein, spin-locking fields as high as x1/2p � 6 kHz can be applied
[38]. Such strong fields refocus rapidly exchanging magnetization, and thus, very
fast chemical exchange processes can be resolved. The spin-lock field can be
applied near-resonance (X ’ 0), on-resonance (X = 0), or off-resonance (X 6¼ 0).
The effective relaxation rate depends on both x1 and X. Thus, either x1 or X, or
both, can be varied between experiments to obtain spin-lock power (on-resonance
R1q [28, 39]) or spin-lock offset (off-resonance R1q [40, 41])-dependent relaxation
dispersion profiles.

Early 15N R1q relaxation dispersion experiments were carried out in a relatively
conventional manner; in other words, data were obtained as a series of 2D 1H–15N
experiments in which a near-resonance spin-lock relaxation building block was
included [27, 28, 40, 42]. However, the dependence of the relaxation rate R1q on the
offset from the spin-lock carrier frequency X posed challenges. In particular,
because the amide resonances in a protein have different 15N chemical shifts, all
resonances experience the effect of the spin lock at different offsets. Thus, these
experiments were called “near-resonance” experiments, rather than on-resonance
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experiments. The offset dependence imposes the limitation that weak spin-locking
fields cannot be used owing to the resulting tilt h of the effective field toward the z-
axis when x1 becomes small relative to the offset X:

tan h ¼ x1

X
: ð7:3Þ

A highly tilted effective field maximizes the contribution of R1 and minimizes the
contribution of R2. This is not useful, however, because R1 does not report on the
exchange process in question: Only the transverse relaxation rate R2 contains an
exchange contribution [43]:

R2 ¼ R0
2 þRex; ð7:4Þ

where the line above R2
0 indicates that in the case of fast exchange, the relaxation

rate will be population-averaged.
In 2005, Kay and coworkers suggested that it would be more beneficial to probe

only one of the amide resonances of a protein at a time [25]. An equivalent strategy
was also used by Al-Hashimi and coworkers to probe 13C spins in nucleic acids
[22]. This strategy eliminates the problem of the differential off-resonance effects of
the spins of a protein because only one spin is studied at a time, which is partic-
ularly advantageous for off-resonance experiments [25]. Moreover, if desired, the
spin lock can be applied completely on-resonance (X = 0) in all experiments [44].
To probe a single spin at a time, the pulse sequences utilize Hartmann–Hahn
cross-polarization (CP) transfer for selective coherence transfer. Although the
number of spectra to be obtained is markedly increased in this scheme, experi-
mental time can be somewhat conserved by recording the experiments as a series of
1D NMR spectra.

When the spin lock is applied on-resonance, accurate spin locking can be
achieved even with very weak x1 fields. This extends the time window of dynamics
that can be studied by R1q relaxation dispersion for the study of slow exchange
processes, because this window depends on the value of xe relative to kex.
Moreover, in this approach, 1H decoupling during the duration of the spin lock is
simplified, thereby avoiding potential problems arising from J-coupling and
cross-correlation between dipole–dipole interactions and chemical shift anisotropy
whenever 15N transverse coherence is present [25].

7.3.2 Pulse Sequence of the R1q Relaxation Dispersion
Experiment

The pulse sequence of a typical R1q relaxation dispersion experiment is shown in
Fig. 7.2. Equilibrium proton magnetization is excited and transferred to the
scalar-coupled amide 15N spin by Hartmann–Hahn cross-polarization [45]. To this
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end, RF fields of matched frequency are applied on both the 1H and the 15N
channels. The selectivity of this transfer depends on the amplitude of the matched
applied RF fields, which is termed xCP. In general, it is possible to select a single
amide resonance, that is a single cross-peak in a 1H15N–heteronuclear
single-quantum coherence (HSQC) spectrum using this technique with very weak
matched CP fields, which may be as weak as [46]:

xCP

2p
¼

ffiffiffi
3

p

4
J: ð7:5Þ

If the resonance in question is sufficiently isolated in the 1H15N–HSQC spectrum,
slightly stronger matched CP fields may be applied. By using the program
SIMPSON [47], it is possible to simulate the selectivity of this transfer. For
example, matched CP fields of xCP/2p = 93 Hz � |JHN| cause coherence transfer
in an approximate range of ±100 Hz around the target resonance at a static field of
16.4 T [44]. After CP, the resulting 15N in-phase coherence is stored on the z-axis
and a z-filter is applied to dephase all resonances except the single resonance of
interest.

While the coherence of interest is still stored on the z-axis, an equilibration time
(seq) on the order of 5 ms is employed. In some circumstances, the initial popu-
lation of each state may differ from the expected value if this equilibration period is
omitted. Consider a given spin that exchanges between two conformational states A
and B, where A is the major state (population pA ’ 0.99) and B is the minor state
(population pB ’ 0.01). For the given spin, the separation in chemical shift (DxAB)

Fig. 7.2 R1q relaxation dispersion. Shown is a pulse sequence to probe micro- to millisecond
dynamics by 15N R1q relaxation dispersion [22, 44]. Pulses are applied with x phase, unless noted
otherwise in the diagram. The filled rectangles denote non-selective 90° pulses. A WATERGATE
scheme is used for water suppression [85]. The open rectangles represent pulses with variable tip
angles as described previously [25]. 15N decoupling during acquisition is achieved by the
WALTZ-16 sequence [86]. The block in square brackets can be replaced by a selective excitation
pulse (E-BURP-1 shape, 5 ms). Phase cycle: u1 = 8(y), 8(−y); u2 = x, −x; u5 = 4(x), 4(−x);
u6 = 2(x), 2(−x); urec = x, −x, −x, −x, x, x −x, −x, x, x, −x, x, −x, −x, x; for more details, see ref.
[44]. Gradients: G1 (1 ms, 3 G/cm), G2 (1 ms, 40 G/cm), G3 (1 ms, 15 G/cm), G4 (0.5 ms,
27.5 G/cm), G5 (1 ms, 10 G/cm). Abbreviations CP cross-polarization, cw continuous wave
irradiation, SL spin lock
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between states A and B is relatively large. Thus, when the spin of interest is
subjected to selective CP, only the spins of the molecules in which the spin is in
state A will feel the effect of selective CP. In other words, only spins in state A
transfer their coherence by CP from 1H to 15N. The subsequent z-filter dephases all
other resonances, including the spins in state B. Thus, the relative populations of A
and B will have been perturbed to pA = 1.0 and pB = 0. The additional equilibra-
tion delay seq makes sure that, at the beginning of the relaxation period (spin lock),
the respective populations pA and pB are restored to their appropriate equilibrium
values. This is important because the populations appear in the theoretical equations
that describe R1q. Because of this dependence, accurate values of pA and pB are
critical to ensure a good agreement between theory and experiment. For small
values of DxAB, the influence of seq may be limited because spins in state B will be
affected by selective CP; however, for DxAB values that fall outside the range of the
CP coherence transfer profile, the experiment is expected to perform better when a
sufficient equilibration delay seq is used.

Next, the target magnetization is flipped back to the transverse plane, where the
optional delay f separates a target on-resonance coherence (15N chemical shift
X = 0) and a CP-excited nearby unwanted coherence (15N chemical shift X 6¼ 0). If
the target coherence is sufficiently isolated in the 1H15N–HSQC spectrum or CP
selectivity is sufficient, a value of f = 0 may be set: Because f is on the order of
milliseconds, setting f to 0 will maximize sensitivity. The subsequent gradient G3

dephases the unwanted off-resonance coherences, whereas the target coherence is
stored on the z-axis. Whenever 15N transverse coherence is present, 1H decoupling
is achieved by applying on-resonance continuous wave fields [25].

As a result, only the single target desired coherence is retained at the beginning
of the relaxation period in which the spin lock of variable power and/or offset is
applied. After the relaxation block, another equilibration delay is employed and
coherence is transferred back from 15N to 1H for detection as a 1D experiment.

The effective rotating-frame relaxation rate is then obtained according to:

R1q ¼ � 1
T
ln

I
I0

� �
; ð7:6Þ

where T is the duration of the spin lock, typically 30–50 ms; I is the peak intensity
in an experiment in which a spin lock is applied; and I0 is a reference intensity from
an experiment in which the spin-lock block is omitted (by setting T = 0). Note that,
because of the dependence of R1q on x1, the experimentally applied B1 fields must
be rigorously calibrated and their actual values should be measured directly [37].
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7.3.3 Automation of R1q Relaxation Dispersion
Measurements and Data Processing

Performing the R1q relaxation dispersion experiment separately for one site at a
time, as described in the previous section, has many advantages because very weak
x1 fields can be used. However, this approach means that a large number of
free-induction decays (FIDs) must be recorded, processed, and integrated before the
relaxation rates can be calculated and fitted to a theoretical model. The number of
FIDs is n � (m + r), where n is the number of probed resonances; m is the number
of varied parameters, that is, spin-lock power x1 or offset X (i.e., m is the number of
R1q relaxation rates (data points) in the final relaxation dispersion profile); and r is
the number of reference data recorded. Thus, even for a small protein such as
ubiquitin (76 residues; *72 resolved cross-peaks in the 1H15N–HSQC spectrum),
approximately 1600 (n = 72; m = 20; r = 2) FIDs would have to be recorded,
processed, and peak-picked before the R1q relaxation rates can be calculated and
compared with a theoretical model of the exchange process. It is very likely that
many researchers have shied away from this approach to relaxation dispersion
owing to its apparently labor-intensive procedure.

It is, however, relatively straightforward to make the acquisition and processing
of the data more convenient by considering the following points:

1. Not all amino acids in a protein report on conformational exchange.
2. R1q relaxation dispersion-positive residues can be easily identified.
3. Acquisition and processing can be automated.

Based on these three considerations, the acquisition and processing of R1q relax-
ation dispersion data have been recently automated through the development of the
Amaterasu (automated R1q analysis utility) pipeline (Fig. 7.3) [24].

7.3.3.1 Experimental Setup

A dedicated spreadsheet included in the Amaterasu package (http://www.moleng.
kyoto-u.ac.jp/*moleng_01/amaterasu) calculates all of the acquisition parameters
that are required to set up the experiment. The acquisition pulse program is
implemented in such a way that the entire dataset, comprising
n residues � (m + r) residue-specific FIDs, is acquired in a single run (i.e., a single
acquisition dataset). This type of implementation is termed a “pseudo-2D” exper-
iment and means that only a single experiment needs to be set up at the spec-
trometer. The acquisition of all residues with all power/offset values is handled
entirely by the pulse program.

First, a conventional 1H15N–HSQC spectrum is acquired. The spectrum is
semi-automatically peak picked in a spectrometer acquisition program, such as
Bruker TopSpin. The chemical shifts of all resonances of interest are then copied to
the Amaterasu spreadsheet. At this stage, resonances such as tryptophan side chain
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peaks can be discarded if desired. After the basic pulse lengths and powers (1H and
15N hard pulses) are entered, the spreadsheet automatically calculates all parameters
necessary to perform the R1q relaxation dispersion experiment, including CP, spin
lock, water-flip back, decoupling pulses, and the optional delay f. The chemical
shifts xH, xN, the delay f, and the spin-lock power or offset values are passed to the
pulse program as simple text files. Once these text files are created, the spreadsheet
can be closed.

7.3.3.2 Screening

In almost all known cases, not all residues of a protein will report on conforma-
tional exchange on the micro- to millisecond timescale; therefore, it is not rec-
ommended that relaxation dispersion profiles are acquired for all residues of a
protein, because a great deal of spectrometer time will be spent on acquiring
essentially meaningless flat profiles. Instead, an efficient spectroscopist will first
identify the dynamic residues of the protein by performing a quick screening
experiment in which only two spectra are recorded for all resonances. Each

Fig. 7.3 Workflow of
Amaterasu. Gray boxes,
experimental steps; white
boxes, steps automated by the
pipeline
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resonance is probed by a weak and a strong spin-lock field x1. For ubiquitin, for
example, the *72 cross-peaks of its 1H15N–HSQC spectrum would be picked and
two spectra would be acquired for each: one with x1/2p ’ 50 Hz and one with x1/
2p ’ 3000 Hz. If the residue in question does not exhibit chemical exchange, the
two spectra will show peaks of equal intensity. Conversely, if the resonance does
exhibit micro- to millisecond conformational dynamics, a lower peak intensity will
be observed in the spectrum corresponding to the weak spin-lock experiment. In
summary, a screening experiment will collect only the first and the last data point of
a relaxation dispersion profile (Fig. 7.1), with the exception that no reference
spectrum is acquired, and thus, the relaxation rate R1q is not actually calculated.

If the ratio of these two intensities indicates the presence of chemical exchange,
Amaterasu will select the resonance for acquisition of a full relaxation dispersion
profile. Unpromising resonances can be discarded at this stage to save acquisition
time, except for special cases in which a flat profile is particularly desired (e.g.,
negative control experiments).

7.3.3.3 Processing

The software package Amaterasu performs the entire processing procedure from the
raw FIDs (in Bruker spectrometer format) to model fitting of the final R1q relaxation
dispersion profile in a fully automated manner. First, it splits the pseudo-2D dataset
into the respective 1D data. Second, it reads all acquisition parameters and, for each
FID, conducts apodization, zero filling, 1D Fourier transform (FT), and automatic
phase correction. All processing steps are carried out using the Python library
nmrglue [48]. For phase correction, the entropy of the spectrum is minimized as
described by Chen and coworkers [49]. Third, Amaterasu performs peak picking on
all spectra. Because the chemical shift of each given resonance is known a priori,
the program can easily recognize the correct peak based on the known chemical
shift. It is also possible to plot all spectra to check for the presence of artifacts
arising from peak overlap or erroneous phases. After all of the peaks are integrated,
the resulting peak intensities as a function of x1 and/or X are passed to the
relaxation dispersion data-fitting program GLOVE [50]. The output files of GLOVE
will then contain the kinetic and thermodynamic parameters that govern the
exchange process, along with the fitted relaxation dispersion profile. For a small
protein (*100 amino acids), Amaterasu completes its pipeline, from reading the
raw FIDs to the final output of the relaxation dispersion profiles, in less than 1 min
on a standard desktop PC (e.g., Mac mini, 2015). Examples of relaxation dispersion
profiles obtained with Amaterasu are shown in Fig. 7.4.
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7.4 R2 Relaxation Dispersion

7.4.1 General Aspects

Application of a spin-lock pulse is not the only method to keep a coherence from
dephasing during a fixed relaxation delay T. A Carr–Purcell–Meiboom–Gill
(CPMG) pulse sequence [19–21] refocuses a given coherence by repetitive exe-
cution of the spin-echo sequence (s—180°—2s—180°—s)n. Here, n is an integer
and the spacing between the two successive 180° pulses, 2s, is called sCP. In
general, chemical exchange can be detected by R2 relaxation dispersion if the
exchange rate kex is of the same order as 1/sCP. As with spin-lock experiments,
CPMG experiments may cause sample heating at high values of n, which may also
interfere with theoretical treatments of the experiment because the pulse lengths of
the refocusing pulses are assumed to be negligible in these models [41, 43].

In principle, the evolution of both in-phase and anti-phase coherences during the
CPMG time must be considered. It has been shown, however, that it is beneficial to
average the differential contributions of in-phase and anti-phase coherences to R2 in
the experiment by including a relaxation-compensating (RC) element in the pulse
sequence (Fig. 7.5). The RC element interconverts in-phase and anti-phase coher-
ences in the middle of the relaxation period, which eliminates any artifacts that may
arise from different relaxation rates of in-phase and anti-phase coherences of a spin.
For simplicity, the sequence in Fig. 7.5 shows only the pulse sequence during the
relaxation time TCPMG including the RC element. In a full sequence, the experiment
begins from equilibrium proton magnetization using an INEPT element to obtain
the anti-phase 15N coherence –2HzNy. This coherence is then continuously rephased
by the CPMG spin-echo sequence while exhibiting transverse relaxation and
imprinting the exchange contribution Rex onto the intrinsic transverse relaxation
rate R2. In the middle of the pulse sequence, the anti-phase coherence –2HzNy

Fig. 7.4 15N R1q relaxation dispersion profiles of amide resonances of the ubiquitin-associated
(UBA) domain of the autophagy receptor protein p62 as obtained with Amaterasu and GLOVE
[24, 50]. Left, on-resonance R1q relaxation dispersion experiment; right, off-resonance R1q

relaxation dispersion experiment. Reproduced with permission from ref. [24]
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encounters the RC element and is thus converted to the in-phase coherence Nx;
moreover, the RC element suppresses cross-correlation arising from chemical shift
anisotropy and dipole–dipole interaction. After passing the RC element, the
in-phase coherence Nx relaxes for the remainder of TCPMG, thereby averaging the
effect of in-phase and anti-phase coherence relaxation during TCPMG.

15N frequency
labeling during t1 and acquisition during t2 conclude the experiment.

In the 15N CPMG experiment, problems can arise from 1JHN-coupling, offset
effects, and pulse imperfections, which can lead to erroneous estimation of the
effective transverse relaxation rate R2

eff . These problems can be largely alleviated
by applying continuous wave decoupling on the 1H channel during TCPMG [51, 52].

7.4.2 Quantifying Protein–Ligand Interactions by R2

Relaxation Dispersion

Interestingly, relaxation dispersion has not only been used to study the dynamics of
a single protein, but it can also probe interactions between a protein and other
molecules [31].

When the interaction between a protein and a ligand is in intermediate or slow
exchange on the NMR timescale, then the observed chemical shifts do not appear as
population averages between the free and bound states in the experiment. In this
situation, therefore, other methods that assume fast exchange conditions, such as
chemical shift titration or transferred R1 and R2 experiments [53–56], are not appli-
cable. For example, for a binding process in the slow exchange regime, the NMR
signal of a protein or a ligand does not move during a titration experiment; accord-
ingly, it is not possible to simply obtain a titration curve (chemical shift difference as a
function of protein–ligand ratio) to extract the dissociation constant KD.

In recent years, multiple NMR methods have been developed to study the kinetic
rates of slow and intermediate exchange systems. In principle, R1q dispersion [28],
R2 dispersion [20, 32, 57, 58], ZZ-exchange [59–61], CEST [62, 63], and DEST

Fig. 7.5 R2 relaxation dispersion. Shown are pulse sequence elements of a CPMG relaxation
dispersion experiment for evolution through the relaxation block of length TCPMG. The sequence
starts from an initial coherence described by −2HzNy, which can be obtained by an INEPT
sequence. Open rectangles indicate 180° pulses. The relaxation compensation (RC) element
interchanges anti-phase to in-phase coherence. J is the amide 1JHN-coupling

208 E. Walinda and K. Sugase



[64] techniques can all be applied to this end; each of these methods has the
potential to derive the kinetic rates of interconversion between the states, even
though one of the states is not directly measurable because of its low population and
a large transverse relaxation rate (due to the additive contribution of Rex).

7.4.2.1 Theory

Consider the interaction between a protein (A) and a ligand (B):

A + B �
½B�kon
koff

AB ð7:7Þ

It has been shown that it is possible to determine [B]kon and koff by relaxation
dispersion in an analogous way to determination of the kinetic rates of confor-
mational exchange in a single molecule. Note, however, that [B] is unknown and
must be determined. Although it is possible to determine KD from isothermal
titration calorimetry (ITC), to measure koff by NMR, and then to calculate kon from
KD = koff/kon [65], here we discuss the determination of kon and koff without any
prior information on KD by using R2 relaxation dispersion [1].

If the exchange process—that is, the association–dissociation equilibrium—oc-
curs on the timescale of milliseconds with a comparably large chemical shift change
Dx, we can assume that the effective transverse relaxation rate R2 of the free and the
bound resonances will increase by an additional relaxation rate Rex, as described by
Eq. 7.4. R2

eff can be obtained from the R2 relaxation dispersion experiment, thereby
allowing extraction of the rate kex of the association–dissociation process. In addi-
tion, structural information in form of the chemical shift difference Dx between the
free and bound states can be obtained. R2

eff can be accurately described by numerical
solution of the Bloch–McConnell equations [66, 67]. Alternatively, we can assume a
simple two-state exchange model and describe R2

eff as follows [68]:

Reff
2 ¼ R0

2 þ 1
2 kex � 1

scp
cosh�1 Dþ cosh gþ

� �� D� cos g�ð Þ� �n o
D� ¼ 1

2 �1þ Wþ 2Dx2ffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

p
	 


g� ¼ scp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2 �Wþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

p� �r
W ¼ k2ex � Dx2

n ¼ 2Dx ½B]kon � koffð Þ
kex ¼ ½B]kon þ koff ;

ð7:8Þ

where R2
0 is the intrinsic relaxation rate in the absence of exchange and is assumed

to be identical for the free and bound states; and sCP is the delay between two
successive 180° pulses in the CPMG pulse train. sCP is thus a known, preset
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parameter when the experiment is performed. If the interaction between protein and
ligand is in the intermediate or slow exchange regime, it is possible to separate the
parameter kex into [B]kon and koff.

In general, the concentration of unbound ligand—namely, the concentration of
free B—is described by:

½B� ¼ 1
2

�KD � ½A�0 þ ½B�0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KD þ ½A�0 � ½B�0
� �2 þ 4½B�0KD

q �
; ð7:9Þ

where [A]0 and [B]0 are the total concentrations of A and B, respectively. To
separate [B]kon in order to calculate kon, we notice that [B] depends on [A]0 and
[B]0. As a result, multiple samples with varying total amounts of [A]0 and/or [B]0
can be prepared, and global fits of the R2 relaxation dispersion profiles can be
performed for the various samples. In most cases, it is wise to keep one of the
concentrations constant, ideally the concentration [A]0 of the isotope-labeled pro-
tein, to obtain relaxation dispersion profiles with similar sensitivity from different
measurements. Thus, it is most feasible to vary the total concentration of the
unlabeled ligand [B]0. As described in detail in ref. [31], it is necessary to include
the total concentrations [A]0 and [B]0 as variable fitting parameters in the fitting
procedure under realistic experimental conditions; otherwise, a 5% mismatch of the
concentration can lead to a twofold error in the final KD value. Moreover, the NMR
samples for these experiments must be prepared with extreme care—preferably by
dilution from single respective concentrated stock solutions—to obtain accurate
concentration ratios. Taken together, relaxation dispersion is measured for multiple
samples with multiple concentration ratios using a modified version of Eq. 7.9, in
which the parameter a is introduced as follows:

½B� ¼ 1
2

�KD � ½A�0 þ a½B�0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KD þ ½A�0 � a½B�0
� �2 þ 4a½B�0KD

q �
: ð7:10Þ

7.4.2.2 Example 1: Interaction Between the pKID Domain of CREB
and the KIX Domain of CBP/p300

The method to obtain KD by R2 relaxation dispersion was originally applied to
study the phosphorylated kinase-inducible domain (pKID), an intrinsically disor-
dered protein that forms part of the transcription factor CREB. pKID binds to the
KIX domain of CBP/p300 [1]. To study the affinity of the two proteins, a [15N]-
labeled sample of pKID was prepared and relaxation dispersion profiles were
obtained for samples with concentration ratios (KIX/pKID) of 0.95, 1.00, 1.05, and
1.10 at two distinct static magnetic fields of 500 and 800 MHz (Fig. 7.6).
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The induced fit model was used to fit all relaxation dispersion data (4 concentration
ratios, 2 B0 values) as follows:

A + B �
½B�kon
koff

A:B �
k1

k�1

A:B, ð7:11Þ

where the underline indicates that the conformation of the state A:B is different
from the final bound state A:B. For each residue, the chemical shift differences were
defined as global parameters. The folding (k1) and unfolding (k−1) rates were
considered as global parameters for all residues falling within the same cluster, that
is, residues that are in close proximity in the same secondary structure element and
thus presumably fold/unfold in a cooperative manner. As a result, it was possible to
obtain site-specific KD values for the binding of pKID to KIX. Strikingly, the mean
KD value obtained from the site-specific analysis showed excellent agreement with
the global, macroscopic dissociation constant obtained by ITC [69]. Based on the
relaxation dispersion data combined with chemical shift titrations, it was concluded
that pKID engages with KIX, while it is unfolded through the formation of
non-specific encounter complexes; upon KIX binding, pKID adopts a partially
folded intermediate, which subsequently evolves toward a fully folded bound state.
In other words, this model consists of four distinct states: free pKID, a non-specific
encounter complex, a bound-folding intermediate, and the final bound-folded state.
Note that this model assumes that the exchange between the free state and the
encounter complex is too fast to be traceable by R2 relaxation dispersion. In
summary, relaxation dispersion deciphered the coupled folding and binding
mechanism of an intrinsically disordered protein.

Fig. 7.6 Protein–ligand ratio-dependent R2 relaxation dispersion profiles. The relaxation disper-
sion profiles were obtained at 800 MHz (filled circles) and 500 MHz (open circles). The data
(reproduced with permission from [1]) show Arg124 of 1 mM pKID in the presence of 0.95, 1.00,
1.05, and 1.10 mM KIX. A global fit of the relaxation dispersion data provided the values of kon,
koff, k1, k−1, and KD, as well as chemical shift differences between the distinct states
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7.4.2.3 Example 2: Interaction Between the Transactivation Domain
of c-Myb and KIX

The transactivation domain of c-Myb, a transcription factor, also binds the KIX
domain. Similar to pKID, the transactivation domain of c-Myb is an intrinsically
disordered protein [16]. Again, the mechanism of binding has been resolved in great
molecular detail by R2 relaxation dispersion. In essence, it was deduced that the
N-terminal region of c-Myb binds to KIX while already in a principally folded
conformation. Conversely, the C-terminal region of c-Myb folds after binding to
KIX, and again this binding is explained by an induced fit mechanism.

7.5 Fitting of the Relaxation Rates to a Theoretical Model

The theoretical model used for fitting depends on the exchange regime and the
number of exchange sites. A vast amount of work has been done in the development
of analytical equations to describe relaxation dispersion (Table 7.1). These equa-
tions can be used to fit the experimental relaxation dispersion profiles. Fitting can be
performed by implementing a selected equation in commercial or free packages such
as Mathematica, MatLab, SciLab, or similar software. Alternatively, a relaxation
dispersion-dedicated free software package such as GLOVE (http://www.scripps.
edu/wright/?page_id=17) can be used. In the following, we illustrate both theoretical
and practical aspects of fitting of relaxation dispersion data by GLOVE.

7.5.1 Least-Squares Fitting in GLOVE

GLOVE is a dedicated relaxation dispersion data-fitting software, although it also
supports several other NMR experiments such as R1, R2, and CLEANEX-PM [70].

Table 7.1 Reports of
analytical equations to
approximate relaxation
dispersion

Method Exchange process Reference

R1q 2-Site fast exchange [87]

R1q 2-Site fast exchange [88]

R1q 2-Site exchange [89]

R1q 2-Site exchange [90]

R1q 2-Site exchange [91]

R1q 2-Site exchange [26]

R1q N-Site exchange [92]

R2 2-Site fast exchange [93]

R2 2-Site exchange [94]

R2 2-Site exchange [87]

R2 2-Site exchange [68]

R2 2-Site exchange [95]
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It solves nonlinear least square problems by using the algorithm of Levenberg–
Marquardt. GLOVE is written in C++, which assures rapid fitting of the data. To fit
the relaxation dispersion profiles, the GLOVE software attempts to minimize the
statistical variable v2 in an iterative manner. v2 is given as a function of the
experimental and calculated effective R2 rates:

v2 ¼
XN
i¼1

Ri;exp
2 � Ri;calc

2

ri

 !2

: ð7:12Þ

where the variables R2
i;exp and R2

i;calc denote the experimental and calculated values
of R2

eff , respectively; and the parameter ri represents the experimental error.
To minimize the function iteratively, initial parameters must be provided.

In GLOVE, there are five distinct methods to provide the initial parameters.
Importantly, it is possible to run multiple methods or to repeat the same method.
The program stores the parameter set corresponding to the lowest obtained value of
v2 and replaces this set if a better fit (a lower value of v2) is found.

The method named ONE is a minimization routine that starts from the lowest
limit or an optionally specified value. As soon as the minimization routine finds a
local minimum, the fitting process stops. ONEEX is equivalent to ONE, with the
exception that the fitting process does not stop until both global and local param-
eters (optimized separately) have converged into local minima. When global fitting
of parameters is desired, it is advisable to use ONEEX even though the fit converges
more slowly. The methods GRID, RANDOM, and MCMIN stop when they reach
the same condition as described for ONE; however, they explore the parameter
space much more rapidly at the earlier stages of the fitting procedure.

As indicated by its name, GRID represents a grid search. Initially, the global
parameters are fixed (to a given grid point) and the local parameters of each dataset
are varied using a grid search algorithm. Next, the fix on the global parameters is
removed, and then, all parameters including global parameters are optimized. The
procedure is iterated to explore all grid points of the parameter space of the global
parameters.

Lastly, the methods RANDOM and MCMIN represent a random search and
minimization by a Monte Carlo algorithm, respectively. RANDOM uses a random
number generator to choose a random initial value from a range of parameters, and
v2 is subsequently minimized by other iterative methods as specified by the user.
Thus, RANDOM can be used to quickly find good starting values to determine the
global minimum from the entire range of specified parameters. Conversely,MCMIN
achieves a more accurate determination of the global minimum after initial estab-
lishment of the fit parameter set provided by RANDOM and other methods. This
Monte Carlo implementation in GLOVE is described in detail in the next section.
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7.5.2 Monte Carlo Minimization Algorithm in GLOVE

Monte Carlo minimization is a popular method in molecular simulations. For
example, it has been used to find the global energy minimum during the folding of a
peptide structure by randomly varying the dihedral angles in order to overcome
large energy barriers [71]. In a protein-folding context, the Metropolis criterion is
used to compare the newly energy-minimized structure with a previous confor-
mation [72, 73]. In the minimization context of GLOVE, the initial parameter
values are the currently available best-fit parameters to which positive or negative
random numbers, which follow a Gaussian distribution, are added. This enables the
parameter set to overcome the barriers of a local minimum. The newly obtained
parameter set can then be minimized by using conventional least-squares methods
as described above. If the new v2 is smaller than the previous value, the Monte
Carlo step is accepted.

Monte Carlo minimization (MCMIN) runs until no better parameter set is found
for a total number of iterations as specified by the user; in general, this number is
higher than 5. Moreover, if a lower value of v2 is obtained, the iteration counter is
reset to 0. The magnitude of the Monte Carlo trial steps can be controlled by the
user by specifying a scaling factor in the input file to GLOVE. For efficient min-
imization of v2, it is important to choose this factor judiciously. In particular, a too
small scaling factor would not overcome the barriers of a local minimum efficiently.
Conversely, if the scaling factor is too large, resulting in a large Monte Carlo step,
the new set of parameters may be completely different from the current best
parameter set, which may lead to a marked increase in the value of v2. An efficient
protocol to determine the global minimum most accurately and rapidly is therefore
to run MCMIN multiple times with successively smaller scaling factors. Because
the fitting parameters are far from the best-fit solution at the early stages of fitting,
the MCMIN scaling factor should be set to a comparably large value. The param-
eters can be varied very finely by using a small scaling factor in the final stages of
the fitting in order to determine the global minimum most accurately.

7.5.3 Two-State Exchange

For simplicity, we describe the most common model used to fit relaxation disper-
sion data; however, many additional published equations, including two- and
three-state exchanges, are available within GLOVE. A relaxation dispersion profile,
which reports on a two-state exchange process (Eq. 7.1), is described by the
equation of Carver and Richards [68] for all exchange regimes under realistic
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experimental conditions. The Carver and Richards equation calculates the effective
transverse relaxation constant R2

eff as:

Reff
2 ¼ 1

2
R0
2A þR0

2B þ kAB þ kBA � 1
sCP

cosh�1 Dþ cosh gþ
� �� D� cos g�ð Þ� � �

D� ¼ 1
2

�1þ Wþ 2Dx2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

p
" #

g� ¼ sCP

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

�Wþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

q� �s

W ¼ R0
2A � R0

2B þ kAB � kBA
� �2�Dx2 þ 4kABkBA

n ¼ 2Dx R0
2A � R0

2B þ kAB � kBA
� �

:

ð7:13Þ

Equation 7.13 resembles Eq. 7.8 but has a more general nature. In Eq. 7.13, Dx
denotes the difference in chemical shift between the states A and B and has the units
rad s−1; and R2A

0 and R2B
0 are the transverse relaxation rates of the respective states

A and B. Note that Eq. 7.13 considers that these values differ: In principle, the
intrinsic transverse relaxation rates may be different; however, in practice, they are
usually assumed to be the same. Thus,

R2
0 ¼ R2A

0 ¼ R2B
0: ð7:14Þ

Importantly, this assumption does not have a large effect on the analysis of the
exchange process in the case that the rate of the exchange is larger than the dif-
ference between R2A

0 and R2B
0 (i.e., if kex � |R2A

0 − R2B
0|). Moreover, we reduce

the parameter space by defining kex as the sum of the reaction rates of the forward
and backward reaction. Thus,

kex ¼ kAB þ kBA: ð7:15Þ

In addition, the product of pA � pB is treated as a single fitting parameter a = pApB.
After fitting, pB (the population of the minor state) can then be calculated as:

pB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4a

p

2
: ð7:16Þ

This further enhances the efficiency and stability of the calculation. In summary, the
Carver and Richards equation [68] is implemented in GLOVE as:
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Reff
2 ¼ R0

2 þ
1
2

kex � 1
sCP

cosh�1 Dþ cosh gþ
� �� D� cos g�ð Þ� � �

D� ¼ 1
2

�1þ Wþ 2Dx2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

p
" #

g� ¼ sCP

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

�Wþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þ n2

q� �s

W ¼ k2ex � Dx2

n ¼ 2Dxkex
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4pApB

p
:

ð7:17Þ

Note that GLOVE calculates the partial derivatives of R2
eff (required by the

least-squares minimization algorithm) with respect to the fitting parameters ana-
lytically instead of numerically, which helps to speed up the calculation.

7.5.4 Workflow for Processing Relaxation Dispersion Data
in GLOVE

In this section, a practical approach to processing relaxation dispersion data using
the software package GLOVE is presented. First, the relaxation dispersion spectra
are measured. In the case of R1q relaxation dispersion data, Amaterasu can be used,
which will automatically pass the relaxation rates and spin-lock powers to GLOVE.

In the case of R2 relaxation dispersion data, additional steps are necessary.
Initially, all spectra are processed by exactly the same processing parameters,
including the functions for solvent suppression, apodization, Fourier transform,
zero- and first-order phase correction, and baseline correction. It is advisable to use
a low order for the baseline correction function in order not to perturb the intensities
of relatively small signals. It is not feasible to apply linear prediction because it may
interfere with quantitative analysis of the NMR data. However, it is possible to
reduce the acquisition time of relaxation dispersion datasets by nonlinear sampling
methods [74]. Next, it is necessary to obtain the integrated peak intensities to
calculate the effective transverse relaxation rates. This is done by using the tool
pkfit, which is included in the GLOVE package. The experimental error in the peak
intensity is calculated from the standard deviation of the amplitudes of the noise in
each spectrum and the deviation between peak intensities in duplicated data. Thus,
after running pkfit, the output file contains the static magnetic field B0 (MHz), the
relaxation time TCPMG (s), and the peak intensities of all resonances as a function of
1/sCP (s−1). The delay sCP in the pulse sequence is the time between two 180°
pulses of the CPMG pulse train. Note that some groups use a different notation by
defining sCPMG as half the delay between two 180° pulses; in this case, the
relaxation rates are plotted as a function of mCPMG = 1/(4sCPMG) instead of 1/sCP.
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Although the horizontal axis differs in the two representations, it is straightforward
to convert mCPMG to 1/sCP according to:

1=sCP ¼ 2mCPMG: ð7:18Þ

In complete analogy to Eq. 7.6, the effective R2
eff relaxation rates are then calcu-

lated according to:

Reff
2 sCPð Þ ¼ � 1

TCPMG
ln

I sCPð Þ
I0

� �
; ð7:19Þ

where I(sCP) is the peak intensity in the spectrum corresponding to a particular
value of sCP; and I0 is the intensity in a reference spectrum in which the relaxation
block is omitted (by setting TCPMG = 0). This calculation is carried out by the tool
cpmg2glove in the GLOVE package. Moreover, the experimental error in R2

eff is
calculated from the spectral RMSD noise according to [75]:

ri ¼ eI
I sCPð Þ � TCPMG

; ð7:20Þ

where eI is the RMSD noise of the spectrum. The output of the tool cpmg2glove is
the input file for GLOVE and contains all data necessary to perform curve fitting of
the relaxation dispersion profile. The file may contain only one measurement or
multiple different measurements (e.g., under different values of B0, temperatures or
ligand concentrations).

After fitting of the R1q or R2 relaxation dispersion data, GLOVE writes an output
file containing a summary of the results and plots of the fitted relaxation dispersion
profile in the format Xmgr or Grace. An Xmgr file for each resonance of the dataset
is created, but it is possible to combine all of these plots in a single PDF file for
convenience. This is achieved by the tool mplot, which is included in the GLOVE
package. During the fitting process, GLOVE will write the reduced value of v2,
which is v2 divided by the number of degrees of freedom of the fitting model, to the
standard output (typically, the console), enabling the user to monitor the conver-
gence of the fit in real time. Uncertainties in the resulting fitting parameters can be
calculated by standard deviation, Monte Carlo, and/or jackknife methods [76, 77].

7.5.5 Examples of Relaxation Dispersion Curve Fitting
by GLOVE

Here, we illustrate curve fitting of relaxation dispersion data by fitting the R2

relaxation dispersion profiles of KIX. In total, 110 R2 relaxation dispersion profiles
(55 resonances; 2 values of B0) were subjected to analysis. KIX exhibits a two-state
exchange between its native and a non-native conformation [78]. The relaxation
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dispersion profiles were obtained at two distinct magnetic fields on a Bruker
DRX600 and a Bruker DMX750 spectrometer at a temperature of 25 °C using a
[15N]-labeled sample of KIX (concentration: 0.5 mM) [74]. Spectra were acquired
for sCP values of 10, 5, 3.33, 2.5, 2.0, 1.66, 1.43, 1.25, 1.0, 0.83, 0.71, 0.63, 0.55,
0.5, 0.4, and 0.33 ms at a relaxation time, TCPMG, of 40 ms.

The performance of GLOVE was evaluated on an Apple iMac (Intel Core i7 dual
core, 3.4 GHz) with the GLOVE executable file compiled by using the Intel C++
compiler [50]. The speed and accuracy of thefit were evaluated by using the directives
ONE, ONEEX, and GRID. In addition, the combinations GRID + ONEEX,
RANDOM + ONEEX, MCMIN + ONEEX, and RANDOM + MCMIN + ONEEX
were tested. A combined workflow of RANDOM + MCMIN + ONEEXwas found to
yield the best results [50].

The relaxation dispersion profiles of KIX were subjected to a global fit using the
Carver and Richards equation [68]. The exchange rate kex and the product of the
populations pApB were specified as global parameters. The possible range of the
parameters was specified as [100–2500] for Dx, [5–4000] for kex, and [0.005–0.09]
for the product pApB. The initial parameter value of R2

0 was taken from the lowest
value of R2

eff (the right-most data point in the relaxation dispersion profile). For the
minimization routines ONE, ONEEX, and MCMIN, the calculation starts from the
lower limits of the parameter range. In the evaluation study, grid sizes from 2 to 20
were evaluated for the method GRID for the parameters Dx, kex, pApB [50]. In
MCMIN, the scaling factor was sequentially reduced from 0.1 to a final value of
0.001. Note that, because RANDOM and MCMIN rely on random number gener-
ators, they provide a different result at each execution. Thus, methods relying only
on RANDOM on MCMIN alone were repeated 10 times to evaluate the average and
standard deviation of each fit.

The 110 relaxation dispersion profiles of KIX were subjected to a global fit,
where the overall lowest value of v2, reached by many methods, was 1.45047,
indicating that it represents the global minimum. At this value of v2, the global
parameters of the exchange rate kex converged to 600 ± 5 s−1. Moreover, the
product of pApB converged to 0.0343 ± 0.0002. Examples of the corresponding
relaxation dispersion profiles are shown in Fig. 7.7. Note that these plots were
obtained directly from GLOVE and no further adjustment of the image to obtain
publication quality was necessary.

The global minimum was not found by ONE, which means that relaxation
dispersion profile fitting has the intrinsic problem of becoming trapped in local
minima (Table 7.2). Thus, good initial values, or alternatively multiple fits starting
from different initial parameters, are necessary to find the global minimum. ONEEX
found a smaller v2 value; however, it did not locate the global minimum either. The
GRID method with a grid size of 11 resulted in a v2 value of 1.45056, which is very
near to the global minimum. Moreover, when ONEEX was followed by GRID, the
global minimum was always found. Thus, ONEEX is very useful at the last stages
of the fit to converge to the global minimum. Importantly, fitting strategies that used
only RANDOM or MCMIN alone did not find the global minimum. Conversely,
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when applying ONEEX after RANDOM, the global minimum was always found.
Likewise, the combination RANDOM + MCMIN + ONEEX always found the
global minimum and was computationally faster than other methods.

7.6 Outlook

Without a doubt, both R1q and R2 relaxation dispersion will continue to contribute to
the elucidation of a myriad of functionally important dynamical processes in the life
of biomolecules such as proteins and nucleic acids. If sufficiently accurate relaxation
dispersion profiles are obtained, standard desktop computers are now fast enough to
solve Bloch–McConnell equations numerically without relying on approximate
methods (Table 7.1). Application of relaxation dispersion to larger molecules

Fig. 7.7 Relaxation dispersion profiles for KIX as fitted by GLOVE. The best-fit curves are
shown for a dataset collected at a 15N frequency of 60.83 MHz (black line) and 76.01 MHz (red
line), respectively. Residue numbers are indicated at the top (–HN)

Table 7.2 Relaxation dispersion curve-fitting methods in GLOVE

Method Reduced v2 valuea

ONE 14.9719

ONEEX 9.82986

RANDOM + ONEEX 2.06638
! 1.45047

RANDOM + MCMIN + ONEEX 3.70891
! 1.45052
! 1.45047

MCMIN + ONEEX 9.54153
! 8.93963

Additional details are given in Ref. [50]
aThe initial reduced v2 was 88.7611
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remains challenging because of signal overlap and other complications; however,
methods are continuously being developed to tackle these challenges [79–82].

The great wealth of information provided by relaxation dispersion sometimes
overshadows the most important question in this context. What is the excited state?
Even if relaxation dispersion can be unambiguously detected for a specific site in a
biomolecule, initially it is often unknown what the dynamical process in question is.
In other words, it is necessary to “assign” the excited state unambiguously.

If Dx can be successfully derived in terms of both sign and magnitude, the
chemical shift of the excited state may provide hints about its structural nature.
A combination of relaxation dispersion with chemical shift-based methods such as
CS-ROSETTA is particularly useful in this case [83]. Alternatively, the excited
state chemical shift determined from Dx may be compared with database reference
chemical shifts from known structures or chemical shifts calculated by density
functional theory [11]. Although the millisecond timescale exceeds the computa-
tional cost of most current laboratories for direct visualization of the dynamics by
molecular dynamics (MD) simulations, visualization of possible dynamical pro-
cesses by steered MD simulations is a potential computationally inexpensive
approach [11]. In addition, comparison of the experimental relaxation
dispersion-derived kinetic–thermodynamic data obtained from relaxation dispersion
profiles acquired at different temperatures with theoretical free-energy calculations
seems to be a successful strategy [11]. Lastly, it has been demonstrated that
including additional biophysical methods such as single-molecule Förster resonance
energy transfer (FRET), time-resolved X-ray crystallography, and principle com-
ponent analysis (PCA) of conventional MD trajectories can successfully establish
dynamical models of protein function over a wide range of timescales [84].
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Chapter 8
Structural Study of Proteins
by Paramagnetic Lanthanide Probe
Methods

Tomohide Saio and Fuyuhiko Inagaki

Abstract Long-range structural information provided by the paramagnetic lan-
thanide probe methods is invaluable in the structural analysis of proteins, particu-
larly protein complexes and multi-domain proteins. The application of
paramagnetic lanthanide probe methods in protein structural analysis is expanding,
owing to recent developments in lanthanide-binding tags. Here, we describe
paramagnetic effects observed in the presence of paramagnetic lanthanide ions,
which can be exploited to obtain structural information about proteins. We also
illustrate practical aspects of the experiments and analyses utilizing the paramag-
netic lanthanide probe methods. Applications in structure determination of protein–
protein complexes and visualization of conformational changes in multi-domain
proteins are also described.
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8.1 Introduction

Paramagnetic lanthanide ions with unpaired electrons in the 4f orbital enable NMR
to exploit long-range structural information that is derived from paramagnetic
effects induced by through-space interaction between an electron and a nuclear spin.
Since the magnetic moment of an electron is 658 times greater than that of proton, a
single unpaired electron can induce significant effects on NMR spectra, which are
utilized in paramagnetic lanthanide probe methods. Paramagnetic lanthanide probe
methods were originally used to study the structure and conformation of small
molecules [1–3], but in the past few decades the method has been increasingly
applied to protein structural analyses [4]. Long-range structural information
obtained by paramagnetic lanthanide probe methods is important in protein NMR,
especially in the analysis of large proteins, multi-domain proteins, and their com-
plexes [5]. Because of the recent developments in isotope labeling techniques,
including deuterium labeling [6], methyl-specific labeling [7], and stereo-array
isotope labeling (SAIL) [8], NMR studies of proteins over several hundred kDa [9]
and large membrane proteins [10] are becoming feasible. However, the structural
analyses of large proteins still suffer from a shortage of structural information;
especially when the proton density is decreased by deuterium labeling, short-range
distance information from the inter-proton nuclear Overhauser effect (NOE) tends
to be insufficient. High sensitivity and resolution of NMR spectra can be achieved
for large proteins by deuteration, but a shortage of structural information prevents
detailed structural study.

Here, we illustrate paramagnetic lanthanide probe methods that provide
long-range structural information. A paramagnetic lanthanide ion fixed in a protein
frame induces several paramagnetic effects on the observed nuclei in the protein,
depending on the relative position of the nuclei to the paramagnetic lanthanide ion.
Analysis of the paramagnetic effects provides quantitative long-range distance and
angular information that can be exploited in the structural study of large proteins
and their complexes [4]. Owing to the recent developments of lanthanide-binding
tags, paramagnetic lanthanide probe methods are no longer limited to metal-binding
proteins. We describe practical aspects of paramagnetic lanthanide probe methods,
including the usage of lanthanide-binding tags and analysis of the magnetic sus-
ceptibility tensor, and provide examples of applications for structural analysis.

8.2 Structural Information Obtained from Paramagnetic
Lanthanide Probe Methods

A paramagnetic lanthanide ion fixed in a protein induces several paramagnetic
effects and thus provides unique structural information that can improve both the
quality and efficiency of structural analysis by NMR. Whereas NOEs yield
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short-range (*5 Å) distance information, paramagnetic effects provide long-range
(*40 Å) quantitative distance and angular information [4, 11] that is important for
the structural analysis of large proteins and their complexes [12]. The long-range
structural information includes distance and angular information from pseudocon-
tact shifts (PCSs), angular information from residual dipolar couplings (RDCs), and
distance information from paramagnetic relaxation enhancements (PREs) [13].
These paramagnetic effects can be observed by simple NMR measurements once a
paramagnetic lanthanide ion is attached to the target protein [14]. Details of each
paramagnetic effect are described below.

8.2.1 Pseudocontact Shift (PCS)

PCS is a chemical shift change that depends on the relative position of the observed
nucleus with respect to the lanthanide ion (Fig. 8.1a–c), thus containing distance
and angular information. PCS arises from through-space interaction between the
nucleus and the unpaired electrons in the paramagnetic lanthanide ion and can be
observed within the range of *40 Å from the ion [15]. The PCS value, DdPCS, is
given by Eq. 8.1,

DdPCS ¼ 1
12pr3

Dvaxð3 cos2 h� 1Þþ 3
2
Dvrh sin

2 h cos 2/
� �

ð8:1Þ

where DdPCS is the PCS value, r, h, and / are the polar coordinates of the nucleus
with respect to the principal axes of the magnetic susceptibility tensor, and Dvax and
Dvrh are the axial and rhombic components of the magnetic susceptibility tensor,
respectively, as defined by Eq. 8.2.

Dvax ¼ vzz �
vxx þ vyy

2
and Dvrh ¼ vxx � vyy ð8:2Þ

Among several paramagnetic effects of the lanthanide ion, PCSs provide particu-
larly useful long-range structural information that is easily measured with high
accuracy, usually based on simple two-dimensional (2D) spectra.

8.2.2 Residual Dipolar Coupling (RDC)

RDC originates from dipolar interaction between nuclei and depends on the ori-
entation of the vector connecting the two coupled nuclei with respect to the static
magnetic field B0 [16]. Usually, RDCs between directly bonded nuclei such as 1HN

and 15N in amide groups are measured and used to extract structural information
(Fig. 8.1d and f). In normal solution, RDCs are not observed, because molecular
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tumbling makes the orientation term averaged to zero. However, if the molecule is
partially aligned with respect to B0, the dipolar couplings are not completely
averaged, and thus, “residual” dipolar couplings can be measured. In addition to
alignment media such as Pf1 filamentous bacteriophage [17] or poly(ethylene
glycol) [18], a paramagnetic lanthanide ion fixed in a protein induces partial
molecular alignment [19]. The different energies for each orientation of the protein
with respect to the B0 cause different probabilities of the orientation of the protein,
thus resulting in self-orientation. The principle axes of the alignment tensor coin-
cide with those of the Dv-tensor, therefore, the RDC value, DdRDC, can be repre-
sented by Eq. 8.3,

DmRDC Hzð Þ ¼ � hB2
0cNcH

240kBTp3r3NH
Dvax 3 cos2 H� 1

� �þ 3
2
Dvrh sin

2 H cos 2U
� �

ð8:3Þ

where DvRDC is the RDC value, h is Planck’s constant, B0 is the magnetic field
strength, cN and cH are the magnetogyric ratios of 15N and 1H, respectively, kB is
the Boltzmann constant, T is the absolute temperature, rNH is the inter-nuclear
distance between 15N and 1HN and is usually fixed, and H and U are the polar
angles describing the orientation of the vector connecting the coupled nuclei, such
as 15N and 1HN (Fig. 8.1d). RDCs are not related to the distance from the lanthanide
ion and thus provide angular information without a distance limitation.

8.2.3 Paramagnetic Relaxation Enhancement (PRE)

Whereas PCS and RDC are anisotropic paramagnetic effects, paramagnetic relax-
ation enhancement (PRE) is an isotropic paramagnetic effect that is proportional to
the inverse of the 6th power of the metal-to-nucleus distance (Fig. 8.1e, g) [20]. In
the case of paramagnetic lanthanide ions, PRE arises from direct dipole–dipole
interactions and due to the Curie spin relaxation mechanism [21]. Trivalent para-
magnetic lanthanide ions other than the gadolinium ion (Gd3+) have very short
electron relaxation time (10−12 to 10−14 s) with respect to the rotational correlation
time sr, and thus, the Curie spin relaxation mechanism is predominant [22]. In the

JFig. 8.1 Schematic representation of structural information derived from paramagnetic effects.
a Distance and angular information obtained from PCS. PCS depends on the location of the
observed nuclei in the principal frame of Dv-tensor. b Isosurfaces depicting the PCSs of ±2.5 and
±0.6 ppm induced by Tb3+ fixed in LBT-GB1 [47] (2rpv.pdb). c Overlay of a selected region of
1H–15N HSQC spectra of 15N-labeled LBT-GB1 in complex with La3+ (gray), Er3+ (green), Tm3+

(blue), and Tb3+ (orange). Chemical shift difference between paramagnetic state (in the presence
of Er3+, Tm3+, or Tb3+) and diamagnetic state (in the presence of La3+) is PCS. d Angular
information from RDC. e Distance information from PRE. f Schematic representation of RDC
measurement. g Schematic representation of PRE observed as line broadening
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case of Gd3+ whose electron relaxation time is relatively long (10−8 to 10−9 s), the
dipole–dipole relaxation mechanism is predominant.

PRE in the transverse relaxation rate through the Curie spin relaxation, RPRE
2;Curie, is

represented by Eq. 8.4,

RPRE
2;Curie ¼

1
5

l0
4p

� �2x2
Hg

4
Jl

4
BJ

2 Jþ 1ð Þ2
3kBTð Þ2r6 4sCurie þ 3sCurie

1þ xHsCurieð Þ2
" #

ð8:4Þ

where l0 is the permeability of vacuum, xH is the Larmor frequency of the proton,
gJ is the g-factor of the lanthanide free ion, lB is the Bohr magneton, J is the total
angular momentum quantum number, r is the distance between the nuclear spin and
the paramagnetic center, and sCurie is defined in Eq. 8.5,

1=sCurie ¼ 1=sr þ 1=sM ð8:5Þ

where sr is the rotational correlation time and sM is exchange correlation time.
For the dipole–dipole relaxation mechanism, PRE in the transverse relaxation

rate, RPRE
2;Dip, is expressed by Eq. 8.6.

RPRE
2;Dip ¼

1
15

l0
4p

� �2c2Hg
2
Jl

2
BJ Jþ 1ð Þ
r6

4sc þ 3sc
1þ xHscð Þ2 þ 13sc

1þ xSscð Þ2
" #

ð8:6Þ

The correlation time sc is defined in Eq. 8.7,

1=sc ¼ 1=sr þ 1=ss þ 1=sM ð8:7Þ

where ss is the effective electron correlation time.
Owing to the strong PRE, the NMR signals of the nuclei close to the paramag-

netic ion are easily broadened beyond detection. However, PRE depends on the
inverse of the 6th power of metal-to-nucleus distance and decays much more rapidly
with increasing distance from the paramagnetic center than that of PCS which
depends on the inverse of the 3rd power of the distance. Thus, in general, PCS can be
observed within the range of 12–40 Å from the paramagnetic lanthanide ion.

8.3 Various Magnetic Properties of Lanthanide Ions

Among paramagnetic metal ions, one of the most important advantages of lan-
thanide ions is the availability of various magnetic properties. The trivalent lan-
thanide ions, except La3+ and Lu3+, have unpaired electrons in the 4f orbital that are
located inside of the 5s and 5p electrons. Consequently, the 4f electrons do not
participate in bonding, and thus, the chemical properties of the lanthanide ions are
similar to each other. In contrast, variety in the 4f orbital results in various magnetic
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properties [23, 24]. Different lanthanide ions have various magnitudes and signs of
the Dv-tensor due to the difference in the number of 4f electrons. Lanthanide ions
with smaller magnitudes of the Dv-tensor generate smaller PCSs, but simultane-
ously generate less PREs, which is suitable for obtaining structural information for
the region close to the ion. Lanthanide ions with larger magnitudes of the Dv-tensor
provide stronger PREs as well as PCSs; thus, signals near the lanthanide ion
become too broad to be detected, but PCSs can be detected from the nuclei located
further away from the ion. There are also diamagnetic lanthanide ions (La3+ and
Lu3+) that serve as diamagnetic references. Use of diamagnetic lanthanide ions is
important because all paramagnetic effects are measured as the difference between
the data sets measured in the paramagnetic and diamagnetic states. Gd3+ has the
longest electronic relaxation time of all the lanthanide(III) ions, and thus, Gd3+

generates strong PREs through the dipole–dipole relaxation mechanism and pro-
vides no PCS. PREs caused by Gd3+ are larger than those caused by nitroxide spin
labels and as large as those arising from Mn2+, reaching up to *35 Å from the ion.

8.4 Application of the Paramagnetic Lanthanide Probe
in Protein Structural Studies

For application of the paramagnetic lanthanide probe methods, a lanthanide ion has
to be fixed in a protein frame. A number of important applications have been
performed on metal-binding proteins in which their natural metals such as Ca2+ and
Mg2+ have been replaced by lanthanide ions. For example, PCS/RDC-based
structure refinement [15, 25–29], structure determination of a protein–protein
complex [30] and a protein–ligand complex [31], conformational and dynamical
analysis of multi-domain proteins [32–36], and structure-based NMR signal
assignment [14, 37] have been reported. Application of the paramagnetic lanthanide
probe to non-metalloproteins requires a rigid lanthanide-binding tag, because the
mobility of the tag averages out the anisotropic paramagnetic effects of the lan-
thanide ion, thus limiting the accuracy and reliability of the structural information.
For this purpose, several lanthanide-binding tags have been developed [11]. These
tags are classified into two types: lanthanide-binding peptide tags and
lanthanide-chelating synthetic tags. Peptide tags can be attached to a target protein
by N- or C-terminal fusion [38–42], a disulfide bond [43, 44], loop insertion [45,
46], or double anchoring via N- or C-terminal fusion and a disulfide bridge [47–50].
The synthetic tags can be attached through disulfide bond(s) [38, 51–65], thioether
bond(s) [66–70], or by the introduction of an unnatural amino acid of p-azido-L-
phenylalanine (AzF) conjugated to the tag via triazole [71]. Because of the sup-
pressed mobility of the tag, two-armed tags such as Caged Lanthanide NMR Probe
5 (CLaNP-5) [63, 64] and two-point anchored lanthanide-binding peptide tag
(LBT) [47–50] are becoming widely used in the protein structural studies. Below,
we describe details regarding the two major tags.
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8.4.1 Caged Lanthanide NMR Probe 5 (CLaNP-5)

In addition to the mobility, another major issue for synthetic tags was peak splitting
due to the enantiomeric conformers of the lanthanide-substituted tag. Keizers et al.
[63, 64] have overcome the issue by CLaNP-5, in which two pyridine-N-oxides are
attached to the DOTA (1,4,7,10-tetraazacyclododecane-1,4,7,10-tetraacetic acid)-
based chelating tag having two arms for disulfide bridges with the protein
(Fig. 8.2a). Double linkage of the tag in C-2 symmetric architecture enables strong
anisotropic paramagnetic effects without peak splitting. CLaNP-5 can be efficiently
ligated to the protein by mixing the tag with the protein. A lanthanide ion is loaded
to the tag prior to the ligation. Another advantage of CLaNP-5 is that the tag can be
introduced in principle anywhere on the surface of the protein as long as the two
cysteine mutations are properly designed. The mutations can be designed based on
the structure of the target protein. We follow the three criteria below in choosing
two residues for cysteine mutations:

1. The two residues should be located on a rigid part of the protein, e.g., a region
forming secondary structures.

2. The side chains should be exposed on the surface of the protein.
3. The two residues should be separately located at an appropriate distance.

Mutations can be designed on the basis of the distance between the Cb atoms: If
the distance between the Cb atoms is too short (<*6 Å) or too long (>*11 Å),
the structure of the protein can be distorted, which can be judged by chemical
shift perturbations in the 1H–15N HSQC spectrum of the protein after the
ligation of CLaNP-5 containing a diamagnetic lanthanide ion (Fig. 8.2b–d).

If the two cysteine residues are properly located, CLaNP-5 can be ligated at high
yield and strong paramagnetic effects without peak splitting are observed. Low
yield of the ligation is another indication of improper positions of the cysteine
mutations. The magnetic susceptibility tensor for the paramagnetic lanthanide ions
coordinated in CLaNP-5 are near-axial symmetric, as represented by small rhombic
component of Dv-tensor [63, 64, 72] (Table 8.1). This symmetric feature of the Dv-
tensor is consistent with the symmetric coordination of the lanthanide ion in
CLaNP-5 (Fig. 8.2a).

Several derivatives of CLaNP-5 also have been reported, such as CLaNP-7, in
which a net charge of the tag in complex with the trivalent lanthanide ion is
decreased from +3 (CLaNP-5) to +1 to limit the impact on the surface potential of
the protein [65], and CLaNP-9, which has a net charge of +1 and two arms dec-
orated with a-bromoacetamide-pyridine-N-oxides, thus allowing formation of
thioether linkages that are stable under reducing conditions [66].
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8.4.2 Two-Point Anchored Lanthanide-Binding
Peptide Tag (LBT)

One drawback of the synthetic tags is their limited availability: Compounds gen-
erated through multiple steps of synthetic reactions are not always easy for

Fig. 8.2 Design and evaluation of the construct for the use of double-arm synthetic tag CLaNP-5.
a Chemical structure of CLaNP-5 [63, 64]. b The structure of p62 PB1 [92] (2kkc.pdb) with the
amino acids used for the ligation of CLaNP-5 drawn in stick representation. c 1H–15N HSQC
spectrum of 15N-labeled p62 PB1S24C–C26 (rb = 8.0 Å)-CLaNP-5 (Lu3+) overlaid with the
spectrum of 15N-labeled wild-type p62 PB1. The perturbations are small and the perturbed
resonances are only from the residues located close to the tag, suggesting that the introduction of
CLaNP-5 has negligible effect to the protein structure. d 1H–15N HSQC spectrum of 15N-labeled
p62 PB1T5C-C26 (rb = 11.2 Å)-CLaNP-5 (Lu3+) overlaid with the spectrum of 15N-labeled
wild-type p62 PB1. Larger chemical shift perturbations from broad region of the protein imply
possible structural distortion by CLaNP-5

Table 8.1 Magnetic susceptibility tensors of lanthanide ions in CLaNP-5 attached to MurD
domain 1-2 E260C/K262C [72]

Lanthanide Dvax
a Dvrh

a ab bb cb

Yb3+ 8.45 ± 0.46 0.56 ± 0.70 137.0 69.3 22.5

Tm3+ 47.01 ± 2.30 8.48 ± 5.18 137.0 72.2 59.1
aDvax and Dvrh values are in 10−32 [m3] and error estimates were obtained by Monte-Carlo
protocol using the 100 partial PCS data sets in which 30% of the input data were randomly deleted
bThe Euler angles (a, b, c) are represented in ZYZ convention in degrees
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structural biologists to prepare by themselves. Another option is two-point anchored
lanthanide-binding peptide tag (LBT) in which the lanthanide-binding peptide
(CYVDTNNDGAYEGDEL) derived from the EF-hand motif and optimized for
binding to the lanthanide ions [43, 44, 73, 74] is attached to a target protein via two
anchoring points, a disulfide bridge and an N- or C-terminal fusion [47] (Fig. 8.3a).
Since the tag can be introduced by a simple genetic modification of the expression
construct, the two-point anchored LBT is easily available to structural biologists.

Sample preparation is simple and efficient. The LBT sequence is fused to the
N/C-terminus of a target protein with a spacer consisting of 3–5 amino acids [47,
50], and one cysteine residue is introduced to the surface of the protein by muta-
genesis (Fig. 8.3a). Criteria for the design of a cysteine mutation and spacer length
are as follows [47, 50].

1. A cysteine residue should be introduced on a rigid part of the protein, e.g., a
region forming secondary structures.

2. The side chains should be exposed on the surface of the protein.
3. The Ca atom of the cysteine residue should be located 5–10 Å away from that of

the N/C-terminus. The minimal spacer length between LBT and the
N/C-terminus is three residues if the distance between Ca atoms is *6 Å, or
four residues if the distance is *10 Å. The amino acid composition of the
spacer is arbitrary.

After protein preparation under the reducing conditions, the disulfide bridge
between the cysteines is efficiently formed by the addition of 5,5′-dithiobis
(2-nitrobenzoic acid) (DTNB). The lanthanide ion is coordinated by LBT by the
addition of 1 equivalent of lanthanide ion to the protein. The Kd between the
lanthanide ion and LBT is *50 nM [73], which is sufficiently strong to generate
significant paramagnetic effects but low enough to allow exchange of the lanthanide
ion between the NMR experiments. Two-point anchoring of LBT suppresses the
mobility of the tag, thereby producing strong paramagnetic anisotropic effects that
can be used for structural analysis of protein–protein [47, 50] and protein–ligand
complexes [49], and resonance assignment. Peak doubling in complex with the
paramagnetic lanthanide ion is an indication of the fact that the spacer length is too
short [47] (Fig. 8.3b). Paramagnetic lanthanide ions coordinated in LBT provides
Dv-tensor with large rhombic component [50] (Table 8.2), which is advantageous
for obtaining structural information, especially from the region on the x–y plane of
the principal axes of the Dv-tensor. Another advantage of the two-point anchored
LBT is that the direction of the principal axes of the Dv-tensor and the metal
position relative to the target protein can be conveniently modulated by modifying
the spacer length between LBT and the protein [50] so that another orthogonal data
set can easily be obtained (see Sect. 8.6.1).

The paramagnetic lanthanide probe methods are now widely available for
non-metalloproteins by the use of lanthanide-binding tags including CLaNP-5 and
the two-point anchored LBT. In the following sections, we describe practical
aspects of the experiments and analyses for the use of paramagnetic lanthanide
probe with paramagnetic lanthanide tags.
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Fig. 8.3 Design and evaluation of the construct for the use of the two-point anchored LBT.
a Scheme of the two-point attachment of the LBT [47]. The LBT sequence is fused to the target
protein with a spacer sequence, and the second anchoring point is made by disulfide bond between
cysteine residues at the N/C-terminus of LBT and on the surface of the protein. The affinity tag at
the N-terminus can be cleaved off by the tobacco etch virus (TEV) protease. b Overlay of a
selected region of the 1H–15N HSQC spectra of 15N-labeled GB1 attached with the two-point
anchored LBT with two- and three-residue spacer. LBT-GB1 with two-residue spacer showed
peak doubling indicating the spacer is too short. Spacer with more than three residues showed no
peak doubling
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Table 8.2 Magnetic susceptibility tensors of lanthanide ions in complex with LBT-FKBP12-
rapamycin, LBT-GB1, LBT-p62 PB1, LBT-Grb2 SH2 [48, 50]

Protein
(anchoring
points)

Ca-
distancec

[Å]

Minimal
spacer length

Lanthanide
ion

Dvax
a Dvrh

a ab bb cb

FKBP12
(V2-T75C)

5.6 3 Dy3+ 23.1
(±1.8)

20.2
(±1.2)

49 106 31

Tb3+ 34.0
(±2.5)

13.4
(±2.1)

53 106 17

4 Dy3+ 23.1
(±1.6)

19.0
(±0.7)

33 77 38

Tb3+ 29.2
(±1.2)

17.9
(±0.5)

35 69 9

GB1
(M1-E19C)

6.1 3 Tm3+ −18.5
(±0.9)

−18.0
(±0.4)

66 148 149

Tb3+ 39.2
(±1.0)

15.9
(±2.1)

97 145 158

Er3+ −9.4
(±0.7)

−7.0
(±0.2)

71 138 136

4 Tm3+ −23.6
(±1.2)

−20.0
(±0.7)

85 127 160

Tb3+ 41.8
(±2.3)

20.4
(±0.6)

94 125 153

Er3+ −9.3
(±0.8)

−8.4
(±0.4)

74 115 145

p62 PB1
(S3-C26)

6.0 3 Dy3+ 28.6
(±1.5)

21.7
(±1.0)

34 108 127

Tb3+ 40.8
(±1.1)

20.7
(±0.9)

29 106 105

Tm3+ −27.2
(±1.3)

−18.9
(±.0)

24 107 92

Er3+ −10.4
(±0.3)

−9.1
(±0.2)

24 107 104

Grb2 SH2
(W60-M73C)

9.9 4 Dy3+ 22.7
(±1.3)

17.6
(±0.7)

106 57 53

Tb3+ 29.2
(±1.7)

16.9
(±0.5)

97 52 34

Tm3+ −17.5
(±1.6)

−17.1
(±0.5)

99 65 27

5 Dy3+ 25.1
(±2.2)

21.0
(±1.2)

113 41 51

Tb3+ 30.2
(±2.6)

21.1
(±1.0)

100 42 37

Tm3+ −19.0
(±1.7)

−19.1
(±1.0)

97 45 34

aDvax and Dvrh values are in 10−32 [m3] and error estimates were obtained by the Monte-Carlo protocol
using 100 partial PCS data sets in which 30% of the input data were randomly deleted
bThe Euler angles (a, b, c) are represented in ZYZ convention in degrees
cThe distance between Ca atoms of the cysteine mutation and N/C-terminus of the protein
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8.5 Measurement and Analysis of Anisotropic
Paramagnetic Effects

All paramagnetic effects are measured as the difference between paramagnetic and
diamagnetic states. Among several paramagnetic effects, we describe here how to
measure PCSs that provide the most useful information for protein structural
analysis. The two ions in the lanthanide group, La3+ and Lu3+, are diamagnetic and
thus are used to obtain the references. PCS is observed as a chemical shift change
induced via a through-space interaction between observed nuclei and unpaired
electrons in the lanthanide ion. The most popular way to measure PCS is to use 2D
NMR spectra such as 1H–15N HSQC. Since the 1H and 15N atoms of each amide
group are close in space, both nuclei experience similar paramagnetic effects from
the lanthanide ion, thereby resulting in similar PCS values in both 1H and 15N
dimensions. Thus, in the overlaid spectra, the shifted resonances from the same
amide group align in a straight line (Fig. 8.1c). This linearity aids in assignment of
PCSs on the basis of the assignments for the diamagnetic state: Large PCSs can be
tracked by the use of the paramagnetic lanthanide ions with weaker anisotropic
paramagnetic effects, thus inducing smaller PCSs. For larger proteins contain-
ing > 100 amino acid residues, unambiguous PCS assignment is often difficult
because of resonance overlap. The use of amino acid selective 15N-labeling [14, 48,
72], inverse labeling [50], segment labeling [75, 76], or methyl-specific isotope
labeling [7] decreases the number of resonances in the spectra so that even large
PCSs can be tracked without ambiguity. Subtraction of the chemical shift of dia-
magnetic resonance from that of paramagnetic resonance yields PCS. In the case of
backbone 1H–15NHSQC spectra, PCS values for both 1HN and 15N are obtained.

The Dv-tensor can be determined on the basis of the observed PCSs and the
three-dimensional (3D) coordinates of the protein. Dv-tensor is responsible for the
characterization of anisotropic paramagnetic effects including PCS and RDC.
Determination of the Dv-tensor is essential for the quantitative use of the anisotropic
paramagnetic effects. Given the availability of the 3D structure of the protein, the
Dv-tensor can be determined in principle by only eight PCSs where the parameters of
Dvax, Dvrh, Euler angles (a, b, c), and metal position (x, y, z) are determined. Larger
numbers of PCSs enable more reliable analysis, but PCSs from flexible regions of the
protein (e.g., loop or terminal regions) can hinder the fitting. PCSs should be col-
lected from the resonances from the rigid regions of the protein. PCS-based tensor
fitting is supported by several programs such as Numbat [77], Echidna [78],
FANTEN [79], and Olivia (Yokochi et al. http://fermi.pharm.hokudai.ac.jp/olivia/).
The fitting often depends on initial parameters, thus fitting from approximate values
for parameters such as Dvax, Dvrh, and metal position (x, y, z) may be necessary to
obtain more reliable results. The paramagnetic lanthanide ion fixed at different
positions by the same lanthanide-binding tag should yield similar tensor parameters
given that the tag is well fixed in the protein frame. Thus, the initial parameters for
Dvax and Dvrh can be taken from the previous reports using two-point anchored LBT
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[47–50] or CLaNP-5 [63, 64, 72, 80]. The initial metal position can be set at one of
the side chain atoms of the residue mutated to cysteine for fixation of the tag. Tensor
fitting based on the data from multiple lanthanide ions makes the result more reliable,
because the number of variables in the fitting can be decreased assuming that all of
the lanthanide ions coordinated in the same tag have a shared position.
Back-calculated PCSs based on the fitted tensor aid in identifying additional PCSs
assignments, especially those from crowded regions of the spectra. Although the c
term in the Euler angles, which define the relative orientation of the principal axes of
the Dv-tensor with respect to the protein frame, tends to vary by lanthanide ion, the
lanthanide ions in the same tag generally have similar a and b (Tables 8.1 and 8.2).

8.6 Use of Paramagnetic Effects in Protein Structural
Studies

Long-range distance and angular information from paramagnetic effects especially
from PCSs is highly useful in protein structural analysis and drug design. Most of
the major structure calculation programs can now handle paramagnetic restraints
such as PCS, RDC, and PRE. Patches for paramagnetic restraints in structure
calculation have been developed in Bertini’s group from the early stage, and PARA
restraints for Xplor-NIH [81] and paramagnetic DYANA/CYANA [82] are avail-
able. An increasing number of programs are being upgraded to incorporate para-
magnetic restraints in their calculations. For example, paramagnetic restraints are
implemented in CYANA3.0 [83], HADDOCK [84], PCS-Rosetta [85], and
GPS-Rosetta [86, 87]. Among a number of important examples of structural studies
exploiting the paramagnetic lanthanide probe methods, including the studies on
protein–protein complexes [12, 30, 48, 50, 88], protein–ligand complexes [24, 49,
89, 90], and multi-domain proteins [72, 91], we here describe a few examples of
structural analysis of protein–protein complexes [48, 50] and a multi-domain pro-
tein [72].

8.6.1 PCS-Based Docking for Protein–Protein Complexes

If a paramagnetic lanthanide ion is fixed on one protein in a complex, the param-
agnetic effects such as PCSs can also be observed from the binding partner, thus
providing a wealth of structural information for the complex. The usefulness of
PCSs in structural analysis of protein–protein complexes has been demonstrated
with the dimer of p62 PB1 (Phox and Bem1) domain [48] and the complex of
FKBP12 (FK-506 binding protein 12) and mTOR (mammalian target of rapamycin)
FRB (FKBP12 rapamycin binding) domain [50]. As a first example, PCS-based
rigid-body docking of a 10 kDa domain at the N-terminus of p62, PB1 domain, has
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been presented. The PB1 domain of p62 forms a homo oligomer in a head-to-tail
manner. For the structural study by solution NMR, DR mutant (D67A/D69R) and
KE mutant (K7E/R94A), forming 1:1 DR-KE dimer, were designed [48, 92], and a
lanthanide ion was fixed on DR by the two-point anchored LBT. As a second
example, docking of the complex of the FKBP12-rapamycin and mTOR FRB
domain has been presented [50], and a lanthanide ion was fixed on FKBP12 by the
use of the two-point anchored LBT. For both cases, the Dv-tensors were determined
for the paramagnetic lanthanide ions in complex with isolated LBT-DR or
LBT-FKBP12 (Table 8.2). On the basis of the Dv-tensor determined for LBT-DR
or LBT-FKBP12, the PCSs observed from the binding partner are readily translated
into the structural information for the complex, more specifically, information
regarding the relative position of the binding partner with respect to LBT-DR or
LBT-FKBP12. Based on the PCSs as well as Dv-tensor parameters, rigid-body
docking calculations were performed using Xplor-NIH [93] equipped with PARA
restraints for Xplor-NIH [81]. The rigid-body docking calculations solely based on
PCS restraints resulted in degenerate solutions, in which the binding partner is
distributed in multiple positions [48, 50]. This degeneracy is due to the symmetry of
the Dv-tensor as seen in Eq. 8.1 and Fig. 8.1a, b. In principle, a calculation based
on PCSs from a single paramagnetic lanthanide ion results in eight degenerate
solutions [50]. The degeneracy can be eliminated by the use of multiple PCS data
sets from different paramagnetic lanthanide ions, because the x and y directions of
the principal axes of the Dv-tensor, represented as the c term of the Euler angles,
tend to vary among the lanthanide ions even in the same coordination (Table 8.2).
The combined use of PCSs from Tb3+ and Dy3+, whose x and y directions of
principal axes differed by 20°–30°, eliminated the degeneracy and yielded four
degenerate solutions (Fig. 8.4a). To fully overcome the degeneracy, another
orthogonal restraints, such as contact-surface restraints derived from chemical shift
perturbation mapping [48] (Fig. 8.4b) or another orthogonal set of PCSs derived
from the paramagnetic ion fixed at another position [50] (Fig. 8.4d), are needed. To
obtain contact-surface restraints based on chemical shift perturbation mapping, the
contact residues are selected according to the following criteria:

1. Significant chemical shift perturbation is observed upon binding.
2. At least one or two atoms of the residue are exposed on the surface of the

protein.
3. The contact residue is located in a cluster of residues on a contiguous, single

binding surface.

The combined use of contact-surface restraints resolves the degeneracy, as shown
by docking of the p62 PB1 DR-KE dimer (Fig. 8.4c). Another choice is to use
multiple sets of PCSs: For two-point anchored LBT, obtaining another orthogonal
set of PCSs is quite easy, because the metal position can be readily modified by
changing the length of the spacer between LBT and the protein [50] (Fig. 8.3a). In
the case of FKBP12, the two constructs with the three- and four-residue spacers
resulted in the metal positions *5 Å apart and the direction of the principal axes of
Dv-tensor differed by 30°–40° (Fig. 8.4d) (Table 8.2). The use of PCS data sets
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from lanthanide ions at two different positions successfully resolved the degeneracy
[50] (Fig. 8.4e). Furthermore, using orthogonal sets of PCSs is powerful not only in
the docking calculation but also in de novo determination of the 3D fold of the
protein [85, 86, 94, 95].

8.6.2 Evaluation of the Conformational Changes
in a Multi-domain Protein

Long-range, quantitative distance and angular information from PCSs is also useful
in the analysis of conformational changes, particularly drastic conformational
changes in multi-domain proteins [72, 91]. If the lanthanide ion is fixed in one of

Fig. 8.4 PCS-based docking for protein–protein complexes. a Docking of FKBP12 and FRB
domain solely based only on the PCSs derived from Dy3+ and Tb3+ coordinated in LBT-FKBP
with three-residue spacer [50]. The metal position is represented as red sphere. FKBP and FRB
domain are colored in green and purple, respectively. Due to the symmetry of Dv-tensor, FRB
domain is distributed in the four distinct locations. b Mapping of the interfacial residues on p62
PB1 KE. The residues showing significant chemical shift perturbation (Dd > 0.5 ppm) upon
binding to LBT-DR at a ratio of 1:1 and fulfilling the other two criteria (see main text) are colored
red and defined as “contact residues” in the docking calculation [48]. A residue colored in cyan,
Asp90, showed large chemical shift perturbation but did not satisfy the criterion #3 (see main text).
c The docking structures of p62 PB1 DR-KE complex, calculated based on PCSs derived from
Tm3+ and Tb3+ coordinated in LBT-DR with three-residue spacer as well as the contact-surface
restraints [48]. The metal position is represented as red sphere. d PCS isosurfaces of Dy3+

coordinated in LBT-FKBP12 with three- or four-residue spacer [50]. Positive and negative PCSs
are represented by blue and red, respectively. e The docking structures of FKBP12-FRB domain
complex, calculated based on PCSs derived from Dy3+ and Tb3+ coordinated in LBT-FKBP12
with three- and four-residue spacers. The metal positions in LBT-FKBP12 with three- and
four-residue spacers are represented as red and blue spheres, respectively
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the domains, PCSs from the other domains reflect the orientation of the domains
relative to the one with the lanthanide ion fixed. PCS-based evaluation of
ligand-driven conformational changes in a multi-domain protein has been demon-
strated with a 47 kDa bacterial protein MurD consisting of three domains [72].
A lanthanide ion was fixed on domain 2 by CLaNP-5 [63, 64] and the confor-
mational changes of domain 3 by the addition of ADP, the ATP analogue adeny-
lylimidodiphosphate (AMP-PNP), Mg2+, and UDP-N-acetylmuramoyl-l-alanine
(UMA) in various combinations were monitored by PCSs (Fig. 8.5a–c). The res-
onances from domain 3 indicated large PCS changes by the addition of the ligands,
indicating drastic conformational changes in MurD upon the binding to the ligands
(Fig. 8.5b, c). In the absence of these ligands, the observed PCSs were consistent
with the crystal structure of MurD in the open form [96] (1e0d.pdb), thus indicating
that apo MurD is in the open form as seen in the crystal structure. PCSs in the
presence of ADP, Mg2+, and UMA, or the inhibitor indicated that MurD in complex
with these ligands is in the closed conformation, as seen in the crystal structure [97]
(3uag.pdb). Interestingly, PCS analysis identified a novel conformational state of
MurD, a semi-closed form in the presence of AMP-PNP and Mg2+ or ADP and
Mg2+. Rigid-body calculations based on the PCSs observed for MurD in complex
with AMP-PNP and Mg2+ indicated that the semi-closed form has domain 3 located
in between the open and closed forms (Fig. 8.5d). Despite a number of crystal
structures reported in the absence or presence of various ligands, no crystal
structure has been reported for MurD in complex with ATP or its analogue, and
thus, the semi-closed form had been veiled in the previous crystallographic studies
for a long time. Structural information by solution NMR exploiting the paramag-
netic lanthanide probe is exceptionally useful for unbiased structural characteriza-
tion of multi-domain proteins. Furthermore, evaluation of the conformational states
of a protein by PCSs can be powerful in drug screening in which the drug candi-
dates are evaluated on the basis of “activity” in inducing conformational changes in
the target protein. In fact, the known inhibitors of MurD strongly induced closed
conformation as detected by PCSs (Fig. 8.5c). In addition to binding affinity, the
conformational changes in the target protein can be another indicator for estimating
the efficacy of drug candidates.

8.6.3 Further Applications of Paramagnetic Lanthanide
Probe Methods

Since the paramagnetic effects can be obtained on the basis of simple 2D spectra
with high sensitivity, the use of paramagnetic lanthanide probe methods expands
the range of the NMR targets, especially in terms of concentration, lifetime,
throughput, and size. Structural information obtainable from dilute protein solutions
is beneficial for structural studies of membrane proteins [95] or proteins in living
cells [98, 99]. Structure determination in living cells is challenging because of the
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limited concentration of the protein incorporated in the cell as well as the limited
lifetime of the cell. Reducing conditions in the cytosol have prevented application
of the paramagnetic lanthanide probe in in-cell NMR, because most of the
lanthanide-binding tags are attached to the protein through disulfide bonds. Recent
developments of the high-affinity lanthanide-binding tags attached through nonre-
ducible thioether bond(s) [66–69] have enabled the use of the paramagnetic probe
in the living cells. Even in the absence of NOE restraints, the PCS restraints
combined with advanced structure calculation software such as PCS-Rosetta [85]
and GPS-Rosetta [86, 87] have succeeded in determining the 3D structures of
proteins in living cells [98, 99]. Structural information obtained from sensitive 2D
spectra is also useful in the structure determination of short-lived protein species.
Chen et al. [100] have reported PCS-based structure determination of an interme-
diate of a enzyme Sortase A whose half-life is *2.5 h. The structural information
provided by paramagnetic effects can also be exploited in ligand screening and drug
design, particularly in fragment-based drug design (FBDD), in which small com-
pounds are screened for binding to specific sites of a target protein and hit com-
pounds are combined and optimized to increase the affinity and specificity. Saio
et al. [49] have proposed a hybrid method that screens ligands bound to a specific

Fig. 8.5 PCS-based analysis of conformational changes in a multi-domain protein MurD [72].
a PCS isosurfaces of Yb3+ coordinated in CLaNP-5 fixed on MurD domain 1-2 E260C/K262C
[72]. Conformational changes of domain 3 can be detected by PCSs observed from domain 3.
Positive and negative PCSs are represented by blue and red, respectively. b Overlay of the 1H–15N
HSQC spectra of 15N-labeled MurD E260C/K262C-CLaNP-5 in the presence and absence of the
ligands. A region for the resonance of G337 is selected. c PCSs observed for the backbone amide
proton resonances from domain 2 and 3 in the presence or absence of the ligands. Theoretical
values for open and closed state are also displayed. d PCS-based model of semi-closed state
(purple) calculated based on PCSs. The model is superimposed with crystal structures of MurD in
the open [96] (1e0d.pdb, cyan) and closed [97] (3uag.pdb, green) conformations

244 T. Saio and F. Inagaki



binding site on a target protein by Gd3+-induced PRE and then performs rapid
PCS-based docking for the protein–ligand complex.

Long-range quantitative information from PCSs is also useful in structural
studies of large proteins and their complexes. One of the advantages of the para-
magnetic lanthanide probe methods using a tag is that the Dv-tensor can be pre-
dicted because the paramagnetic properties are mostly determined by local
environment, such as coordination of the lanthanide ion [64, 88]. Even if one
protein in the complex is too large to yield sufficient sensitivity of NMR reso-
nances, the tensor parameters can be predicted on the basis of the parameters
determined for other proteins, and structural information of the complex can be
obtained from the transferred PCSs observed from the binding partner. One
example has been shown by Keizers et al. [88], in which the paramagnetic lan-
thanide ion was fixed at two positions on � 50 kDa adrenodoxin reductase, and
PCSs and PREs were observed from the binding partner adrenodoxin (4-108).
Predicted Dv-tensor parameters were used, so that the PCSs observed from
adrenodoxin were translated into structural information of the complex [88]. The
ambiguity of the predicted tensor parameters was compensated by the use of
multiple sets of PCSs.

The structural information of PCSs extracted from chemical shifts is also attractive
in Carr–Purcell–Meiboom–Gill sequence (CPMG) relaxation dispersion experiments
to obtain structural information of the minor state. Vallurupalli et al. [101] have
demonstrated the use of RDCs as well as residual chemical shift anisotropies, which
were measured by the use of external alignment media to obtain structural infor-
mation for the minor state of the protein. In principle, PCSs as well as RDCs of the
minor state can be observed through the use of paramagnetic lanthanide ions in
relaxation dispersion experiments. Another advantage of the use of paramagnetic
lanthanide ions in relaxation dispersion experiments is the magnification of relaxation
dispersion due to PCS differences between the states. Several examples have been
reported for metal-binding proteins substituted by lanthanide ions [36] or a cobalt ion
[35]. However, applications for non-metalloproteins using lanthanide-binding tags
currently seem difficult because the motion of the tag interferes with the relaxation
dispersion originating from the protein dynamics [102, 103].

8.7 Concluding Remarks

The 3D structures of proteins provide important information for unveiling the
detailed mechanisms of the proteins. However, proteins are intrinsically flexible and
mobile, and their structure and dynamics change as the proteins undergo their
functional processes. Thus, it is difficult to fully unveil the mechanisms based only
on snapshots of the protein structure. A lack of information about interactions,
structural changes, and dynamics often obscures the mechanism of the protein even
after structure determination. A technique that enables comprehensive structural
analysis has been desired. Solution NMR equipped with a paramagnetic lanthanide
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probe can be one of the best tools. The long-range quantitative structural infor-
mation derived from the paramagnetic lanthanide probe is useful not only for
structure determinations but also for analyses of interactions, dynamics, and
structural changes [4]. If the lanthanide ion is fixed in a target protein, the structure
of the complex [24, 30, 48–50] as well as structural changes in the protein [72, 91]
can be immediately characterized on the basis of paramagnetic effects such as
PCSs, RDCs, and PREs. Dynamic properties of a complex can also be characterized
according to the paramagnetic effects [32, 33]. By exploiting the paramagnetic
lanthanide probe methods, the structure, interactions, and successive structural and
dynamical changes in a protein through the functional process can be quantitatively
analyzed. Such analyses can scarcely be addressed only by X-ray crystallography or
conventional NOE-based NMR structure determination. Even for large proteins or
their complexes, whose NMR spectra tend to be crowded with broad signals,
lanthanide probe experiments can be applied with the use of advanced isotope
labeling techniques, including selective labeling and deuterium labeling. The
quantitative information on protein structure and dynamics can be extracted from
the limited number of NMR signals.

The lack of an efficient method for fixing the lanthanide ion to a protein has
prevented general application of the lanthanide probe method, but recent devel-
opments in lanthanide-binding tags have enabled the application of the paramag-
netic lanthanide probe methods to any proteins of interest [11]. Practical
applications of the lanthanide probe method have just been started. The NMR
techniques, bolstered by the use of the paramagnetic lanthanide probe, will shed
light on multiple aspects of biological systems that have not been revealed by other
methods.
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Chapter 9
Structure Determination of Membrane
Peptides and Proteins by Solid-State NMR

Izuru Kawamura, Kazushi Norisada and Akira Naito

Abstract Solid-state nuclear magnetic resonance (NMR) spectroscopy provides
useful information on the structure, topology, and orientation of peptides and pro-
teins bound to lipid bilayers. The structure and orientation of membrane-associated
peptides and proteins can be elucidated by analyzing structural constraints obtained
from anisotropic chemical-shift interactions, nuclear dipolar interactions, or a
combination of these interactions. Detailed structures of various peptides and pro-
teins in their membrane-bound states can be studied by analyzing anisotropic
chemical-shift interactions by, for example, chemical-shift oscillation analysis, and
nuclear dipolar interactions using techniques such as polarity index slant angle wheel
analysis. Magic-angle spinning (MAS) experiments coupled with cross-polarization
(CP) and high-power decoupling (CP-MAS) techniques provide high-resolution 13C
and 15N NMR signals for selectively or uniformly labeled membrane-bound peptides
and proteins in solid-state NMR. Furthermore, homonuclear and heteronuclear
dipolar interactions can be recoupled using various spin manipulation pulse
sequences under MAS conditions. These experiments enable the correlation of
13C–13C and 13C–15N signals, allowing their assignment to specific amino acid
residues and ultimately determination of the high-resolution structure of
membrane-bound peptides and proteins.
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9.1 Introduction

Elucidation of both the structure and orientation of the membrane-bound structures
of membrane-associated, biologically active peptides and proteins is important for
full understanding of their biological functions and activities. These structures and
orientations can be determined using structural and orientational constraints derived
from magnetically anisotropic interactions, studied by solid-state NMR spec-
troscopy [1–6]. One such interaction is chemical-shift anisotropy (CSA), which
typically appears as a dynamically averaged chemical-shift pattern. Using CSA
interaction, the orientation of peptides and proteins in a lipid-bilayer environment
can be derived [7]. Another interaction to be considered as a structural constraint is
nuclear dipolar interaction between coupled nuclei. This type of interaction can be
combined with chemical-shift constraints to provide detailed structural information
regarding membrane-associated peptides and proteins [8]. Taken together, these
constraints provide the dynamic structures, including detailed local structure,
topology, and orientation of membrane-associated peptides and proteins [9].
However, complete structural information has only been determined for a limited
number of these compounds.

Solid-state NMR analyses of biomolecules are typically performed using 13C
and 15N nuclei, which exhibit spin-1/2. Solid-state NMR spectra yield enormously
broadened signals, with line widths on the order of 20 kHz. Magic-angle spinning
(MAS) experiments combined with cross-polarization (CP) and high-power
decoupling (CP-MAS) provide high-resolution 13C and 15N NMR signals for
selectively or uniformly labeled membrane-bound peptides and proteins. In
solid-state NMR, homonuclear and heteronuclear dipolar interactions can be
recoupled using various pulse sequences combined with multidimensional NMR
techniques under MAS conditions. These experiments enable the correlation of 13C
and 15N signals for assignment to amino acid residues and chemical shifts and
distance constraints. These data can then be used to determine the high-resolution
structure of membrane-associated peptides and proteins [10, 11].

In this review, we describe the experimental approaches used in solid-state NMR
methods to determine the membrane-bound structures and orientations of antimi-
crobial peptides and membrane proteins.

9.2 Experimental Approaches Used in Solid-State NMR
Spectroscopy

The broadened signals of spin-1/2 nuclei, including 13C and 15N, arise from nuclear
interactions such as nuclear dipolar interactions and chemical-shift anisotropy
(CSA), which are on the order of 20 kHz. A wealth of structural data in relation to
interatomic distances and nuclear orientation to the applied magnetic field is con-
tained in such broadened NMR signals in both the crystalline and non-crystalline
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state and should be carefully analyzed in a site-specific manner using site-specific
isotropic labeling. It is useful to orient the sample along the magnetic field, leading
to relatively high-resolution signals. High-resolution signals can also be obtained by
rotating the sample about an axis tilted by 54.7° to the magnetic field, called the
magic angle. This high-resolution technique is combined with a recoupling tech-
nique to obtain further structural information on biologically significant molecules.

9.2.1 Experimental Details for Obtaining the Structures
of Membrane-Associated Peptides and Proteins Using
Anisotropic Interactions

9.2.1.1 Orientation Dependence of Chemical-Shift Interaction

The orientations of peptides bound to magnetically aligned lipid bilayers can be
determined by analyzing the 13C CSA of the carbonyl carbon in the peptide chain.
Chemical-shift tensors for the carbonyl carbons can be clearly discerned from the
spectral line shape, as shown in Fig. 9.1. When the peptide is completely rigid,
150 ppm of anisotropy will be observed in a low-temperature experiment
(Fig. 9.1a, f). In contrast, when the temperature is increased above the liquid
crystalline-to-gel phase-transition temperature (Tc), the molecules exhibit a
large-amplitude rotational motion about the bilayer normal (Fig. 9.1A, C). In this
case, an axially symmetric powder pattern is observed, as shown in Fig. 9.1b, g.
Since bilayers tend to align with the magnetic field, narrow signals appear at either
the d// or d⊥ position when a-helical peptide molecules rotate about the bilayer
parallel or bilayer normal (Fig. 9.1B(d), C(e), respectively). A slow MAS experi-
ment can break down the alignment to exhibit an axially symmetric powder pattern
(Fig. 9.1b, g). The molecule actually exhibits a reorientational motion about the
bilayer normal (Fig. 9.1C) as evidenced by the axially symmetric pattern observed
in dimyristoylphosphatidylglycerol (DMPG)–melittin bilayers (Fig. 9.1g) [7, 12].

When the rotor stops spinning, DMPG–melittin lipid-bilayer systems sponta-
neously orient with the magnetic field, and the membrane-bound molecules also
align with the magnetic field. In most cases, membrane-bound biomolecules rotate
about the membrane normal due to lateral diffusion of the lipid molecules in the
liquid-crystalline phase (Fig. 9.1C). In the case of melittin, the entire molecule forms
an a-helix in the membrane-bound state, and the helical axis rotates about the bilayer
normal with tilt angle f and phase angle c (Fig. 9.1A). In this case, the 13C NMR
signals of carbonyl carbons in the magnetically oriented lipid bilayer appear at the
d⊥ position (Fig. 9.1e, h) of the axially symmetric powder pattern (Fig. 9.1b, g).
However, it must be stressed that the a-helix does not rotate about the helical axis.

The helical axis rotates rapidly about the bilayer normal, as shown in Fig. 9.1A,
C; thus, Euler rotation matrices are used to transform the 13C chemical-shift tensors
from the principal-axis frame (PAF) to the helical molecular frame (HMF), then to
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the molecular rotating frame (MRF), and finally to the laboratory frame (LF), using
a three-step transformation (Fig. 9.2) to analyze the dynamic structures of melittin
bound to membranes. Assuming that the dzz-axis for the carbonyl carbon is parallel
to the helical axis (the Z-axis) of melittin (Fig. 9.2a) for a transformation from the
PAF (d11, d22, d33) to the HMF (X, Y, Z), the matrix R1 for the Euler rotation is
given by:

R1 a0; b0; c0ð Þ ¼ R1
p
2
;
p
2
; c� p

2

� �
¼

cos c 0 � sin c
� sin c 0 � cos c

0 1 0

2
4

3
5; ð9:1Þ

Fig. 9.1 A Direction of the principal axis of the 13C chemical-shift tensor of the C=O
group. B The helical axis rotates about the magnetic field (H0). C The helical axis rotates about the
bilayer normal. 13C-NMR spectral patterns of the C=O carbons corresponding to the orientation of
the a-helix with respect to the surface of the magnetically oriented lipid bilayers. Simulated spectra
were calculated using d11 = 241, d22 = 189, and d33 = 96 ppm for the rigid case (a), rotation
about the unique axis without orienting to the magnetic field (slow MAS condition) (b), MAS (c),
rotation about the magnetic field (d), and rotation about the bilayer normal (e). 13C NMR of
[1-13C]Ile4-melittin–DMPG bilayer system in the rigid state at −60 °C (f), in the slow MAS
condition at 40 °C (g), in the oriented condition at 40 °C (h), and in the fast MAS condition at
40 °C (i) [4]
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where c is a constant and the helical axis is directed from the N- to the C-terminus.
When the helical axis rotates about the Z′-axis at a constant tilt angle of f to the
helical axis (Fig. 9.2b) for a transformation from the HMF to the MRF(X′, Y′, Z′),
the matrix R2 for the Euler rotation is given by:

R2 a00; b00; c00ð Þ ¼ R2 0; f; hð Þ ¼
cos f cos h sin h � sin f cos h
� cos f sin h cos h sin f sin h

sin f 0 cos f

2
4

3
5; ð9:2Þ

where h varies continuously with rotational motion at the Z′-axis. It is emphasized
that the direction of the tilt angle is important for determining the interhelical angle
for molecules containing more than two helices. If the rotation axis inclines v to the
magnetic field (the z-axis) (Fig. 9.2c) for transformation from the MRF to the LF(x,
y, z), the matrix R3 of the Euler rotation is given by:

Fig. 9.2 Coordinate
conversion using Euler
rotation angles for description
of the rotational motion of
a-helical melittin bound to the
membrane. a Rotation from
the principal-axis frame
(PAF) to the helical molecular
frame (HMF). b Rotation
from the HMF to the
molecular rotation frame
(MRF). c Rotation from the
MRF to the laboratory frame
(LF)

9 Structure Determination of Membrane Peptides and Proteins … 257



R3 a000; b000; c000ð Þ ¼ R3 U; v; 0ð Þ ¼ R3
p
2
; v; 0

� �
¼

0 cos v � sin v
�1 0 0
0 sin v cos v

2
4

3
5 ð9:3Þ

Here, / is an arbitrary constant under the static condition and / = p/2 is chosen.
Consequently, a rotation matrix of R = R3R2R1 transforms the chemical-shift tensor
from the PAF to the LF, as:

~dLF ¼ R � ~dPAF � R�1 ð9:4Þ

When the rotation axis inclines 90° to the magnetic field, the observed
chemical-shift value (dzz)v=p/2 = d⊥ is expressed as

d? ¼ sin2 h cos2 f d11 cos2 cþ d33 sin2 c� d22
� �� d11 sin2 cþ d33 cos2 c� d22

� �� �
þ 1

2
sin 2h cos f sin 2c d11 � d33ð Þþ d11 sin2 cþ d33 cos2 c

ð9:5Þ

On the other hand, when the rotation axis inclines 0° to the magnetic field, the
observed chemical-shift value (dzz)v=0 = d// is expressed as

dk ¼ � cos2 f d11 cos2 cþ d33 sin2 c� d22
� �þ d11 cos2 cþ d33 sin2 c

� � ð9:6Þ

The chemical-shift anisotropy, Dd = d// − d⊥, is obtained by combining
Eqs. (9.5) and (9.6) as

Dd ¼ d11 cos2 cþ d33 sin2 c
� �� cos2 f d11 cos2 cþ d33 sin2 c� d22

� �� �
� sin2 h cos2 f d11 cos2 cþ d33 sin2 c� d22

� �� d11 sin2 cþ d33 cos2 �d22
� �� �

� 1
2
sin 2h cos f sin 2c d11 � d33ð Þ � d11 sin2 c� d33 cos2 c ð9:7Þ

Here, functions of h can be averaged over a cycle when the helical axis rotates
rapidly about the axis parallel to the membrane normal that corresponds to the Z′-
axis. In this case, we obtain an expression where the averaged anisotropy depends
on the phase angle, c, of the peptide plane about the helical axis, and the tilt angle,
f, of the helical axis from the rotation axis as

Dd ¼ 3
2
sin2 f d11 cos2 cþ d33 sin2 c� d22

� �þ d22 � d11 þ d33
2

� 	
ð9:8Þ

Since the C- and N-terminal regions of melittin adopt a-helical structures, the
phase angle, c, varies by −100° per consecutive residue in the direction toward the

258 I. Kawamura et al.



C-terminus. Equation (9.8) indicates that the oscillations of Dd of the each carbonyl
carbon can be changed as a function of c along the consecutive amino acid
sequence in the a-helical region. The amplitude of the oscillation depends on the tilt
angle f. We call this behavior as chemical-shift oscillation.

When an a-helical peptide has a large tilt angle f, the Dd value exhibits a large
amplitude, as shown in Fig. 9.3. Using this property of Dd, the tilt angle f of the
a-helical axis can be determined with respect to the bilayer normal by analyzing the
anisotropic 13C chemical-shift values of the carbonyl carbon of consecutive amino
acid residues in the a-helical region (Fig. 9.3a). When a peptide forms an ideal
a-helical structure, it can be assumed that the interpeptide plane angle for con-
secutive peptide planes is 100°. This tilt angle can be accurately obtained by
analyzing the root-mean-square deviation (RMSD) for the observed and calculated
CSAs using Eq. (9.9).

Fig. 9.3 a Chemical-shift oscillation curves of chemical-shift anisotropy, Dd = d//-d⊥, against the
phase angle, c, of the peptide plane for the amino acid residues as a function of the tilt angles, f, of
the a-helical axis relative to the bilayer normal (Z′-axis) [4]. b 13C chemical-shift powder patterns
of [1-13C]Gly3-, [1-13C]Ala4-, [1-13C]Val5, [1-13C]Leu16, [1-13C]Ile17, and [1-13C]
Ile20-melittin–DMPG bilayer system at 40 °C [54]
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RMSD ¼
XN
i

fðDdobsÞi � Ddcalcð ÞÞigg2=N
" #1=2

ð9:9Þ

where (Ddobs)i is the experimentally obtained chemical-shift anisotropy of the ith
amino acid residue and (Ddcalc)i is the calculated chemical-shift anisotropy of the ith
amino acid residues using the observed d11, d22, and d33 values for the ith amino
acid residue. N is the number of amino acid residues to be considered.

It is stressed that in chemical-shift oscillation analysis, lipid bilayers are not
necessarily aligned with the magnetic field.

9.2.1.2 Orientation Dependence of Nuclear Dipolar Interactions

Similar information can be obtained by observing 15N–1H dipolar interactions in the
peptide backbone. Polarization inversion spin exchange at the magic angle
(PISEMA), a type of separated local-field 2D NMR spectroscopy, provides
excellent resolution in the dipolar dimension in the correlation spectra between 15N
chemical-shift values and 15N–1H dipolar interaction [13, 14]. PISEMA was
developed based on the flip-flop Lee-Goldberg phase- and frequency-switched
pulse sequence, which is used to spin-lock 1H spins along the magic angle to
suppress homonuclear dipolar interactions. Sample heating is a serious problem in
PISEMA, particularly when analyzing hydrated samples containing membrane
proteins. This problem can be overcome by drastically reducing the radio frequency
(rf) field [15, 16] or using a resonance coil designed for minimizing sample heating
[17]. Offset problems encountered in PISEMA are overcome using the broadband
PISEMA technique [18].

A characteristic circular pattern wheel, known as a polarity index slant angle
(PISA), is observed in PISEMA (15N chemical shifts, 1H–15N dipolar interaction
correlation) 2D NMR spectra when an a-helix is formed in the membrane. The
shape of the wheel is sensitive to the tilt angle of the a-helix with respect to the
bilayer normal [19–21] (Fig. 9.4). By examining the PISA wheel, one can evaluate
the amino acid residues involved in the a-helix, even if the amino acid sequence is
not known. When the helical axis is parallel to the bilayer normal, all of the amino
sites have an identical orientation relative to the direction of the applied magnetic
field, and therefore, all of the resonances overlap with the same 1H–15N dipolar
couplings and 15N chemical-shift frequencies. Tilting the helix away from the
membrane normal breaks the symmetry, introducing variation in the orientations of
the amide N–H bond vectors relative to the field direction. This is manifested in the
spectra as dispersions of both the 1H–15N dipolar couplings and the 15N
chemical-shift frequencies, as shown in Fig. 9.4b. Thus, the tilt angle of the helical
axis can be accurately determined.
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9.2.1.3 Interatomic Distance Measurements by REDOR

Solid-state NMR allows quite accurate determination of internuclear distances by
looking at the recoupled dipolar interaction, thereby providing extensive informa-
tion on the three-dimensional (3D) structures of biomolecules. The rotational echo
double resonance (REDOR) [23] technique recouples the relatively weak
heteronuclear dipolar interaction under the MAS condition by applying a p pulse
synchronous with the rotor period. Consequently, the transverse magnetization
cannot be refocused completely at the end of the rotor cycle, leading to a reduction
of the echo amplitude. The extent of the reduction of the echo amplitude as a
function of the number of rotor periods depends on the strength of the heteronuclear
dipolar interaction. This method is extensively used to determine relatively remote
interaction distances on the order of 2–8 Å.

Simple Description of the REDOR Experiment

Transverse magnetization which precesses about the static magnetic field due to
dipolar interaction under the MAS condition moves back in the same direction at
every rotor period because the integration of angular velocity (xD) due to dipolar
interaction over one rotor period (Tr) is zero. Consequently, the rotational echo
signals are refocused at each rotor period (Fig. 9.5b). When a p pulse is applied to
the S nucleus, which is coupled with the I nucleus, in one rotor period, the pulse

Fig. 9.4 The generation of “PISA wheels.” a Definitions of s and q for an a-helix. s = 0° occurs
when the helix axis, h3, is parallel to B0. q = 0° occurs when the projection of B0 onto a plane
perpendicular to, h3, makes an angle of 0° with h1, the radial axis of the helix that passes through
the Ca carbon of Leu26 of the M2-TMP helix [22]. b Circles drawn for one of the dipolar
transitions using average values for the 15N chemical-shift tensor elements (r11 = 31.3,
r22 = 55.2, r33 = 201.8 ppm) and the relative orientations of the 15N–1H dipolar and 15N
chemical-shift tensor, given by h = 17°, the angle of the peptide plane between r22 and m (parallel
to the N–H bond). Note that the center of the PISA wheel falls on a line that passes through the 15N
isotropic chemical shift (96 ppm) at 0 kHz on the dipolar scale [22]
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plays a role in inverting the precession direction of the magnetization of the
observed I nucleus. Consequently, the magnetization vector of the I nucleus cannot
move back in the same direction after one rotor period, and therefore, the amplitude
of the echo intensity (Sf) decreases (Fig. 9.5a). The extent of the reduction of the
rotational echo amplitude yields the interatomic distances. To evaluate the REDOR
echo amplitude theoretically, one must consider the averaging precession frequency
in the presence of a p pulse at the center of the rotor period over one rotor cycle as
follows:

xD a; b; tð Þ ¼ � 1
Tr

ZTr2
0

xDdt �
ZTr
Tr
2

xDdt

0
B@

1
CA

¼ �D
p

ffiffiffi
2

p
sin 2b sin a ;

ð9:10Þ

where a is the azimuthal angle and b is the polar angle defined by the internuclear
vector with respect to the rotor axis system. Therefore, the phase angle, DU(a, b),
for the Nc rotor cycle can be given by:

DU a; bð Þ ¼ xD a; b; tð ÞNcTr; ð9:11Þ

where Nc is the number of rotor cycles and Tr is the rotor period. Finally, the echo
amplitude can be obtained by averaging over every orientation, as follows;

Sf ¼ 1
2p

Z
a

Z
b

cos DU a;bð Þ½ �da sinbdb ð9:12Þ

Therefore, the normalized echo difference, DS/S0, can be given by:

DS=S0 ¼ S0 � Sfð Þ=S0 ð9:13Þ

Fig. 9.5 Pulse sequence to
observe rotational echo.
a Transverse magnetizations
of 13C do not refocus at the
rotor period in the REDOR
pulse sequence. b Transverse
magnetizations of 13C refocus
at the rotor period in the
rotational echo pulse
sequence without 180° pulse
of 15N
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Experimentally, REDOR and full-echo spectra are acquired for a variety of NcTr
values and respective REDOR (Sf) and full-echo (S0) amplitudes are evaluated
(Fig. 9.6).

Rotational Echo Amplitude by the Density Operator Approach

The REDOR echo amplitude can be evaluated more rigorously by using density
matrix operators and a pulse sequence for the REDOR experiment, as shown in
Fig. 9.5a [24]. The time evolution of the density operator, q0, under heteronuclear
dipolar interaction during one rotor period can be considered by taking the pulse
length into account. The average Hamiltonian in the rotating frame over one rotor
period can be given by:

Fig. 9.6 a Pulse sequence for REDOR experiments. b Pulse sequence for full-echo experiments.
c 13C-REDOR and full-echo spectra of [1-13C, 15N]glycine. d DS/S0 plots against NcTr values
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where H1 tð Þ;H2 tð Þ and H3 tð Þ are the average Hamiltonian corresponding to the
period Tr shown in Fig. 9.5a. The pulse length, Tw, is also considered in calcula-
tions used to analyze REDOR results. The density operator, q(Tr), at Tr after
evolution under the average Hamiltonian can be calculated as

q Trð Þ ¼ exp �i�HTrð Þq0 exp i�HTrð Þ; ð9:15Þ

where q0 is considered to be Iy after the contact pulse. The transverse magnetization
at Tr can then be given by:

Iy Trð Þ� � ¼ Tr q Trð ÞIy
� � ¼ cos

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
Tr

� 	
: ð9:16Þ

Echo amplitude in powder sample can be calculated by averaging over all orien-
tation as follows:

Sf ¼ 1
2p

Z
a

Z
b

Iy Trð Þ� �
sin bdbda; ð9:17Þ

Therefore, the normalized echo difference, DS/S0, can be given by Eq. (9.13). When
the length of sx is zero, Eq. (9.16) can be simplified as follows:
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Iy Trð Þ� � ¼ cos
D
p

ffiffiffi
2

p
sin 2b sin aTr

� 	
: ð9:18Þ

In this case, Eq. (9.17) is equivalent to Eq. (9.12) for Nc = 1.

Echo Amplitude in Three-Spin System (S1-I1-S2)

It is important to consider the case where the observed nucleus (I1) is coupled with
two other heteronuclei (S1 and S2) [25]. The Hamiltonian in a three-spin system can
be given by:

H tð Þ ¼ � cIcSh
2pr31

3 cos2 h1 tð Þ � I
� �

IZ1SZ1 � cIcSh
2pr32

3 cos2 h2 tð Þ � 1
� �

IZ1SZ2

¼ �D1IZ1SZ1 � D2IZ1SZ2;
ð9:19Þ

where r1 and r2 are the I1-S1 and the I1-S2 interatomic distances, respectively.
h1(t) and h2(t) correspond to the angles between the magnetic field and the I1-S1 and
the I1-S2 internuclear vectors, respectively. In the molecular coordinate system, the
x-axis is along the I1-S1 internuclear vector, and the S1-I1-S2 plane is laid in the x-
y plane. The angle between I1-S1 and I1-S2 is denoted by f. The coordinate system is
transformed from the molecular axis system to the MAS system by applying a
rotation transformation matrix R(a, b, c) with Euler angles a, b, c, followed by
transforming from the MAS to the laboratory coordinate system by applying R(x1t,
hm, 0). Finally, cosh1(t) and cosh2(t) are calculated as follows:

cos h1 tð Þ ¼ cos c cos b cos a� sin c sin að Þ sin hm cosxt

� sin c cos b cos aþ cos c sin að Þ sin hm sinxtþ sin b cos a cos hm

and

cos h2 tð Þ ¼ cos c cos b cos a� sin c sin að Þ cos f sin hm½
þ cos c cos b sin aþ sin c cos að Þ sin f sin hm� cosxt
� sin c cos b cos aþ cos c sin að Þ cos f sin hm½
þ sin c cos b sin a� cos c cos að Þ sin f sin hm� sinxt
þ sinb sin a cos h sin fþ sin b sin a cos hm sin f

ð9:20Þ

where hm is the magic angle between the spinner axis and the static magnetic field
and xr is the angular variation of the spinner rotating about the magic-angle axis.
The four resonance frequencies in the system are given by:
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xD1 ¼ D1�D2ð Þ=2
xD2 ¼ D1þD2ð Þ=2
xD3 ¼ � D1þD2ð Þ=2
xD4 ¼ � D1�D2ð Þ=2

ð9:21Þ

These dipolar transition frequencies are time-dependent and repeat the cycle
during spinning. In the REDOR pulse sequence, a p pulse is applied in the center of
the rotor period. In this case, the averaged angular velocity over one rotor cycle for
each resonance is given by:

xi a; b; c; tð Þ ¼ 1
Tr

ZTr=2
0

xDidt �
ZTr

Tr=2

xDidt

0
B@

1
CA ð9:22Þ

The phase accumulation after the Nc cycle is given by:

DUi a; b; c; tð Þ ¼ xi a; b; c; Trð ÞNCTr ð9:23Þ

Finally, the ENDOR echo amplitude after averaging over all Euler angles is
calculated as

Sf ¼ 1
8p2

X4
i¼1

Z
a

Z
b

Z
c

½cosDUiða; b; c; tÞ�da sin bdbdc ð9:24Þ

The normalized echo difference, DS/S0, therefore strongly depends not only on
the dipolar coupling of I1-S1 and I1-S2 but also on the angle S1-I1-S2 [25].

Practical Aspects of a REDOR Experiment

It is emphasized that accurate interatomic distances are prerequisite to obtaining 3D
structures of peptides, proteins, and macromolecules. Careful evaluation of the
following points is the most important step to obtain reliable interatomic distances
by REDOR experiments, although early paper did not necessarily take this into
account. In practice, it is advisable to employ a standard sample such as [1-13C]
glycine [25], whose C–N interatomic distance was determined to be 2.48 A by a
neutron diffraction study, to check that the correct parameters are set on spec-
trometer prior to beginning an experiment with the sample of interest.

The finite pulse length may affect the REDOR factor. Indeed, this effect is
experimentally observed and can be calculated using Eq. (9.15). In one experiment,
the REDOR parameter, DS/S0, was measured for 20% [1-13C, 15N]Gly. These
values were plotted for the length of the 15N p pulse [13.0 ls for the experiment
and 24.6 ls (to satisfy 10% rotor cycle)] as a function of NcTr with the calculated
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lines using the p pulse length and finite length (13.0 and 24.6 ls) of the p pulse
(Fig. 9.6D). It was found that the finite length of the 15N p pulse does not sig-
nificantly affect the REDOR effect provided that the pulse length is less than 10% of
the rotor cycle at rotor frequency of 4000 Hz. Using a much faster spinning rate,
radio frequency (rf) irradiation occupies a significant fraction of the rotor period
(10–60%), and thus, the DS/S0 curve for REDOR deviates from that with an ideal d-
function pulse [26].

With most spectrometers, it is very difficult to eliminate fluctuations in rf power
during the acquisition of REDOR experiments. It is, therefore, very important for
the rf power to be stabilized after waiting a certain period as otherwise the p pulse
will deviate with time from the exact p pulse. Consequently, the utility of REDOR
for providing relatively long interatomic distances diminishes if the rf power
changes. Instability of the rf power must be compensated for by the pulse sequence
in order to eliminate long-term fluctuation of amplifiers. The xy-4 and xy-8 pulse
sequences have been developed for this purpose, and the xy-8 pulse is the best
sequence to compensate for fluctuations in rf power [27].

Since the initial development of the REDOR technique, contributions of natural
abundance nuclei have been considered as the major source of error in distance
measurement [28]. The observed dipolar interaction modified by the presence of
neighboring naturally abundant nuclei was originally taken into account by simply
calculating the DS/S0 values for the two isolated pairs and adding them propor-
tionally to the natural abundance fraction [28]. Careful analysis of three-spin sys-
tems, however, indicates that this simple addition of the fraction in two-spin
systems may result in serious overestimation of the natural abundance effect,
yielding shorter distances [24]. Therefore, the most accurate way to address the
natural abundance effect is to treat the whole spin system as a three-spin system by
taking into account the neighboring carbons in addition to the labeled pair. In
practice, contributions from naturally abundant nuclei can be ignored [25] for 13C
REDOR but not for 15N REDOR, because the proportion of naturally abundant 13C
nuclei is much higher than that of 15N nuclei.

13C, 15N-doubly labeled samples are typically used in REDOR experiment to
determine the interatomic distances between labeled nuclei. However, the dipolar
interaction between labeled 15N nuclei in neighboring molecules should be taken
into account as an additional factor contributing to the dipolar interaction of the pair
under consideration. This contribution could be significant when the observed
distance is quite large, because there are many contributions from nearby nuclei.
This effect can be completely removed by diluting the labeled sample with a sample
of the same compound with natural abundance of 13C and 15N. However, signal
sensitivity will be sacrificed if the effect is to be completely removed, for example,
by diluting the sample 1/49 [29]. Instead, it is advisable to evaluate the REDOR
factors at infinitely diluted condition by extrapolating the data by stepwise dilution
of the sample (i.e., 60, 30%) without losing sensitivity [25], given that a linear
relationship between the REDOR factor and dilution can be ascertained by a the-
oretical consideration. Alternatively, the observed plots of DS/S0 values against the
corresponding NcTr values for the undiluted sample can be fitted by a theoretical
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curve obtained from dipolar interactions among three-spin systems. However, the
accuracy of this latter approach is not always equivalent to that of a dilution
experiment.

The transverse magnetization of REDOR experiment decays as a function of the
1H decoupling field [30, 31]. Dipolar decoupling can be strongly hindered by
molecular motion, if present, when the motional frequency is of the same order of
magnitude as the decoupling field, thereby significantly shortening transverse
relaxation times. Indeed, the T2 value of the carbonyl carbons in crystalline
Leu-enkephalin is very short due to the presence of backbone motion [32]. This is a
serious problem in REDOR experiments, especially for long-distance pairs, because
the signal-to-noise ratio (S/N) deteriorates significantly. In this case, it is worth
considering measuring the 13C REDOR signal under a strong decoupling field to
elongate the transverse relaxation times. It is also useful to measure the distances at
low temperature to reduce the motional frequency. It is cautioned, however, that
crystalline phase transition could be associated with freezing of the solvent mole-
cule as encountered using a variety of enkephalin samples [33].

The rotor of commercial NMR spectrometers is usually designed to allow as
large sample volume as possible in order to achieve better sensitivity. This
arrangement, however, can cause B1 inhomogeneity, resulting in a broad distri-
bution of lengths of the 90° pulses. This problem is serious in REDOR experiments
in which a number of p pulses are applied, and pulse errors can accumulate during
acquisition to give serious errors. In particular, the samples located at the top or
bottom of the sample rotor feel a significantly weaker rf field [24, 34]. This greatly
reduces the REDOR factor for samples which utilize the entire sample rotor, as is
the case for cylindrical rotors. This effect should be seriously taken into account
prior to conducting a REDOR experiment with a commercial spectrometer. It is,
therefore, strongly recommended to fill only the center part of the coil with sample,
just for a multiple-pulse experiment to acquire accurate interatomic distances as
accurately as possible using the REDOR method.

9.2.2 Magic-Angle Spinning NMR

9.2.2.1 CP-MAS NMR

MAS NMR [35] seeks to mechanically average anisotropic interactions to obtain
high-resolution spectra in which resonance is resolved on the basis of isotropic
chemical shift and, in favorable cases, J-couplings. To achieve this, the sample is
rotated rapidly (kHz) in a static magnetic field at an angle 54.7° (the magic angle).
Since the anisotropic interactions that give rise to the broadening observed in the
NMR spectra of solid materials possess a (3cos2h − 1)/2 dependence, a scaling of
the anisotropic interaction is observed. When the sample rotation frequently
exceeds the magnitude of the anisotropic interaction, this interaction is completely
averaged and an anisotropic resonance is observed at its isotropic position.

268 I. Kawamura et al.



When the sample rotation frequency is lower than that of the anisotropic interaction,
incomplete averaging is lower than that of the anisotropic interaction. The resulting
incomplete averaging is manifested in the solid-state NMR spectrum as a family of
resonances separated from the isotropic resonance by multiples of the rotation
frequency, known as spinning side bands.

Both 13C and 15N nuclei are frequently observed in membrane-associated pep-
tides and proteins. CP techniques [36, 37] can thus be used to enhance the signal
intensities of less abundant nuclei by transferring the polarization from abundant
proton nuclei. Furthermore, combining CP, high-power proton decoupling, and
MAS (CP-MAS) [38] enables the acquisition of high-resolution signals for bio-
logical molecules.

9.2.2.2 Correlation NMR Spectroscopy

The significant improvements in resolution afforded by MAS come at the expense
of the information contained in the anisotropic interactions. A number of methods
have thus been developed that permit selective reintroduction of these anisotropic
interactions, thereby facilitating their analysis. These methods and their applications
to biological systems have been extensively reviewed [4, 6].

The sequence of a protein backbone can be represented as Ca(i)–N(i)–CO
(i + 1)–Ca(i + 1). Hence, to obtain sequential assignments using multidimensional
correlation NMR, correlations must be established, for example, Ca(i) ! N(i)
! CO(i + 1) (or vice versa). At the same time, the transfer should be restrained
to this pathway to avoid misleading correlations over more than one amino acid.
This is usually achieved using specific 13C $ 15N CP techniques [39], which
exploit a frequency-selected Hartmann–Hahn condition to reintroduce the
heteronuclear dipolar 13C–15N coupling at a lower order, which implies that this
method should also work with very fast spinning frequencies. In a specific CP
experiment, chemical-shift-dependent transfer characteristics are introduced using a
controlled frequency offset in combination with relatively weak rf fields on the
heteronuclei. Alternatively, Ca(i) ! N(i) ! CO(i + 1) correlations may be
brought about using the proton-assisted intensive nuclei CP sequence [40], a
third-spin-assisted recoupling-based method [41].

9.2.2.3 PDSD and DARR 2D NMR Spectroscopy

Single amino acids can be identified by means of their characteristic chemical shift
and connectivity patterns, for example, between carbon resonances. A number of
methods are available for reintroducing homonuclear dipolar 13C–13C couplings.
A popular class of experiments relies on the proton-mediated reintroduction of
carbon homonuclear dipolar couplings. This approach is usually referred to as
longitudinal magnetization transfer by spin diffusion and facilitates zero-quantum
flip-flop transition among 13C nuclei. In its basic form, this process is known as
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proton-driven spin diffusion (PDSD) [42]. In PDSD, the decoupling field on the
proton channel is switched off (while 13C magnetization is stored along the z-axis)
during the spin diffusion mixing time to reintroduce heteronuclear dipolar cou-
plings, thus increasing the efficiency of flip-flop transitions. This reintroduction
occurs, however, only to higher order and scales inversely with the spinning fre-
quency. Other methods, such as dipolar-assisted rotational resonance (DARR) [43,
44], the phase-alternated recoupling irradiation scheme [45], or mixed rotational
and rotary resonance [46], outperform PDSD with increased spinning frequency
because the heteronuclear dipolar couplings are reintroduced independent of the
MAS frequency. However, because the flip-flop transition appears in the correlation
terms of the effective Hamiltonian, the spin diffusion efficiency invariably decreases
with increasing spinning frequency, although the transfer can still be efficient at
very high MAS frequencies [47].

The DARR experiment can be used to determine the interatomic distance of
carbon atoms as follows. First, spin diffusion among multiply labeled 13C spins can
be characterized by a master equation as follows [48, 49]:

MðsmÞ ¼ ½exp ð�RsmÞ�M 0ð Þ; ð9:25Þ

where M(sm) represents the peak intensities for the labeled 13C spins at the mixing
time sm. M(0) is the initial peak intensities for the diagonal components. The initial
buildup rate Rj,k for the direct polarization transfer can be given by [48]:

Rj;k ¼ c4�h2
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where Kðj;kÞ
ZQ and rj;k;l;m are the zero-quantum (ZQ) line-shape function and the

distance between spin j in group l with Nl equivalent spins and spin k in group
m with Nm equivalent spins. The zero-quantum line-shape function was calculated
as [50, 51]:

Kðj;kÞ
ZQ ðnxRÞ ¼ 1

2p

Z1
�1

Fjðx� nxRÞFkðxÞdx ð9:28Þ

where Fj(x) is the single-quantum (SQ) dipolar line-shape function of spin j under
13C–1H dipolar coupling with 1H DARR recoupling field of MAS frequency, xR.
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Thus, interatomic distances can be obtained from the Rj,k value by varying the sm
values using Eq. (9.25) in DARR experiment, and DARR interatomic distance
rDARRj;k can be obtained using Eqs. (9.26) and (9.27).

In PDSD and DARR experiments, dipolar truncation, which is the suppression
of polarization transfer across small coupling by a larger coupling, does not strongly
influence internuclear distances [52], and therefore, long internuclear distances are
determined accurately. The effect due to multiple-spin labeling such as a change in
transverse relaxation can be obtained by considering zero-quantum line-shape
function [51].

9.3 Structure Determination of Membrane-Bound
Peptides

The structures, topologies, and orientations of a number of membrane-bound
peptides in lipid-bilayer environments have been investigated recently using
solid-state NMR in order to understand their biological function. Solid-state NMR
is particularly well suited for elucidating the dynamics, topologies, orientations, and
high-resolution structures of peptides in bilayer environment using model and cell
membranes. Peptides analyzed using this approach include venoms, antimicrobial
peptides, and antibiotic peptides. In particular, chemical-shift oscillation analysis
has allowed determination of the membrane-bound dynamic structures of melittin
[7, 12, 53, 54], dynorphin [55], bombolitin [56], lactoferrampin [57], ECL-II of
j-opioid receptor [58], and alamethicin [59].

9.3.1 Melittin

Melittin, a hexacosapeptide with the primary structure Gly-Ile-Gly-Ala-
Val-Leu-Lys-Val-Leu-Thr-Thr-Gly-Leu-Pro-Ala-Leu-Ile-Ser-Trp-Ile-Lys-Arg-Lys-
Arg-Gln-Gln-NH2, is the primary component of bee venom [60]. Melittin exhibits
potent hemolytic activity [61] and induces voltage-dependent ion conductance
across planar lipid bilayers at low concentration [62]. Melittin also causes selective
micellization of lipid bilayers and membrane fusion at high concentrations [63]. As
the temperature is lowered to approach the gel phase, the membrane breaks down
into small particles. Upon raising the temperature above the gel-to-liquid crystalline
phase-transition temperature (Tc), the small particles reform into unilamellar vesi-
cles and ultimately into multilamellar vesicles. It has been proposed that bilayer
disks surrounded by a belt of melittin molecules are formed at temperature below
the Tc [64].

Giant vesicles with diameters of *20 lm were observed upon optical micro-
scopic analysis of melittin–DMPC bilayers at 27.9 °C [12]. When the temperature
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was lowered to 24.9 °C (Tc = 23 °C for neat DMPC bilayers), the surface of the
vesicles became blurred, and dynamic pore formation was visible in microscopic
images collected at different exposure times (Fig. 9.7b) [53]. These vesicles dis-
appeared completely at 22.9 °C. It was thus found that melittin–lecithin bilayer
systems undergo reversible fusion and disruption near the respective Tc. The
fluctuation of lipids is responsible for membrane fusion above the Tc, whereas the
association of melittin molecules causes membrane lysis below the Tc.

Static 31P dipolar-decoupled (DD)-MAS spectra of melittin–DMPC bilayers
hydrated with Tris buffer were recorded at various temperatures (Fig. 9.7a) [53].
Immediately after the sample was placed in the magnetic field, the 31P-NMR
spectrum of an axially symmetric powder pattern characteristic of the
liquid-crystalline phase was recorded at 40 °C. The upper field edge (d⊥) was more
intense than the lower field edge (d//) as compared with a normal axially symmetric
powder pattern. This finding indicates that the DMPC bilayer is partially aligned
with the applied magnetic field, with the bilayer plane assuming a parallel orien-
tation by forming elongated vesicles (Fig. 9.7a). When the temperature was low-
ered to 30 °C, the intensity of the upper field edge of the powder pattern increased
further, leading to a spectrum exhibiting almost complete alignment with the

Fig. 9.7 a Effect of temperature variation on 31P-NMR spectra of melittin–DMPC bilayer systems.
Arrows indicate the direction of the temperature variation. H0 indicates the direction of the static
magnetic field. The shapes of the vesicles are also depicted on the right side of the spectra [53].
b Optical microscopic pictures of melittin–DMPC vesicle systems at 22.9, 24.9, and 27.9 °C [53]
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magnetic field. At 25 °C, the axially symmetric powder pattern appeared again. At
20 °C, this spectrum changed to a broad envelope of the powder pattern, with round
edges due to the presence of a large-amplitude motion in addition to a rotational
motion about the molecular axis associated with lateral diffusion of the lipid
molecules. At 10 °C, the isotropic 31P-NMR signal dominated near 0 ppm because
of the isotropic rapid tumbling motion of small particles caused by melittin-induced
lysis of the larger vesicles. The same axially asymmetric powder patterns reap-
peared when the temperature was raised from 10 to 25 °C as a result of fusion
leading to the formation of larger spherical vesicles. At temperatures above 30 °C, a
single perpendicular component at −12 ppm arose from the anisotropic 31P
chemical-shift tensor of the liquid-crystalline bilayer. This result indicates that the
lipid-bilayer surface orients parallel to the magnetic field with a higher order of
alignment by forming longer elongated vesicles, which are referred to as magnet-
ically oriented vesicle systems (MOVS) [12].

Melittin-induced changes in the morphology of a lipid bilayer are illustrated in
Fig. 9.8. Microscopic observation clearly indicated that at temperatures above the
Tc, melittin binds strongly to the vesicles and is distributed homogeneously. At
temperatures close to the Tc, melittin molecules associate with each other, resulting
in phase separation, as observed by fluorescence microscopy. Consequently, a
large-amplitude fluctuation of lipid molecules occurs near the Tc as shown in
Fig. 9.8.

It was shown that melittin forms a pseudo-transmembrane amphiphilic a-helix
[12]. However, melittin can remain in a homogeneous monomeric form in
hydrophobic environments when the lipid bilayer enters the liquid-crystalline phase
above the Tc. At temperatures close to the Tc, the hydrophilic sides of melittin
molecules associate with one another such that the hydrophobic sides face the lipid
molecules, which causes greater phase separation and partial disordering of the lipid
bilayer. At temperature below the Tc, a large number of melittin molecules associate
with each other. Consequently, small lipid-bilayer particles become surrounded by
a belt of melittin molecules and are released from the vesicle, resulting in membrane
disruption. Subsequently, entire vesicles dissolve in the buffer solution. At tem-
peratures slightly above the Tc, a small number of associated melittin molecules
may induce large-amplitude motion in liquid molecules in addition to motion about
the molecular axis. This large-amplitude motion of lipid molecules may cause
fluctuation on the surface of the vesicles, resulting in the mixing of lipids between
adjacent vesicles and ultimately vesicle fusion.

Fully hydrated melittin–DMPC lipid bilayers also spontaneously align along a
static magnetic field by forming elongated vesicles, with the long axis parallel to the
magnetic field, as evidenced from static 31P-NMR spectra (Fig. 9.7a). Using this
magnetic orientation property of the membrane, the structure, orientation, and
dynamics of melittin have been extensively studied [12]. Static 13C-NMR spectra of
[1-13C]Ile4-melittin bound to a DMPG bilayer hydrated with Tris buffer recorded at
−60 °C show a broad asymmetric powder pattern characterized by d11 = 238,
d22 = 188, and d33 = 112 ppm (with respect to TMS) (Fig. 9.1f). The presence of
this broad signal indicates that any motion of melittin bound to the DMPG bilayer is
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completely frozen at −60 °C. A narrowed 13C-NMR experiment conducted at 40 °C
(Fig. 9.1h) showed melittin in the magnetically oriented state. An axially symmetric
powder pattern with an anisotropy of 33.3 ppm was recorded at 40 °C in the cor-
responding slow DD-MAS experiment (Fig. 9.1g). Because the line width due to the
anisotropy at 40 °C was not as broad as that at −60 °C, it was evident that the
a-helical segment underwent rapid reorientation (>20 kHz) about the bilayer normal
at 40 °C (Fig. 9.1c). The secondary structure of melittin bound to a DMPC bilayer
can be determined based on conformation-dependent 13C chemical shifts referenced
to those of model system [65, 66]. The isotropic 13C chemical shifts of the [1-13C]
Gly3, [1-13C]Val5, [1-13C]Gly12, [1-13C]Leu16, and [1-13C]Ile20 residues in
melittin were determined to be 172.7, 175.2, 171.6, 175.6, and 174.8 ppm (with
respect to TMS), respectively, indicating that all of these residues are involved in the
a-helix [12].

The dynamic structure of melittin bound to MOVSs consisting of dipalmi-
toylphosphatidylcholine (DPPC) and dilauroylphosphatidylcholine (DLPC) was
investigated by analyzing the 13C anisotropic and isotropic chemical shifts of
selectively 13C-labeled carbonyl carbons of melittin under static and MAS condi-
tions [7].

Fig. 9.8 Schematic representation of the process of morphological changes in melittin–lecithin
bilayer systems in the absence (a) and presence (b) of an applied magnetic field [53]
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Axially symmetric chemical-shift powder patterns were observed for [1-13C]
Gly3, [1-13C]Ala4, [1-13C]Val5, [1-13C]Gly12, [1-13C]Leu16, and [1-13C]Ile20.
The lowest RMSDs were obtained at cG3 = 71° ± 8° and f = 32° ± 4° for the
N-terminal a-helix (Gly3, Ala4, Val5) and cL16 = 80° ± 6° and f = 30° ± 3° for
the C-terminal a-helix (Gly12, Leu16, Ile20) using Eq. (9.9). Practically, RMSD
(c, f)s were obtained by varying c(0°–90°) and f(0°–180°) with respect to cG3 for
the N-terminal a-helix and Leu16 for the C-terminal a-helix.

Based on the symmetry relationship expressed in Eq. (9.8), f or −f cannot be
distinguished because of the (3/2)sin2f relation and c and c-180° cannot be dis-
tinguished because of the d11cos

2c + d33sin
2c relation. Therefore, the possible (c, f)

combinations to show minimum RMSD value can be determined according to the
following relationship:

RMSDðc; fÞ ¼ RMSDðc� 180�; fÞ
¼ RMSDðc� 180�;�fÞ
¼ RMSDðc;�fÞ

ð9:28Þ

For the N- and C-terminal helices in the melittin–DPPC bilayer systems, the
lowest RMSD values are given by:

ðcG3; fÞN ¼ ðþ 76�;�36�Þ or ð�84�;�36�Þ and

ðcL16; fÞC ¼ ðþ 82�;�25�Þ or �98�;�25�ð Þ: ð9:29Þ

In this case, the interatomic distance between [1-13C]Val8 and [15N]Leu13 was
determined to be 4.8 Å by REDOR experiments [23, 67]. This distance allowed
unique determination of the (cG3, f)N = (+76°, −36°) and (cL16, f)C = (−82°, +25°)
values for melittin–DPPC bilayers, consistent with a larger kink angle (Fig. 9.9).

Analysis of the chemical-shift oscillation (Fig. 9.10) indicated that melittin
molecules form two differently oriented a-helices and diffuse laterally to rotate
rapidly around the membrane normal, with tilt angle for the N-terminal helix of
−33° and −36° and 21° and 25° for the C-terminal helix in DLPC and DPPC
vesicles, respectively (Fig. 9.8). The results provided interhelical angles of 126°
and 119° in DLPC and DPPC membranes, respectively. These analyses led to the
conclusion that the a-helices of melittin molecules penetrate the hydrophobic core
of the bilayers incompletely as a pseudo-transmembrane structure, inducing fusion
and disruption of the vesicles.

MD simulation for the melittin–DMPG system indicated that the basic residue
Lys7 is located slightly within the lipid core region and interacts with one DMPG
molecule to disturb the lower surface of the lipid bilayers, and this interaction is
associated with melittin’s membrane disruption activity (Fig. 9.7c) [54].
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Fig. 9.10 Schematic representation of the structures and orientations of melittin. a Bound to
DPPC and b DLPC lipid bilayers. Top Chemical-shift oscillation curves for [1-13C]Gly3, Ala4,
Val5, Leu16, Ile17, and Ile20 of melittin in DPPC (a) and DLPC (b) lipid bilayers. Bottom The N-
and C-terminal helices of melittin bound to DPPC and DLPC lipid bilayers are inserted into the
bilayer with the tilt angle of (36° and 33°) and (25° and 21°), respectively [4]. c Structure of
melittin bound to DMPG bilayers obtained from MD simulation [54]

Fig. 9.9 Schematic representation of the possible structure of melittin bound to the DPPC vesicle
from the analysis of the 13C chemical-shift anisotropies. a (cG3,f)N = (+76°, −36°) and (cL16,
f)C = (−82°, −25°); b (cG3,f)N = (+76°, −36°) and (cL16, f)C = (−82°, +25°); structure b is proved
to be the actual structure based on the interatomic distance of 4.8 ± 0.2 Å, between [1-13C]Val8
and [15N]Leu13 of melittin bound to the DPPC bilayers, determined by the REDOR
measurements. The helical wheel representation is illustrated in the helical molecular frame
(HMF). The Z′-axis is the rotation axis of a melittin molecule, which is parallel to the membrane
normal [7]
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9.3.2 Alamethicin

Alamethicin is a 20-residue antibiotic peptide from Trichoderma viride [68]. The
amino acid sequence is Ac-Aib-Pro-Aib-Ala-Aib-Ala-Gln-Aib-Val-Aib-Gly-Leu-
Aib-Pro-Val-Aib-Aib-Gln-Gln-Phol in which 8 a-amino isobutyric acids (Aib) are
included. In addition, the N-terminus is acetylated, and the C-terminus is terminated
as an L-phenylalaninol residue [69]. Alamethicin consists of F30 and F50 types at a
molar ratio of 0.85 and 0.12, respectively [70].

Alamethicin exhibits voltage-dependent ion channel activity in membranes [71].
Alamethicin has a high affinity for lipid bilayers and binds to the surface of lipid
bilayers and inserts into the membrane. The orientation of alamethicin in a
lipid bilayer depends upon the peptide-to-lipid (P/L) molar ratio [72], the type of
lipid bilayer, and the membrane potential [73]. Various channel models have been
proposed to determine its ion channel activity, such as the barrel-stave model [74].
Alamethicin channels are formed by parallel bundles of 3–12 transmembrane
helical monomers surrounding a central water-filled pore [75]. The ion channel
activity of alamethicin makes it a suitable model for investigating
voltage-dependent ion channel proteins [76].

X-ray crystallographic data indicate that alamethicin assumes an overall helical
structure with kink at Pro14, and the N- and C-termini assume a- and 310-helical
structures, respectively [74]. Another study revealed that poly-Aib forms a 310-helix
[77].

The conformation and orientation of membrane-bound alamethicin have been
studied using solid-state NMR spectroscopy with DMPC/DHPC bicelle systems.
Analysis of the 13C chemical shifts of isotopically labeled alamethicin indicates that
in lipid bilayers, the peptide forms an a-helical structure oriented along the bilayer
normal [78].

The conformation of alamethicin in mechanically oriented phospholipid bilayers
has been studied using 15N solid-state NMR in combination with molecular mod-
eling and MD simulations. Alamethicin variants labeled with 15N at different
positions in combination with substitution of three Aib residues with Ala residues
were examined. Anisotropic 15N chemical-shift data and 1H–15N dipolar couplings
were determined for alamethicin with 15N-labeled Ala6, Val9, and Val15 incor-
porated into a phospholipid bilayer at a peptide-to-lipid molar ratio of 1:8. This
study indicated that alamethicin assumes a largely linear a-helical structure that
spans the membrane, with the molecular axis tilted by 10–20° relative to the bilayer
normal. In comparison, molecular modeling showed a straight a-helix tilted by 17°,
and a slightly kinked MD structure was tilted by 11° relative to the bilayer normal
[79]. Measurement of the orientation-dependent 1H–15N dipole–dipole coupling,
15N anisotropic chemical shift, and 2H quadrupole coupling parameters for a single
residue, analysis of the anisotropic coupling parameters for a single residue, anal-
ysis of the anisotropic interaction for the Aib8 residue, and analysis of the aniso-
tropic interaction for the Aib8 residue together provided detailed information
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regarding the helix-tilt angle, wobble, and oscillatory rotation around the helical
axis in the membrane-bound state of alamethicin [80].

Proton-decoupled 15N solid-state spectra of a sample of alamethicin uniformly
labeled with 15N and reconstituted into oriented palmitoyloleoylphosphatidyl-
choline (POPC) and DMPC membranes showed that alamethicin adopts a trans-
membrane orientation upon reconstitution into the POPC-oriented membrane [81].
Two-dimensional 15N chemical-shift 1H–15N dipolar-coupling solid-state NMR
correlation spectroscopy (i.e., PISEMA) analysis suggested that in the transmem-
brane configuration, alamethicin adopts a mixed a/310-helical structure with a tilt
angle of 8.9° with respect to the bilayer normal [82].

Further detailed structural and orientational analyses of membrane-bound
alamethicin have been carried out using solid-state NMR spectroscopy [4, 59].
13C chemical-shift interactions were observed in [1-13C]-labeled alamethicin. The
isotropic chemical-shift values indicated that the entire length of alamethicin forms
a helical structure. The CSA of the carbonyl carbon of isotopically labeled
alamethicin was also analyzed under the assumption that alamethicin molecules
rotate rapidly about the bilayer normal of the phospholipid bilayer. It was con-
cluded that the adjacent peptide plane forms an angle of 100° or 120° upon
assumption of an a- or 310-helix, respectively. Anisotropic data were acquired for
four and seven different residues at the N- and C-termini, respectively. The
observed chemical-shift oscillation patterns for the 13C CSAs of the carbonyl
carbons are shown in Fig. 9.11. The chemical-shift oscillation pattern clearly
indicated that there are two helices with different tilt angles. RMSD analysis
indicated that the dihedral angles of adjacent peptide planes for the N- and
C-termini were found to be 100° and 120°, respectively. It was, therefore, deter-
mined that the N- and C-termini form an a- and 310-helix, respectively (Fig. 9.11)
[4, 59].

Hexagonal alamethicin ion channel model is illustrated in Fig. 9.11c, d, based on
the previously obtained structure by MD simulation [79]. Membrane-bound
structure of alamethicin determined by solid-state NMR analysis is used as a
component of hexagonal alamethicin oligomer [59]. It is of interest to note that
Gln7 and Gln18 residues face to the inside of the ion channel, and thus, the inside
of the helical bundle shows hydrophilic character suggesting the high ion con-
ductivity inside the channel.

9.3.3 Bovine Lactoferrampin

Bovine lactoferrampin (LFampinB) is a recently discovered 17-residue antimicro-
bial peptide with the sequence Trp-Lys-Leu-Leu-Ser-Lys-Ala-Gln-Glu-Lys-Phe-
Gly-Lys-Asn-Lys-Ser-Arg. This peptide corresponds to residues 268-284 of N1
domain of the multifunctional glycoprotein bovine lactoferrin [83]. LFampinB
exhibits more potent antimicrobial activity than lactoferrin and kills a wide variety
of organisms, ranging from the yeast Candida albicans to a number of bacteria,
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including Escherichia coli [83–85]. LFampinB contains six basic amino acid
residues and has a net charge of +5 at neutral pH. Solution-state NMR analysis
revealed that LFampinB forms an amphipathic a-helix from the N-terminus to
Phe11 and that the C-terminal region remains unstructured, when the peptide is
bound to neutral and acidic micelles [86].

The antimicrobial activity of LFampinB is believed to result from membrane
defects caused by interaction of the peptide with the bacterial membrane, although
the molecular mechanism has yet to be completely elucidated. To date, four major
models have been proposed to explain the antimicrobial activity of LFampinB: the
“aggregate,” “toroidal-pore,” “barrel-stave,” and “carpet” models (Fig. 9.12) [87].
In the aggregate model, peptides form a micelle-like structure with lipids and
consequently translocate across the bilayer. In the toroidal-pore and barrel-stave
models, the peptides orient in the transmembrane direction with respect to the

Fig. 9.11 a Chemical-shift oscillation patterns of alamethicin. Chemical-shift oscillation curves
were obtained from the chemical-shift anisotropies of the N-terminus (Ala6, Gln7, Val9, and
Aib10) and the C-terminus (Val15, Aib16, Aib17, and Gln18). The tilt angles of the N- and
C-termini were determined as 17° and 32°, respectively. The dihedral angles of peptide planes
between n and n + 1 residues of the N- and C-termini are analyzed to be a-helix and 310-helices,
respectively. b Structure and topology of alamethicin bound to a DMPC bilayer, as determined
from chemical-shift oscillation data [4, 59]. Side view (c) and top view (d) of hexameric oligomer
of alamethicin in the membrane environment
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membrane surface. In the toroidal-pore model, the lipid head groups are oriented so
as to form a pore in the core of the membrane. In the barrel-stave model, the
peptides align to the lipid direction and form a bundle with each other to provide a
pore [88–90]. In the carpet model, peptides align along the surface of the
lipid-bilayer plane [91]. The peptide exhibits detergent-like activity that creates a
defect in the lipid bilayer. Bovine lactoferricin (LFcinB) interacts strongly with the
bacterial membrane by forming a pore that disrupts the intracellular ion balance, in
the same manner as LFampinB derived from the N1-domain of lactoferrin [92].
Analysis of an antimicrobial peptide’s structure and orientation with respect to the
membrane surface is therefore important to gain insight into its antimicrobial
activity.

13C- and 31P-NMR measurements, and 13C-31P REDOR experiments, and
potassium ion-selective electrode and quartz-crystal microbalance analyses were
carried out for LFampinB bound to mimetic bacterial membrane [57]. The
31P-NMR results indicated that LFampinB causes a defect in the mimetic bacterial
membrane. Ion-selective electrode measurements showed that ions leak from
mimetic bacterial membrane containing cardiolipin. Quartz-crystal microbalance
measurements revealed that LFampinB has a greater affinity for acidic than for
neutral phospholipids. 13C DD-MAS and static NMR spectra showed that

Fig. 9.12 Schematic representation of action of antimicrobial peptides to membrane. a Aggregate
model (polyphemusin). b Toroidal-pore model (melittin, magainin). c Barrel-stave model
(alamethicin). d Carpet model (ovispirin) [87]
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LFampinB forms an a-helix in the N-terminal region and is tilted 45° relative to the
bilayer normal. Dephasing patterns of the carbonyl carbon nucleus in LFampinB
and the phosphorus nuclei of lipid phosphate groups were determined using 13C-31P
REDOR and revealed that LFampinB localized in the interfacial region of the
membrane (Fig. 9.13). MD simulations showed a tilt angle of 42° and a rotation
angle of 92.5° for Leu3, both of which were in excellent agreement with experi-
mental values [57].

9.4 Structure Determination of Membrane Proteins

Membrane proteins embedded in biological membranes account for 30% of the
proteins encoded in the human genome and play an essential role in maintaining the
homeostasis of cells, and knowledge of the structure of membrane proteins is
extremely important to understanding their function. However, only about 1–2% of
experimentally determined protein structures registered in the Protein Data Bank are
membrane proteins. Solid-state NMR spectroscopy can provide structural infor-
mation associated with the conformation, orientation, and dynamics of even
insoluble biological macromolecules such as membrane proteins. Solid-state NMR
spectroscopy does not require crystallization and is not restricted by the upper limits
to molecular weight that affect X-ray crystallography and in solution NMR meth-
ods. Consequently, solid-state NMR can be directly applied to studies of the
structure of membrane proteins reconstituted in lipid bilayers, over a broad range of
lipid compositions, temperature, and pH. High-resolution structures of membrane
proteins have recently been determined using MAS methods [93–97]. The structure
of the G-protein-coupled chemokine receptor CXCR1 in liquid-crystalline phos-
pholipid bilayers was determined using rotationally aligned NMR spectroscopy
[93]. The trimeric structure of the transmembrane domain of the auto-transporter

Fig. 9.13 Schematic representation of membrane-bound structure for LFampinB. a Most
probable alignment and structure bound to bacterial membrane. b Helix wheel and plane angle
for carbonyl carbons. X-axis indicates the direction from bilayer normal to the helix axis. Carbonyl
plane normal shows 93° from the Y-axis [57]
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adhesion protein YadA using the transmembrane domain of YadA in microcrystals
was determined using solid-state MAS NMR [94]. This section reviews the
high-resolution structures of various membrane proteins determined by solid-state
MAS NMR analyses.

In solid-state NMR analyses of membrane proteins with slow tumbling motion
in lipid environments, both spectral resolution and signal intensity are strongly
affected by anisotropic spin interactions such as CSA, and by homo- and
heteronuclear dipolar interactions. CP-MAS involving high-power proton decou-
pling can yield high-resolution solid-state NMR spectra for membrane protein
samples. For sequential assignments and distance constraints of membrane protein
structures, recoupling techniques can be combined with multidimensional NMR
experiment under MAS conditions. PDSD involves spin diffusion between coupled
13C spins in the presence of dipolar coupling with a 1H spin bath [42, 98]. The
technique was used to determine the 3D structure of selectively isotope-labeled
SH3 protein without attenuation of long-distance correlations by dipolar truncation
induced by strong dipolar coupling such as 13C–13C direct bonds [99]. DARR
described by Takegoshi et al. [43, 44] induced spin diffusion between 13C spins
enhanced by rf irradiation of the 1H spins with the same amplitude as the MAS
frequency [43]. Consequently, under DARR conditions, the effects of dipolar
truncation can be avoided even for uniformly labeled proteins, enabling the
determination of long-range correlation [44, 100, 101]. DARR, as well as other
recoupling techniques, can contribute significantly to the determination of
sequential assignments and correlation of long-distance constraints in membrane
protein structural analysis when combined with multidimensional NMR techniques.
In addition, 13C–13C correlations based on dipolar interactions are also useful for
determining distances between a ligand and neighboring residues of a membrane
protein. The visual pigment rhodopsin containing the retinal chromophore is a
member of the G-protein-coupled receptors (GPCRs) family. Upon the absorption
of light, rhodopsin containing 11-cis retinal changes to meta-rhodopsin II (Meta II)
with an all-trans configuration and a deprotonated Schiff base. This configurational
change causes significant structural changes in the residues around the retinal
chromophore. Smith et al. have been focusing on Tyr Cf in bovine rhodopsin and
have shown alteration of cross-peaks between 13C-labeled retinal, Met 13Ce, and
Tyr 13Cf. These NMR results identified the structural changes in the protein during
the process of photo-activation [102, 103]. 13C–13C correlations have also been
used to characterize structure of the retinal-binding pocket in microbial rhodopsin.
Krokinobacter rhodopsin 2 (KR2) from the marine flavobacteria Krokinobacter
eikastus functions as a light-driven sodium ion pump, and its crystal structure under
acidic condition has been determined [104]. Structural differences in the
retinal-binding pocket of KR2 reconstituted into POPE/POPG membranes at acidic
and neutral pH conditions were recently revealed using DARR NMR and 15N
CP-MAS techniques [105]. DARR spectra obtained using a mixing time of 500 ms
showed cross-peaks between retinal 13C-14, retinal 13C-20, Lys255 13Ce, and
Tyr218 13Cf (Fig. 9.14a). KR2 has 15 Tyr residues, and the interatomic distance
between Cf of Tyr218 and the C20 methyl carbon in retinal is within 5 Å.
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The crystal structure data show that the next closest tyrosine is very far from C20
retinal [104]. Thus, the DARR spectra observed the cross-peak of Tyr218 in contact
with retinal. The 15N NMR spectrum showed an unusual chemical-shift value of the
protonated Schiff base in KR2, indicating that KR2 has an all-trans retinal con-
figuration and a twist around the N-Ce bond. In addition, Tyr218 near the retinal
formed a relatively weak hydrogen bond with Asp251. Apart from 15N Schiff base
signal, the chemical-shift values of retinal 13C-14, retinal 13C-20, Lys255 13Ce, and
Tyr218 13Cf did not change under acidic condition (Fig. 9.14b), indicating that
interaction between the protonated Schiff base and counter-ion is the main change
in the retinal-binding pocket between acidic and neutral conditions.

Signal assignments of membrane proteins usually begin as a record of 13C–13C
intraresidue correlations used to identify amino acids through side-chain correlation
patterns. Adequate resolution of C–C correlations is key to a successful structure
determination experiment, because the 5–70 ppm aliphatic region is the fingerprint
region for residue types. Well-resolved 13C–13C correlations have recently been
reported for a number of membrane proteins, including YadA [94], the potassium
channel KcsA-Kv1.3 [106], human aquaporin-1 [107], DsbB [96], proteorhodopsin
[108, 109], and sensory rhodopsin II (SRII) [110]. NCOCX (for inter-residue),

Fig. 9.14 13C–13C DARR spectra of wild-type KR2 in a POPE/POPG membrane in a Tris–NaCl
solution. a Correlation peaks of labeled residues at pH 8.0. Cross-peaks and diagonal peaks are
represented by the gray line. b Comparison of cross-peaks at pH 8.0 (top, blue), pH 6.0 (middle,
green), and pH 4.0 (bottom, orange). All columns show correlations with retinal C20. Cross-peaks
and diagonal peaks are represented by the gray line [105]
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NCACX (for intraresidue), and CONCA (for inter-residue) with 13C–13C correla-
tion have been used to construct spin systems for individual amino acid residues
and connect the spin systems along the amino acid sequence. Dipolar-coupling data
determined using recoupling technique, such as PDSD and DARR, can provide
interatomic distances for structural constraints. 13C-based conformation-dependent
chemical-shift tables can be used to correlate isotropic chemical shifts of amino acid
residues with site-specific secondary structures [65, 66]. Backbone torsion angle (/
and w) can be estimated from corrected chemical shifts in sequential assignments
using TALOS+ (torsion-angle likelihood obtained from shift and sequence simi-
larity) software [111]. Structural calculations based on a large number of
torsion-angle constraints and interatomic distances, together with the RMSD for
backbone atoms, can provide an ensemble of structures.

Anabaena sensory rhodopsin (ASR) from Anabaena sp. PCC 7120 is a pho-
toreceptor comprising seven-transmembrane helices and a retinal chromophore.
ASR is believed to function in chromatic adaptation together with a soluble
transducer protein [112]. The atomic resolution fine structure of ASR was recently
determined using attentive solid-state MAS NMR spectroscopy. Uniformly and
sparsely isotopically labeled ASR in DMPC/DMPA lipid bilayers provided
high-resolution solid-state MAS NMR spectra at 800 MHz [95]. Well-resolved
correlated peaks with high S/N ratios and narrow line width of 0.5 ppm were
observed in 2D DARR 13C–13C correlated spectra of uniformly labeled ASR
(Fig 9.15) [113], indicating that the ASR sample was stable and characterized by
excellent structural homogeneity in the membranes. 15N CP-MAS analysis indi-
cated an all-trans configuration of retinal.

Sequential assignments for ASR were obtained using NCACX and NCOCX
with DARR optimal short mixing times and CONCA from a single sample. The
sequential assignments for the BC loop region in ASR are shown in Fig. 9.16.
Although the X-ray structure of ASR [114] lacks the BC loop region, there are two
short b-strands. Around 90% of the backbone and amino acid side chains could be
assigned in experiments involving sparsely labeled ASR [95, 113, 115]. The
water-accessible surface and transmembrane domain of the protein, as well as
light-induced conformational changes, were characterized through H/D exchange
experiments. The light-induced conformational changes occur in the cytoplasmic
halves of helices F and G and at the ends of helices B and C [113, 116].

TALOS was used to determine dihedral restraints (186 / and w pairs) from
conformation-dependent N, C′, Ca, and Cb chemical shifts in ASR. Excellent
spectral resolution allowed determination of a number of short, medium, and long
interatomic distances by PDSD, CHHC, and a homogeneously broadened rotational
resonance (HBR2) [117, 118]. In addition, paramagnetic relaxation enhancement
(PRE) experiments with cross-linking, along with circular dichroism
(CD) experiments, provided structural insights regarding trimer formation in lipid
bilayers and intermonomer distance restraints based on interfacial contacts [119].
Starting from a calculated low-resolution template structure, a total of 1390 short-
and 435 medium-range internuclear distances, long-range interhelical constraints,
retinal–proton contacts, and intra- and intermonomer PREs with dihedral constrains
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were used in the structural calculation [95] (Fig. 9.16). As a result, an ensemble of
10 structures was obtained with a backbone RMSD of 0.6 Å. This detailed trimeric
structure of ASR in lipid environments differs notably from the crystal structure
(Fig. 9.17). This structure will no doubt enhance understanding of the mechanism
of the interaction between ASR (monomer) and the soluble transducer protein.

9.5 Conclusion

It is demonstrated that membrane-bound peptide rotates rapidly about the bilayer
normal. Based on this dynamic structure characteristic of membrane-bound peptide,
chemical-shift oscillation analyses can provide a detailed picture of the structure
and orientation of membrane-bound peptides as combined with accurate

Fig. 9.15 2D 13C–13C correlation spectrum of Anabaena sensory rhodopsin (ASR) using
solid-state NMR spectrometer at 800 MHz [113]
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internuclear distances. Using solid-state NMR analysis, melittin showed
pseudo-transmembrane bending a-helical structure which induces fusion and dis-
ruption of the vesicles. Membrane-bound alamethicin was found to be bending
transmembrane structure, and the N- and C-termini form an a- and 310-helices,
respectively. When hexagonal alamethicin oligomer channels are considered, Gln7
and Gln18 residues face to the inside of the channels that explain high ion con-
ductivity of the ion channels. MAS NMR spectroscopy provides high-resolution
NMR signals which permit the assignments of the nuclei in the particular amino
acid residues. The chemical shifts and internuclear distance constraints can be used
to determine the high-resolution structure of membrane proteins ASR to be trimer
form in lipid environments.

Fig. 9.16 Sequential assignment from Asp57 to Glu62 in the BC loop of Anabaena sensory
rhodopsin (ASR) [113]
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Chapter 10
NMR Studies on Silk Materials

Tetsuo Asakura and Yugo Tasei

Abstract A wide range of spectroscopic and imaging techniques have been
applied to silk, but the most detailed picture of the structure and dynamics of silk in
molecular level has been revealed from NMR, using both solid and solution state
measurements. In this review, ten NMR techniques from solution NMR to
solid-state NMR used to study the structure of dynamics of silk materials and the
obtained typical results were reviewed.

Keywords Silk fibroin � In vivo NMR � Silk I* and silk II � 2H relaxation NMR
13C CP/MAS NMR � 13CDD/MAS NMR � 13C refocused NMR
REDOR � DARR � 1H MQMAS NMR � NMR chemical shift calculation

10.1 Introduction

In nature, there are a variety of silkworms and spiders, each producing silk with a
unique primary and higher order structures. Recently, these silks have received
considerable attention as potentially valuable biomedical materials as well as textile
materials [1]. An understanding of the structural and dynamical properties of natural
silk materials is essential in development of these applications of silk. Awide range of
spectroscopic and imaging techniques have been applied to silk, but the most detailed
picture of the structure and dynamics of silk inmolecular level has been obtained from
NMR, using both solid and solution state measurements [2, 3]. For example, because
of the composite structure of silk, comprising both crystalline and amorphous
domains, well-known X-ray diffraction analysis only provides limited information.

Solution NMR can be applied to obtain the solution structure of the silk fibroin,
SF (main component of the silk protein) including liquid SF stored in the silk gland
in living silkworm that is described in Sect. 2.1 [4, 5] or using a combination of
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well-developed multi-dimensional NMR techniques and isotope labeling techniques
for elucidating the atomic level structure (Sect. 2.2) [6, 7]. In addition, the study on
the solution structure and dynamics of water molecules interacted with silk mate-
rials is also possible using solution NMR which also gives us the important
information in development of silk to biomaterials because the physical properties
of silk depend on the interaction with water molecules largely (Sect. 2.3) [8, 9].

On the other hand, solid-state NMR is possible to study the structure and
dynamics of silk materials in several forms, hydrogel, powder, film, fiber, and
sponge, which is very useful in development of silk to biomaterials [1–3]. In
general, 13C CP/MAS NMR which has been used most frequently as a solid-state
NMR can be used to analyze the structure and dynamics of the rigid components
with slow motion of the silk materials in the solid state. On the other hand,
13C refocused INEPT NMR can be used to obtain exclusively soft and mobile
components in the materials. 13C DD/MAS NMR is possible to determine the
fraction of both mobile and immobile components. Thus, the use of these three
kinds of 13C solid-state NMR will be a powerful technique for study the structure
and dynamics of swollen state of SF in water (Sects. 2.4 and 2.5) [9, 10]. The
analysis is based on the conformation-dependent NMR chemical shift [2, 3, 11].
The 13C DARR (2.6) [12] and REDOR (Sect. 2.7) [13] experiments give
cross-correlations based on the homo nucleus and the hetero nucleus dipolar
interactions, respectively, which can be used to determine the structure of silk
materials through the information about the inter-nuclear distances. For the purpose,
selective stable isotope labeling of the silk samples is required [2, 3, 8, 10, 14].
Recently, 1H solid-state NMR with very fast spinning (more than 70 kHz spinning)
has been developed, which is useful to obtain high resolution 1H solid-state NMR
of silk materials [15, 16]. The 1H DQMAS NMR (Sect. 2.8) can be used to obtain
1H–1H distance information on silk materials and complex structure of SF and other
molecules [17–19]. Finally, developments of the chemical shift calculation
(Sect. 2.9) reveal inter-molecular arrangement as well as the conformation of a
chain that deserves special mention. [17, 21] The agreement between the observed
and calculated chemical shifts is excellent, which can be used to confirm the NMR
peak assignments and to discuss the structure in detail. This is also used for the
structural determination of silk. In this review, these nine NMR techniques (from
Sects. 2.1 to 2.9) used to study the structure of dynamics of silk materials, and the
obtained results were reviewed.

10.2 Results and Discussion

10.2.1 Dynamics of Silk Fibroin Stored in Living Silkworm

The shape and size of mature larva of B. mori silkworm are suitable to insert it into
13C solution NMR sample tube. Therefore, direct 13C NMR observation of SF
stored in living silkworm was possible without extraction from the silkworm [4, 5].
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Because the liquid SF extracted from the silk gland tends to change the structure
easily by the external force such as shear stress during the extraction process or
drying, [22] the in vivo NMR observation is very effective. A comparison of the
conformation of SF stored in the silk gland among several kinds of wild and
domestic silkworms and the study on the process of SF synthesis in silkworms are
possible [4, 23]. Figure 10.1 shows a series of partially relaxed 13C solution NMR
spectra of the middle silk gland portion of living B. mori silkworm [5].
Before NMR observation, the orifice of living silkworm spinneret was blocked, and
therefore, the inner part of the silkworm was filled with liquid silk sufficiently. This
treatment gives 13C solution NMR spectra of SF with sufficient S/N ratio in living
silkworm within one day. The information on the structure and dynamics of SF
stored in the middle gland can be obtained as follows. From the 13C chemical shifts
of Ala and Ser carbon peaks, the solution conformation is basically random coil
[11, 24]. In addition, from the narrow peak width, the segmental motion of the
backbone chain is very fast. The relaxation study in Fig. 10.1 is possible to
determine the motion of SF chain through the determination of the correlation time
of SF molecule quantitatively and to obtain the information on the homogeneity of
SF from view point of the dynamics. The mean correlation time of backbone
motion of SF was determined to be 2.2 � 10−10 s, which corresponds to the cor-
relation times of overall motion of typical low molecular weight compounds in
water [5, 24]. In addition, it is noted that the dynamical structure of backbone and
side chain of SF in the silk gland was uniform.

Fig. 10.1 Partially relaxed 13C NMR spectra of middle silk gland portion of living B. mori mature
larva at room temperature; s is delay time between the 180° and 90° pulses [5]
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10.2.2 Solution Structure of Silk Fibroin at Atomic Level

It is possible to determine the solution structure of SF from the 1H, 13C, and 15N
solution chemical shifts by using TALOS program developed by NH group [25]. In
general, the primary structure of SF is repeated in tandem [26]. Thus, typical
sequence appeared in the SF repeatedly will be the target to determine the structure
in atomic level. The sequential assignments of 1H, 13C, and 15N nuclei of SF
extracted from the silk gland were performed by 2D double resonance, and 3D
double and triple resonance through bond correlation experiments; 2D 1H–15N
heteronuclear single-quantum coherence (HSQC), 2D1H-13C HSQC, 3D HNCO,
3D HCACO [27]. The torsion angle constraints for the backbone chain were
derived from database analysis of the chemical shifts 13Ca, 13Cb, 13CO, 1Ha, 1HN,
and 15N using TALOS-N [6, 7].

Figure 10.2a shows five kinds of typical b-turns and the corresponding (/, u)
database for the (i + 1) and (i + 2) residues in b-turn structures formed with four
amino acids (i–i+3).

The (/, u) plots of the 25 closest data base matches predicted for the
GAGSGAGA motif using TALOS-N are shown in Fig. 10.2b [6]. Here the motif,
GAGSGAGA is a typical sequence of crystalline domain of SF and appears fre-
quently in the primary structure [26]. It is noted that the angles (/, u) fall into well
narrow regions for the (i + 1) residue in typical type II b-turn structures.
Figure 10.2c shows the model constructed using the average torsion angles for the
best matches (/, u) for the repeated GAGSGAG motif. This type II b-turn structure
is essentially the same as Silk I* structure (type II b-turn) in the solid-state reported
previously [17, 28–30].

We reported previously molecular dynamic (MD) simulations of three dipep-
tides, Ac-X-NHMe (X = G, A, S), in water to examine the favorable local con-
formation for the repeated sequence of the GAGSGA in water [31]. The
conformational probability maps calculated for these three dipeptides indicate that
the torsion angle of each Gly, Ala, and Ser residues in the repeated GAGSGA
sequence with type II b-turn structure was basically in the energetically stable
regions in water. The high possibility of the appearance of b-turn structure was also
pointed out by the MD simulation of Ac-(AG)8-NHMe in water. This means that
the time-averaged local structure of the silk fibroin in random coil form seems
basically similar to those of type II b-turn structure in the solid-state. The amplitude
and width of the structural fluctuations of these three residues are relatively large for
random coil form in the diluted silk fibroin aqueous solution and such a fluctuation
decreases by aggregation formation of the silk fibroin molecules with increasing
the concentration [5]. The aggregates still keep high mobility as shown in Fig. 10.1
for SF stored in the silk gland of living silkworm. The generation of such aggregate
of silk fibroin chain with type II b-turn conformation will be one of the origins of
the nucleation to change the structure to b-sheet structure easily by external
forces [22].
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10.2.3 Dynamics of Water Molecules Interacted with Silk
Fibroin

Generally, water in the SF-water system is divided into three categories: free water,
freezing bound water, and non-freezing bound water which predominates in the
plasticizing effect on the SF chains [32]. One might speculate that the hydration of
SF may arise from water molecules penetrating into the relatively disordered
domains, such as the non-crystalline domain, and increase chain motion due to
disruption of the hydrogen bonding in these regions by the strong interaction of
water molecules with polar groups of the SF chain. However, the hydration

Fig. 10.2 Torsion angle (/, w) maps for various types of b-turn structures and those predicted for
repetitive sequence motifs GAGSGAG. The horizontal and vertical axes in each residue map show
the predicted torsion angles / and w in each residue, respectively. a The (/, w) maps for typical
type I, type II, type I′, type II′, and type VIII b-turns, and an illustration of the type II b-turn
conformation; b the 25 best matches for torsion angles (/, w) for the GAGSGAG motifs obtained
using the TALOS-N program; c a structural model constructed using the averaged (/, w) in the
circle for each motif. Hydrogen bonds are assumed to exist between the HN of the i-th and the CO
of the (i + 3)-th residues for the GAGSGAG motifs [6]
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mechanism of SF, including the microscopic interactions with water, is still not
completely understood [33]. NMR relaxation has proven to be useful for moni-
toring the dynamics and distribution of water molecules interacting with SF. 1H
pulsed NMR was used previously to study the dynamics of the non-freezing bound
water molecules absorbed in SF fibers, films, and powders [34]. Recently,
two-dimensional deuterium T1–T2 (2D 2H T1–T2) NMR relaxation spectroscopy
coupled with inverse Laplace transformation (ILT) has been used to monitor the
dynamics of water molecules existing as multi-compartment systems [35, 36].
Therefore, this relatively new analytical technique can be used to monitor the
dynamics of relatively mobile water (freezing bound water) molecules that inter-
acted with the hydrated SF fiber.

Figure 10.3 shows the 2D 2H ILT T1–T2 correlation maps of the SF fiber in
2H2O after immersing the fiber in 2H2O for more than one day in NMR tube [8].
Four distinct reservoirs were observed. The dominant reservoir, A with T1 * T2
values on the diagonal line can be assigned to bulk water outside of the fibers
exhibiting highly isotropic fast motions. There are other reservoirs with smaller T1
and T2 values in the map. This means that the exchange among water molecules that
interacted with the fiber becomes sufficiently slow in the NMR time scale and
enables separated reservoirs to be observed in the map. T2 which is more sensitive
to exchange and dynamical processes in the NMR relaxation times than T1 were
significantly shorter than T1 values for the remaining three reservoirs, B–D. Thus,
these water reservoirs may be assigned to exchangeable water molecules interacting
with the SF fiber in three different degrees of binding interactions. The fraction of
the reservoirs denoted A, B, C, and D was estimated to be 77, 21, 2, and 0.004%,
respectively. Finally, the three reservoirs were assigned to B: water molecules
trapped weakly on the surface of the fiber, C: bound water molecules located in the
inner surface of the fiber, and D: bound water molecules located in the inner part of
the fiber [8].

Fig. 10.3 2H T1–T2 ILT
correlation map of 2H2O in
hydrated SF fiber at 25 °C.
The dotted line shows the
relation of T1 = T2 [8]
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10.2.4 Dynamics of Hydrated Silk Cocoon, Sericin,
and Fibroin

Changes in the local conformation and dynamics of the individual amino acid
residues of silk proteins due to hydration are not currently well understood on the
molecular level as well as change in the dynamics of water molecules. The 13C
refocused INEPT (13C r-INEPT), where the pulse sequence was developed for
solution NMR, was used to detect the component of the hydrated silk proteins with
fast motion by using J coupling [37]. In contrast, 13C CP/MAS NMR can observe
the components of very slow motion. The 13C DD/MAS NMR can widely observe
the both mobile and immobile domain. Thus, these three kinds of 13C NMR
techniques, 13C r- INEPT, 13C CP/MAS, and 13C DD/MAS NMR, provide different
perspectives on the dynamic behavior of hydrated silk samples and can be used
together to characterize their local structure and conformations.

Figure 10.4 shows 13C r-INEPT, DD/MAS, and CP/MAS NMR spectra of
natural abundance silk cocoon (SC) fiber in the hydrated state [9]. The SC consists
of both SF and silk sericin (SS) components, and the fractions are about 75 and
25%, respectively. The 13C CP/MAS NMR spectrum of SC fiber (c) is similar to
that of SF fiber, and the rigid domain in SC fiber comes mainly from SF fiber which
is located at the inner part of the SC fiber. On the other hand, the mobile domain of
the hydrated SC fiber comes mainly from the hydrated SS part on the surface of the
SC fiber, and therefore, the 13C r-INEPT spectrum of the SC fiber (a) is similar to
that of the SS powder. These data indicate that water molecules surrounded the SC
fiber diffuse selectively to the SS domain coated the inner SF part of the SC fiber,
and increase the mobility of the SS domains. This seems to be related to the roles of
SC as waterproof barriers that keep the pupa dry and/or as humidity buffers that
prevent the pupa from desiccating in molecular level as well as macroscopic level
[38, 39].

Fig. 10.4 a 13C r-INEPT,
b 13C DD/MAS and c 13C
CP/MAS NMR spectra of
natural silk cocoon fiber in the
hydrated state. Here, r is
random coil, and b is b-sheet
structure [9]
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10.2.5 Fraction of Several Conformations of Silk Fibroin

It is possible to determine the fraction of several conformations of SF in the dry and
hydrated states by deconvolution analysis of the 13C DD/MAS NMR at amino acid
level on the basis of the conformation-dependent 13C NMR chemical shifts. From
the primary structure of SF, it is known that Ser residues are present predominantly
in the crystalline domains, Tyr predominantly in the non-crystalline domains, and
Ala residues in both domains [26]. Thus, selective [3-13C] Ser, [3-13C] Tyr, and
[3-13C] Ala labeling of SF are effective to analyze the conformation and dynamics
of SF at amino acid level.

Figure 10.5 shows the deconvolution 13C DD/MAS NMR spectra of hydrated
[3-13C]. Ala-, [3-13C]Ser-, and [3-13C] Tyr-SF fiber to determine the fraction of
different conformations of Ala, Ser, and Tyr residues in the dry and hydrated states
[8, 10]. It is noted that the fraction of b-sheet of these residues in the SF fiber did
not change significantly before and after hydration. Thus, the b-sheet structure
which is main conformation of the SF fiber does not contribute to the hydration, and
water molecules do not penetrate in the structure. In addition, there are two peaks in
the random coil region. One is sharp peak with fast motion due to penetration of
water molecules in the region and another is broad one with slow motion which
indicates no penetration of water molecules. The fraction of sharp peak in total
fraction of the hydrated SF fiber was determined to be 9, 11, and 6% for Ala, Ser,
and Tyr residues, respectively. The previous speculation is that the hydration of SF
may arise from water molecules penetrating into random coil region, such as the
non-crystalline domain of SF fiber [32, 33]. However, the fraction of sharp peak of
Ser residue is larger than that of Tyr residue by almost two times. The OH groups of
Ser and Tyr residues will be the sites interacted with water, but the aromatic group
of Tyr residue has hydrophobic character, which will keep out water molecules
[10]. Thus, the hydration of SF fiber is independent of the crystalline and

Fig. 10.5 Observed and deconvoluted 13C DD/MAS NMR spectra of Ala, Ser, and Tyr Cb
carbons of hydrated [3-13C] Ala-, [3-13C] Ser-, and [3-13C] Tyr-SF fiber in the dry and hydrated
states, respectively [10]
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non-crystalline domains and depends on the local environment of the individual
amino acid. This information is the first detailed study of the effects of hydration on
site-specific crystalline and non-crystalline domains of silk.

10.2.6 Domain of Silk Fibroin

The inter-distance information can be obtained by 2D 13C-13C correlation spectra
with dipolar-assisted rotational resonance (DARR) [12, 40]. The complete spin
connectivity within a given amino acid residue can be obtained from these spectra
greatly aiding spectral assignment. In addition to the strong intra-molecular cor-
relations for a given amino acid, the 2D 13C-13C correlation spectra also display
inter-molecular interactions between residues. DARR was used here to assign two
Ser Cb peaks, A and B in the b-sheet region of the powder sample of the crystalline
fraction of SF. [41] In addition, the related information about the size of the
domains A and B was also obtained [3, 20]. Here, the Ala-Gly-Ser-Gly-Ala-Gly
chain of the sample was 13C uniformly labeled.

Figure 10.6 shows the correlations between Ala Cb and Ser Cb in the DARR
spectrum at mixing time of 400 ms [41]. Here, the detailed assignment of the
b-sheets A and B of Ala residues of the SF sample was already reported [3, 20,
42, 43]. Several correlations between Ser Cb peaks around 64 ppm and Ala Cb
peaks at 19.6/21.7 ppm were detected. In a DARR spectrum, shorter inter-nuclear
distances contribute more effectively to cross peak intensity. Therefore, one
expects that the cross peak between Ser Ca/Cb and Ala Cb carbons will be
dominated by the inter-sheet rather than the intra-molecular contribution judging

Fig. 10.6 Ala Cb-Ser Ca/Cb correlations in the 2D 13C-13C DARR spectrum of [U-13C]
crystalline fraction powder of SF with Silk II form at a mixing time of 400 ms [41]
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from the sequence, Ala-Gly-Ser-Gly-Ala-Gly. In Fig. 10.6, the Ser Ca peaks at
54.9 and 54.0 ppm (corresponding to geometries A and B, respectively) show
correlations with the Ala Cb peaks at 19.6 and 21.7 ppm, also corresponding to
geometries A and B, respectively [42, 43]. This observation supports the presence
of separate A and B domains because any model that has alternating or statisti-
cally random A and B strands would have A–B interactions as the shortest
inter-sheet distance. The Ser Cb peak at 64.2 ppm (geometry A) also has a strong
cross peak with Ala Cb peak A, while the Ser Cb B peak has correlations that are
too weak to interpret. However, correlations are also seen between geometries A
and B, for Ser Cb A to Ala Cb B and between Ser Ca and Ala Cb. If the two
geometries A and B formed largely separate domains, inter-domain cross peaks
could not be observed in the 2D DARR spectrum. Hence, it is concluded that the
b sheets A and B form small domains with extensive inter-domain contact [41].

10.2.7 Inter-molecular Arrangement of Alanine
Oligopeptide

Rotational echo double resonance (REDOR) is a commonly used solid-state NMR
method for determining inter-atomic distance [13]. This is accomplished by
preparing samples with isolated pairs of isotopic labels, which is required to obtain
accurate distance results from REDOR experiments and subsequent analysis. The
distance information derives from the dipole coupling of the spin pair which has a
1/r3 distance dependence.

The structural analysis of Ala oligopeptides is important for understanding the
crystalline region with b-sheet structure appeared frequently in silks from spiders
and wild silkworms such as Samia cynthia ricini, Antheraea pernyi, and Antheraea
yamamai [44–46]. Thus, 13C–15N REDOR was used here to determine the
inter-molecular arrangement of Ala oligopeptide, A7. Figure 10.7 shows REDOR
plot for determination of the inter-molecular distance between Ala4 13Cb in one Ala7
molecule and Ala5 15N in the neighboring Ala7 molecule [44]. This analysis showed
that the inter-molecular distance between 13C and 15N nuclei is 3.8 (±0.1) Å. Then
the inter-molecular arrangement of Ala7 chains could be discussed together with
other NMR structural information.

10.2.8 Complex between Silk Fibroin and Glycerin

1H NMR spectra in the solid-state were very broad because of strong dipolar
coupling. [15] Recently, many works about high resolution 1H DQ solid-state NMR
of hydrogen-bonded systems have been reported [15–18, 47]. We have developed a
1 mm microcoil MAS NMR probe-head that is limited for solid-state samples [48].
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By averaging residual dipolar couplings with the combined use of a
microcoil-probe-head and ultrahigh field NMR, we can determine the 1H chemical
shifts of SF in the solid state from the well-resolved 1H spectrum. Especially, 1H
atoms are located on the surface of the SF molecules and sensitive to the
inter-molecular arrangement in the solid state. Therefore, it is especially useful to
obtain information on the inter-molecular arrangement of SF and also the complex
structure between SF and other molecules.

In order to improve the stiff and brittle characteristics of pure SF film in the dry
state, glycerin (Glyc) has been used as a plasticizer [49, 50]. However, there have
been only limited studies on the structural characterization of the Glyc-blended SF
film. Figure 10.8 shows the 1H DQMAS NMR spectrum of SF film containing
29 wt% Glyc [19]. The Ser Ha peak of SF with Silk I* form was clearly observed
in the 1H DQMAS NMR spectrum. In addition, the NH peaks of Ala and Gly
residues were separated clearly with chemical shift difference of more than 1 ppm
due to the appearance of Silk I* form [28–30]. In the Silk I* conformation, the
Gly NH contributed to intra-molecular hydrogen-bonding formation parallel to the
SF chain, while Ala NH contributed to inter-molecular hydrogen-bonding forma-
tion perpendicular to the SF chain [28–30]. The latter inter-molecular hydrogen
bonding was weaker than the intra-molecular hydrogen bonding judging from the
NH chemical shifts; thus, the NH chemical shifts of Ala HN proton were 7.6 ppm
and that of Gly HN proton 8.8 ppm [47]. Therefore, the inter-molecular hydrogen
bonding was easy to break down by interaction with Glyc for the Silk I* form.

The eight 1H–1H correlation signals (broken lines) between the OH or CH2

groups of Glyc and SF were selected. Thus, 1H atomic distances of Glyc (CH2)-Ala
Hb, Glyc (CH2)-Gly Ha①, Glyc (CH2)-Ser Ha, Glyc (OH)-Ser Ha, Glyc (OH)-Ala
HN, and Glyc (OH)-Gly HN in Fig. 10.8 were considered to be within 4 Å. Here,
the Glyc peaks were observed at 3.4 ppm (CH2) and 4.4 ppm (OH plus H2O). The
observed signals reflecting the distance constraints could be used to prepare a

Fig. 10.7 REDOR plot for determination of the inter-molecular distance between the 13Cb carbon
label in the Ala4 residue in one Ala7 molecule and the 15N label in the Ala5 residue in the
neighboring Ala7 molecule. Ala7 molecules with a 13C-labeled Ala4 residue were surrounded by
other Ala7 molecules with 15N labels in the Ala5 residues (molar ratio 1:3). The reduction in the
intensity of the Cb carbon signal (filled circle) is shown as a function of rotor cycle (NcTr).
Dashed lines indicate the error margin [44]
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structural model for the Glyc-SF complex. After MD calculation which satisfies the
observed 1H–1H distance constraint in Glyc-blended SF film, the complex models
between SF and Glyc were proposed [19].

10.2.9 Use of Chemical Shift Calculation for Verification
of Silk Fibroin Structural Model

As mentioned above, the conformation-dependent 13C chemical shift coupled with
selective labeling can be used effectively for determination of conformation of SF
[2, 3]. The conformation-dependent 15N chemical shifts can be also used similarly
[50]. On the other hand, rapid advance of the NMR chemical shift calculation is
noticeable. For example, the geometry optimization by CASTEP and the GIPAW
chemical shift calculation can reproduce the observed 13C and 15N NMR chemical
shifts very well [16–18, 20, 21]. The 1H solid-state chemical shift is now possible to
discuss the structure as mentioned in Sect. 2.8. With the combined use of a
microcoil-probe-head and ultrahigh field NMR together with the geometry opti-
mization by CASTEP and the GIPAW (gauge-including projector augmented
wave) chemical shift calculation, we could determine the accurate 1H positions of
small peptide molecules; such as Ala tripeptide and tetrapeptide with b-sheet

Fig. 10.8 1H DQMAS NMR spectrum of Glyc (29 wt%)-blended SF film together with the
assignments. The 1H chemical shifts of random coil (red) and Silk I* (blue) forms are shown
together with the 1H–1H correlation signals (broken lines) [19]
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structures [18]. Thus, this chemical shift calculation was applied to verify the Silk
I* model with inter-molecular arrangement proposed experimentally. The
co-ordinate of inter-molecular co-ordinates has been reported for hetero atoms such
as C, N, and O of (Ala-Gly)15 with Silk I* form as a model of SF together with 13C
and 15N chemical shifts [28–30]. Figure 10.9 shows the stick spectra of the 1H, 13C,
and 15N chemical shifts calculated for (Ala-Gly)15 with Silk I* form together with
the observed chemical shifts [17]. The agreement between the calculated and
observed chemical shifts of all 1H,13C, and15N nuclei is excellent, indicating that all
the atomic-co-ordinate including 1H nuclei is highly correct [17, 28, 29]. The
chemical shift calculation based on CASTEP and GIPAW methods was also
applied to study more complexed structure of (Ala-Gly)15 with Silk II form [20].

10.3 Conclusion

Some of recent NMR studies about silks performed in our laboratory were intro-
duced in this Chapter. The majority of the NMR studies have been performed on
fibroin and fibers produced by the domestic silkworm, B. mori, and to a lesser
extent on fibroin produced by the wild silkworms, S. c. ricini. The combined use of
isotopically labeled samples and NMR techniques has also been extremely
advantageous in elucidating the silk structure and dynamics. Recently, much
attention has been paid to silk from textile engineers to polymer chemists and

Fig. 10.9 The stick spectra
of the 1H, 13C, and 15N
chemical shifts calculated for
(Ala-Gly)15 in the Silk I*
form with inter-molecular
arrangement. The observed
chemical shifts are also shown
[17]
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biomedical scientists. Thus, the atomic level information on the silk structure and
dynamics summarized here will make a great contribution in many fields of silk
application.
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Chapter 11
NMR Studies on Polymer Materials

Atsushi Asano

Abstract This chapter presents the NMR investigations of synthetic polymer
materials, including polymer blends and alloys, polymer nanocomposites, rubbers and
elastomers, and other semicrystalline polymers: polystyrene/poly(vinylmethyl ether),
poly(methacrylic acid)/poly(vinyl acetate), and poly-3-hexylthiophene/phenyl-C61-
butyric acid methyl ester blends, polyketone/polyamide alloy, poly(vinyl alco-
hol)/clay, polystyrene-poly(ethylene oxide) block copolymer/clay, nylon-6/clay, and
poly(vinyl isobutyl ether)/poly(e-L-lysine)/clay nanocomposites, and acrylonitrile
butadiene rubbers are introduced. High-resolution solid-state 13C NMR spectra are
sensitive to the existence of interpolymer interaction, particularly hydrogen bonds
make chemical shift value down-field shift. Hetero-correlation NMR spectroscopy
shows a proof of existence of the interaction between component polymer and clay.
Analysis of the 1H spin-lattice relaxation (T1

H) behavior influenced by the spin diffu-
sion provides the degree of homogeneity, domain size of component polymers, and
phase separation process for polymer blends/alloys. Paramagnetic effect on T1

H gives
information of stability of an organicmodifier on clay surfaces and ofmorphology ofa
and c crystalline phases of nylon-6 in nylon-6/montmorillonite nanocomposites.
Finally, the degradation of rubbers is discussed by 1H spin-spin relaxation (T2

H)
analysis.
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11.1 Introduction

Characterization of morphology, molecular motion, or intermolecular interaction of
polymer blends and alloys, nanocomposites, rubbers and elastomers, and some
semicrystalline polymers using the solid-state 13C CPMAS (cross-polarization and
magic-angle spinning) NMR is mainly described. The words “blend” and “alloy” are
frequently used as the same meaning of “mixed component polymers.” On the other
hand,polymer “alloy” is used for blendmaterials having superiormechanical properties
after mixing of different component polymers in many cases. Hence, it is discriminated
here that polymer blends indicate a simplemixingofpolymerswith regardless of having
good physical properties and polymer alloys appear some improvement on
mechanical/physical properties. The mechanical properties of polymer blends and
alloys are significantly influenced by the degree of mixing as well as the characteristic
property of a component polymer: this issue is described in Sect. 11.2. Similarly, the
dispersion of fillers and the interaction between polymers and fillers for polymer
nanocomposites are very important key points to show a great improvement such as gas
barrier, impact strength, flame retardants, and thermal properties [1] (Sect. 11.3).

The density and the strength of the cross-links in rubbers and elastomers affect
the molecular motion: for example, the existence of the cross-links resists being
deformed. The rubbers without the cross-links are deformed easily by the fast MAS:
a strong centrifugal force is produced by MAS. On the other hand, the cross-linked
rubbers show the MAS rate dependence of 1H spin-lattice relaxation time (T1

H),
indicating that the molecular motion is changed even if the rubbers are not
deformed [2]. Thus, it is necessary to concern with the effects of MAS on molecular
motion of rubbers and elastomers. On the one hand, many rubbers have a double
bond in their unit, and it is easily oxidized and thermally damaged to produce a
radical, resulting in the degradation/aging of rubbers [3]. The degradation causes
the molecular motion change, and it results in shortening of 1H spin-spin relaxation
time (T2

H): the investigation of aging is briefly described in Sect. 11.4.

11.2 Polymer Blends and Alloys

11.2.1 Miscibility and Mobile Heterogeneity

Different domain sizes of polymer blends are easily characterized distinctly by T1
H

and T1q
H . Sensitive domain size for T1q

H is one-order smaller than T1
H [4]. The fast 1H

spin diffusion averages various spin temperatures of almost all protons between
component polymers in a homogeneous system. Thus, each 1H relaxation time
obtained from the well-resolved 13C peaks of the respective component polymer
has the identical value. On the other hand, in a heterogeneous blend, the individual
1H relaxation times of component polymers are not fully averaged each other
because the large domain size does not allow to be averaged entirely each proton
spin temperature.
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The simple two-spin system is helpful to investigate the homogeneity of polymer
blends and alloys [4–6]. Figure 11.1 shows the schematic illustration of the
two-spin system of polymer blends consisted of polymers A and B. The 1H spin
diffusion rate, k, T1 rates (1/T1) of A-spin KA, and KB for B-spin are defined as
shown in Fig. 11.1. The spin diffusion rates kij and kji between spin species i and j
are assumed to be the same value k with each other. The proton fraction of the
magnetization of polymer A,MA, is fA (=1 − fB). The relaxation behavior connected
by the 1H dipolar coupling between MA and MB is expressed by the simultaneous
differential equations depending on time, t, as follows:

dMAðtÞ
dt

¼ �ðKA þ fBkÞ �MAðtÞþ fAk �MBðtÞ
dMBðtÞ

dt
¼ �ðKB þ fAkÞ �MBðtÞþ fBk �MAðtÞ

ð11:1Þ

These simultaneous differential equations are easily solved with the initial condi-
tions of MA(0) = MA

0 and MB(0) = MB
0 .

MAðtÞ ¼ aþ erþ t þ a�er� t

MBðtÞ ¼ bþ erþ t þ b�er� t ð11:2Þ

where

a� ¼ 1
2
M0
A 1� R�1ðKBþ k � KAÞ� �

;

b� ¼ 1
2
M0
B 1� R�1ðKAþ k � KBÞ
� �

;

r� ¼ 1
2

�ðKAþKBþ kÞ � R
� �

; and

R ¼ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KA � KB
� �þ fB � fA

� �
k

� �2 þ 4fAfBk
2

q

In the case that k is much slower than KA and KB, Eq. (11.2) becomes MAðtÞ ¼
M0

A � e�KA t and MBðtÞ ¼ M0
B � e�KB t, respectively. This indicates that the magne-

tizations MA and MB have the original relaxation rate KA and KB, respectively, even

Fig. 11.1 Schematic
illustration of the two-spin
system. The arrow toward
lattice represents the 1H
spin-lattice relaxation rate:
KA = 1/T1A and KB = 1/T1B.
The 1H spin diffusion rate kAB
equals to kBA
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though the mixed sample, namely a complete immiscible condition on a molecular
level. On the other hand, when the 1H spin diffusion among the component poly-
mers is sufficiently fast: k is much faster than KA and KB, the time-dependent
magnetization MA(t) will be simplified to MAðtÞ ¼ aþ erþ t with the parameters a+
= MA

0 , a– = 0, and r+ = –(fAKA + fBKB). The similar equation for magnetization
MB(t) is also derived. Thus, the average relaxation rate Kave for both magnetizations
MA and MB is provided as

Kave ¼ fAKA þ fBKB ¼ fAKA þ 1� fAð ÞKB ð11:3Þ

The average relaxation time T1ave estimated from Eq. (11.3) would be measured
in the system that the 1H spin diffusion fully and homogeneously occurs. The
identical and single-exponential decay with Kave for both polymers A and B is
realized when the value of k is 10–100 times faster than the fastest K among the
components [4, 7]. In a moderate rate case such as k is comparable to K, the
observed T1 relaxations are followed the curvatures expressed by Eq. (11.2):
non-single-exponential decay.

11.2.1.1 PS/PVME Blends

Polystyrene/poly(vinyl methyl ether) (PS/PVME) blends have well been known as
a miscible polymer blend. In early 1970s, DSC and dielectric relaxation measure-
ments had clarified that the PS/PVME blends show a single glass-transition and
consist of a single phase [8–10]. The glass-transition temperature, Tg, of PVME is
about 253 K while that of PS about 373 K. This large contrast of Tg induces a
difference in dynamics between PS and PVEM even in a homogeneous state: Kwei
et al. called the phenomenon micro-heterogeneity on a segmental scale [9]. The
molecular motion of component polymers in the several tens kilohertz range is
influenced by blending. The change is appeared on the NMR spectra and the
relaxation curves [11–13].

Figure 11.2 shows the 13C CPMAS NMR spectra of the PS, PVME, and
PS/PVME = 5/5 blend at (a) 311 K and (b) 228 K, respectively [7]. The methine
(CH) and methoxy (OCH3) signals of PVME become broad after blending with PS.
These linewidth changes indicate the reduction in the molecular motion owing to
interacting with rigid PS. The gain of linewidth is due to the reduction in efficiency
of 1H dipolar decoupling (DD). Namely, the molecular motion of pure PVME, that
is much faster than the frequency of 1H DD, was decreased down to the comparable
frequency level of 1H DD (about 55 kHz in this experiment) by blending with PS
[11, 12]. This observation is related to the experimental temperature; the Tg of
PS/PVME = 5/5 blend (about 259 K) is still much lower than the experimental
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temperature. Actually, such a line-broadening did not appear at 228 K because the
molecular motion is frozen and the 1H DD works effectively. The motion around
50 kHz governs and influences the T1q

H process severely; hence, the observed
T1q
H decays are modulated and show non-single-exponential even though the blends

are homogeneous [4, 9].
Figure 11.3 shows T1q

H decays obtained from each peak of PS and PVME in the
PS/PVME = 5/5 blend [7]. The different and non-single-exponential T1q

H decays for
PVME are observed from the two signals, CH and OCH3 carbons. Usually, the T1q

H

decays in solid homopolymers are consistent with each other because of the fast 1H
spin diffusion. However, the 1H spin diffusion even in pure PVME was so slow that
the T1q

H decays obtained from each signal were not averaged out. This phenomenon
is due to the very fast molecular motion of PVME chains at 311 K. Therefore, the
observed non-single-exponential T1q

H decays in Fig. 11.3 are resulted in a three-spin
system consisted of PS (A), side-chain (B), and main-chain (C) of PVME with
insufficient 1H spin diffusion rates, not in phase separation: the decays in a case of
phase separation are described in the next Sect. 11.2.2. To simulate the observed
T1q
H decays, the simultaneous differential Eqs. (11.1) are expanded to adapt the

three-spin system as follows:

Fig. 11.2 CPMAS 13C NMR spectra for pure PS, pure PVME, and the PS/PVME = 5/5 blend at
a 311 K and b 228 K. An asterisk symbol in PVME of a comes from a silicon rubber seal. The
other asterisks (*) are the spinning side band. This figure is redrawn from the original source of
Asano et al. [7]
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dMAðtÞ
dt

¼ �ðKA þ fBkAB þ fCkCAÞ �MAðtÞþ fAkAB �MBðtÞþ fAkCA �MCðtÞ
dMBðtÞ

dt
¼ �ðKB þ fAkAB þ fCkBCÞ �MBðtÞþ fBkAB �MAðtÞþ fBkBC �MCðtÞ

dMCðtÞ
dt

¼ �ðKC þ fAkCA þ fBkBCÞ �MCðtÞþ fCkCA �MAðtÞþ fCkBC �MBðtÞ
ð11:4Þ

or

d
dt

MAðtÞ
MBðtÞ
MCðtÞ

2
4

3
5 ¼

�gA fAkAB fAkCA
fBkAB �gB fBkBC
fCkCA fCkBC �gC

2
4

3
5

MAðtÞ
MBðtÞ
MCðtÞ

2
4

3
5 ¼ AM

where ηA, ηB, and ηC are KA + fBkAB + fCkCA, KB + fAkAB + fCkBC,
KC + fAkCA + fBkBC, respectively. The solution of Eq. (11.4) is given by the
numeric analysis; the magnetization MA(t) is given by MAðtÞ ¼ kA1
expðe1 � tÞþ kA2 expðe2 � tÞþ kA3 expðe3 � tÞ, kA1,2,3 and e1,2,3 are eigenvectors and
eigenvalues of matrix A (11.4b) for MA, respectively. The results of the numeric
analysis with the initial condition of MA(0): MB(0): MC(0) = fA: fB: fC are drawn by
the solid lines in Fig. 11.3. The solid lines are in excellent agreement with the
observed T1q

H decays. The estimated values are KA = 0.40 � 103 s−1,
KB = 1.06 � 103 s−1, KC = 1.85 � 103 s−1, kAB = 1.0 � 103 s−1, kCA = 1.1 � 103

s−1, and kBC = 100 s−1.
The value of kBC is one-order smaller than those of kAB and kCA. This indicated

that the interpolymer spin diffusion between PS and PVME is much faster and
effective than the intrapolymer spin diffusion of PVME. Furthermore, the values of
kAB and kCA are comparable to those of Ki values. This means that the interpolymer
spin diffusion rate is not enough to average out the respective T1q

H decays in the

Fig. 11.3 T1q
H decays for the

PS/PVME = 5/5 blend
observed at 311 K. The open
circles represent the decay of
PS (red); the open triangles
and crosses are OCH3 and CH
of PVME (blue). The solid
curves were the “best-fit”
obtained from Eq. (11.4).
This figure is redrawn from
the original source of Asano
et al. [7]
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PS/PVME blends as described above. It had been proved that the PS/PVME blends
are homogeneous [8–10]. The disagreement of T1q

H decays among PS and PVME
was thus ascribed to the motional effects, namely motional heterogeneity. Actually,
the T1q

H decays observed at below 263 K showed the single-exponential decays with
the same relaxation rate for both PS and PVME. This observation suggested that the
1H spin diffusion rate largely depends on the molecular motion. Therefore, it is
noted to pay attention to the relationship between the experimental temperature and
Tg of component polymers.

11.2.1.2 PMAA/PVAc Blends

The interpolymer hydrogen-bonding interaction between the COOH functional
group of poly(methacrylic acid) (PMAA) and the CO functional group of poly
(vinyl acetate) (PVAc) occurs in the blends [14, 16]. The exothermic interaction
assists for the Gibbs free energy of mixing to be negative. The hydrogen-bonging
interaction causes the lower-field shift and makes the feature of the NMR spectra at
the interacted region complex and change. Figure 11.4 shows the observed
solid-state 13C NMR spectra of PMAA/PVAc blends expanded at the COOH/CO
region [14, 15]. At the left-hand side, decomposed spectra obtained from the
least-square fit to the observed 13C NMR spectra by a sum of five Gaussian curves
are summarized. The simulated spectra for blends obtained from the simple sum of
each observed 13C NMR spectrum of pure PMAA and pure PVAc at the respective
molar ratio are also displayed in the right-hand side.

The broad COOH line of pure PMAA is observed at 183 ppm, and the relatively
narrow COO peak of PVAc is at 171 ppm. If there is no interpolymer interaction
between the side chains of PMAA and PVAc, the observed NMR spectra should be
reintroduced by the simple summation as shown in the right-hand side. However,
the observed spectra of the PMAA/PVAc blends were obviously different from the
simple summation. The observed spectra have a much more complicated envelope.
The lineshape of the CO region in the blends was divided into apparently five
peaks. Two peaks at around 187 and 179 ppm of those five peaks were clearly
appeared, especially in the spectrum of the PMAA/PVAc = 1/1 blend. A peak at
around 175 ppm was also clearly seen in the spectrum of the PMAA/PVAc = 3/1
blend, while the peak for the other blends was disappeared behind the broad
envelope. These observations clearly suggested the existence of an interpolymer
interaction. It was revealed that the peak at 179 ppm is associated with the
PMAA-COOH carbon, which the carboxylic hydrogen interacts with PVAc-CO
oxygen, and the interacted PVAc-CO carbon with PMAA-COOH is appeared at
175 ppm by the observations of composition dependent 13C spin-lattice relaxation
time [14] and two-dimensional (2D) exchange 13C NMR [16]. The natural abundant
2D exchange 13C NMR spectrum showed the clear cross-peaks between
x1 = 175 ppm and x2 = 179 ppm and between x1 = 179 ppm and x2 = 175 ppm
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with the same intensity. The distance between the interacted PMAA-COOH carbon
and the PVAc-CO carbon was estimated to be 0.37 nm. The length of hydrogen
bond was also estimated from the molecular mechanics calculation to be
ca. 0.2 nm [16].

Figure 11.5 shows the observed T1 rates (a: 1/T1
H and b: 1/T1q

H ) of the
PMAA/PVAc blends against the PMAA fraction: the fraction equals to the weight
ratio of PMAA or unit 1H molar ratio because the unit weight and number of
protons in a unit structure of PMAA is the same as those of PVAc [14]. This plot
indicated that both original K values of pure PMAA and pure PVAc are averaged
depending on the compositions in the blend. All the obtained K values of PMAA in
the blends are in excellent agreement with those of PVAc. This result suggested that
the complete averaging of the K values by the 1H spin diffusion occurs, and then,
PMAA and PVAc are in close proximity with each other. Namely, the
PMAA/PVAc blend is homogeneous on a scale of 20–50 nm for all compositions.
Similarly, Fig. 11.5b shows that the observed T1q

H rates of PMAA in the
PMAA-rich/PVAc blends, which are the PMAA/PVAc = 3/1, 2/1 and 1/1 blends,

Fig. 11.4 Observed CPMAS 13C NMR spectra (center) and the decomposed simulated spectra
using five Gaussian curves (the left-hand side) of the expanded CO region in the PMAA/PVAc
blends: a broken line depicts each decomposed peak and a solid line is the sum of those broken
lines. The 13C NMR spectra obtained by the sum of those of pure PMAA and pure PVAc at the
respective molar unit ratio are drawn on the right-hand side. This figure is redrawn from the
original source of Asano et al. [14, 15]
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are fully consistent with those of PVAc. For the PMAA-poor
(PMAA/PVAc-rich = 1/2 and 1/3) blends, both rates of PMAA and PVAc chan-
ged together and became close, although the T1q

H rates of PMAA were different from
those of PVAc. This plot indicated that the partially averaging of T1q

H rates by the 1H
spin diffusion occurs in the PMAA/PVAc-rich blends. These results showed that
the PMAA-rich/PVAc blends are homogeneous on a scale of 2–5 nm as well as
20–50 nm, but the PMAA/PVAc-rich blends are inhomogeneous on the scale of
2–5 nm. The PMAA/PVAc-rich blends are probably homogeneous on a 5–10-nm
scale because the T1q

H rates are affected significantly by the 1H spin diffusion.
The solid straight lines in Fig. 11.5a and b were obtained using Eq. (11.3) with

K values of pure PMAA and pure PVAc. The observed T1
H rates were in good

agreement with the calculated line. Similarly, the observed T1q
H rates for

PMAA-rich/PVAc blends are consistent with the calculated line. These agreements
indicated that the molecular motions of both polymers in the blends are not changed
drastically with each other comparing with those before mixing, and the very fast
1H spin diffusion occurs in the blends.

11.2.1.3 PK/PA Alloys

Polyketone/polyamide (PK/PA) alloys showed the superior impact resistance in the
wet condition, particularly for the range of PK/PA = 1/9 to 7/3 [17]. The impact
energy of 25 kJ m−2 under the dry condition became greater than 160 kJ m−2 under
the over 1.5% humid condition. Interestingly, no improvement was seen for either

Fig. 11.5 Observed 1/T1
H (a) and 1/T1q

H (b) values, namely the 1H relaxation rates K, against the
1H molar fraction fPMAA of PMAA/PVAc blends: circle CH2 carbon of PMAA, triangle; OCH
carbon of PVAc, and each solid straight line represents the calculated one from Eq. (11.3). Every
error bar for each data point is covered with the symbols itself. In this case, PMAA weight ratio of
the blends is equivalent to that of 1H molar fraction because both unit weight and number of
protons in a unit structure of PMAA [–(CH2CCH3(COOH))–] are the same as those of PVAc
[–(CH2CH(OCOCH3))–]. This figure is newly drawn from the original source of Asano et al.
[14, 15]

11 NMR Studies on Polymer Materials 321



pure PA or pure PK. The three-dimensional (3D) morphology of the PK/PA alloys
detected by the transmission electron microscope (TEM) analysis showed charac-
teristic structure of lamellar-like structure with co-continuous spherical domains. It
was clarified by the electron energy loss spectroscopy (EELS) measurement that the
lamellar-like structure mainly originated in PK and the spherical domain came from
PA [17–21]. Both 3D-TEM and EELS images also showed a characteristic
spherical amorphous domain filled with lamellar structure. Furthermore, small
angle X-ray scattering (SAXS) studies revealed that the long period of lamellae for
PK-rich alloys is estimated to be ca. 14 nm but that for PA-rich alloys decreases
from 14 to 9 nm gradually with the PA content [17, 19–21]. The long periods of
both pure PK and pure PA were ca. 14 nm and ca. 8 nm, respectively. The lamellar
network for the PA-rich alloys consisted of a mixture network of both PK and PA.
Thus, the existence of both lamellae and co-continuous spherical amorphous region
is strongly related to the improvement in the impact resistance.

Because the solid-state NMR is sensitive to the conformational change in
polymer chains, the NMR spectra give information of crystalline and amorphous
phases with regardless of wet condition. Furthermore, the 1H spin diffusion analysis
indirectly obtained from the T1

H recovery curves gives information of the domain
size of both polymers.

Figure 11.6 shows the 15N CPMAS NMR spectra of (a) the PK/PA = 6/4 alloy
and (b) pure PA under the wet condition [17, 18]. The CP efficiency of the
amorphous phase of PA was depressed because the amorphous phase was pre-
dominantly water absorbed. Thus, Fig. 11.6 is enhanced mainly the crystalline
phase of PA. The geometry of the hydrogen bond is different between the between
the a and c crystalline phases of PA. Such a difference influences the 15N chemical

Fig. 11.6 Observed 15N
CPMAS NMR spectra of
a PK/PA = 6/4 alloy and
b pure PA. This figure is
redrawn from the original
source of Asano et al. [17, 18]
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shift values. The signal at 84 ppm is ascribed to the a crystalline phase of PA and
that at 89 ppm to the c crystalline phase. Figure 11.6 clearly indicated that the PA
in the PK/PA = 6/4 alloy changes remarkably from their c crystalline phase to
a form. This observation suggested that PK induces the growth of the a crystalline
phase of PA in the blend rather than c crystallites. The relative fraction of the a
crystalline phase of PA changed from 40 to 70% in the PK/PA = 6/4 alloy. The
change in the crystalline form of PA is presumably related to the complicated
morphology detected in the TEM image and to the high impact properties under the
wet condition.

Figure 11.7 shows the T1
H curves of both PK and PA observed in the

PK/PA = 6/4 alloy under the dry condition [17]. The T1
H curves of both pure PK

and pure PA (dashed lines) show single-exponential decays with the T1 rates KPK

(= 1/T1
H) of 0.485 s−1 (T1

H = 2.06 ± 0.03 s) and KPA of 0.943 s−1 (T1
H = 1.06 ±

0.01 s), respectively. For the PK/PA = 6/4 alloy, both T1
H curves of PK and PA

were in close together, indicating that the insufficient but moderately fast 1H spin
diffusion occurs between PK and PA. The observed curves suggested that both PK
and PA are not completely phase separated but are located in a region where both
polymer protons diffuse each other to some extent. The solid lines show the
least-squared fit curves using Eq. (11.2). Both PK and PA are the semicrystalline
polymers, so there are four different phases in the alloy at least. However, the
amorphous and crystalline phases in PK showed the identical T1

H value and the
same phenomenon was also detected for PA. This observation indicated that the fast
1H spin diffusion occurs between the crystalline and non-crystalline phases. This
fact allowed us to analyze the observed T1

H curves by the two-spin system using
Eq. (11.2).

To obtain the information of domain size, the observed data points were fitted by
Eq. (11.2) with fPA of 0.548. The solid non-single-exponential lines were in good
agreement with the observed T1

H decay curves of both PK and PA in the
PK/PA = 6/4 alloy. The K values obtained were 0.53 ± 0.02 s−1 for PK and 0.81 ±
0.02 s−1 for PA, respectively, and the 1H spin diffusion rate, k, of 0.8 ± 0.3 s−1.

Fig. 11.7 Semilogarithmic
plots of normalized T1

H decay
curves for PK (filled circle)
and PA (empty circle) in the
PK/PA = 6/4 alloy under the
dry condition. Dashed
straight lines represent T1

H

decay curves for pure PA and
pure PK. The solid lines were
obtained with Eq. (11.2). This
figure is redrawn from the
original source of Asano et al.
[17]
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This observation suggested that PA is dispersed and located in the PK matrix. The
k value is comparable to the initial relaxation rate of both polymers, indicating that
1H spin diffusion is slow, but that the two polymers are not completely phase
separated on a scale of several tens to several hundreds of nm. The estimated
average domain size was approximately 150 nm, which is twice as large as the
maximum diffusive path length with the assumption of the 3D diffusion model and
the effective diffusion coefficient Deff of ca. 700 nm2s−1 estimated from both
DPK = 840 nm2s−1 and DPA = 600 nm2s−1: these D values were estimated from
each 1H spin-spin relaxation rate of PK and PA [17, 22]. The value of 150 nm was
comparable to the average overall size of the elliptical domains estimated from the
3D TEM images. Furthermore, the k value under the wet condition was consistent
with that under the dry condition. Thus, the domain size under the wet condition did
not change as compared to that under the dry condition.

The creation of the co-continuous spherical amorphous region and the existence
of PK crystalline lamellae only in the PK/PA alloys were detected by 3D TEM
images. The NMR studies revealed the conversion to the a crystalline phase from
the c crystalline phase for PA in the PK/PA alloys and the selective occurrence of
water absorption in the amorphous region of PA. Furthermore, SAXS analyses
clarified that the long period of PK lamellae becomes wider by approximately 1 nm
under the wet condition [17, 19–21]. These various morphological changes play an
important role to exhibit high impact resistance and toughness in the PK/PA alloys
under the wet condition. The combination of both rigidity of PK lamellae and
elasticity of water-absorbing amorphous phase of PA is needed to obtain high
impact properties, modulus, and toughness.

11.2.2 Phase Separation

Homogeneous single phase of a polymer blend for a lower critical solution tem-
perature (LCST) phase diagram is thermodynamically unstable: the two types of the
phase separation undergo and they are referred to the spinodal decomposition and
the nucleation growth. The phase is easily collapsed when a blend is heat-treated
above the LCST line, which is the binodal point. The homogeneous and transparent
phase becomes heterogeneous and opaque in general. The concentration change
during the spinodal decomposition at the initial stage is expressed by analyzing the
1H spin-lattice relaxation [4, 7, 15].

11.2.2.1 PS/PVME Blends

The homogeneous phase of the PS/PVME blends is phase separated after heat
treatment above 373–393 K (binodal point) because the PS/PVME blends exhibit
the LCST phase diagram. Figure 11.8 shows the observed T1q

H decay curves of the
PS/PVME = 5/5 blend, which is quickly cooled in liquid nitrogen to quench the

324 A. Asano



phase separation progress after heating at 413 K for 2 min [7]. The T1q
H decay

curves were measured at 263 K to freeze the molecular motion of PVME and let the
1H spin diffusion work effectively. Before the heat treatment, both observed T1q

H

decays obtained from PS and PVME signals showed the same single-exponential
curve. With increasing the heat treatment time, they deviated from the single
exponential to show a double-exponential behavior.

A model based on a simple assumption for phase separation provides the
double-exponential behavior [4, 7, 15]. The homogeneous polymer blend x/y,
which x composition ratio is represented by qx

0, is phase separated into the x-rich
and the y-rich domains after the heat treatment. This model represents that the fast
1H spin diffusion occurs within each rich domain in the phase-separated blend;
polymers x and y are homogeneously mixed in the respective x-rich and y-rich
domains from the 1H spin diffusion point of view. There is no effective 1H spin
diffusion between the x-rich and the y-rich domains because the sizes of both x-rich
and y-rich domains become beyond 5 nm for T1

H
q or 50 nm for T1

H. Each domain
has an individual 1H spin-lattice relaxation time. In a word, the T1 value of polymer
y in the x-rich domain has the same value as that of polymer x, T1x. Similarly, both
polymers x and y in the y-rich domain have T1y. According to this assumption, it is
obvious that the relaxation curves observed from polymers x and y are expected to
be the double-exponential decays as follows:

MxðtÞ ¼ nx expð�t=T1xÞþ ð1� nxÞ expð�t=T1yÞ
MyðtÞ ¼ ny expð�t=T1xÞþ ð1� nyÞ expð�t=T1yÞ

ð11:5Þ

where

Fig. 11.8 Observed T1q
H decay curves for PS (circle) and PVME (triangle) in the phase-separated

PS/PVME = 5/5 blend after 2 min of heating at 413 K. These decay curves were measured at
263 K. The solid lines are the “best-fit” curves from Eq. (11.5) with the parameters of
nx = 0.81 ± 0.05, ny = 0.20 ± 0.03, T1x = 15.3 ± 0.6 ms and T1y = 3.1 ± 0.2 ms. This figure is
redrawn from the original source of Asano et al. [4, 7]
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nx ¼
ux � r
q0x

; ny ¼
1� uxð Þ � r
1� q0x

; and q0x ¼ ux � rþwx 1� rð Þ:

Here, Mx(t) and My(t) represent the normalized magnetization. The parameters nx
and ny are

1H molar fractions of polymers x and y in the x/y blend, respectively. The
parameters ux and wx are the concentration of polymer x in the x-rich and y-rich
domains, respectively. The stoichiometric values ux and wx of the two separated
phases and the r value are easily deduced from the fractions nx and ny. The ux or wx

are any of 1H molar/weight/volume fractions, depending on the determination of the
qx
0 value.
The solid lines in Fig. 11.8 were the “best-fit” curves obtained from Eq. (11.5).

The adjusted values for nX and nY were 0.81 ± 0.05 and 0.20 ± 0.03, respectively,
and T1X and T1Y were 15.3 ± 0.6 ms and 3.1 ± 0.2 ms. Here, X and Y represent PS
and PVME, respectively. By using values of nX and nY, the parameters of uX, wX,
and r were calculated to be 0.81 ± 0.06, 0.20 ± 0.03, and 0.51 ± 0.04,
respectively.

The T1q
H decays after heating at 413 K for 20 s, 40 s, 1 min, and 1.5 min were

similarly examined. Thus, the gradual composition change for both PS-rich and
PVME-rich phases and constancy of the fraction of the PS-rich domain r were
found. For example, the values of nX, nY, T1X, and T1Y at 1 min heat treatment were
0.62 ± 0.06, 0.40 ± 0.05, 17.8 ± 0.2 ms, and 6.7 ± 0.2 ms, respectively [7].
These values produced the uX, wX, and r to be 0.62 ± 0.05, 0.39 ± 0.05, and
0.51 ± 0.05, respectively. The r value was not changed from 1 to 2 min heating.
The PS composition in the PS-rich phase increased from 0.62 to 0.81, and that in
the PVME-rich phase decreased from 0.39 to 0.20. This concentration analysis
through T1q

H curves during phase separation revealed that the spinodal decompo-
sition undergoes for the PS/PVME blends with heat treatment at 413 K. The rate of
the concentration change during the spinodal decomposition was verified by
comparing to the results obtained from the other spectroscopy [23–25].

The appreciable change on the T1q
H curves was not detected after further heating

longer than 30 min. No change in T1q
H curves indicated the end of the initial stage of

the spinodal decomposition. After finishing of the initial stage, the morphological
change occurs on a larger scale that is not reflected in T1. The growth of domain size
at the late stage of the phase separation of the PS/PVME blend had been revealed
from the 2D exchange 129Xe NMR [26]. The 2D exchange 129Xe NMR showed that
the cross-peaks, which are observed after heating 30 min, do not appear after
1200 min. The estimated average domain size was beyond 5000 nm at least.

11.2.2.2 P3HT/PCBM Blends

For rigid and immobile polymers, the CRAMPS spectrum with moderate MAS is
also useful to detect high-resolution 1H NMR spectra. The domain size distribution
for poly-3-hexylthiophene (P3HT) and phenyl-C61-butyric acid methyl ester
(PCBM) blend, which is one of candidates for an organic photovoltaic device, was
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analyzed via the direct 1H spin diffusion measurement and found that the size
depends on spin-coating speed and thermal annealing significantly [27]. The
observed 1H spin diffusion behavior was simulated by the linear combination of
theoretical spin diffusion curves obtained from a rods-in-a-matrix or a lamellar
model assumption with several domain sizes. The simulation gave the information
of the domain size distribution: the as-cast P3HT/PCBM film has mainly less than
10 nm domains, but the size distribution shifts toward greater than 100 nm upon
annealing at 413 K for 30 min [27].

The P3HT/PCBM blends showed the phase separation upon heat-treating at
423 K. Figure 11.9 shows the 1H CRAMPS NMR spectra of (a) P3HT/PCBM
blend, (b) P3HT, and (c) PCBM [28]. Despite the existence of overlap of both 1H
signals of P3HT and PCBM, the sinusoidal magnetization profile produced by the
MREV8 preparation step gave the negative signal for PCBM and the positive signal
for P3HT (dashed line in Fig. 11.9d). Figure 11.9e–h displays the 1H signal
intensity change by the 1H spin diffusion during mixing time. The positive and
negative magnetizations diffuse effectively each other when both polymers are
miscible: the measured 1H spin diffusion curves are in consistent with each other.
When the phase is heterogeneous, the identical 1H spin diffusion curves deviate and
show characteristic curvature depending on the morphology. The 1H spin diffusion
behaviors were satisfactorily explained by a two-phase model, which P3HT-rich

Fig. 11.9 Stack plot of 1H CRAMPS NMR spectra: a P3HT/PCBM blend, b P3HT, and
c PCBM: the chemical structures of b and c are depicted on the left-hand side. Spectrum d is the
same as a, and the sinusoidal excitation profile (dashed line) by the MREV8 preparation is also
depicted. Spectrum e was observed after mixing time of 2 ms subsequent the MREV8 preparation,
f 60 ms, g 180 ms, and h 550 ms. The original source of this figure comes from Nieuwndaal et al.
[28]
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phase contains the grown up PCBM crystals (composition of 11% by mass in the
phase) and PCBM-rich phase with 6% P3HT [28].

11.3 Polymer Nanocomposites

Organic polymer/inorganic clay nanocomposites have a potential to show a great
improvement of gas barrier, mechanical or thermal properties, particularly in the
exfoliate and the intercalated states [1]. Paramagnetic Fe3+-ions which are naturally
contained in montmorillonite (mmt) clay influenced on the T1

H curves of a polymer
in a polymer/mmt nanocomposite, and the analysis of the T1

H curves gives mor-
phological information [29, 30]. The interaction between inorganic fillers and
polymers can be detected and analyzed by NMR techniques. In this section, the
paramagnetic effect on T1

H phenomenon is shown in the first. Next the investigation
of the interaction between inorganic fillers and polymers is described. Finally, the
morphological study for polymer nanocomposites is presented.

11.3.1 Paramagnetic Effect on Relaxation

11.3.1.1 PVA/Montmorillonite Clay Nanocomposites

Figure 11.10 shows the T1
H values obtained from the poly(vinyl alcohol) (PVA)/

mmt nanocomposites [31]. The T1
H recovery curves showed single-exponential

function. Because PVA is severely moisture absorbed and the T1
H is significantly

sensitive to humidity, the nanocomposites and pure PVA was dried under vacuum
at 353 K for 3 days after preparation and for 1 day in a sample rotor before
measuring T1

H to eliminate the effect of humidity: the T1
H value under the humid

condition becomes very short as compared to that under the dry condition. The
original T1

H value of PVA, which is represented by a cross, decreased steeply with
the amount of mmt. The original T1

H value of 15.5 ± 0.2 s for PVA became half at
only 2 wt% (7.9 ± 0.3 s) in the PVA/mmt nanocomposites. At beyond 6 wt%, the
value became less than 2 s and saturated till 10 wt%. This phenomenon indicated
that the mmt clay is well dispersed and exfoliated in the PVA matrix up to 10 wt%.
The T1

H value of the PVA neighboring Fe3+ ions becomes extremely short due to the
paramagnetic effect. The effect of Fe3+ ions on T1

H of PVA is, however, limited on a
very short range. The very short T1

H relaxation averages out the original T1
H values of

the bulk PVA by the fast 1H spin diffusion occurring among PVA protons.
Therefore, the well dispersion is important to show the single-exponential decay
and the extremely depression of T1

H with the increment of mmt. At the excess
amount than 10 wt% of mmt, such as 20 or 30 wt%, the T1

H curves showed a
non-single exponential, suggesting the poor dispersion of mmt in the PVA matrix.
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In contrast, the T1
H values of PVA in the PVA/saponite clay nanocomposites

were not affected by the coexistence of the saponite clay. The saponite is artificial
clay without any paramagnetic sources. This simple experiment suggested again
that the effect of paramagnetic source on T1

H is quite remarkable.

11.3.1.2 Nylon-6/mmt Nanocomposites

The influence of Fe3+ in the mmt clay layers on spins of a polymer is within about
0.4 nm of the clay surface [32]. The paramagnetic contribution to T1

H can estimate
from the approximate “sum-of-rates” equation as follows [29, 33]:

1
Tpara
1

¼ 1
TH
1 ðnanocompositeÞ �

1
TH
1 ðpolymerÞ ð11:6Þ

where T1
para is the paramagnetic contribution.

For nylon-6 (N6)/mmt nanocomposites, it was revealed that the T1
para value

changes by depending on the degree of mmt dispersion and exfoliation. The con-
tribution (T1

para) hardly changes with magnetic field strength: the T1
H of N6 depends

on the magnetic field of course, 1.63 s for 7.05 T and 0.52 s for 2.35 T. The 1/T1
para

rate for good dispersed mmt in the N6/mmt nanocomposite was 1.05 s−1 (7.05 T) to
1.11 s−1 (2.35 T) and 0.45–0.46 s−1 for a bad mmt dispersed N6/mmt nanocom-
posite [29, 33]. The difference of clay dispersion also related to the quality of the
physical properties of a nanocomposite. For example, the tensile yield strength of

Fig. 11.10 Observed T1
H values of the PVA/mmt and PVA/saponite nanocomposites against the

weight percentage of clay: pure PVA is represented by cross, PVA/mmt is solid circles and
PVA/saponite open circles. The solid line is the “best-fit” curve to the observed data points using
the simple-exponential decay function. The dotted-line is drawn to guide the reader’s eyes and
represents the T1

H value of 15.5 s. This figure is redrawn from the original source of Asano et al.
[31]
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64 MPa for N6 became 85 MPa for the good dispersed and 69 MPa for the bad
dispersed N6/mmt nanocomposites.

11.3.2 Interaction Between Polymers and Fillers

11.3.2.1 Nylon-6/Montmorillonite Clay Nanocomposites

Figure 11.11 shows the 1H MAS NMR spectra of N6 and N6/mmt nanocomposites
[29, 33, 34]. Due to the strong 1H homonuclear dipole interaction, the 1H
MAS NMR spectrum of N6 shows very broad and featureless peak as shown in
Fig. 11.11a. For N6/mmt nanocomposites, particularly the spectrum of Fig. 11.11c,
there is a clear extremely narrow line sited on top of the broad 1H signal of N6; for
spectrum in Fig. 11.11b, the narrow line is very small and less visible. Because a
mmt contains paramagnetic Fe3+-ions inside layers as described above, the NMR
signals of the organic modifiers (OM) located on the clay surface, which is treated

Fig. 11.11 1H MAS NMR signals of N6/mmt nanocomposites at MAS = 5 kHz: a N6, b in situ
polymerized N6/mmt from a e-caprolactam solution in the presence of treated mmt, and
c mechanical blending N6/mmt. Expanded narrow lines that sit on top of the broad N6 1H signal
c are enlarged under the spectrum. The organic modifiers treated on mmt for b and c are also
illustrated on the left-hand lower side. This figure is newly drawn using the original data of
VanderHart et al. [29, 33, 34]
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for clay layers to be exfoliated in and to interact with polymer chains in a
nanocomposite, are significantly broaden and hard to be detected. Thus, the visible
but very tiny peak sited on top of the N6 1H signal shown in Fig. 11.11b was not
surprising feature; Fig. 11.11b indicated that the OM (b) is still located on the
surface of clay layers.

On the other hand, the strong narrow peak measured in Fig. 11.11c suggested
that the OM (c) is apart from the clay surface at least 2 nm: the paramagnetic effect
is negligible beyond the distance [32]. The dissimilarity between Fig. 11.11b and c
was related to processing condition. For an in situ polymerization from
e-caprolactam, the sharp peak was invisible (Fig. 11.11b), but for mechanical
mixing the sharp peak was visible (Fig. 11.11c). This observation indicated that the
role of OM is different for the way of making nanocomposites even though both
OM is mixed for clays to be compatible with polymer chains. The mmt layers in the
N6/mmt nanocomposite shown in Fig. 11.11c were well dispersed, and the 1/T1

para

rate was 1.05 s−1 at 7.05 T.
The chemical shifts for the sharp peaks were 0.9, 1.3, and 2.2 ppm, and they

were associated with methyl, methylene, and protons on carbons attached to amine
nitrogen, respectively. By comparing the relative signal intensities, the peak area
integral of 2.2 ppm was 10% and the sum of other peaks 90%. This peak intensity
ratio revealed that the OM (c) was degraded by removing CH3 functional group and
changed to CH3N(CH2(CH2)15CH3)2 [29, 33]. Therefore, the remained CH3

+-cation
on the mmt clay layers became a contact point between the anionic environment of
clay surface and N6 as CH3N

+H2–(CH2)5CO–(NH–(CH2)5–CO)n–. The removal of
a small cation from the OM (c) acts a very important role for clay layers to exfoliate
in hydrophobic polymer chains and then the decomposed OM (c) dispersed in the
N6 matrix.

For the in situ polymerized N6/mmt, in contrast, the role of the OM (b) with
carboxyl group (COOH) was quite different from that of mechanical mixed
N6/mmt. The ring-open polymerization of e-caprolactam starts with the reaction
between the COOH group of the OM (b) and the amine group of e-caprolactam.
The N6 chains were created on clay surface and aligned with the direction of clay
layer, resulting in parallel orientation. This suggested the large amounts of the
c crystalline phase of N6 and the no dispersion of the OM (b) in the in situ
polymerized N6/mmt nanocomposites.

11.3.2.2 PS-PEO Block Copolymer/Hectorite Clay Nanocomposites

The simplest idea for proving the existence of the interaction between inorganic
fillers and polymers in the nanocomposites is to observe the hetero- or homonuclear
correlation between their spins. Figure 11.12 shows the 29Si-1H HETCOR spectra
for PS-poly(ethylene oxide) (PEO) block copolymer and hectorite clay
(HCT) nanocomposites: (a) PS30EO-HCT and (b) PS4EO-HCT [35]. The strong
cross-peak appeared on the PEO 1H resonance position. This observation clearly
indicated that the PEO chains are in the vicinity of HCT layers for PS4EO-HCT
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nanocomposite. On the other hand, the absence of the cross-peak for PS30EO-HCT
nanocomposite showed that the PEO chains are far from the HCT layers. These two
observations suggested that PEO blocks of PS4EO do intercalate significantly into
the silicate galleries, while the HCT clays are mostly aggregated in the
PS30EO-HCT nanocomposite. This different result detected in the PS30EO
nanocomposite was ascribed to the small fraction of PEO segments: a hydrophilic
group of PEO was a key component to intercalate into the clay layers [35].

11.3.3 Morphology

11.3.3.1 PVIBE/e-PL/Saponite Clay Blends

The melting point (Tm) of crystalline phase depends on the lamellar thickness as
referred to the Gibbs–Thomson effect [36]. The Tm values of poly(e-L-lysine) (e-PL)
for poly(vinyl isobutyl ether) (PVIBE)/e-PL blends decreased with increase in the
amounts of PVIBE, while the Tm values of PVIBE were not affected by the amounts
of e-PL [37]. The decrease in Tm value was attributed to the decrease in crystal
domain size of e-PL, which size was estimated from the T1

H analysis.
Semicrystalline polymers PVIBE and e-PL have small crystal (CR) domain less

than ca. 50 nm, so that the T1
H of CR is consistent with that of non-crystalline phase

(NC): the fast 1H spin diffusion occurs between CR and NC phases [37, 38]. The
blends of PVIBE and e-PL were inhomogeneous, but the T1

H curves could be
reproduced by Eq. (11.2), suggesting that the moderate 1H spin diffusion occurs
between PVIBE and e-PL. For the PVIBE/e-PL = 10/1 and PVIBE/e-PL/saponite

Fig. 11.12 29Si-1H HETCOR spectra for a PS30EO-HCT and b PS4EO-HCT with
MAS = 5 kHz and frequency-switched Lee-Goldburg (FSLG) 1H decoupling: the numbers 30
and 4 indicate the number-average molecular weight (Mn) of PS, corresponding to Mn = 30,000
and 4000, respectively. The arrows represent the center of the Si signal. The LGCP contact time
for 1H-29Si was 1.5 ms. The OH signal of x1 dimension comes from the clay surface. The source
of this figure is Hou et al. [35]
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clay = 10/1/0.03 blends, however, the T1
H curves of CR and NC for e-PL were not

agree with each other. Therefore, the T1
H curves for those blends were fitted by the

three-spin system of Eq. (11.4). The T1
H analyses gave the repeat length of both

PVIBE and e-PL domains. The domain size of e-PL was estimated from the repeat
length using the proton fraction in the blends. The CR size was finally calculated by
using the crystallinity that was estimated from the 13C CPMAS NMR spectra
editing using T1q

H difference between CR and NC. The determined CR size of e-PL
showed the PVIBE content dependence for the PVIBE/e-PL blends. The depen-
dency is plotted in Fig. 11.13 and was fitted by the Gibbs–Thomson effect suc-
cessfully on the assumption that the obtained CR size is comparable to the lamellar
thickness [37].

For the PVIBE/e-PL/saponite clay = 10/3/0.09–10/5/0.15 blends, the CR size of
e-PL was constant of ca. 33 nm. The value was in good agreement with that of the
PVIBE/e-PL = 10/3 blend (35 nm). Furthermore, the Tm values for those of
PVIBE/e-PL/saponite clay = 10/3/0.09–10/5/0.15 blends were constant of 439 K
and the value was also consistent with that of the PVIBE/e-PL = 10/3 blend
(440 K) within an experimental uncertainty. These results showed that clays
influence the growth of CR. The constancy of Tm and CR size proved that the
decrease in Tm is caused by the CR size [38].

11.3.3.2 Nylon-6/Montmorillonite Clay Nanocomposites

Thermal stability of the a crystallite of N6 is better than that of c crystallite. The N6
chain near the surface of the clay layers aligns parallel orientation; thus, the N6
chains create the c crystalline phase in the N6/clay nanocomposites with the very
slow cooling after the melting state of crystallites. With fast or natural cooling, both
a and c crystallites exist in the N6/clay nanocomposites. The N6 located between
the exfoliated mmt clay layers and the c crystalline phase is placing closer to the
clay surfaces, indicating that the T1

H of the c crystalline phase becomes shorter
because of the paramagnetic effects. So, only if the a crystalline phase were mostly
well isolated from mmt clay surfaces would the T1

H of these latter crystallites be
notably longer than the average [29].

Fig. 11.13 Relationship
between the melting
temperature, Tm, and the CR
thickness of e-PL, d, for the
PVIBE/e-PL blends. The
solid line represents the
Gibbs–Thomson relation
expressed by 446.8 (K)–220
(K nm)/d (nm). The source of
this figure is Asano et al. [37]
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Figure 11.14 shows the T1
H curves observed from the N6/mmt nanocomposites

with and without annealing [29]. The T1
H behaviors of a and c crystalline phases

without annealing are in excellent agreement with each other, even though the
observed nanocomposites have substantial amounts of both crystallites. This
observation indicated that the average distance from the clay surfaces is the same
for both crystallites, indicating that not only c crystallites located closer to the clay
surfaces but also a crystallite was in the close proximity. In contrast, the T1

H

behavior of c crystalline phase with annealing was different from those of a
crystalline and non-crystalline phases (NC). The amounts of a crystallites increased
by ca. 30% after annealing. The initial slope of the c crystalline phase was steeper
than those of a crystalline and NC phases; the protons in the c crystalline phase are
more rapidly decaying and influenced by the paramagnetic Fe3+ relative to the
protons of the a crystalline phase. This behavior strongly suggested that the c
crystalline phase is closer proximity to the clay surfaces than the a crystalline
phase.

To explain the observed T1
H behaviors for both a and c crystalline phases, the

simplified spin diffusion model was proposed: the inset shows the schematic
illustration [29, 30]. Basics of this model are as follows: (1) the protons of N6 decay
initially with the original T1

H, (2) the very short T1
H directly affected by the para-

magnetic Fe3+ for the c crystalline phase, which is directly contacting with the clay
existed in the range of 0.4 nm, influences on the neighboring protons in the c

Fig. 11.14 Observed T1
H behaviors for the N6/mmt nanocomposites: open triangle and circle

symbols are without annealing and those solid symbols with annealing at 487 K for 18 h. Open
squares are the T1

H behaviors observed from the non-crystalline phase (NC) of the annealed
sample. The solid curves are obtained from the simplified spin diffusion (SD) computational model
with two parameters of the clay layers’ spacing (2x) and the very short T1

H value affected by the
paramagnetic Fe3+: N6 chains neighboring clay surface have such a short T1

H and the range (h) is
assumed to be ca. 0.4 nm. This figure is newly drawn using the original data of VanderHart et al.
[29]
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crystalline phase, and finally (3) 1H spin diffusion (SD) from the c crystalline phase
to the a crystalline phase produces the relatively longer initial slope. The utilized
parameters were the very short T1

H value and the clay–clay spacing: the SD constant
and the c crystallite fraction are 0.7 nm2ms−1 and 0.25, respectively. The simulated
curves were in excellent agreement with observed data points. The estimated clay–
clay spacing (2x) of ca. 46 nm was comparable to that estimated from the TEM
image [29, 32].

11.4 Rubbers and Elastomers

Rubbers and elastomers are one of indispensable materials for agricultural, medical,
electrical appliances, and various engineering fields. The rubbery property of them,
such as damping or sealing properties, is closely related to their molecular motion.
For example, the relationship between rigidity and elasticity would be interpreted
by the storage and loss moduli; the wet gripping performance or the rolling
resistance for a tire is concerned with these parameters. Furthermore, the degra-
dation of rubbers causes the significant change in molecular motion: the reduction
in molecular motion occurs and rubbers become rigid and fragile. Thus, under-
standing of the molecular motion is very important to investigate the intrinsic
rubbers character. To detect the change in the molecular motion, 1H spin-spin
relaxation process of overall magnetizations detected by a low-resolution and
low-field NMR is useful [39]. Here, the reduction in molecular motion caused by
the thermal degradation is addressed briefly by describing an aging investigation for
seal ability of rubbers [40].

Figure 11.15 shows (a) the relationship between the compression set and the
acetone soluble fraction for acrylonitrile butadiene rubbers (NBR), which were used
as sealing materials and (b) the correlation between the 1H spin-spin relaxation time
(T2

H) and the compression set: the compression set (CS) is determined from the
remaining permanent deformation after compression [40]. Larger CS value indi-
cates that a sample is incurred severe damage much more and becomes rigid and
non-flexible: the sample having the CS value of 80% is regarded to be degraded and
out of the limitation for use. In particular, the elasticity and flexibility are essential
for sealing materials. The used samples were kept at 333, 353, and 473 K up to
12,800 h in air to make reach higher CS value. The used two NBRs had different
shapes and different acrylonitrile contents.

The symbols less than 10% of acetone soluble fraction and beyond 90% CS
represent the aging period of 12,800 h at 80 and 100 °C. On the other hand, at 60 °C
aging (open and solid circles), NBRs did not reach such a high CS and lower
acetone soluble fraction region. Similar results were also observed for the correla-
tion between the toluene swelling ratio and the CS. The acetone soluble fraction
or the toluene swelling ratio relates to the amount of included plasticizer or of
cross-link density, respectively. The less value of the acetone soluble fraction
shows decrease in plasticizer by volatilization or bleed-out accompanied with
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degradation. Similarly, the less value of the toluene swelling ratio indicates the
increase in the cross-link density occurring during degradation. Thus, the good
correlation between the acetone soluble fraction and the CS as shown in Fig. 11.15a
indicates that the molecular interaction strengthened by the decrease in plasticizer
concentration with aging reduces the molecular mobility.

The reduction in molecular motion causes the shortening of T2
H. The observed T2

H

decays were fitted by the conventional double-exponential function, and the analysis
gave the short T2

H (T2
S) and long T2

H (T2
L) values, and their fractions. Among the

parameters, T2
S values reflected the reduction in molecular motion caused by the high

cohesion much better [40]. Figure 11.15b shows the good proportionality between
the reduction in T2

S values and the increase in CS for both NBRs. This observation
strongly supported that the reduction in T2

S represents the decrease in sealability of
rubber materials in the thermal degradation process. The degradation by compression
with long term, called as aging, causes the rigidness and brittleness of rubbers with
changes in chemical structure and polymer segmental motion. It is very important to
know aging process and its degree to ensure the lifetime of rubber products.

11.5 Conclusion

In this chapter, I described the characterization of polymer blends/alloys and
nanocomposites via the high-resolution solid-state 13C NMR technique and of
rubbers via the low-resolution 1H NMR method. To know morphology and/or

Fig. 11.15 Relationship between the acetone soluble fraction and the compression set (a) and
between the short T2

H component (T2
S) and the compression set (b). Open symbols represent plate

shape and 37% acrylonitrile content NBR, and solid symbols are O-ring and 46% acrylonitrile
content NBR. The aging was executed under the air condition and up to 12,800 h at a constant
temperature. Temperature was kept within ±1 K for every aging period. The source of this figure
is Numata et al. and arranged by AA [39, 40]
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interaction between components is significant to understand the physical and
chemical properties. Information of molecular motion would directly connect to the
physical properties, such as flexibility, rigidity, entanglement of polymer chains,
resistance for impact or friction. The analyses of NMR relaxation behaviors via the
spin diffusion process or utilization of paramagnetic effect provided specific char-
acterization on a molecular level such as domain size of crystalline phase or
components, phase separation process, change in molecular motion of polymer
chain, and the degree of dispersion of fillers. The correlation NMR spectroscopy
directly proved the evidence of interaction between clay surfaces and polymer
chains. Consequently, advanced solid-state NMR technique would certainly be
useful and helpful for characterization of synthetic or natural polymers, amorphous
or semicrystalline polymers, ordered and oriented polymers, and various polymer
nanocomposites with organic or inorganic fillers.
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Chapter 12
Solid-State 2H NMR Studies of Molecular
Motion in Functional Materials

Motohiro Mizuno

Abstract In this chapter, the analysis of molecular motion in solid materials, which
is connected with the function of those materials, using 2H NMR spectroscopy is
described. The line shape of a 2H NMR spectrum, which is dominated by the
quadrupole interaction, is very sensitive to molecular motion. The mode and rate of
molecular motion in the dynamic range of 104–107 Hz can be obtained by the line
shape analysis of a 2H NMR broad line spectrum of a powder sample using spectral
simulation. Molecular motion in the order of 103 and 108 Hz can be analyzed by a
line shape and line width of a 2H NMR Quadrupolar Carr-Purcell-Meiboom-Gill
(QCPMG) spectrum. The analysis of molecular motion in paramagnetic materials is
possible by simulation of the 2H NMR spectrum, including paramagnetic effects.
The methods used to simulate these spectra are explained. In addition, the appli-
cation of these methods to porous coordination polymer (PCP)/metal organic
framework (MOF), proton-conducting material, and spin-crossover material is
introduced.
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12.1 Introduction

The function of solid materials is significantly affected by the structure and
dynamics of local space, which is formed by molecules and ions in solid materials.
Therefore, to develop innovative functional solid materials, the importance of
material design based on detailed local structure and dynamics analysis is growing.
Solid-state NMR spectroscopy is a very powerful tool for investigating molecular
dynamics and local structure in solid materials. Solid-state 2H NMR spectroscopy is
especially effective for the analysis of molecular motion in solid materials [1–3].
The nuclear spin quantum number of deuteron is I = 1, and the line shape of a 2H
NMR spectrum of solid materials is mainly dominated by the quadrupole interac-
tion. The change of the quadrupole interaction due to molecular motion creates the
characteristic line shape of a 2H NMR spectrum. The mode and rate of molecular
motion can be revealed by the line shape analysis of a 2H NMR broad line spectrum
and a Quadrupolar Carr–Purcell–Meiboom–Gill (QCPMG) spectrum of a powder
sample using spectral simulation [1–10].

For paramagnetic materials, because of the fast relaxation due to the interaction
between the unpaired electron spin and resonant nuclei, the use of spin-lattice
relaxation time (T1) and a two-dimensional exchange spectrum to study molecular
dynamics is difficult. So, line shape analysis of one-dimensional NMR spectra
becomes very important for studying molecular dynamics in paramagnetic mate-
rials. For the analysis of molecular motion in paramagnetic materials, the simulation
of a 2H NMR spectrum, including not only the quadrupole interaction but also
paramagnetic effects, is necessary [1, 11–16].

In this chapter, the methods used to simulate a 2H NMR spectrum are explained.
The application of these methods to the analysis of molecular motion in functional
materials is then introduced.

12.2 Measurements of Solid-State 2H NMR Spectrum

To measure a solid-state 2H NMR spectrum, echo methods are usually used in order
to avoid a rapid decrease in the NMR signal due to the quadrupole interaction.
Figure 12.1a and b shows a quadrupolar echo sequence for the measurement of a
2H NMR broad line spectrum and the pulse sequence for a 2H NMR QCPMG
spectrum, respectively [1–3, 10]. For the QCPMG measurement, echo signals are
connected to form a single echo-train FID signal for Fourier transfer (Fig. 12.1c).
Figure 12.2 shows a typical line shape of a 2H NMR broad line and QCPMG
spectra of a powder sample without molecular motion. The broad line spectrum
becomes a symmetric line shape with two horns (the Pake pattern) in the absence of
molecular motion. The width of the two horns depends on the quadrupole coupling
constant (e2qQ/h) and on the asymmetry parameter (η).
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The QCPMG spectrum consists of sharp peaks separated by 1/sa where sa is the
detection period of each echo signal (Fig. 12.1b) and is similar to the spinning
side-band pattern of the 2H NMR MAS spectrum. For paramagnetic materials, the
interactions between deuteron and unpaired electrons cannot be negligible. Since

(a)

(b)

(c)

Fig. 12.1 Pulse sequences for the 2H NMR broad line spectrum and the QCPMG spectrum.
a Quadrupolar echo sequence, b QCPMG sequence, c NMR signal obtained by the QCPMG
sequence

-200-1000100200
kHz

-200-1000100200
kHz

(a) (b)

Fig. 12.2 Typical line shape of a 2H NMR broad line spectrum and a QCPMG spectrum without
molecular motion simulated by e2qQ/h = 200 kHz and η = 0.1. a Broad line spectrum, b QCPMG

spectrum. m1 ¼ 3e2qQ
4h 1� gð Þ, m2 ¼ 3e2qQ

4h 1þ gð Þ, m3 ¼ 3e2qQ
2h
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the quadrupolar echo sequence only refocuses the dephasing of the quadrupole
interaction, distortion of the line shape is caused by a paramagnetic shift [1, 11–16].
Hence the pulse sequences of Fig. 12.3 are used for the measurement of param-
agnetic materials. Figure 12.3a is a shift-compensated quadrupolar echo sequence
after inserting p-pulses in the quadrupolar echo sequence midway between the
p/2-pulses to refocus the paramagnetic shift [11]. Figure 12.3b is an exorcycled
quadrupolar echo sequence after selecting the coherence transfer pathway [12]. The
signal intensity of the exorcycled quadrupolar echo sequence becomes half of that
of the shift-compensated quadrupolar echo sequence. However, the exorcycled
quadrupolar echo sequence that uses only two p/2-pulses is effective for materials
with a very short spin-lattice relaxation time due do paramagnetic relaxation.

The 2H NMR spectra in this chapter were obtained by applying a resonance
frequency of 45 MHz and a p/2-pulse of 2–3 ls.

12.3 Simulation Methods of Solid-State
2H NMR Spectrum

The calculation of a spectrum is performed by considering the 2H NMR frequency
and the spin–spin relaxation rate at each deuteron site and the jump frequency of
deuterons between sites. For diamagnetic materials, the 2H NMR frequency is
dominated by the quadrupole interaction and the frequency at site i is written as
[1, 2, 4, 17]

(a)

(b)

Fig. 12.3 Pulse sequences of
a 2H NMR broad line
spectrum for paramagnetic
materials.
a Shift-compensated
quadrupolar echo sequence,
b exorcycled quadrupolar
echo sequence
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xi ¼ �xQi ð12:1Þ

xQi ¼
ffiffiffi
3
2

r X2
n;m¼�2

D 2ð Þ�
0n w; h;/ð ÞD 2ð Þ�

nm aQi ;bQi
; cQi

� �
qQ2m ð12:2Þ

qQ20 ¼
ffiffiffi
3
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r
e2qQ
�h

; qQ2�2 ¼
g
4
e2qQ
�h

ð12:3Þ

where D 2ð Þ�
nm Xð Þ is the second-order Wigner rotation matrix. aQi ; bQi

; cQi

� �
and

w; h;/ð Þ are the Euler angles for transformation from the principal axes of the
quadrupole tensor to the molecular axes and from the molecular axes to the labo-
ratory axes, respectively. e2qQ/h and η are the quadrupole coupling constant and
asymmetry parameter, respectively. The echo signal G t; h;/ð Þ is written as

G t; h;/ð Þ ¼ WbB 3
p=2 exp bAt

h i
exp bA sþ tp=2

� �
exp� ½bA� sþ tp=2

� �h i
1 ð12:4Þ

where bA is the matrix with the elements ixi − kii − R2 on the diagonal and kij off
the diagonal. kij is the jumping rate between site i and j. R2 is the spin–spin

relaxation rate [4, 5]. For the N-site jump, bA becomes an N � N-dimensional
matrix and the relation kii = (N − 1)kij is established. W and 1 are a vector of site
populations and a vector written as 1 = (1,1,1), respectively. The matrix for finite
width of p/2-pulse bBp=2 is written as [5]

bBp=2 ¼ x1 sin tp=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þX2
i =4

q� �
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1 þX2
i =4

q
ð12:5Þ

where tp/2 and x1(= cB1) represent the width and the strength of the p/2-pulse,

respectively. Xi is the imaginary part of the ith eigenvalue of the matrix bA. For the
second p/2-pulse, the effect of pulse width becomes bB2

p=2 because of the time
evolution of multi-quantum coherence arising from the quadrupole interaction
under the RF-field during tp/2. Therefore, bB3

p=2 is multiplied in Eq. (12.5) [5, 18].
The signal of the powder sample was calculated by

G tð Þ ¼
Z2p
0

Zp
0

G t; h;/ð Þsinh dh d/ ð12:6Þ

The broad line spectrum was obtained by the Fourier transformation of G(t).
The QCPMG spectrum can be obtained by the repeated calculation of time evo-

lution due to bA� and bA after calculation of Eq. (12.4).
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Figure 12.4 shows the simulation of a broad line spectrum in the presence of a
fast n-site jump of the X-2H axis around the n-hold symmetry axis. The principal z-
axis of the quadrupole tensor was assumed to lie on the X-2H axis. h is an angle
between the X-2H axis and the n-hold symmetry axis. kij was set as 1 � 109 Hz.
When the jumping rate is fast enough, the line shape of the spectrum becomes the
same and η becomes 0 for the rotation of n � 3. e2qQ/h decreases as h approaches
54.7° and becomes 0 at h = 54.7°. The line shape of the spectrum for the rotation of
n = 2, which corresponds to the 180° flip motion, is different from that of n � 3. η
increases as h approaches 54.7° and becomes 1 at h = 54.7° for n � 3. The line
shape of the 2H NMR spectrum with a large η is observed when a fast 180° flip of
the water molecule occurs. Figure 12.5 shows the simulation of a broad line
spectrum in the presence of a 3-site jump and a 6-site jump of the X-2H axis around
the n-hold axis with an intermediate rate. In the dynamic range of k = 104–107 Hz,
the line shape of the 2H NMR spectrum depends on the mode and rate of reori-
entational motion. Figure 12.6 shows a simulation of the QCPMG spectrum in the
presence of a 3-site jump of the X-2H axis around the n-hold axis with an inter-
mediate rate. The pronounced decrease in the intensity of the QCPMG spectrum
takes place in the dynamic range of k = 104–106 Hz. The line broadening of each
peak appears in the QCPMG spectrum in the presence of molecular rotation with an
order of 103 and 108 Hz. Thus, by using a QCPMG spectrum, it is possible to
obtain information of molecular motion in the order of 103 and 108 Hz, which is
difficult to analyze using a broad line spectrum.

For paramagnetic materials, not only the quadrupole interaction but also the
paramagnetic interaction affects the 2H NMR frequency, and the frequency at site
i is written as [1, 13–16]
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Fig. 12.4 Simulation of a 2H NMR broad line spectrum in the presence of a fast n-site jump of the
X-2H axis around the n-hold axis. a n � 3, b n = 2. e2qQ/h = 200 kHz, η = 0, rotational rate
k = 1 � 109 Hz were used for the simulation
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Fig. 12.5 Simulation of a 2H NMR broad line spectrum in the presence of an n-site jump of the
X-2H axis around the n-hold axis with an intermediate rotational rate. a n = 3, b n = 6. e2qQ/
h = 170 kHz, η = 0, h = 70° were used for the simulation
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Fig. 12.6 Simulation of a 2H NMR QCPMG spectrum in the presence of a 3-site jump of the
X-2H axis around a 3-hold axis with an intermediate rotational rate. a Whole spectrum,
b expansion around 20 kHz. e2qQ/h = 170 kHz, η = 0, h = 70° were used for the simulation
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where xPij is the contribution of the dipolar interaction between the 2H nucleus and
the jth paramagnetic ion and xCSi is the contribution of the isotropic paramagnetic

shift (Fermi’s contact shift). aPij ; bPij
; cPij

� �
are the Euler angles for transformation

from the principal axes of the paramagnetic dipolar tensor to the molecular axes. rij
is the distance between the 2H nucleus and the jth paramagnetic ion. T, cD, B0, lB,
kB, S, and gj are temperature, gyromagnetic ratio of the 2H nucleus, strength of the
static magnetic field, Bohr magneton, Boltzmann constant, electron spin quantum
number, and g-factor of the jth paramagnetic ion, respectively.

Equation (12.9) can be rewritten as Eq. (12.10) using magnetic susceptibility
vM,

q
Pij

20 ¼ l0
4p

� � 2cDB0vM
NAr3ij

ð12:10Þ

where NA is Avogadro’s constant. The anisotropic g-factor can be represented by
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where agj ; bgj ; cgj

� �
are the Euler angles for transformation from the principal axes

of the g-tensor to the molecular axes. Figure 12.7 shows the temperature depen-
dence of the 2H NMR broad line spectrum for the [Ni(D2O)6][SiF6] crystal [15].
The spectrum was observed by a shift-compensated quadrupolar echo sequence.
The spin quantum number of the Ni2+ ion is S = 1. Consequently, the line shape of
the 2H NMR spectrum becomes asymmetric due to the paramagnetic interaction.
For [Ni(D2O)6]

2+, there are two molecular motions, a 180° flip of D2O and the
reorientation of [Ni(D2O)6]

2+ about the 3-hold axis (Fig. 12.8). In this temperature
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range, the 180° flip of D2O is in the fast motion limit and temperature variation of
the spectral line shape is caused by reorientation of [Ni(D2O)6]

2+. The principal
axes system of the quadrupole tensor (xp, yp, zp) which is averaged by fast 180° flip
of D2O was assigned as follows: the zp-axis is perpendicular to the water molecular
plane, the yp-axis lies in the water molecular plane, and the xp-axis is parallel to the
bisector of D-O-D plane. The rate of reorientation k was obtained at each tem-
perature after fitting (Fig. 12.7).

Fig. 12.7 Temperature
dependence of a 2H NMR
broad line spectrum for the
[Ni(D2O)6][SiF6] crystal [15]

C3
kre

kH2O

M
OD

Fig. 12.8 Reorientation of
[M(H2O)6]

2+ (M = Ni2+,
Mn2+) and 180° flip of H2O
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In the case of a strong paramagnetic interaction, fast spin–spin relaxation due to
the paramagnetic interaction affects the line shape of the spectrum. The anisotropic
spin–spin relaxation rate due to the paramagnetic dipolar interaction can be written
as [16]

RP
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where xD and xe are angular NMR and ESR frequencies, respectively. se is the
correlation time of the electron spin.

Figure 12.9 shows the temperature dependence of the 2H NMR spectrum for the
[Mn(D2O)6][SiF6] crystal [16]. The spin quantum number of the Mn2+ ion is
S = 5/2. Thus, the Mn2+ ion applies strong paramagnetic effects to the 2H NMR
spectrum. The contribution of the paramagnetic dipolar interaction between the 2H
nuclei and nearest neighboring Mn2+ ion exceeds 100 kHz, and even contribution
from the second nearest-neighbor Mn2+ ion causes the frequency to become ca.
30 kHz. The spin-lattice relaxation time (T1) was *70 ls. The exorcycled
quadrupolar echo sequence was used to measure the spectrum of [Mn(D2O)6][SiF6].
For the simulation in Fig. 12.9, the contribution of Mn2+ in 33 hexagonal unit cells
of the crystal (81 Mn2+) is applied. The anisotropic spin–spin relaxation rate was
calculated using a crystal structure and se = 3.0 � 10−10 s obtained by a 2H NMR
T1 of [Mn(D2O)6][SiF6]. For [Mn(D2O)6][SiF6], both the 180° flip of D2O and
reorientation of [Mn(D2O)6]

2+ affect the change in line shape of the 2H NMR
spectrum in Fig. 12.9. Thus, a 6-site jump of deuteron around the C3 axis was
assumed. The principal z-axis of the quadrupole tensor was assumed to lie on the
O–D axis. From the simulation analysis, the rotational rates k180° and kre were
obtained for the 180° flip of D2O and for the reorientation of [Mn(D2O)6]

2+,
respectively as shown in Fig. 12.9 [16].
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12.4 Analysis of MOF/PCP

Metal-organic frameworks (MOFs) or porous coordination polymers (PCPs) have
attracted attention since they can be used to make tunable pore sizes and topologies,
which lead to versatile architectures and applications, and have been actively studied
due to their applications in gas storage, separation, catalysis, and chemical sensing.
The dynamics of nano-spaces (rotation of bridging ligand, adsorbed molecules, etc.)
in MOFs (PCPs) have been investigated by solid-state 2H NMR spectroscopy
[19–24]. For [Zn2(1,4-ndc)2(dabco)]n (1,4-ndc=1,4-naphthalenedicarboxylate, dab-
co=1,4-diazabicyclo[2]octane, Fig. 12.10) [20, 25], rotational motion of a naph-
thalene ligand before and after benzene adsorption was investigated. In this
framework, paddle-wheel Zn2+ dimers are linked by 1,4-naphthalenedicarboxylate
ions, resulting in regular square grid-type layers parallel to the ab plane, and these
layers are pillared by 1,4-diazabicyclo[2]octane molecules (Fig. 12.10a).
Rectangular channels of 5.7 � 5.7 Å2 run along the c direction. At 296 K, the
naphthalene ring of the dicarboxylate ion is disordered over four positions which are
defined by orientation angles of 0°, 70°, 180°, and 250° about the C1–C4 axis
(Fig. 12.10b). The 2H NMR spectrum of the naphthalene ring was selectively
observed by using [Zn2([D6]1,4-ndc)2(dabco)]n where only six hydrogens of the
naphthalene ring were replaced by deuterons. Figure 12.11 shows 2H NMR spectra

Fig. 12.9 Temperature
dependence of a 2H NMR
spectrum for the [Mn(D2O)6]
[SiF6] crystal [16]
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of [Zn2([D6]1,4-ndc)2(dabco)]n [20]. Figure 12.11a is the temperature dependence
of the 2H NMR spectrum before the adsorption of benzene. Figure 12.11b is the 2H
NMR spectrum after the adsorption of benzene at 293 K. The rapid rotation of the
naphthalene ring around the C1–C4 axis takes place before the adsorption of ben-
zene, even below room temperature, which can be ascertained from the line shape of
the 2H NMR spectrum in Fig. 12.11a. In contrast, the naphthalene ring is static at
room temperature after the adsorption of benzene. The broad component with peaks

Fig. 12.10 Crystal structure of [Zn2(1,4-ndc)2(dabco)]n at 296 K. a The pillared layer structure
viewed in the c direction. b Four-site disorder of the naphthalene ring. Hydrogen atoms are
omitted; Zn blue, C gray, O red, N dark blue. Reproduced from Ref. [19] by permission of John
Wiley & Sons Ltd. c Position of deuterons in the naphthalene ring
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Fig. 12.11 2H NMR spectra of [Zn2([D6]1,4-ndc)2(dabco)]n. a Temperature dependence of a 2H
NMR spectrum before benzene adsorption. b 2H NMR spectrum after benzene adsorption at
293 K. Broken lines are simulation spectra assuming the rotation of the naphthalene ring about the
C1–C4 axis [19]
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at about ±60 kHz in Fig. 12.11a corresponds to D2 of naphthalene (Fig. 12.10c).
Since the C-D2 bonding direction corresponding to the principal axis direction of
quadrupole interaction is almost consistent with the direction of rotational axis,
rotation of the naphthalene ring around the C1–C4 axis does not affect the spectrum
of D2. Inner components with peaks at ±15 and ±5 kHz correspond to D1 and D3.
The broken lines in Fig. 12.11a represent the spectral simulation assuming rotation
of the naphthalene ring among four positions in a disordered structure. e2qQ/
h = 180 kHz and η = 0.02 were used for the simulation. Euler angles were (aQ1,
aQ2, aQ3, aQ4) = (0°, 70°, 180°, 250°) for four sites, bQ = 56°, 60° for D1, D3 and
bQ = 0° for D2 in Fig. 12.10c. Rotation rates ranging from 3.0 � 106 Hz at 203 K
to 5 � 107 Hz at 223 K were determined from the fitting. The activation energy and
the pre-exponential factor of the rotation of the naphthalene ring were obtained as
53 kJ mol−1 and 9.5 � 1019 Hz, respectively, from an Arrhenius plot of rotation
rate.

12.5 Analysis of Solid Proton-Conducting Material

Anhydrous proton-conducting solids operating above 100 °C are required for fuel
cell applications. Heterocyclic organic molecules such as imidazole (Im) have
attracted considerable attention for this purpose because they are non-volatile
molecules with high boiling points. In such materials, proton transport occurs
between Im molecules through a hydrogen-bonded chain. When proton conduc-
tivity is dominated by continuous proton transport in the hydrogen bond network
between Im molecules (the Grotthuss mechanism), the reorientational motion of Im
molecules is considered to play an important role [26]. For poly(vinylphosphonic
acid) (PVPA) − Im composite material (PVPA/xIm, where x represents the number
of moles of Im per mole of polymer repeat unit, Fig. 12.12), proton conductivity
increased with increasing x, and a sudden increase in proton conductivity was
observed in the range from x = 1 to 2 [27]. In the PVPA/xIm composite, Im
molecules are intercalated into host polymer PVPA and provide a migration path
for excess protons caused by dissociation of the acid functions. The reorientational
motion of Im molecules in the PVPA/xIm composite was investigated using 2H
NMR. 2H NMR spectrum of the imidazole was selectively observed by using
imidazole-d3 (Im-d3), where only hydrogen bonded to carbon was replaced by
deuterium. In polymer materials, dynamic inhomogeneity is closely related with
these physical properties. In order to investigate the flexible region and the rigid
region in PVPA/xIm, a combination of 2H NMR broad line spectra and QCPMG
spectra is very effective.

The 2H NMR broad line and QCPMG spectra of PVPA/2Im-d3 above 30 °C are
shown in Fig. 12.13 [28]. For the broad line spectrum, the spectral intensity around
±60 kHz decreased and that of the central portion increased with increasing tem-
perature. These changes in the line shape of the 2H NMR broad line spectrum are
observed when the rate of isotropic rotation of molecules gradually increases.
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Fig. 12.12 Poly(vinylphosphonic acid) (PVPA) − imidazole (Im) composite material (PVPA/xIm)
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Fig. 12.13 Temperature dependence of a 2H NMR spectrum for PVPA/2Im [27]
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For the simulation of the 2H NMR spectrum due to the isotropic rotation of
molecules, the multisite jump on the cone at the magic angle (Fig. 12.14a) and the
tetrahedral jump (Fig. 12.14b) are conventional models [28, 29]. In polymers, there
is often a large distribution of correlation time of molecular motion [30]. Simulation
of the 2H NMR broad line and QCPMG spectra at 35 °C was performed using an
eight-site jump on a cone at the magic angle (Fig. 12.14a) with a Gaussian dis-
tribution of the jumping rate krot. The observed and simulated spectra are shown in
Fig. 12.15. The signal intensity was reduced by the molecular motion with an
intermediate jumping rate. The reduction factor of signal intensity due to the
eight-site jump on a cone at the magic angle was estimated. The distribution of
the jumping rate used for the spectral simulation, the estimated reduction factor, and
the resulting signal intensity are shown in Fig. 12.15e. The line width of the central
portion of the observed broad line spectrum is broader than the simulation
(Fig. 12.15a, b). The line broadening of the central component of the broad line
spectrum indicates that the motion of Im molecules is not perfectly isotropic.
Rather, there is pseudo-isotropic rotation with small anisotropy. Each peak of the
observed QCPMG spectrum was broad, and the intensity of peaks within ±50 kHz
was weak relative to the simulated one. These differences between observed and
simulated QCPMG spectra are caused by the rotational vibration of Im. Thus, the
2H NMR spectrum could be analyzed by three kinds of Im molecules, namely Im
undergoing pseudo-isotropic rotation with small anisotropy, rotational vibration,
and fast isotropic rotation. The Im molecules undergoing rotational vibration
interact strongly with phosphonic acid, and their mobility is highly restricted in the
tight segment. The Im molecules undergoing pseudo-isotropic rotation do not have
a strong interaction with phosphonic acid and are relatively movable in the flexible
segment. The Im molecules undergoing fast isotropic rotation are predicted to be in
a flexible space around the end of PVPA chains. In order to investigate the rate and
anisotropy of pseudo-isotropic rotation, and the ratio of three kinds of motions of
the Im molecules in PVPA/xIm, simulations of the 2H NMR broad line and
QCPMG spectra were performed. The line shape of the 2H NMR spectrum due to
the isotropic rotation and the pseudo-isotropic rotation of the Im molecules was
simulated by the tetrahedral jump model (Fig. 12.15b). The four deuteron sites were

(a) (b)Fig. 12.14 Models of
isotropic rotation. a 8-site
jump on a cone at the magic
angle model, b tetrahedral
4-site jump model
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determined by Euler angles (a, b) of Eq. (12.2) as (0°, 0°), (0°, b′), (120°, b′), and
(240°, b′). Here, the anisotropy parameter A for molecular rotation is defined as [28]

A ¼ 1
8

2þ 3ð3 cos cos2 b0 � 1Þ� � ð12:17Þ

For the isotropic rotation, b′ is 109.4° and A becomes 0. In the present work, b′
changed in the range of 109.4°–180°, and the range of A was 0–1. As the A value
increased, the line width of the central portion of the 2H NMR spectrum increased
(see Fig. 12.16). The observed and simulated 2H NMR broad line and QCPMG
spectra of x = 2 at 35 °C are shown in Fig. 12.17. Simulation spectra were obtained
by the superposition of three components: pseudo-isotropic rotation with small
anisotropy, rotational vibration, and fast isotropic rotation of the Im molecules. The
rate of rotational vibration (1.0 � 104 Hz), estimated by extrapolation from the
rates at low temperatures, was used for the simulation. A rate of 1.0 � 108 Hz was
used for fast isotropic rotation. The rate krot and anisotropy parameter A of the
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Fig. 12.15 A 2H NMR broad line and a QCPMG spectrum at 35 °C for PVPA/2Im. a and c are
observed broad line and QCPMG spectra, respectively. b and d are a simulation using the cone
model at the magic angle (a) and a Gaussian distribution of the jumping rate. e is the distribution of
the jumping rate, reduction factor and resulting signal intensity [27]
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pseudo-isotropic rotation and the ratio of each component which reproduced the 2H
NMR broad line and QCPMG spectra simultaneously were determined. There was
an extreme decrease in the intensity of the 2H NMR spectrum in the presence of
molecular rotational motion at a rate of 104–105 Hz. Therefore, although the
abundance of Im undergoing pseudo-isotropic rotation exceeds 90%, the contri-
bution of this component to the spectrum is strongly suppressed. The broken lines
in Fig. 12.13 show the results of the spectral simulation. krot and A for the
pseudo-isotropic rotation and the ratio of each component were estimated from a
spectral simulation at each temperature. In the temperature range between 30 and
50 °C, the spectrum could be reproduced by A = 0.12 for x = 2. A was 0.14 in the
temperature range between 50 and 80 °C for x = 1. Thus, the rotation of Im
molecules was more suppressed with x = 1 than with x = 2. The efficient proton
conduction accompanied by the pseudo-isotropic rotation of Im molecules exists for
PVPA/2Im. The enhanced pseudo-isotropic rotation of Im molecules is correlated
with an increase in the proton conductivity of PVPA/xIm.
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Fig. 12.16 Anisotropy parameter A dependence of the 2H NMR spectrum for several motional
rates. a Broad line spectra. b QCPMG spectra. krot is the jumping rate among four tetrahedral sites.
e2qQ/h = 176 kHz and η = 0 were used for simulation. Spin–spin relaxation time T2 values of 0.5
and 2.2 ms were used to simulate broad line and QCPMG spectra, respectively. To obtain a
simulation of the broad line spectrum, a Lorentzian broadening factor of 3 kHz, which is same as
that used for simulation of the rigid spectrum, was added for the Fourier transformation of the
calculated time-dependent NMR signal [27]
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12.6 Analysis of Spin-Crossover Material

The spin-crossover phenomenon is well known in Fe2+ coordination materials,
whose electron configurations can move between paramagnetic high-spin (HS) and
diamagnetic low-spin (LS) states under extrinsic stimuli, affording changes in
magnetic, optical, dielectric and structural properties. When the cooperativity of the
spin-crossover is large enough, these materials present a first-order spin transition
with hysteretic behavior.

{Fe(pz)[Pt(CN)4]} (pz = pyrazine) undergoes a first-order spin transition with a
hysteresis of *25 K width (transition temperatures: Tc = 285 and 309 K on
cooling and heating, respectively) as shown in Fig. 12.18 [31]. The crystal structure
of {Fe(pz)[Pt(CN)4]} can be described as 2D {Fe[Pt(CN)4]}∞ layers connected
along the (001) direction by pyrazine ligands, which occupy the apical positions of
the Fe octahedrons (Fig. 12.19). The pyrazine rings are rotationally disordered in
both spin states, and this is reflected in the appearance of electronic density cor-
responding to the carbon atoms of the pyrazine in two positions of the ring at 90°
relative to each other.

The rotation of the pyrazine ligands in the LS and HS states was investigated by
solid-state 2H NMR spectroscopy [31]. The 2H NMR spectrum of pyrazine was
selectively observed by using {Fe([D4]pz)[Pt(CN)4]} where only four hydrogens of

-150-100-50050100150 -150-100-50050100150
kHz                                                              kHz

35 35
(v)

(iv)

(iii)

(ii)

(i)

(a) (b)

Fig. 12.17 Observed and simulated 2H NMR spectra for x = 2. a and b are broad line spectra and
QCPMG spectra at 35 °C, respectively. (i) Simulation spectra of the rotational vibration of Im with
klib = 1 � 104 Hz and hlib = ± 30°; (ii) simulation spectra of the pseudo-isotropic rotation of Im
with krot = 5 � 104 Hz and A = 0.12; (iii) simulation spectra of the isotropic rotation of Im with
kiso = 1 � 108 Hz; (iv) superposition of (i), (ii), and (iii) components; (v) observed spectra. e2qQ/
h = 176 kHz and η = 0 were used for the simulation. The ratio of Im molecules undergoing
pseudo-isotropic rotation, rotational vibration, and isotropic rotation was 96.2, 3.7, and 0.09,
respectively [27]
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the pyrazine ring were replaced by deuterons. For the measurement of the 2H NMR
spectrum in the HS state, a shift-compensated quadrupolar echo sequence was used.
Figure 12.20 shows the temperature dependence of the 2H NMR spectrum for {Fe
([D4]pz)[Pt(CN)4]}. In the diamagnetic LS state, the line shape of the 2H NMR
spectrum is dominated by only the quadrupole interaction and becomes symmetric.
In the paramagnetic HS state, however, not only the quadrupole interaction but also
the paramagnetic interaction (dipolar interaction between 2H and paramagnetic
Fe2+) affects the line shape of the 2H NMR spectrum. The dipolar interaction
between 2H and paramagnetic ion causes the asymmetric 2H NMR line shape, since
this interaction is anisotropic and the directions of its principal axes are different
from those of the quadrupole interaction (Fig. 12.21). The spectra for the param-
agnetic HS state were simulated as a four-site flip of pyrazine rings along the C4
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Fig. 12.18 Temperature
dependence of magnetic
susceptibility for {Fe(pz)[Pt
(CN)4]} [30]

Fig. 12.19 Crystal structure
of {Fe(pz)[Pt(CN)4]} in the
HS state. Fe (orange), Pt
(pink), N (blue), C (gray), H
(yellow). The H atoms are
omitted for clarity, except in
one pz ring. Inset detail of the
thermal ellipsoids of the pz
carbon atoms in the LS state.
Reprinted with the permission
from ref. [30]. Copyright
2011 American Chemical
Society
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axis, considering the contribution of the paramagnetic shift of three kinds of
nearest-neighbor Fe2+ (Fig. 12.21). e2qQ/h = 165 kHz and η = 0 were used for the
simulation. The distance and angle between deuterium and Fe2+ for the simulation
were extrapolated from the crystal structure of {Fe(pz)[Pt(CN)4]}. The distances
between deuterium and the first-, second-, and third-nearest Fe2+ are 3.17, 5.39, and
5.78 Å, respectively. Euler angles were (aQ1, aQ2, aQ3, aQ4) = (0°, 90°, 180°, 270°),
bQ = 60° for the quadrupole interaction, and bPi1 = 42.9°, bPi2 = 23.7°,
bPi3 = 66.3° for dipolar interactions between deuterium and three nearest-neighbor
Fe2+. The dipolar interactions between deuterium and Fe2+ were calculated using
observed magnetic susceptibility values and Eq. (12.10). The anisotropic spin–spin
relaxation was not considered for the simulation. It was determined that the rotation
rate, k, of pyrazine was >108 Hz at 300 and 290 K in the hysteresis loop. For
comparison, the simpler two-fold jump model was also simulated with flip angles of
both 90° and 180°, but these simulations failed to reproduce the measured spectra
(Fig. 12.22). The contribution of the paramagnetic shift from nearest-neighbor iron
ions to the 2H NMR spectrum was confirmed (Fig. 12.23). In the cooling process
from 300 K, the rotation of pyrazine was remarkably suppressed by the spin
transition below 280 K. The symmetric spectra for the diamagnetic LS state were
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Fig. 12.20 Temperature
dependence of a 2H NMR
spectrum for {Fe([D4]pz)[Pt
(CN)4]} [30]
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model of the pz ring.
Reprinted with the permission
from Ref. [30]. Copyright
2011 American Chemical
Society

12 Solid-State 2H NMR Studies of Molecular Motion in Functional… 361



also analyzed as a 4-site flip motion and gave a rotational rate of 3 � 105 Hz at
260 K. In the heating process from 260 to 300 K, the rotational rate gradually
increased with heating (7 � 105 Hz at 280 K and 2 � 106 Hz at 290 K), and then
the shape returned to the initial distorted line shape at 300 K. The activation energy
for the rotation of pyrazine was estimated to be 33 kJ mol−1 by an Arrhenius plot of
k, with a pre-exponential factor of 1.1 � 1012 Hz.

Thus, as can be assessed from a 2H NMR investigation, the pyrazine ring rotates
almost freely in the HS state, while rotation is suppressed in the LS state. The
connection of the mobility with the switch of the spin state is expected, taking into
account that spin-crossover is an entropy-driven phenomenon: the LS state is the
ground state of the system at very low temperatures, while the HS state becomes the
ground state at high temperatures. The difference in energy is thermally compen-
sated by the higher entropy of the HS state, which mainly stems from electronic and
vibrational contributions. In the case of {Fe(pz)[Pt(CN)4]}, the change in rotation
velocity of the pyrazine rings may contribute considerably to this variation in
entropy, thereby influencing the spin transition process.

12.7 Summary

Line shape analysis of a 2H NMR spectrum using spectral simulation is a powerful
method for studying molecular motions in solid materials. The dynamics in
nano-space of porous materials, which is correlated with their adsorption and
reaction properties, can be analyzed by the 2H NMR spectral simulation method.
The mode and rate of molecular motion over a wide dynamic range can be
investigated using a broad line spectrum and a QCPMG spectrum. A combination
of 2H NMR broad line spectra and QCPMG spectra is very effective for the analysis
of dynamic inhomogeneity, which is closely related to the functions of polymers.
The simulation of a 2H NMR spectrum, including the quadrupole interaction and
paramagnetic effects, is indispensable for the analysis of molecular motion in
paramagnetic materials. Although the point particle model, which ignores the
delocalization of the unpaired electron and which was used to calculate the

-100-50050100
kHz

Fig. 12.23 Contribution of
paramagnetic shifts to the 2H
NMR spectrum. Blue dashed
line, black broken line, and
red solid line show the
simulation spectrum including
one, two, and three
nearest-neighbor iron ions,
respectively
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paramagnetic dipolar interaction in this chapter, seems rather simple, the 2H NMR
spectra of the paramagnetic metal complex were well reproduced by the simulation.
Thus, the application of this simulation method to the analysis of various param-
agnetic materials is expected.
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Chapter 13
NMR Spectral Observations of the Gases
in Polymer Materials

Hiroaki Yoshimizu

Abstract The gas transport properties of polymeric materials, including sorption,
diffusion, and permeation, are closely related to the structural characteristics of the
polymers. As a result, the analysis of polymers exposed to certain gases by NMR
spectroscopy can determine detailed correlations between gas sorption and diffusion
in the polymer and high-order structurers. One such method involving the analysis
of 129Xe NMR chemical shifts is presented herein. This chapter also discusses the
estimation of gas diffusion properties from the peak widths in the NMR spectra of
polymers, as well as from data generated using pulsed field gradient NMR.

Keywords 129Xe NMR � PFG NMR � Polymer � Gas sorption � Gas diffusion

13.1 Introduction

The fuel sources used by humans have progressed through coal (a solid fuel)
through petroleum (a liquid) to natural gas. At present, another gas, hydrogen, is
one of the most important gaseous fuels associated with the pursuit of sustainable
energy, so new technologies related to the controlled transport of gases are required.
These technologies include the development of novel materials for applications
such as transfer tubes, cylinders, gaskets, and permselective membranes. Advanced
techniques for the characterization of such materials are also necessary. In partic-
ular, the development of polymeric materials acting as high-performance gas per-
meable membranes or barriers necessitates an understanding of the gas transport
properties in such materials, including sorption, diffusion, and permeation.
Conversely, because gas transport properties in a polymer are affected by both static
and dynamic structural characteristics, it is possible to analyze the structures of
macromolecules by assessing gas transport properties. Our own research group has
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been examining the applications of NMR techniques to the assessment of various
structural properties of polymeric materials, focusing on the correlations of struc-
ture with gas transport characteristics. The present chapter discusses the manner in
which the fine structure of polymeric solids can be characterized based on NMR
spectroscopy, using gaseous probe molecules. One advantage of this NMR tech-
nique is that both gas transport properties and high-order structural information for
the polymer can be obtained. For additional information, the reader is referred to
our publications regarding the structural analyses of polymeric materials by means
of 129Xe NMR spectroscopy [1–4].

13.2 Basics of the NMR Analysis of Gas–Polymer Systems

This chapter does not address the newest and/or advanced NMR techniques but
rather presents data primarily recorded using the single-pulse method in conjunction
with standard commercial NMR spectrometers with typical solution NMR probes.
The exception is that the analysis of relatively high-pressure gases requires special
NMR tubes with thick, hardened walls. Fortunately, commercial NMR tubes that
can withstand internal pressures up to approximately 1 MPa are readily available,
and the development of improved tubes capable of safely containing pressures up to
10 MPa is anticipated in the near future.

13.2.1 Apparatus for the Preparation of NMR Sample
Tubes Containing High-Pressure Gas Samples

Herein, the sample tubes and gaseous introduction apparatus are described. Our
group typically uses commercially available NMR tubes with thick glass walls and
a PTFE plug valve that can be easily and repeatedly connected to a narrow-bore
stainless steel gas line. This valve is readily attached and removed, so that the
sample gas (up to a pressure of approximately 1 MPa) can be easily introduced
solely by operating the valve. Inserting and removing a polymer sample is also
simple. Figure 13.1 shows a schematic diagram of an apparatus for introducing gas
samples to NMR tubes of our own design. Using the integrated pressure gauge and
transducer, the operator can introduce gas into the NMR tube to the desired pres-
sure. The stainless steel gas line purposely has a length of several meters so that the
sample tube can be situated within the field of the superconducting NMR magnet.
This apparatus also allows for real-time monitoring of the pressure in the NMR tube
throughout the trial, as well as variable temperature measurements. Following each
experiment, the gas used for the measurements can be easily retrieved from the
NMR tube by cooling an attached 50ml stainless steel gas storage cylinder with
liquid nitrogen.
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13.2.2 Gas Sorption Properties of Polymers

The gas transport properties of rubbery polymers can generally be described based
on Fick’s theory [5, 6] of gas–liquid systems, but this theory is not applicable in the
case of glassy polymers. A glassy polymer is in a state of thermodynamic
non-equilibrium and thus includes excess free volume (unrelaxed volume). While
the gas sorption isotherms of rubbery polymers will increase in direct proportion to
pressure, those of glassy polymers are typically concave along the pressure axis.
This effect has been successfully explained by the dual-mode sorption model [7], in
which the amount of gas adsorbed consists of the quantity predicted by Henry’s law
(CD: where the subscript indicates “dissolved”) and that predicted by the Langmuir
mode (CH: where the subscript indicates “hole”). This dual sorption is represented
by the equation

C ¼ CD þ CH ¼ kDpþ C0
Hbp

1þ bp
; ð13:1Þ

where C is the equilibrium sorption amount at a pressure, p, defined as the molar
concentration of gas per unit volume of polymer (usually expressed in unit of cm3

(STP)/cmpolym
3 ), corresponding to the density of the gas in the polymer. The hole

saturation constant in the Langmuir sorption mode, CH′, generally corresponds to
the unrelaxed volume in the glassy polymer.

As an example, Fig. 13.2 shows the isotherms for the sorption of Xe in a
polyphenylene oxide (PPO) sample at 25 °C, as obtained using the conventional
gravimetric method (◇) and a quantitative analysis of NMR signal intensity (○).
The data obtained from both methods are in good agreement and give almost the
same line upon nonlinear least-squares regression with Eq. (13.1), as indicated by
the solid curve in Fig. 13.2. This result suggests that NMR spectroscopy is a viable
means of measuring gas sorption. There is two ways of the conversion from the
NMR signal intensity to the absolute sorption amounts. One is using the sorption
data obtained elsewhere, and another is using the intensity of the NMR peak which

Vacuum 
line

Pressure
transducer

Gas
cylinder

1/16” SUS pipe

valve

Plug Valve 
Sample tube

SCM of 
spectrometer

Pressure
gauge

valve

valve

Fig. 13.1 A schematic
diagram of the
laboratory-made apparatus
employed for introducing gas
into an NMR sample tube
having thick walls and
incorporating a plug valve

13 NMR Spectral Observations of the Gases in Polymer Materials 367



could be assigned to that of a free gas observed simultaneously. However, the
assignment of free gas peak needs attentions. As a further example, the 100 MHz
13C NMR spectra of the 13CO2 in NMR sample tubes packed the drawn syndio-
tactic polystyrene (SPS) films at approximately 0.8 MPa and 25 °C are presented in
Fig. 13.3. Each of these spectra was observed at the same temperature and pressure,
but the direction of the film sample in the NMR tube was varied, as shown in the
figure. 13C-enriched CO2 was used in this experiment, so the sharp peaks observed
in each spectrum are readily assigned to the free gas in the tube. These peaks are
split into doublets or triplets, with the exception of the spectrum obtained when
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Fig. 13.2 Xe sorption
isotherms of
poly-2,6-dimethyl phenylene
oxide (PPO) at 25 °C as
obtained by NMR and
conventional (gravimetric)
methods

Fig. 13.3 The 100 MHz 13C
NMR spectra of 13CO2 in
NMR sample tubes
containing mono-axially
drawn syndiotactic
polystyrene (SPS) films at
approximately 0.8 MPa and
25 °C. The inserted
illustrations indicate the
direction of the film relative to
the magnetic field of the
spectrometer. 13C-enriched
carbon dioxide
(approximately 98%) was
employed in these trials
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small pieces of the film are inserted into the tube at random. These results are
primarily attributed to the anisotropic volume susceptibilities of the drawn SPS film
samples. The CO2 molecules at near the top and bottom edges, middle planes of the
regularly stacked SPS films experience different magnetic field to some extent. But
this susceptibility effect is sterically averaged when the small pieces of SPS films
were randomly inserted into an NMR tube. This same effect will occur for any
nuclei, so it must be taken into account during experimental analyses.

13.3 Characterization of the High-Order Structure
of a Glassy Polymer Based on 129Xe NMR
Chemical Shifts

129Xe is an isotope with a natural abundance of approximately 26.4% and spin
number I = 1/2. 129Xe NMR allows for relatively high sensitivity, so Xe gas can be
easily observed by NMR at relatively low pressures. The gyromagnetic ratio of
129Xe is about 1.1 times that of 13C, such that the resonant frequency for 129Xe is
close to that for 13C, so 129Xe spectroscopy can be performed using commercial
spectrometers with standard multinuclear NMR probes. Furthermore, 129Xe NMR
is highly sensitive to the sorption environment due to the very high polarizability of
the Xe atom. Therefore, the 129Xe NMR chemical shifts are strongly correlated with
the size and nature of micropores in the polymeric material, because interactions
with the host system can modify the electron density of the Xe atom. This unique
property has been demonstrated in studies utilizing inorganic cage compounds such
as zeolites [8–12]. Recently, it was reported that various gas–polymer systems can
be successfully characterized by 129Xe NMR [13–22]. A review of this prior work
is provided in references [1–4], but additional interpretations are presented herein.

The unrelaxed volume in a glassy polymer can play an important role in gas
sorption by providing a source of microvoids, meaning the interspaces between
polymer chains and 129Xe NMR porosimetory can be applied for the determination
of microvoid size in some glassy polymers. The chemical shift of Xe in a polymer
is, in general, explained by Xe–Xe interactions as well as interactions between Xe
and other atoms. These interactions increase when atomic distances are short,
generating chemical shifts to lower-field values, the magnitudes of which depend
on the size of the empty holes and the contribution of Xe–Xe interactions. The latter
interactions will be proportional to the Xe density, meaning the extent of Xe
sorption in the polymer. In the case of glassy polymers, a nonlinear relationship is
observed between pressure and chemical shift, which is explained by assuming that
the contributions of the Xe–Xe interactions at Henry and Langmuir sites are dif-
ferent. Specifically, the effect of the sorption amount at Langmuir sites on the 129Xe
NMR chemical shift is larger than that of sorption at Henry sites. This assumption is
based on the dual-mode sorption model. That is, only a limited number of Langmuir
sorption sites are formed, so that the extent of gas sorption at these sites is less than
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that at Henry sites at high pressures, and gas molecules are preferentially adsorbed
at the Langmuir sites. In addition, the disruption of Xe–Xe interactions by the
molecular motions of polymer chain occurs much more frequently at Henry sites.

The above considerations are summarized by the model schematic shown in
Fig. 13.4. Here, the straight bold line indicates the center line of a polymer chain,
and the gray part along this line indicates the effective volume of the polymer chain
including local molecular motions. This gray region therefore represents the volume
occupied by the polymer and the free volume due to local molecular motions, which
will be reduced with decreasing temperature. Because the larger segmental motions
are frozen in the glassy state, the region that remains empty (the domain indicated
by the slanted triangle) can be imagined as existing at the center of a triangle
surrounded by three polymer chains. This domain can be defined as a microvoid,
explaining why microvoids tend to expand with decreasing temperature. Previous
studies of variable temperature measurements using PPO [21] and polycarbonate
(PC) [23] have confirmed that the microvoid size as determined by analysis of
129Xe NMR chemical shifts increases with decreasing temperature. It is also evident
that the temperature-extrapolated microvoids become smaller than a Xe atom as the
temperature approaches the glass transition temperature of each polymer.

Since the Xe atoms in polymeric materials are in constant diffusive motion, the
inter-atomic distance that affects the 129Xe NMR chemical shift can be related to the
collision frequency of these atoms. A Xe atom contacting the gray region in
Fig. 13.4 will collide with a polymer chain, and such collisions will occur
repeatedly and continuously, such that the Xe atoms tortuously diffuse through the
polymer. Xe atoms in this region will also collide with polymer chains much more
frequently than with other Xe atoms. The scenario within a microvoid will be
reversed, because of a lack of contact with polymer chains. These Xe atoms will
collide with other Xe atoms more frequently. Experimental data are in good
agreement with these predictions. The 129Xe NMR chemical shift of the Xe at
Henry sites is predicted to be lower than that of Xe in Langmuir sites, indicating
that the distance between Xe atoms and polymer chains at Henry sites is very short,
such that they are almost in contact with one another. The chemical shift of the Xe
at Langmuir sites is estimated to appear at high-field values, while Xe–Xe

Temperature
down

The microvoid

Fig. 13.4 Schematic representation of the microvoid model (slanted region). The solid line
indicates the center of the polymer chain. The gray regions along the center line indicate the
occupied volume, with the free volume dependent on the molecular motions of the polymer chain.
Details are provided in the text
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interactions will lead to significant low-field shifts. Thus, information regarding the
microvoid structures in a glassy polymer can be obtained from the effect of the
sorption amount on the 129Xe NMR chemical shift.

13.4 Characterization of the High-Order Structure
of Rubbery Polymers from 129Xe NMR Chemical
Shifts

This section describes the analysis of rubbery polymers by 129Xe NMR. The
micro-Brownian segmental motions of polymer chains are active in the rubbery
state, meaning that the gray region in Fig. 13.4 expands and thus can be drawn
without the slanted triangle (meaning the microvoid region). As discussed above,
the gas sorption isotherms of glassy and rubbery polymers are different with one
another, so it is necessary to use different analysis procedures and interpretations for
each case.

As examples, the 129Xe NMR spectra of Xe in conjunction with a rubbery
polymer (acrylonitrile–butadiene copolymer rubber with 29 mol% acrylonitrile,
NBR29) and with a glassy polymer (polyimide, PI) at 25 °C are shown in Fig. 13.5.
The sharp peaks observed at approximately 0 ppm are assigned to free Xe gas, and
the associated chemical shifts are consistent with those of pure Xe gas at the same
pressure and temperature. In contrast, the peaks assigned to Xe in these polymers
are observed at approximately 205 ppm (in PI) and 228 ppm (in NBR29).
Interestingly, the peaks obtained from the rubbery polymer are always sharper than
those from the glassy material. This occurs because the gas diffusivity in a rubbery
polymer is higher than that in a glassy polymer. This relationship between the peak
width and diffusivity is discussed in more detail further on. The 129Xe NMR
chemical shifts obtained from the rubbery polymer undergo a slight low-field shift

-50050100150200250300

Xe in NBR29

129Xe NMR chemical shift (ppm)

Xe in PI

Free Xe
Fig. 13.5 The 193.6 MHz
129Xe NMR spectra of free
(gaseous) Xe and the Xe in
acrylonitrile–butadiene
copolymer rubber (with
29 mol% acrylonitrile;
NBR29) and polyimide (PI) at
0.7 (NBR29) and 0.8
(PI) MPa and 25 °C
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that is linearly correlated with increasing pressure. This linear shift can be explained
by Henry’s law, because the sorption amount will be proportional to the pressure.
The variation in the chemical shift of the Xe-rubbery polymer system is also
considerably smaller than that in the Xe-glassy polymer system; in the range of Xe
pressure from 0.1 to 0.8 MPa, a low-field shift of 2.9 ppm was observed for the
Xe-NBR29 system, while the Xe-PI system showed a shift of 25 ppm. These data
suggest that collisions between the Xe atoms tend to be disturbed by active
micro-Brownian segmental motions.

The value of the 129Xe NMR chemical shift in a rubbery polymer extrapolated to
a pressure value of nil depends on the degree of interaction between the Xe atoms
and the polymer. This interaction becomes strong when the inter-atomic distance is
short and, as a result, a low-field shift is induced. In Fig. 13.6, the extrapolated
129Xe NMR chemical shifts determined using liquid alkanes [24] and rubbery
polymers are plotted against the host material densities. All these data are well
represented by a single straight line, indicating that the 129Xe NMR chemical shift
in a liquid or a rubbery polymer is useful for the estimation of density. It has been
reported that, in the case of a liquid crystalline polyester with alkyl side chains, gas
sorption only occurs within the aggregated side chain layer, allowing the density of
this layer to be successfully estimated [20] even when conventional density mea-
surements cannot be applied because of the coexistence of the polyester main chain.
The density values estimated from the 129Xe NMR chemical shift in this case
agreed with those predicted from X-ray structural analysis and gas solubility data.
However, it should be noted that the 129Xe NMR peak generated by the PI appears
at a higher-field position compared with that of the NBR29 (Fig. 13.5), although the
density of PI (1.42 g/cm3) is higher than that of NBR29 (0.947 g/cm3). This result
demonstrates that the density of a glassy polymer cannot always be estimated from
the 129Xe NMR chemical shift. That is, the interpretation of the Xe data from a
glassy polymer must take into consideration the effect of microvoids.
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13.5 Analysis of Gas Diffusion Characteristics in Polymers
Based on NMR Peak Width

During the technique described herein, small samples of polymeric solids are
transferred into a sample tube and NMR spectra are acquired from the gas–polymer
system without the use of deuterated solvents. Therefore, there is the possibility of
significant sample inhomogeneity because of the anisotropic nature of the sample.
Since the NMR peak width will be affected by inhomogeneity and by spin–spin
relaxation, quantitative analysis of gas sorption in the polymer based on peak width
is not possible. However, variations in the peak width with changes in temperature,
pressure (which in turn affects the sorption amount), and polymer can be assessed.
In this section, analyses based on the widths (as reflected in the full-width at
half-maximum, FWHM) of NMR peaks generated by gases in polymers are
described. As shown in Fig. 13.5, the FWHM of the Xe peaks obtained from a
rubbery polymer is narrower than those obtained from a glassy polymer. This same
effect is also observed during 1H NMR analyses using CH4 [25]. The effects of
pressure on the FWHM values of Xe peaks in conjunction with polyvinyl chloride
(PVC), PPO, and NBR29 are summarized in Fig. 13.7. While the NBR29 spectra
exhibit almost no FWHM changes with pressure, both the PVC and PPO undergo
significant peak sharpening as the pressure is increased. The gas diffusion coeffi-
cients in these polymers as estimated from gas permeation, and sorption experi-
ments are in the order PVC < PPO < NBR29. The FWHM values are also
decreased by increasing the sample temperature, so it can be concluded that the
FWHM of the peaks resulting from a gas in a polymer represents a measure of gas
diffusivity.

The larger variation in the FWHM of peaks generated by glassy polymers can
also be interpreted based on the dual-mode sorption model. The Xe atoms at Henry
and Langmuir sorption sites are known to undergo rapid exchange, meaning that the
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Fig. 13.7 129Xe NMR peak
widths (FWHMs) obtained
from analysis of poly(vinyl
chloride) (PVC), PPO, and
NBR29 at 25 °C as functions
of Xe pressure. The solid
curves indicate the results of
curve fitting based on the
dual-sorption model. Details
are provided in the text
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experimental FWHM values should be considered as the weighted averages of the
fractions of the sorption amounts at both sites. Therefore, the experimentally
observed FWHM (FWHMobs.) values can be described by the equation

FWHMobs: ¼ /DFWHMD þ/HFWHMH; ð13:2Þ

where

/D þ/H ¼ CD=CþCH=C ¼ 1; ð13:3Þ

and FWHMD and FWHMH are the virtual FWHM values of the peaks originating
from the Xe at the Henry and Langmuir sites, respectively. The solid curves in
Fig. 13.7 represent the fitting of the Xe sorption data using Eqs. (13.2) and (13.3).
These results confirm that the value of FWHMD is much smaller than that of
FWHMH for the Xe-PVC and PPO systems. In addition, similar results have been
obtained for other Xe-glassy polymer systems, demonstrating that the diffusivity of
a gas at Henry sites is much greater than that at Langmuir sites. The low diffusivity
in glassy polymers can also be explained based on the effect of Langmuir sites, and
the remarkably low diffusivity exhibited by PVC can likely be attributed to the
presence of only a small number of isolated microvoids. The estimated FWHMH

value for PPO also changes with temperature and with the sample preparation
procedure (such as slow cooling and melt quenching), all of which can affect the
gas diffusivity. In contrast, the FWHMD value shows only minimal variation.
Together, these results indicate that the NMR peak width of a gas in a polymer can
be applied to the characterization of the diffusivity of the gas in that material.

In an attempt to perform quantitative analysis based on peak widths, the spin–
spin relaxation time (T2) of Xe in polymers was determined using the solid echo
method. In some experiments, CH4 was also used instead of Xe to confirm the
universality of this method, since the sorption properties of CH4 are similar to those
of Xe but the diffusivity of CH4 is higher than that of Xe due to molecular size
effects. The experimental T2 values were readily determined from single expo-
nential decay data and were found to correspond to the reciprocals of the FWHM
values, demonstrating that FWHM data may be used to study diffusivity regardless
of the nuclei being assessed. Figure 13.8 plots FWHM values against decay times
obtained from solid echo experiments for CH4 and Xe-PPO systems. In the case of
PPO, both the peak intensity and FWHM are reduced during the T2 process. These
findings indicate the distributions of T2. If the only one component of T2 exists in
the system, the peak intensity decays exponentially, but FWHM is not changed.
The reciprocal value of FWHM is apparently related to T2, and the change of
FWHM during the T2 measurement, therefore, means the existence of the
multi-component T2. In other words, the diffusivity of the CH4 and Xe in PPO over
very short timescales is distributed to some extent, because the value of FWHM is
influenced by diffusivity as mentioned above. The degree of reduction of the
FWHM is therefore likely to be correlated with the distribution of diffusivity. Both
optical and X-ray diffraction analyses demonstrated that the PPO was completely
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amorphous. However, from the viewpoint of gas diffusivity, the amorphous
structure of the PPO may have been slightly inhomogeneous, and it may be possible
to detect this inhomogeneity on a very small timescale. The diffusing gas molecules
can be expected to move through different regions of the samples in which the
diffusivity varies, such that the observed diffusion behavior is actually an averaged
value when the measurement is performed over a relatively long time span, or if the
diffusivity of the gas is especially rapid. Since the observation time span used to
assess the distribution of diffusivities is equal to an apparent T2, this distribution
will become narrower with increasing T2 values. Based on this discussion, the
observed order of the reduction in FWHM values (CH4 at 80 °C < CH4 at
25 °C < Xe at 25 °C) is considered to be reasonable. It should also be noted that
the fine high-order structure of PPO in the glassy state is inhomogeneous and thus
will exhibit different gas diffusivities on the scale of several tens of nm based on the
mean pathway length calculated using the diffusion coefficient and the apparent T2
at various experimental conditions. The glassy polymer PC, whose gas diffusion
properties are lower than those of PPO, showed no change in FWHM values during
solid echo measurements, indicating that the fine glassy state structure of PC is
more homogeneous than that of PPO. T2 observations of gases in glassy polymers
are therefore a useful means of characterizing the glassy state.

The FWHM values of the Xe peaks obtained from rubbery polymers are only
minimally affected by pressure or by the 129Xe chemical shift, although the chemical
shift is correlated with the density of the polymer, as discussed earlier. In general, the
diffusion coefficient of a gas in a polymer has been understood based on the free
volume theory [26]. Thus, in the case of rubbery polymers, the diffusion coefficient
can be predicted from the 129Xe NMR chemical shift, while the FWHM values of the
Xe peaks obtained from rubbery polymers also qualitatively correspond to the dif-
fusivity. Despite this, the accuracy with which diffusion coefficients can be deter-
mined fromFWHMdata is less than that is possible using 129XeNMRchemical shifts,
because the FWHM is also affected by structural factors such as inhomogeneity due to
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the volume susceptibility of the polymer pieces. However, the FWHM values of Xe
peaks obtained from rubbery polymers exhibit an interesting trend with changes in
temperature and type of polymer, indicating that the FWHM roughly correlates with
the diffusivity of the Xe. Figure 13.9 shows a semilogarithmic plot of FWHM as a
function of the difference between the experimental (T) and glass transition (Tg)
temperatures. Although both density and Tg varied among the rubbery polymers
employed to obtain these data, the FWHM values can be nearly normalized by the
temperature difference (T − Tg). This plot is similar to the temperature dependence of
the shift factor, aT, which is derived from the well-known WLF equation [27]. Thus,
the FWHMvalues in rubbery polymers, and by extension theXe diffusivity, evidently
are also affected by the polymer chain mobility.

13.6 Characterization of Oriented Structures by Pulsed
Field Gradient NMR

It is known that self-diffusion coefficients can be determined by pulsed field gradient
(PFG) NMR spectroscopy. Since this is a one-dimensional technique, the structural
anisotropy of the polymeric material can be estimated from the anisotropic diffusion
properties of gas and/or solvent molecules. As an example, the long-channel cavities
in hexagonal columns composed of oriented polyester having dodecyl side chains
have been successfully characterized using PFG NMR in conjunction with ethane as
the probe molecule [28]. However, in many gas–glassy polymer systems, the gas
diffusivity is too slow to determine the self-diffusion coefficient by the PFG method.
In this section, a study [29] in which the gas diffusion anisotropy of molecularly
oriented samples was determined is detailed. Figure 13.10 summarizes the gas
diffusion paths in randomly and mono-axially oriented samples. Here, a single
crystallite having anisotropic diffusivity is indicated by a striped square. When the
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crystallites are oriented randomly, the gas molecules must move tortuously, so
diffusivity is low. In contrast, the diffusion pathway is relatively straight for
long-range motion in the mono-axially oriented domains.

The form I crystal of poly 4-methyl-1-pentene (PMP) has four tetragonal 7/2
helical chains [30] and presents empty channel-like inter-chain spaces with mean
diameters of approximately 0.4 nm along the helical axis of the PMP chains. It has
been reported that only small gas molecules can penetrate into these spaces [16, 31].
Analyses using infrared dichroism and X-ray diffraction have confirmed that
mono-axially oriented crystalline regions can be obtained by mono-axial drawing of
a PMP film, with rod-like helical chains in these crystallites positioned parallel to
the drawing direction. The relationship between the direction in which the film is
positioned inside the NMR sample tube and molecular orientation is presented in
Fig. 13.11, in which the drawing direction is indicated by stripes. Comparing the
self-diffusion coefficients determined using two specially prepared sample tubes,
information can be obtained concerning the anisotropy of the gas diffusivity. As an
example, the 1H PFG NMR results obtained using CH4 in conjunction with a PMP

Randomly
oriented

Mono-axially 
oriented

Fig. 13.10 Schematic
representing the model for the
gas diffusion pathways
(arrows) at a cross section in
a polymer whose crystallites
are arranged either randomly
or mono-axially. The
direction of gas diffusion is
from top to bottom. The
striped square indicates a
single crystallite with
anisotropic gas diffusion
properties

Fig. 13.11 Schematic
illustration of the directions of
mono-axially drawn
poly-4-methyl-1-pentene
(PMP) films in NMR sample
tubes. The drawing direction
is indicated by stripes
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film drawn perpendicular to the PFG direction (see the left side of Fig. 13.11) are
shown in Fig. 13.12. The molecular mobility within the PMP film sample is too
slow, such that peaks resulting from protons in the polymer are absent from the
spectra. Therefore, all peaks in these spectra are assignable to CH4. An intense peak
appears in the low field at a PFG strength (g) of 0 and can be assigned to free
gaseous CH4. This peak disappears upon applying the smallest g value of
170 G/cm, indicating rapid diffusion. In contrast, a relatively small peak appears in
the high field, and the intensity of this peak decreases gradually with increasing g,
meaning that this peak can be assigned to CH4 in the PMP film, having relatively
low diffusivity. These findings demonstrate another application of PFG NMR as a
technique for peak assignment.

In the case of undrawn PMP film, in which chains are randomly oriented in the
crystallites, the same self-diffusion coefficient was obtained regardless of the
direction in which the film was set in the NMR tube. However, the self-diffusion
coefficient obtained when using drawn PMP film set parallel to the PFG direction
(see the right side of Fig. 13.11) was approximately three times that obtained using
a different orientation. This result indicates that the CH4 in a mono-axially oriented
PMP film diffuses preferentially along the helical chains in the crystallites, as
shown in Fig. 13.10. Similar studies using liquid crystalline polyesters [32] and
polypeptides [33] have been reported elsewhere.

Fig. 13.12 The 400 MHz 1H NMR spectra of the CH4 in an NMR tube packed with a drawn
PMP film set perpendicular to the drawing axis (see the left side of Fig. 13.11), acquired at various
PFG strengths (g) at approximately 0.4 MPa and 25 °C. The PFG length (d) and interval (D; the
so-called diffusion and/or observation time) were 1.0 and 10 ms, respectively. A stimulated echo
(STE) pulse sequence was used
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13.7 Summary

This chapter discussed the NMR spectroscopy data that can be obtained from
numerous gas–polymer systems, in order to demonstrate that this technique allows
the characterization of the fine structures and gas transport properties of polymeric
materials. 129Xe NMR spectroscopy is one of the most powerful of these methods.
In particular, the 129Xe NMR chemical shifts of polymeric materials can provide
information regarding the density of rubbery polymers or the presence of micro-
voids in glassy materials, on both a qualitative and quantitative basis. In addition,
the spectral intensity can be converted to units of gas sorption, and the peak width
(equivalent to the spin–spin relaxation time) presents a measure of diffusivity.
These features are independent of the nuclei being assessed, indicating that various
gases can be applied. Because peak widths are typically in the range of several tens
to tens of thousands of Hz, gas diffusivity can be observed on very short timescales.
Furthermore, the PFG NMR analysis of gases in polymeric materials is useful for
the determination of anisotropic gas diffusion properties and molecular orientations.
In conclusion, the NMR spectral observation of gases in polymeric substances has
significant potential as a means of studying both gas transport properties and fine
high-order structures.
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Chapter 14
NMR Studies on Natural Product—
Stereochemical Determination
and Conformational Analysis in Solution
and in Membrane

Nobuaki Matsumori and Michio Murata

Abstract In this chapter we overview two topics on NMR methodologies for small
molecules, mostly natural products; one is about the solution NMR-based methods
used for stereochemical determination of natural products, and the other is on the
solid-state and other techniques for investigating natural product-membrane inter-
actions. Since important two methods for stereochemical analysis of natural
products, namely the J-based configuration analysis (JBCA) and universal NMR
database (UDB) methods, were reported in the 1990s, both methods have been
widely used in the field of natural products. The newly coming RDC method is not
the major method in the field of natural products yet, but will surely be an important
tool for the stereochemical correlation between distant stereogenic centers, which
could provide invaluable information as to the whole shape of natural products in
solution. In the latter part of this chapter, we discuss the application of solid-state
and other NMR techniques to membrane interaction analysis of natural products. In
particular, we describe three examples of natural products that interact with bio-
logical membranes such as amphotericin B, erythromycin A, and theonellamide A.
As shown in NMR studies of amphotericin B, natural products often reveal very
high affinities for phospholipids and sterols in bilayer membranes. Solid-state
NMR, therefore, provides a very promising approach toward the structure study of
membrane-active complexes formed by natural products that have high affinity to
lipids. In addition, solution NMR techniques can be applied to elucidate the
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structural features of membrane-bound small molecules such as antibiotic ery-
thromycin A and membrane-disrupting cyclic peptide theonellamide A. Standard
2D 1H–1H experiments such as COSY (correlation spectroscopy), NOESY (nuclear
Overhauser effect spectroscopy), and DOSY (diffusion-ordered spectroscopy) are
often helpful in elucidating the membrane interaction between natural products and
lipids.

Keywords Natural products � Stereochemical determination � Bicelles
Solid-state NMR of membranes

14.1 Stereochemical Determination of Natural Products

In natural products chemistry, NMR spectroscopy is undoubtedly the most useful
and important tool because NMR parameters provide fundamental information
about not only the planar structures of natural products, but also their configuration
and conformation [1]. In most cases, the molecular skeletons of natural products
can be characterized by through-bond 1H–1H and 1H–13C correlation experiments
such as COSY and HMBC. In addition, the evaluation of 1H–1H spin coupling
constants (3JHH), chemical shifts, and nuclear Overhauser effects (NOEs) allows the
determination of the relative stereochemistry of cyclic compounds with rigid three
to six-membered rings. In contrast, the relative configuration assignment of
multiple-substituted acyclic chains and macrocycles as exemplified in Fig. 14.1 are
more difficult, because the geometrical flexibility of such systems makes NOE
intensities less reliable for stereochemical assignments. For example, assuming that
a molecule has major and minor conformations and the interproton distance of
interest is small in the minor conformation, the corresponding NOEs would be
relatively strongly observed, even though the distance is out of NOE detection in
the major conformation. This would cause misinterpretation of NOEs and mislead
the stereochemical assignment of flexible natural products.

To address these issues in the relative configuration assignment of organic
molecules, NMR-based approaches, J-based configuration analysis (JBCA) [2, 3],
universal NMR database (UDB) [3–5], and theoretical calculation of NMR
parameters [3, 6] were reported after the 1990s. More recently, residual dipolar
couplings (RDCs) were utilized as a tool to determine the relative configuration of
natural products [7, 8]. The modified Mosher’s method involving the derivatization
of chiral secondary alcohols and primary amines with a-methoxy-a-
trifluoromethyl-a-phenylacetic acid (MTPA) and comparison of chemical shifts
has been widely used to determine absolute stereochemistry [9]. Although many
other protocols such as circular dichroism measurement are also currently available
[10], relative stereochemistry is mostly determined by the following methods:
JBCA, UDB, and theoretical methods.
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14.1.1 JBCA Method

Until the 1990s, long-range C–H coupling constants (2,3JC,H) were seldom used for
the conformational or configurational analysis of natural products, because, unlike
biomolecules such as proteins and nucleic acids, it is difficult to achieve the isotopic
enrichment of natural products. In the 1990s, more sensitive methods such as
hetero-half-filtered TOCY (HETLOC) became available by detecting proton mag-
netization [11, 12]; this paved the way for the application of 2,3JC,H values in the
conformational and configurational analysis of isotopically unenriched natural
samples. Under these circumstances, the JBCA method was developed by Murata
and co-workers in 1999 [2]. This method utilizes the empirical and qualitative
Karplus-type dihedral angle dependence of not only 3JH,H, but also

2,3JC,H values
(Fig. 14.2) to determine the relative stereochemistry of two adjacent or alternate
stereocenters, commonly and frequently observed in the polysubstituted acyclic
chains of natural products as shown in Fig. 14.1. In this section, basic concept of
the JBCA method is briefly described.

As shown in Fig. 14.2, 3JC,H is known to follow a Karplus-type equation similar
to 3JH,H [13]. In addition, 2JC,H also provides dihedral angle information when the
a-carbon has an electronegative substituent [14] (Fig. 14.2). In the JBCA method,
the magnitude of coupling constants is qualitatively classified as small and large
under the assumption that C–C bonds can be represented by three staggered
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rotamers (one anti and two gauche). This assumption is generally reasonable for
acyclic carbon chains with less bulky substituents such as hydroxy and methyl
groups, which hardly cause significant deviations from the staggered positions.

To assign the relative stereochemistry (threo and erythro) of a 1,2-dimethine
system, six staggered rotamers possible in the threo and erythro diastereomers
should be distinguished from one another (Fig. 14.3). Among these six rotamers,
four rotamers, A-1, A-2, B-1, and B-2, can be specified using the qualitative
magnitudes of 3JH,H,

2JC,H, and
3JC,H values. However, two rotamers A-3 and B-3

with an H/H-anti orientation are still indistinguishable only from coupling con-
stants. To identify these two anti conformers, the NOE information is obtained. In
B-3 rotamer (Fig. 14.3), weak or no NOE (or ROE) should be observed between
H-1 and H-4, whereas in A-3 rotamer, H-1 and H-4 should be closer to the NOE
distance. Based on these criteria, all the six rotamers are distinguished, and their
relative configuration (threo or erythro) can be determined accordingly.

The question is how many coupling constants are necessary to assign a specific
rotamer out of the six rotamers. Because each rotamer shown in Fig. 14.3 can be
defined by two anti arrangements, the coupling constants that specify two
antiperiplanar relationships are enough to assign a single rotamer out of the six
rotamers. For example, A-2 shown in Fig. 14.3 can be defined by the anti orien-
tations of H-2/C4 and C1/H-3; therefore, two large 3JC,H values for H-2/C4 and
C1/H-3 are enough to specify this rotamer. Alternatively, for example, because the
anti arrangement of H-2/C4 in A-2 rotamer is equivalent to the two gauche
arrangements of H-2/H-3 and H-2/Y, the small 3J(H-2,H-3) and large 2J(H-2,C3)
can compensate the lack of 3J(H-2/C4). In this method, finding two antiperiplanar
relations is the key to identify a specific rotamer. With this notion in mind, it is
possible to assign the relative configuration of a rotamer by the step-by-step
interpretation of coupling constants, as exemplified in Fig. 14.4, without referring
to Fig. 14.3.

This analysis is applicable to methylene-spaced stereocenters such as
1,3-dimethine systems when prochiral methylene protons are stereospecifically
labeled according to their chemical shifts. All the possible rotamers for a methine–
methylene bond can be unambiguously distinguished using 3JH,H and 2,3JC,H. With
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Fig. 14.2 Empirical and qualitative Karplus-type dihedral angle dependence of coupling
constants and their classification into large and small according to the magnitude of the absolute
values. The parentheses indicate the values for 1,2-dioxygenated systems
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one methine–methylene relationship in hand, the same examination for the other
methine–methylene relationship leads to the diastereomeric determination of the
1,3-dimethine via the stereospecific assignment of methylene protons. An example
is shown in Fig. 14.5. The methylene protons on the C3 position are labeled as H3h

(high-field proton) and H3l (low-field proton), respectively. For the C2–C3 bond,
the observed coupling constants can specify the single rotamer (Fig. 14.5a). In this
rotamer, the two antiperiplanar relations are H2/H3h and OH/H3l. Similarly, the
rotamer for the C3–C4 bond was uniquely determined from the anti orientation for
H3h/H4 and two gauche relations with respect to H3l (Fig. 14.5b). Then, the
rotamers shown in Fig. 14.5a, b are connected at the C3 position so that the H3h

and H3l in both the rotamers are consistent, thus establishing the diastereomeric
relation between C2 and C4 as depicted in Fig. 14.5c.

The above analysis assumes a single and highly populated (>85%) rotamer in a
C–C bond. However, this is not always the case for acyclic carbon chains. When
multiple rotamers exist, averaged coupling constants, represented as medium
J values, are observed owing to a conformational interconversion much faster than
the NMR time scale. In most cases, the conformational equilibrium of a C–C bond
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is assumed to be the interconversion between two major staggered rotamers.
Figure 14.6 shows an example of relative stereochemistry determination in
exchanging rotamers. The medium magnitude of 3J(H-2,H-3) indicates the gauche/
anti equilibrium of H-2/H-3 dihedral angles. The medium magnitude of 3J(H-2,Me)
is also indicative of equilibrium of gauche/anti between H2 and Me. The large

Fig. 14.4 An example of the configuration assignment of a 1,2-dimethine system by the
step-by-step interpretation of observed coupling constants. The H-3 position is determined by the
two gauche relations of H-2/H-3 and C1/H-3. The 3-OH position is determined by anti H-2/3-OH
relation derived from the small value of 2J(H-2,C3). Accordingly, the remaining C4 should be
uniquely placed in the anti position of C1, and the relative configuration is assigned as threo
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Fig. 14.5 An example of stereochemical assignment of 1,3-stereocenters. H3h and H3l represent
the diastereotopic methylene protons on C3 with chemical shifts at higher and lower fields,
respectively
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value of 2J(H-3,C2) further indicates two concurrent gauche arrangements of
H-3/OH. These data indicate the equilibrium of two exchanging rotamers shown in
Fig. 14.6, thus leading to the configuration assignment of the C–C bond as erythro.

When three staggered rotamers have comparable populations, all the J values fall
into an intermediate category, and the J-based method cannot be applied to the
system. If the population of a minor rotamer is less than ca. 10%, its contribution
would be negligible, and the relative stereochemistry can be determined as the
above discussed interconversion system between two major staggered rotamers.

Now that the introduction of 2,3JC,H values provides a method for the stereo-
chemical assignment in acyclic natural products, measurements of 2,3JC,H are cru-
cial for the success of this methodology. Since the 1990s, several practical methods
have been proposed for the measurement of 2,3JC,H [15], thanks to the introduction
of inverse detection and pulse-field-gradient (PFG) technique. In the original paper
reporting JBCA [2], two methods were used: HETLOC (hetero-half-filtered total
correlation spectroscopy) [11, 12] and PS-HMBC (phase sensitive heteronuclear
multiple bond correlation) [16]. The sensitivities of those methods are almost
comparable to or slightly lower than conventional HMBC. The HETLOC experi-
ment provides a 1H–1H 2D TOCSY-like spectrum, where each cross-peak is split
by 1JC,H along the F1 direction and dislocated by

2,3JC,H along the F2 direction. This
cross-peak feature of HETLOC allows efficient measurements of small 2,3JC,H
values. However, because HETLOC uses the TOCSY spin transfer, it cannot
measure the coupling constants between protons and quaternary carbons or between
protons and carbons belonging to different spin systems. To solve this problem,
PS-HMBC experiments [16] were also introduced. In the PS-HMBC experiments,
the relative cross-peak intensities arising from the same proton depend on the
magnitude of 2,3JC,H [16]. Therefore, the combined use of HETLOC and PS-HMBC
can increase the number of observed 2,3JC,H values. Several pulse sequences
including J-HMBC [17], useful for estimating coupling constants between protons
and quaternary carbons, were also reported for the estimation of 2,3JC,H values. The
J-HMBC signal amplitude of spectra shows the characteristic sin(p2,3JC,Hs)-
dependence with increasing evolution time s, and thus accurate C–H coupling
constants can be obtained by fitting a sine curve to the experimental data or by
performing a 3D-version of J-HMBC.
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The J-based method was first applied to maitotoxin [18] (Fig. 14.1), the largest
secondary metabolite known to date, followed by dysiherbaine [19] and amphidinol
3 [20]. Since then, this method has been used for the structure determination of
diverse natural products [3]. During the course of its application, this method has
been modified according to each compound, thus becoming a robust method. For
example, the application of the J-based method has been extended from stereo-
centers bearing methyl and hydroxy groups to those bearing amine and chloride
groups [3].

14.1.2 UDB Method

Around the same time when the JBCA method was reported, Kishi et al. reported
the UDB method, providing another powerful tool for determining relative stere-
ochemistry [4, 5]. In the 1980s and 1990s, Kishi’s group achieved the stereo-
chemical assignments of multifunctional and complex acyclic natural products such
as palytoxin [21], AAL toxins/fumonisins [22], and maitotoxin [23] through
stereocontrolled synthesis. These studies demonstrated the following facts [4]: the
NMR profiles of these natural products reflect the specific stereochemistry of
the small substituents on the carbon backbone, independent of the other moieties in
the molecules, and the steric and stereoelectronic interactions between the structural
clusters separated by a two/more methylene bridge are negligible. Based on these
experimental discoveries, they developed the principle of the UDB method for
assigning the stereochemistry of (acyclic) compounds. A highly functionalized
molecule can be considered as the sum of independent clusters of stereocenters
(stereocluster), and the stereochemistry of each independent stereocluster can be
determined from the NMR data (13C chemical shifts were mainly used in the initial
publications of UDB) comparison of the libraries of model compounds with
stereochemically unknown natural products. One of the original demonstrations of
this technique was carried out on the oasomycins [5]. To determine the stereo-
chemistry of the stereocluster in the rectangle shown in Fig. 14.7, they built a
library of model compounds with eight possible diastereoisomers (database 1) and
compared their 13C chemical shifts with those of oasomycin B. According to
Kishi’s convention, the deviations (Dd) are presented in a bar chart form
(Fig. 14.7). Apparently, the deviations in 13C chemical shifts are the smallest in 1e,
indicating that the relative stereochemistry at the C6–C9 of oasomycin B is the
same as that of 1e.

Kishi’s group created the libraries of stereoclusters (databases 2–5) and deter-
mined the stereochemistry of oasomycin (Fig. 14.8) [24]. Although the creation of
a database requires the laborious organic synthesis of all the possible stereoisomers,
once the database is available, it is universally applicable to the stereochemical
determination of various natural compounds containing the sterocluster.

Later, Kishi’s group created databases for contiguous polyols such as
1,2,3-triols, 1,2,3,4-tetraols, and 1,2,3,4,5-pentaols and extended the UDB method
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using profiles consisting of two or three contiguous 3JH,H constants (Fig. 14.9) [25].
As exemplified for contiguous triols (Fig. 14.9), the internal and terminal 3JH,H
pairs are distributed in four areas depending on their relative stereochemistry, cf,
syn/anti, syn/syn, anti/anti, and anti/syn. This indicates that a 3JH,H profile can be
used as a primary screening for predicting the stereochemistry of unknown polyols,
whereas 13C and 1H chemical shift profiles are used to confirm the predicted
stereochemistry.
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Fig. 14.7 Application of UDB method to the stereochemical assignment of oasomycins.
Difference in 13C chemical shifts between oasomycin B and synthetic compounds 1a–
h. Reproduced with the permission from Ref. [5]. Copyright 1999 American Chemical Society
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14.1.3 Calculations

One of the drawbacks of the JBCA method is that, unlike 3JH,H values that have
well-documented empirical and theoretical correlation with the dihedral angles, the
use of 2,3JC,H values for the analysis of relative configuration is accompanied by
ambiguity in classifying a given value into large, medium, or small, because of the
scarce accumulation of literature data, particularly for the stereocenters carrying less
common substituents such as halogens. The NMR database method also faces the
same difficult situation when NMR databases covering the stereocluster of interest
are not available.

On the other hand, thanks to the developments in computational power and
advances in quantummechanical (QM)methods in the last two decades, experimental
NMR parameters such as chemical shifts and coupling constants can be reproduced
by calculations with a high accuracy. Hence, it is no surprise that theoretical
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calculations are used to compensate not only the ambiguity in correlation between the
experimental 2,3JC,H data and dihedral angles in the JBCAmethod, but also the lack of
experimental NMR databases for stereoclusters in the UDB method [3, 6].

A recent example of QM calculation that compensates the traditional JBCA
method is shown in Fig. 14.10 [26]. Because some experimental 2,3JC,H values for
the C7–C10 of celebesides were difficult to categorize as small or large, a quanti-
tative QM calculation was introduced in the JBCA method. The 3JH,H and 2,3JC,H
values were calculated for each of the six staggered rotamers (three for each relative
stereochemical arrangement) and compared with the experimental data [27]. In the
calculation, constrained optimizations were performed for all the staggered rotamers
in the simplified fragment (Fig. 14.10), and the gauge independent atomic orbital
(GIAO) [28] method was applied to calculate the coupling constants. Then, the
calculated and observed coupling constants were compared using the total absolute
deviation (TAD) values (Table 14.1) derived from the equation (R |Jcalc − Jexp|) for
each stereoisomer. The rotamers exhibiting the lowest TAD values were A3 for the
C7–C8 (5.5 Hz), B4 for the C8–C9 (5.5 Hz), and C1 for the C9–C10 (4.2 Hz), and
C1 for the C9–C10 (4.2 Hz), corresponding to 7S*,8R*,9S*,10R* stereochemistry.
This result confirmed the prediction by the conventional JBCA method. Thus, the
quantitative approach based on a QM calculation is particularly helpful when the

Fig. 14.9 Two-dimensional representation of the internal (left) and terminal (right) 3JH,H values
observed for triols. The x and y axes represent the two contiguous 3JH,H values indicated by the
arrows. S = syn and A = anti. Reproduced with the permission from Ref. [25]. Copyright 2003
American Chemical Society
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experimental coupling constants are around the borderline between large and small
classifications.
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The other example is in silico compensation for the UDB method. The protocol,
which was devised for flexible molecular systems by considering the contribution
from all the significant conformers, consists of four steps [29]: (a) a conformational
search of all the significantly populated conformers of each diastereomer, (b) QM
geometry optimization of all the species, (c) GIAO calculations of all the obtained
structures, (d) comparison of 13C chemical shifts between the Boltzmann-weighted
average based on the calculated energies and observed data. Figure 14.11 shows an
application of this protocol to the stereochemical assignment of the C2″–C3″ of
bonannione B [30]. The calculation was carried out for the three staggered rotamers
around the C2″–C3″ bond of each of the two possible diastereomers at C3″ (a and
b). For each rotamer, the geometry optimization followed by the GIAO 13C
chemical shift calculation was carried out at the DFT level. The 13C chemical shifts
for each stereoisomer were calculated as the Boltzmann-weighted average of the
13C chemical shifts for the three rotamers. Then, the calculated 13C chemical shifts
were compared with the observed chemical shifts (Table 14.2); the chemical shift
coincidence at the C4″ and C5″ between the calculated and experimental data
indicates that the relative configuration of bonannione B is a.

Table 14.1 Calculated and observed coupling constants for the simplified fragment of celebeside A

Calcd. Experimental

threo erythro

C7–C8 A1 A2 A3 A4 A5 A6
3J(H7,Me) 2.7 4.0 4.3 2.9 4.2 5.1 5.5
3J(H7,C9) 4.9 0.4 2.1 5.6 1.5 0.1 3.1
3J(H8,C6) 4.4 1.7 0.5 0.7 5.2 5.7 2.6
3J(H7,H8) 8.0 7.5 2.2 2.4 4.1 6.1 1.0

TAD 8.0 11.7 5.5 8.4 8.7 11.8

C8–C9 B1 B2 B3 B4 B5 B6
2J(H8,C9) −0.4 −4.8 −3.8 −4.1 −0.7 −5.2 −7.2
3J(H9,C7) 5.2 5.5 1.8 2.3 2.3 1.2 3.0
3J(H9,Me) 1.5 3.6 2.7 1.0 6.5 5.1 1.3
3J(H8,H9) 2.0 2.5 9.0 9.2 1.2 5.1 10.6

TAD 17.8 14.3 7.6 5.5 21.9 13.0

C9–C10 C1 C2 C3 C4 C5 C6
3J(H9,Me) 5.0 0.4 2.5 6.6 4.7 2.9 5.3
3J(H9,C11) 2.6 6.2 4.4 0.3 2.2 4.7 4.0
2J(H10,C9) 2.3 −2.0 −5.7 −2.1 −5.7 2.3 1.3
3J(H9,H10) 2.6 4.4 2.3 4.8 2.3 2.7 1.1

TAD 4.2 13.7 11.3 12.1 10.7 5.7

Coupling constants were calculated using the density functional theory (DFT) method. TAD
values were derived from the equation (R |Jcalc − Jexp|). The diastereomers with the lowest TAD
values appear in italics
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14.1.4 RDCs

As described above, the stereochemical assignments of organic molecules depend
on chemical shifts, J-couplings, and NOEs, even though these NMR parameters do
not provide long-range information. Therefore, it has been impossible to correlate
distant stereocenters or stereocenters separated by a flexible linker, hindering the
stereochemical determination of organic molecules with such stereocenters. This
situation can be changed by introducing RDCs with angular information with
respect to the direction of external magnetic field, thus allowing to correlate the
distant moieties of a molecule. The RDC techniques were mostly developed in the
biomolecular NMR field, where RDCs are frequently used to elucidate and refine
the 3D structures of peptides, proteins, and nucleic acids. Lately, this approach has
been used to determine the relative configurations of organic molecules. The basic
principle and applications of RDCs to organic molecules are briefly described
below; readers should refer to review papers for more details [7, 8].
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Fig. 14.11 Two possible
stereoisomers at the C3″ of
bonannione B

Table 14.2 Calculated 13C
NMR chemical shifts for
possible stereoisomers a and
b, and the 13C NMR data of
bonannione B (CDCl3)

13C chemical shifts (ppm)

a b Obs.

1″ 29.1 29.5 25.9

2″ 94.0 94.0 91.3

3″ 73.9 73.9 73.8

4″ 23.1 19.7 22.4

5″ 37.3 40.6 36.6

6″ 24.8 25.0 21.8

7″ 122.1 122.5 123.7

8″ 128.7 128.0 132.0
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Dipolar couplings are directly proportional to 3 cos2 h�1
2

D E
cIcS=r

3, where h is the

angle between the I–S interspin vector and magnetic field direction;
bracket 〈 〉 indicates a time average of all the orientations sampled by the interspin
vector; cI and cS are the magnetogyric ratios of the two spins I and S; r is the
interspin distance. Thus, dipolar couplings provide structural information about the
orientation and distance and are typically of the order of several kHz in solid-state
samples. In liquid samples, the dipolar couplings are generally averaged to zero,
and thus the orientation and distance information is lost, because the isotropic fast
tumbling motion of the molecules nulls the time average term denoted by the
bracket. To access the dipolar couplings in liquid NMR spectra without a significant
loss in signal resolution, the solute molecules should be weakly aligned, which can
be attained using alignment media such as liquid crystals or stretched polymer gels.
In such alignment media, the solute molecules are weakly oriented, and the dipolar
couplings are not averaged to zero, but scaled down from kHz to the order of
several Hz. Such reduced dipolar couplings are known as RDCs.

For the application of RDCs to organic molecules, stretched polymer gels are
most frequently used as the alignment media: polyacrylamide and polyacrylonitrile
for water and polar organic solvents, and polystyrene for apolar organic solvents
[8]. A preparation procedure involves the adding of a solvent to a dry polymer stick
in an NMR tube. The swelling gel stretches along the NMR tube axis, and the
polymer network also becomes anisotropic, preventing the solute samples from
isotropic tumbling and consequently making the solute molecules weakly aligned
(Fig. 14.12). To obtain RDCs, two measurements should be carried out: one in
isotropic solution to obtain the scalar couplings J, and the other in anisotropic
alignment media to obtain |J + 2D|. 1JC,H/

1DC,H can be measured by conventional
HMQC or HSQC experiments without carbon decoupling during the acquisition.

To understand the basic principle of RDC application to stereochemical deter-
mination, the distinction of axial versus equatorial protons on a six-membered ring
is exemplified in Fig. 14.13. Because all the axial C–H bonds are parallel or
antiparallel, they give the same C–H RDCs. In the a and b isomers of 4,6-O-
ethylidene-D-glucopyranose [31], the RDC for the anomeric C–H bond in the b
isomer should have the same size as those of the axial C–H bonds, whereas the a
isomer produces a different size of RDC, thus making it possible to discriminate the
stereoisomers based on the size of RDC. Although for practical purposes, such a
simple problem can be solved by measuring NOEs and/or 3JH,H values without
referring to RDCs, this demonstrates how RDCs make it possible to correlate the
stereochemistry of the anomeric position even with the most distant stereocenter in
the ketal moiety.

To determine the relative stereochemistry of complex molecules using RDCs,
the conception of alignment tensor is generally introduced. In the case of a rigid
molecule, the alignment tensor represents the distribution of the external magnetic
field vector in a reference molecular frame. When more than five RDCs are
observed for a rigid molecule, its alignment tensor can be obtained by fitting a
molecular structure to the experimental RDC data. From thus obtained the
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best-fitting alignment tensor and molecular structure, it is also possible to
back-calculate the RDCs; this should be completely consistent with the experi-
mental RDCs when the input molecular structure is correct. In contrast, a molecular
structure with a wrong stereochemistry will cause a poor agreement between the
back-calculated and experimental RDCs (Fig. 14.14) [32]. In this manner, RDCs
can be used for the verification and falsification of relative configuration. Then, the
application of RDCs to stereochemical analysis has extended from cyclic rigid
compounds to flexible acyclic natural products as demonstrated by the report from
Griesinger’s group on the stereochemistry of sagittamide A [33]; the combined use
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Fig. 14.12 Schematic
drawing of an anisotropic gel
network in an NMR tube and
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of coupling constants, NOEs, and RDCs allowed the successful determination of all
the stereochemistry. Very recently, residual chemical shift anisotropy has also been
applied to the stereochemical determination of organic molecules [34].

So far, however, the RDCs are not always generally used for the stereochemical
determination of natural products, probably because of not only the requirement of
slightly complex data analysis, but also the hesitation of mixing precious and small
amount of natural products with alignment gel media.

14.2 NMR Methods for Examining the Conformation
and Intermolecular Interactions of Natural Products
in Membranes

To gain a deeper insight into the biological activities of natural products, it is crucial
to obtain more precise information regarding their interactions with membrane
lipids, but it has been hardly obtained even with the current technologies. The fluid
mosaic model was proposed by Singer and Nicolson in 1972 [35]; a plasma
membrane was thought to be a two-dimensional homogeneous fluid, mainly con-
sisting of rapidly diffusing lipids and proteins. This vision has been revised by the
concept of “lipid rafts,” where the lipid bilayers are heterogeneous in biological
systems [36]. Some recent research results have demonstrated that certain physic-
ochemical features of lipid rafts can be partly reproduced using artificial membranes

Fig. 14.14 Two possible
diastereomers of spiroindene
and the agreement of
experimental versus
back-calculated RDCs
(DCH,exp and DCH,calc) for the
diastereomers
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in the absence of proteins [37, 38], significantly accelerating biophysical and
chemical studies on the atomic-level mechanism of lipid–lipid interactions in
membranes [39–41]. The methodologies developed in these studies for lipids also
help to examine the conformation of natural products associated with membranes.
In this section, we would like to describe three examples of natural products that
interact with biological membranes in exerting their activities, some of which can
modify the domain formation of biological membranes.

During our research on amphotericin B (AmB), a clinically important antifungal
drug, we learned that small molecules, particularly natural products, often show
very high affinities for phospholipids and sterols in bilayer membranes when they
induce membrane-disrupting activities [41]. Solid-state NMR, therefore, provides a
very promising approach for the structural studies of complexes of natural products
with membrane lipids. Furthermore, solution NMR techniques can be applied to
characterize the structures of membrane-bound small molecules. Standard 2D
1H–1H experiments are often recorded with micelle suspensions or even with
hydrated membrane dispersions. In this section, we would like to describe three
examples for our and others’ NMR studies on small molecule–lipid complexes.

14.2.1 Amphotericin B

As the first example, we selected a well-known antibiotic AmB. Although this
antibiotic was discovered 70 years ago, it is still regarded as the drug of choice for
the treatment of systemic fungal infections [42]. We became interested in the
structure determination of the self-assembly formed by AmB and sterol, supposed
to be the main responsible entity for the drug’s fungicidal activity. First, we con-
ducted the 13C NMR signal assignment of AmB in a membrane. The 13C–13C
chemical shift correlation spectrum of uniformly 13C-labeled erythromycin A has
been recorded using a method known as CMR7 based on 13C–13C magnetization
transfer [43]. The same methodology was applied to AmB bound to a membrane
(Fig. 14.15a). We prepared uniformly 13C-enriched AmB at 15% by feeding [13C6]
glucose to Streptomyces nodosus [44]. 13C–13C cross-peaks were observed only for
single-bond correlations with an incorporation pattern of biosynthetic precursors,
acetates, and propionates [44] in hydrated 1,2-dilauroyl-sn-glycero-3-
phosphocholine (DLPC) membrane (Fig. 14.15b).

With the chemical shift assignment in hand, we examined whether AmB spans
the bilayer with a single or double molecular length (Fig. 14.15d) based on the
interactions between AmB and the phosphate head group of DLPC. For this purpose,
13C–31P dipolar coupling was used [45–47]; usual REDOR pulse sequences could
not be directly applied to uniformly 13C-labeled AmB because of homonuclear
coupling interactions arising from 13C–13C spin networks. Homonuclear J-coupling
is still active through the Hahn-echo refocusing routine, causing undesired phase
modulations in the REDOR spectra. REDOR for X clusters (RDX) was thought to be
the most suitable method for this purpose [48]; in this experiment, 13C–13C isotropic
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Fig. 14.15 a Structure of AmB, b 2D 13C–13C correlation of 13C-enriched AmB in DLPC
membrane at the AmB/DLPC molar ratio of 1:8 and 50 wt% hydrated with 10 mM HEPES/D2O
buffer. The spectrum was recorded with the magic-angle spinning at 7 kHz at 30°C. c The 13C–31P
RDX spectrum of the same preparation as that shown in (b) with the magic-angle spinning at
7 kHz at 30°C. The top trace shows the REDOR difference spectrum, ΔS, whereas the bottom
trace shows the REDOR reference spectrum without 31P pulses. d Models showing the membrane
interaction of AmB with a DLPC bilayer membrane as single-length (left) and double-length
assemblies. Reprinted with the permission from Ref. [44]. Copyright 2006, with permission from
Elsevier
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J interactions are refocused by a combination of rotor-synchronized p and p/2
pulses. In the spectrum shown in Fig. 14.15c, significant REDOR dephasing effects
were detected for the 13C NMR signals near both the terminal ends of an AmB
molecule, whereas the broad peaks due to seven double bonds (C20–C33) showed a
marginal diphase (Fig. 14.15c). These data indicate that AmB spans DLPC mem-
branes with a single molecular length as depicted in Fig. 14.15d; the membrane
thickness of DLPC is comparable to that of plasma membranes, thus indicating that
single-length channels rather than double-length channels are responsible for the
membrane-permeabilizing effect of AmB.

The selective activity for fungal membranes over human tissues is probably due
to the more efficient formation of an ion-channel assembly in the presence of fungal
ergosterol (Erg) over human cholesterol (Chol) [49]. To determine the structure of
the bimolecular complex of AmB and Erg formed in a membrane, 13C{19F}
REDOR experiments were performed with C14-19F-labeled AmB and 13C-labeled
Erg at the C4 and dimethyl terminus (C26/C27) positions [50]. The spectra showed
the presence of a “head-to-tail” interaction of AmB and Erg (Fig. 14.16).

AmB

PC

(c)

(d)

Fig. 14.15 (continued)
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A recent structure–activity relationship study [51, 52] showed that the tetracyclic
core of Erg contacts the macrolide ring of AmB with a close face-to-face VDW
force, indicating that the a-face of an Erg core (Fig. 14.17c) interacts with AmB.
Moreover, the REDOR experiments (Fig. 14.16c) showed that the dephasing effect
reaches a plateau at the ΔS/S0 ratio of 0.3, indicating that the parallel and
antiparallel orientations of AmB–Erg occur at a 7:3 ratio in membrane assemblies
[53]. Both the AmB–Erg orientations are mainly stabilized by a common interaction

Fig. 14.16 a A schematic model of AmB (yellow boxes) and Erg (blue) in antiparallel
“head-to-tail” orientation. Red arrow indicates the pair of labeled atoms producing the REDOR
dephasing. b 13C{19F}REDOR spectra of nonirradiated (full-echo) (S0),

19F-irradiated experiments
(S), and difference spectrum (DS) focusing on the 26,27-dimethyl group of Erg at the ratio of 14-F
AmB/26,27-13C2 Erg/POPC (1:1:9); hydrated POPC bilayers were prepared in 10 mM
HEPES/D2O (50% wt) at 38 °C. Arrows indicate the C26/C27 signals. c Experimental 13C
{19F}REDOR dephasing values (DS/S0) for the C26/C27 signal (filled circle), and simulation
curves (solid lines) for the 13C–19F distances of 5.5 and 7.0 Å, assuming that 30% of 26,27-13C2

Erg is involved in antiparallel pairing. A dashed line that was obtained as the average of two
different curves simulated for distances 5.5 and 7.0 Å (1:1) fits the experimental data. Reprinted
with the permission from Ref. [53]. Copyright 2016 American Chemical Society
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mode such as face-to-face VDW. The structure of the stable complex (Fig. 14.17a,
b) represents the face-to-face interaction that possibly accounts for the drug’s
selectivity of Erg over Cho; in complex 14.17a, the 7-axial hydrogen of Chol
prevented close contact between the AmB macrocycle and alicyclic sterol core [52].

The structural study of AmB–Erg complex [53] has demonstrated that solid-state
NMR techniques are useful to achieve the atomic-level interaction mode of small
molecules in a membrane. Although numerous studies on solid-state NMR have
been reported for membrane-active peptides (see Chap. 9) and membrane lipids,
investigations on other small molecules such as natural products are rare. One of the
reasons is the difficulty in preparing isotope-labeled compounds. As shown in these
studies on AmB, if labeled compounds could be prepared, the structural information
could also be obtained with atomistic resolution by solid-state NMR. Another
important key to success is the mobility of membrane-bound molecules. In the
AmB case, the ion-channel assemblies were regarded as immobile in the NMR
timescale. When AmB is diluted with membrane phospholipids to 1:50 ratio, AmB
starts moving in the membrane. In the former case, the accurate structure of the
assembly could be elucidated using interatomic distances, and in the latter case, the
orientation of the assembly could be deduced as reported recently [54].

14.2.2 Erythromycin A

Erythromycin A (EA, Fig. 14.19) is an old antibiotic, but still widely prescribed. As
a side effect known as phospholipidosis, the drug accumulates in lysosomal
membranes and induces the excess accumulation of phospholipids [55, 56]. This is

Fig. 14.17 NMR-derived structures of AmB–Erg bimolecular complexes in parallel (a) and
antiparallel (b) alignments. The images were generated by conformational search (Macromodel).
*C7 position of Erg. c Depicts the a- and b-faces of Erg. Reprinted with the permission from Ref.
[53]. Copyright 2016 American Chemical Society
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caused by the inhibition of lysosomal phospholipase activity by EA [55]. Isotropic
bicelles which are often applied to membrane-associated peptides and proteins [57,
58] have been used for the molecular characterization of the membrane-bound
structure of EA [59]. First, 31P NMR spectra of a large oriented bicelle containing
dimyristoyl phosphatidylcholine (DMPC), dihexanoyl phosphatidylcholine
(DHPC), dimyristoyl phosphatidylglycerol (DMPG), and EA (the q value
[DMPC + DMPG]/[DMPC] = 3.3) were measured to confirm that the bicelle
structure is maintained even at high contents of EA. The 1H NMR spectra of EA in
bicelles comprising DMPC-d54, DHPC-d22, and DMPG-d54 (q = 0.5) showed that
the conformation of bicelle-associated EA determined using NOEs and 3JHH data
(Fig. 14.19b) is consistent with the crystal structure of EA [60].

The relaxation parameter T1M of EA protons in bicelles containing paramagnetic
Mn2+ ions (Fig. 14.19a) was strongly shortened for the signals of the 7′,8′-dimethyl
group, indicating that the ammonium group in aqueous media has ionic interactions
with the phosphate groups of the bicelle and come close to the water–lipid interface.
On the other hand, the protons affected by 12-doxyl-PSPC (Fig. 14.18) were
positioned at 2, 13, 20, 1″, and 8″ (blue balls in Fig. 14.19a), indicating that these
protons reside in the relatively deeper portion of the bicelle interior. Taken together,
EA resides in the shallow and middle parts of membrane interior by placing the
dimethylamine group close to the phosphate group and with slightly immersing the
macrolide portion in the lipid bilayer [59].

EA was shown to dominantly partition to the flat bilayer area of the bicelle to
interact more preferentially with acidic DMPG than with neutral DMPC and DHPC,
and DMPG preferentially resides in the DMPC-rich bilayer of the bicelles owing to
the better matching of acyl chain length to that of DMPC. The position and con-
formation of EA in bicelles shown in Fig. 14.20 suggest that the drug is a potential
inducer of phospholipidosis; the possible mechanism for the inhibition of phos-
pholipase activity is the binding of EA to negatively charged lysosomal membranes
[55, 56]. This NMR-based study showed that the large macrolide moiety of EA
comes close to the ester groups of phospholipids (Fig. 14.20), thus probably hin-
dering the approach of lysosomal phospholipase to the C1′ position of a lipid acyl
chain. This led to the accumulation of phospholipids in the cell.

14.2.3 Theonellamide A

The next example is a cyclic peptide, which does not belong to typical
membrane-active amphipathic peptides. In this section, we would like to describe
some applications of solution NMR to membrane-bound molecules.
Theonellamides (TNMs, Fig. 14.21) were isolated from the marine sponge
Theonella sp. [61]. TNM homologs possess a bismacrocyclic skeleton that
encompasses nonribosomal amino acid residues and a histidinoalanine tether. In
vitro binding assays using a fluorescent derivative showed that the peptide
specifically bound to 3b-hydroxysterols such as cholesterol (Chol) and ergosterol
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(Erg) [62]. The phenotypic changes in yeasts indicate that the membrane-related
activity of TNM is distinct from that of polyene antifungals such as AmB. The 2H
NMR spectra of deuterated-Chol and 3-epi-Chol showed that TNM-A significantly
slows down the fast rotational motion of Chol and Erg, but not epi-cholesterol [63],
indicating that 3b-hydroxysterol directly interacts with TNM-A in lipid bilayers.

To better understand the membrane-disrupting activity of TNM-A, solution
NMR techniques were used for isotropic bicelles containing the peptide. In par-
ticular, several 1H NMR experiments were conducted to examine the interaction
mode of TNM-A in model membranes. First, the aggregate formation of TNM-A
was evaluated by diffusion-ordered spectroscopy (DOSY) [64]. Using the accurate
viscosity values of deuterated solvent systems, the results indicate that TNM-A has
the oligomeric states of 2–9 molecules (depending on peptide concentration) in an
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Fig. 14.18 Interactions of paramagnetic DOXYL-PC and Mn2+ with an isotropic bicelle.
Reproduced from Ref. [59b] by permission of The Royal Society of Chemistry
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aqueous environment, and this aggregation potential plays a role in the
membrane-disrupting activity of the peptide [65]. Further, TNM-A was mixed with
small DMPC-d54/DHPC-d22 bicelles and subjected to 1H NMR measurements in
the presence of a paramagnetic quencher Mn2+ [65] similar to erythromycin in the
previous section (Fig. 14.22). In Chol-containing (10 mol%) bicelles, the 1H sig-
nals of TNM-A were significantly broadened, indicating that the peptide efficiently
associates with the Chol-containing bicelles. The addition of Mn2+ to these bicelles
also elicited a concentration-dependent decrease in the relative intensity of TNM-A
signals, further indicating that the peptide completely stays near the surface of the
bilayers where the Mn2+ residing near the phosphate group effectively affects the
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Fig. 14.19 a Results of paramagnetic relaxation experiments for EA and b results of NOE
experiments on EA-containing phospholipids. Reproduced from Ref. [59b] by permission of The
Royal Society of Chemistry
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Fig. 14.20 Hypothetical interaction of erythromycin A (EA) and interactions with membrane
phospholipids (light blue). It is assumed that electrostatic interactions exist between the phosphate
group of lipids and ammonium group of EA (see text). Reproduced from Ref. [59b] by permission
of The Royal Society of Chemistry
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relaxation process of 1H signals (Fig. 14.22). A comparison of the relative signal
intensities with those of DMPC showed that the hydrophobic chains such as the
Apoa and Phe groups of TNM-A bind at the lipid–water interface of the bilayer area
of bicelles, close to the C2′ portion of the phospholipid acyl chain (Fig. 14.23). This
shallow penetration of TNM-A to lipid bilayers can induce an uneven membrane
curvature and eventually disrupt the bilayer structure [65].
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Fig. 14.22 1H NMR spectra of TNM-A incorporated in Chol-free (A–E) and Chol-containing (F–
J) DMPC-d54/DHPC-d22 bicelles (q = 0.5) in D2O (100 mM NaCl) without Mn2+ (E, J) and with
increasing concentrations of Mn2+ (A–D and F–I). The amount of Chol added to bicelles was
10 mol% of DMPC-d54. Mn2+/TNM-A mol ratios: from the bottom to the top, 0:10, 1:10, 2:10,
4:10, and 8:10. The final concentrations of TNM-A and phospholipids (DMPC + DHPC) were
200 lM and 160 mM, respectively. All the spectra were recorded with 512 scans at 310 K.
Reproduced from Ref. [65]. Copyright 2016, with permission from Elsevier

408 N. Matsumori and M. Murata



DMPC

sn-2

C2’

α 

C14í

N
O

P
O O

O

O

O

O

O

β 

(a)

(b)

(c)

(d)

Fig. 14.23 a Relative intensities (I/Io) of the
1H signals of TNM-A incorporated in Chol-free

bicelles with increasing concentrations of Mn2+. b Mn2+-dependent I/Io values of the same signals
in Chol-containing bicelles. c Mn2+-dependent I/Io values of the same signals without bicelles.
d Mn2+-dependent I/Io values of DMPC signals in Chol-containing bicelles. The I/Io values were
obtained from the ratio of the 1H peak intensities in the presence and absence of Mn2+ at the
indicated amino acid residue of TNM-A and depth-dependent fragments of DMPC as shown in the
figure. The concentrations of TNM-A and phospholipids (DMPC + DHPC) of bicelles were
200 lM and 160 mM, respectively. A pink belt at I/Io = 0.6 in panel (d) depicts the depth of
hydrophobic residue of TNM-A shown in panel (b) penetrating into the C2′ position of POPC
molecules of Cho-containing bicelles
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14.3 Summary and Outlook

In the former part of chapter, we overviewed four important methods used for the
stereochemical determination of natural products on the basis of solution NMR
techniques. The basic concepts of the JBCA and UDB methods were reported in the
1990s, and since then both the methods have been widely and frequently used in the
field of natural products until today. The recent developments in computational
methodology in predicting NMR data further compliment the ambiguity of inter-
preting coupling constants in the original JBCA method and the lack of literature
database in the UDB method, thus further increasing the reliability of these
methods. The newly developed RDC method, still less generalized in the field of
natural products, will be an important tool, particularly for the stereochemical
correlation between distant stereogenic centers, even though only RDC analysis is
not sufficient to determine all the stereochemistry of natural products. In this
context, it is important to understand the advantages and disadvantages of each
methodology and select the optimal method or combine a few methods depending
on the nature of the target organic molecules such as molecular size, complexity,
type and distribution of functional groups, and sample quantity.

In the latter part of this chapter, we discussed the application of solid-state NMR
techniques and solution NMR with bicelles to the analysis of membrane interac-
tions of natural products [40, 49–67]. In particular, NMR-based studies of small
molecules with lipids require site-specific isotope-labeled natural products. Closer
collaborations between biophysicists and synthetic chemists will surely accelerate
fundamental research on the structural biology of membrane lipids and
mechanism-of-action studies of drugs and antibiotics. However, membrane lipids
are highly mobile, and thus the conformation of small molecules bound to mem-
branes also rapidly changes by interacting with lipids. The time constants of these
interactions are usually much faster than the timescale of NMR experiments such as
REDOR and 2H/31P wide-line spectra. Therefore, realistic lipid behaviors should be
deduced from these NMR data in combination with MD simulations as well as
other modalities such as fluorescence microscopic techniques, X-ray/neutron scat-
tering, and IR spectroscopy.
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Chapter 15
Technical Basis for Nuclear Magnetic
Resonance Approach for Glycoproteins

Koichi Kato, Saeko Yanaka and Hirokazu Yagi

Abstract Glycophobia in structural biology is strongly associated with the
unpredictable, heterogeneous nature of protein glycosylation and the complex,
flexible structures of the glycoprotein glycans. Moreover, glycoproteins cannot be
produced by conventional bacterial expression systems. Nuclear magnetic reso-
nance (NMR) spectroscopy assisted by other analytical and preparative techniques
can now successfully address these issues. Recombinant glycoproteins can be
expressed with stable isotope labeling using a variety of eukaryotic production
vehicles. Glycoforms of glycoproteins can be remodeled by genetic engineering of
the production vehicles as well as in vitro enzymatic reactions.
Stable-isotope-assisted NMR techniques have provided detailed information
regarding conformational dynamics and interactions of the carbohydrate chains in
solution, giving insights into the functional mechanisms of glycoprotein glycans.
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15.1 Introduction

Advancements in biomolecular NMR spectroscopy have been driven by the con-
stant development of methods for the expression of isotope-labeled biomacro-
molecules and novel hardware, exemplified by higher-field-strength magnets along
with sophisticated measurement techniques. This progress has enabled
high-throughput three-dimensional (3D)-structure determination of proteins,
quantitative characterization of conformational dynamics of biomolecules on a
broad range of timescales [1, 2], depiction of huge protein complexes beyond 1
MDa [3], and observation of protein behaviors in intracellular environments [4].
Advances in biomolecular NMR spectroscopy have also provided technical basis
for high-throughput analyses of protein–ligand interactions using chemical libraries
[5, 6]. To date, proteins subjected to NMR-based structural analysis have been
conventionally produced using bacterial protein expression systems or cell-free
expression systems [7]. Although more than half of proteins in nature are estimated
to be modified with carbohydrate moieties [8], these recombinant proteins are not
glycosylated by the aforementioned expression systems.

Carbohydrate chains have a significant impact on physicochemical and bio-
functional properties of the carrier proteins [9]. Thermal stability and solubility of
proteins are governed by the carbohydrate chains, which can also affect protein
conformations, and thereby control their biological functions. Moreover, glycans
directly involved in interactions with other proteins, which are collectively termed
lectins, mediate a variety of biological processes involved in cell–cell communi-
cations, viral and bacterial infections, immune responses, and protein-fate deter-
mination. Therefore, without knowledge of the glycan structures, one can barely
understand the functional mechanisms of glycoproteins in the biological context.
However, despite their biological importance, structural biology studies of glyco-
proteins have been falling behind. Indeed, atomic coordinates of glycoproteins
represent only 4% of the total entries in the Protein Data Bank, and most of these
provide structural information on only one or two glycan residues (Fig. 15.1).

Besides the traditional application for the determination of the covalent struc-
tures of oligosaccharides [10–12], NMR spectroscopy can play versatile roles in
characterizing dynamic conformations and interactions of oligosaccharides. In this
chapter, we will outline the major obstacles in studying glycoproteins via NMR
spectroscopy and the current state-of-the-art methodology for NMR-based struc-
tural glycobiology.

15.2 Enigmatic Aspects of Carbohydrate Structures

Needless to say, any structural biology studies presuppose the covalent structures of
the target biomolecules, e.g., the amino acid sequences of proteins. An obvious
example can be seen in structural genomics, in which accumulating genome
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sequence data have prompted comprehensive structural determination of the
encoded proteins. From this perspective, one of the biggest problems in structural
biology of glycoproteins is that the covalent structures of glycans are not directly
encoded in the genome. Although the necessary sequence for eukaryotic N-gly-
cosylation, i.e., Asn-X-Ser/Thr(/Cys) in which X is not proline, is widely known,
this is insufficient [9]. Furthermore, no consensus motif has been established for
other glycosylation sites, despite a certain tendency of amino acid sequences in O-
glycosylation sites [9]. Hence, glycosylation sites of a protein with a known amino
acid sequence remain unpredictable. Moreover, it is much more difficult to deduce
the sequence of carbohydrate moiety at each glycosylation site. Indeed, the car-
bohydrate moieties displayed at one site of protein often have a high degree of
sequence divergence and heterogeneity, depending not only on the protein structure
but also on physiological and pathological conditions [9]. In the case of
immunoglobulin G (IgG), which is a major serum glycoprotein, its glycosylation
depends on aging, pregnancy, delivery, and onset of connective tissue disease
typified by rheumatoid arthritis [13–17]. Of course, recombinant glycoproteins
produced in different production vehicles exhibit different glycoforms and even cell
culture conditions affect the glycosylation profiles [18, 19].
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Fig. 15.1 Current statistics regarding Protein Data Bank entries on N-linked glycoprotein
structures (data were extracted on May 17, 2017). a Number and percentage of X-ray
crystallography and NMR structures of N-linked glycoproteins. b Size distribution of N-glycans
among glycoprotein structures revealed by X-ray crystallography (top) and NMR spectroscopy
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The intrinsic complexity of oligosaccharide structures brings further difficulty in
structural analysis of glycoproteins. The building blocks of sugar chains, i.e.,
monosaccharides, are structurally simple with little variation in their functional
groups in comparison with amino acids [9]. However, unlike polypeptide chains
and nucleic acids, sugar residues are connected through multiple types of glycosidic
linkages, potentially giving rise to a wide variety of isomeric and branching
structures. Indeed, the number of all possible isomers of a tetrasaccharide composed
of four different monosaccharides was calculated to be 34,560, whereas only 24
different tetrapeptides are made from four different amino acid residues [20].
Glycosidic linkage isomerism is critical to glycoprotein functions, as best exem-
plified by infections with influenza viruses, which bind host cells by recognizing
specific sialyl linkage isomers [21]. Paradoxically, the structural simplicity (or
similarity) of sugar residues precludes structural analyses: Isomeric structures such
as glucose, mannose, and galactose cannot be distinguished by conventional mass
spectrometry (MS), whereas the little diversity of the functional groups causes a
chemical shift degeneracy in NMR spectroscopy.

Another difficulty for structural analysis of glycoproteins is associated with the
motional freedom of glycosidic linkages in the carbohydrate moieties, giving rise to
conformational fluctuations. This flexible property of glycans, along with their
structural heterogeneity, hampers crystallization of glycoproteins, and, even if it
succeeds, interpretation of their electron densities is unavoidably ambiguous [22].
Moreover, a tricky problem is that mutational deglycosylation can cause unex-
pected or even undesirable modifications of the proteins, such as sulfation and nicks
[23, 24].

All these characteristics of the carbohydrate chains make structural analysis of
glycoproteins (and even oligosaccharides) a challenging task. Namely, one who
attempts to perform structural glycobiology must conduct a series of analyses, from
the determination of carbohydrate sequences to characterization of the conforma-
tional dynamics of target glycoproteins including their glycans. NMR spectroscopy
plays a central role in addressing these issues because it can, in principle, charac-
terize dynamic structures of heterogeneous biomacromolecules in solution.
However, it should be noted that a variety of preparative and analytical techniques
that complement NMR approach are indispensable for conducting structural anal-
ysis of glycoproteins. In the following sections, we will describe how one can
perform structural glycobiology by NMR spectroscopy aided by these comple-
menting methods.

15.3 Expression of Isotope-Labeled Glycoproteins

As glycoproteins cannot be produced by conventional protein expression systems
such as Escherichia coli, appropriate eukaryotic vehicles have to be chosen for the
production of NMR quantities of glycoproteins with stable isotope labeling. Typical
choices would be cell lines derived from mammals. Several groups developed
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metabolic isotope labeling of recombinant proteins using mammalian cells,
including Chinese hamster ovary (CHO) cells, mouse hybridomas, and adenovirus
vector-based mammalian cells [25–29]. In particular, uniform and amino
acid-selective 13C and/or 15N labeling techniques were established using IgG as a
model glycoprotein, yielding several NMR applications [27, 29]. The composition
of the serum-free medium used for the production of isotopically labeled IgG is
shown in Table 15.1. Amino acid-selective labeling is accomplished by replacing
specific amino acid(s) with their isotope-labeled counterpart(s), although this often
suffers from metabolic isotope scrambling and dilution. To suppress the undesirable
metabolic processes, metabolic inhibitors such as b-chloro-L-alanine are often
added to the medium [30].

For uniform 13C/15N labeling of a glycoprotein, it is necessary to replace all the
metabolic precursors with the isotope-labeled ones, which are commercially very
expensive. A more practical approach is to use an isotope-labeled amino acid
mixture derived from algae with the modification of the medium composition
(Table 15.1). Using this protocol, uniformly 13C/15N-labeled IgG glycoproteins
were produced through mammalian cell culture. Figure 15.2A shows a 1H–15N
HSQC spectrum of 13C/15N-labeled human IgG-Fc obtained from CHO cells [31].

Isotope labeling of the carbohydrate moieties can be simply achieved by using
13C-labeled glucose as a metabolic precursor. 13C- and/or 15N-labeled glucosamine
(but not N-acetylglucosamine) can be used for metabolic labeling of GlcNAc
residues in the carbohydrate moieties of glycoproteins [32, 33].

In addition to mammalian cells, metabolic isotope labeling techniques have been
developed for NMR applications in various eukaryotic expression systems
including yeast, Dictyostelium discoideum, insects, and plants [34–39]. As an insect
cell-based production vehicle, Sf9 cells infected with recombinant baculoviruses are
widely used for the expression of membrane glycoproteins for NMR as well as
crystallographic analyses [36, 40]. Recently, silkworms have been demonstrated as
promising production vehicles for isotope-labeled recombinant glycoproteins [35].
In this approach, baculovirus-infected fifth instar larvae were reared with an arti-
ficial diet containing a protein mixture derived from Candida utilis grown in a
culture medium containing 15N-labeled ammonium sulfate as a nitrogen source.
15N-enrichment level of recombinant human IgG achieved in this system was
approximately 80%.

Plant expression systems are now attracting attention from pharmaceutical
interests. Transgenic tobacco (Nicotiana benthamiana) was tested for the expres-
sion of 15N-labeled IgG [34]. Four-week-old seedlings of transgenic tobacco were
placed in a drip hydroponic system and cultivated for 49 days with isotopically
labeled Murashige and Skoog medium containing potassium nitrate (K15NO3) and
ammonium nitrate (15NH4

15NO3) as the major nitrogen sources. The degree of
15N-enrichment of recombinant human IgG thus produced was in the approximately
50–60% range.

Figure 15.2 compares the 1H–15N HSQC spectra of recombinant human
IgG1-Fc expressed by transgenic tobacco and silkworm as well as CHO cells [31,
34, 35]. Although the spectra are similar, significant chemical shift differences were
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observed for the amino acid residues in close proximity to N-glycans. The
plant-derived IgG1-Fc exhibits a1,3-linked fucose and b1,2-linked xylose residues
in the common conserved Man3GlcNAc2 core, whereas the insect cell-derived

Table 15.1 Composition of the serum-free medium used for metabolic labeling of
IgG glycoproteins (mg/L)

Algal mixture − +

NaCl 6208 L-Arginine � HCl 76.1 –

KCl 388 L-Arginine 97.0 72.0

CaCl2 (unhyd) 97 L-Asparagine � H2O 42.5 42.5

Ca(NO3)2 (unhyd) 33.7 L-Aspartic acid 9.7 –

MgSO4 (unhyd) 69.0 L-Cystine � 2H2O 31.5 31.5

Na2HPO4 (unhyd) 388.5 L-Cysteine � HCl � H2O 16.7 16.7

NaH2PO4 (unhyd) 55.8 L-Glutamic acid 9.7 –

D-Biotin 0.11 L-Glutamine 450 450

D-Ca pantothenate 0.61 L-Histidine 27.7 15.5

Choline chloride 26.5 Glycine 9.9 –

Folic acid 0.97 L-Hydroxyproline 9.7 –

i-Inositol 18.0 L-Isoleucine 49.5 –

Nicotinamide 0.97 L-Leucine 49.5 13.1

p-Aminobenzoic acid 0.485 L-Lysine � HCl 54.8 –

Pyridoxal HCl 0.485 L-Methionine 14.6 –

Pyridoxine HCl 0.485 L-Proline 14.7 –

Riboflavin 0.146 L-Serine 29.6 –

Thiamin HCl 0.97 L-Threonine 48.0 –

Vitamin B12 0.0037 L-Valine 47.0 –

Glutathione (red) 0.485 L-Phenylalanine 22.8 –

Choline bitartrate 0.873 L-Tryptophan 7.3 7.3

Putrescine 2H2O 0.0125 L-Tyrosine 27.2 16.9

Sodium pyruvate 110.0 Algal mixture – 867

Thymidine 0.0125

Hypoxanthine 0.025

Monoethanolamine 20.0

Sodium selenite 0.0017

Kanamycin sulfate 60.0

Phenol red 5.0

Glucose 2000

Sodium succinate 50.0

Succinic acid 37.5

Bovine transferrin (holo) 5.0

Bovine insulin 10.0

HEPES 3570

Sodium bicarbonate 1400

420 K. Kato et al.



glycoprotein expresses paucimannose-type glycans as the major components
(Fig. 15.3). Because these glycoforms are not expressed in mammalian vehicles,
the observed spectral differences could be attributed to microenvironmental alter-
ations caused by differential glycosylation.

(d)(a)

(b)
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C

Fig. 15.2 1H–15N HSQC spectra of isotope-labeled human IgG1-Fc are shown obtained from
a CHO cells, b transgenic tobacco plants, and c silkworms. d Superposition of 1H–15N HSQC
spectra of the uniformly 15N/13C-labeled IgG1-Fc expressed by transgenic silkworm (red) and
CHO cells (black). e Mapping of the amino acid residues with observable chemical shift changes
[(0.2dN

2 + dH
2 )1/2 > 0.1 ppm and >0.2 ppm in pink and red, respectively] on the crystal structure

[PDB code: 3AVE] [57]. The N-glycans are represented by gray sphere. The molecular graphics
were generated with PyMOL [98]. In (a) backbone assignments are annotated by the resonance
peaks with one-letter amino acid codes and the sequence numbers. Side-chain resonances
corresponding to NH2 amides are connected by horizontal lines. Adapted from Refs. [31, 34, 35]
with the modification
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Yeast can also be employed for the expression of isotope-labeled recombinant
glycoproteins [37, 38, 41]. For example, Pichia pastoris strain GS115 was used for
producing 15N-labeled human chorionic gonadotropin and human
follicle-stimulating hormone [37]. From cultures of P. pastoris using
15NH4Cl/glucose–glycerol–methanol as nitrogen and carbon sources, human
chorionic gonadotropin was obtained with an 15N enrichment of 70%, with mod-
ification by the yeast-strain-specific high-mannose-type oligosaccharides ranging
from Man8GlcNAc2 to Man11GlcNAc2. Kamiya et al. [38, 41] described a method
for the overexpression of uniformly 13C-labeled decasaccharides M8B and

Fig. 15.3 N-glycan processing pathways as the basis of glycoform-engineering strategies.
Schematic drawing of the N-glycan processing pathway in the ER common to mammalian cells,
insect, yeast, and plant, and the distinct pathways in the Golgi complex along with a prokaryotic N-
glycan pathway exemplified by that in C. jejuni. Adapted from Ref. [94] with the modification

422 K. Kato et al.



undecasaccharide M9 using genetically engineered Saccharomyces cerevisiae cells
grown in medium containing 13C-labeled glucose.

Deuteration is effective to suppress dipolar relaxation for dealing with larger
biomacromolecules [42, 43]. However, one major problem in eukaryotic expression
systems is difficulty in metabolic deuteration using heavy water because the cells
cannot survive in such a milieu. Recently, using deuterated yeast extract, Grzesiek
and coworkers successfully established a methodology for deuteration of recom-
binant proteins expressed in insect cells with a deuteration degree of >60% without
any decrease in protein yield [44]. This line of study will open up new avenues for
NMR analyses of larger glycoproteins expressed by eukaryotic expression systems.

Although E. coli lacks a protein glycosylation pathway, protein N-glycosylation
has been found in a variety of bacteria including Campylobacter jejuni, which
expresses proteins modified with the N-linked heptasaccharide,
GalNAca1-4GalNAca1-4(Glcb1-3)GalNAca1-4GalNAca1-4GalNAca1-3Bac
[45] (Fig. 15.3). A 13C/15N-labeled recombinant protein produced in E. coli was
successfully modified in vitro with this oligosaccharide by using enzymes from C.
jejuni [46].

15.4 Glycosylation Profiling

Because the glycoform of a given glycoprotein is generally unpredictable, experi-
mental glycosylation profiling is necessary for identifying its covalent structure.
High-performance liquid chromatography (HPLC) mapping is a useful technique
for the quantitative profiling of protein glycosylation. In particular, Takahashi and
coworkers have developed 3D HPLC mapping using pyridyl-2-amination of N-
linked oligosaccharides chemically or enzymatically cleaved from glycoproteins
[47, 48] (Fig. 15.4). The fluorescence-labeled oligosaccharides are subjected to
three different HPLC columns, i.e., diethylaminoethyl (DEAE), octadecylsilica
(ODS), and amide, in a sequential manner, enabling identification of their structures
based on their elution positions on the columns and reference to a database.
A strength of this method is the ability to discriminate isomeric oligosaccharides by
their differential elution times, primarily on the ODS column. Figure 15.4a illus-
trates a typical elution profile on an ODS column of the pyridylamino derivatives of
N-glycans from human IgG1-Fc, which exhibit microheterogeneities resulting from
the presence or absence of non-reducing terminal galactose residues [49].

MS also offers useful tools for rapid and sensitive profiling of glycosylation of
glycoproteins. MS analyses enable site-specific glycosylation profiling as well as
determination of entire molecular glycoforms of multiple glycosylated proteins
including glycan combinations [50–53]. Although discrimination of isomeric
oligosaccharides is not possible by conventional MS measurement, attempts have
been made to achieve it by analyzing the fragmentation patterns observed in
multistage tandem mass (MSn) spectra [54, 55].
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15.5 Remodeling of Glycoprotein Glycoforms

Heterogeneous glycosylation hampers unambiguous structural studies of glyco-
proteins, making structural biologists glycophobics. To overcome this problem,
various techniques have been applied for remodeling glycoprotein glycoforms to
reduce glycan heterogeneity. Glycoform remodeling is also useful for systematic
analyses of the structure–function relationships of glycoproteins, addressing the
functional properties of individual glycoforms.

Glycosidase treatment has been traditionally used for trimming of glycoprotein
glycans. Glycoproteins with a uniform glycan structure can also be prepared by
in vitro enzymatic attachment of non-reducing terminal sugar residue(s) [49, 56].
Figure 15.4b, c shows elution profiles of N-glycans derived from digalactosyl (G2)
and galactosyl (G0) glycoforms of human IgG1-Fc prepared by enzymatic galac-
tosylation and degalactosylation, respectively. The IgG1-Fc glycans could be fur-
ther trimmed into the trimannosyl core FucGlcNAc2Man3 by N-
acetylhexosaminidase treatment (Fig. 15.4d) and subsequently into the
Fuca1 ! 6GlcNAc disaccharide (FGN) with endo D treatment. The glycan could
be completely eliminated by PNGase F treatment. Figure 15.5 compares the
1H–15N HSQC spectra of a series of Fc glycoforms (G2, G0, M3, FGN, and
deglycosylation), displaying progressive spectral changes of the polypeptide

Fig. 15.4 Scheme of N-glycosylation profiling based on the 3D HPLC map (left) and elution
profiles on an ODS column of pyridylamino derivatives of the N-linked oligosaccharides released
from the human IgG1-Fc glycoforms (right). a Non-treated Fc, b Fc(G2), c Fc(G0), and d Fc(M3).
Key F fucose; G galactose; GN N-acetylglucosamine; M mannose. Partially adapted from Ref. [49]
with the modification
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backbone of Fc upon stepwise trimming of the glycans [49]. The results indicated
that removal of the cleavage at the GlcNAcb1-4GlcNAc linkage of the Fc glycans
conformationally affected areas proximal to the hinge region, including the Fcc
receptor-binding sites, thereby impairing receptor binding. Therefore, the carbo-
hydrate moieties of Fc play crucial roles in maintaining the structural integrity of
the functional sites of IgG.

Another approach for controlling glycosylation is genetic engineering of
glycoprotein-producing cells by knocking out genes responsible for specific pro-
cesses during glycan formation. For example, CHO cells lacking FUT8, an enzyme
catalyzing the transfer of fucose from GDP-fucose to GlcNAc in an a-1,6 linkage,
produce a completely non-fucosylated glycoform of IgG [57], which has a higher

(b)

(a)

Deglycosyl

Fig. 15.5 a 1H–15N HSQC spectral changes upon trimming of the carbohydrate chains of
uniformly 13C/15N-labeled human IgG1-Fc. The spectra of the different glycoforms of Fc with
different colors were superimposed. Black Fc(G2); blue Fc(G0); green Fc(M3); orange Fc(FGN);
and red deglycosylated Fc. b The carbohydrate sequence attached to Asn297 of human IgG1-Fc.
The arrows indicate the cleavage sites of the glycosidases used, and the resultant glycoforms are
also shown. Adapted from Ref. [49] with the permission
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affinity for Fcc receptor III on natural killer cells and consequently exerts an
increased magnitude of antibody-dependent cell-mediated cytotoxicity (ADCC)
[58–60]. Figure 15.6 compares the 1H–15N HSQC spectra of the fucosylated and
non-fucosylated forms of IgG-Fc labeled with 15N at the amide groups of tyrosine
residues, showing chemical shift perturbation and line broadening of the peak
originating from Tyr296, which is proximal to the fucose residue (vide infra) [57].

Genetic engineering of S. cerevisiae by deletion of genes involved in N-glycan
processing has enabled overexpression of homogeneous high-mannose-type
oligosaccharides M9 and M8B with 13C labeling [38, 41] (Fig. 15.7). Several
attempts have been made to produce recombinant proteins with human-like gly-
cosylation in yeast [61–63]. Currently, sialylated biantennary N-glycans can be
expressed by engineered P. pastoris, in which four genes responsible for
yeast-specific glycosylation were knocked out and 14 heterologous genes involved
in the biosynthesis of human-type glycosylation were introduced [62]. Furthermore,
IgG modified with complex-type N-glycans could be expressed in silkworm by
co-expression of human b1,2-N-acetylglucosaminyltransferase II and b1,4-galac-
tosyltransferase [64]. This genetically engineered production vehicle may be used
for the expression of isotope-labeled recombinant glycoproteins for NMR studies.
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N
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Fig. 15.6 a 1H–15N HSQC spectral comparison between the fucosylated (red) and Fuc
non-fucosylated (black) glycoforms of 15N-Tyr-labeled human IgG1-Fc. Tyr296 of
non-fucosylated Fc exhibits a significant broadening of the HSQC peak. b Mapping on the
crystal structure of fucosylated IgG-Fc of the amino acid residues showing the chemical shift
difference between fucosylated and non-fucosylated IgG-Fc. The chemical shift differences are
quantified for each residue according to the equation (0.2dN

2 + dH
2 )1/2, where dN and dH represent

the differences in nitrogen and proton chemical shifts between fucosylated and non-fucosylated
IgG-Fc. The amino acid residues showing and not showing observable chemical shift differences
(>0.1 ppm) are colored red and green on the crystal structure [PDB code: 3AVE] [57],
respectively. The N-glycans are represented by stick models. The molecular graphics were
generated with PyMOL [98]. Adapted from Ref. [57] with the permission
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Fig. 15.7 NMR spectra of the high-mannose-type undecasaccharide M9. a 1H–13C HSQC spectra
of M9 (black) uniformly labeled with 13C compared with that of M8B (red). b 1H–13C HSQC
spectra of M9, metabolically 13C-labeled with D-[1-13C]glucose (black), D-[2-13C]glucose (blue),
D-[3-13C]glucose (green), D-[4-13C]glucose (magenta), D-[5-13C]glucose (orange), or D-[6-13C]
glucose (cyan). The six spectra were superposed, and the 13C-labeled positions in the glucose
isotopomers used as metabolic precursors are shown with circles in the same colors as the
corresponding spectra. c 1H–13C HSQC spectra of M9, modified with a lanthanide chelating tag
with Tm3+ (red) and La3+ (blue). Chemical shift differences induced by PCS are indicated by
arrows. Adapted from the Refs. [38, 41, 69] with the permission
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15.6 Spectral Observations and Assignments

Carbohydrate NMR spectral analyses are often hampered by peak overlapping,
particularly when dealing with liberated oligosaccharides or solvent-exposed gly-
cans. A straightforward approach for solving this problem is to employ a higher
magnetic field so as to increase spectral resolution [65, 66]. Line narrowing of
oligosaccharide CH peaks is expected in a higher magnetic field, because in sys-
tems where dipole–dipole interaction is a dominant relaxation mechanism, T2
longevity of the molecules with an appropriate motional correlation time increases
in the higher field [67, 68]. Paramagnetic lanthanide probes can also be used for
improving chemical shift dispersion. Figure 15.7c illustrates an HSQC spectrum of
high-mannose-type undecasaccharide M9 with a lanthanide chelating tag covalently
attached at its reducing terminus with La3+ and Tm3+ [69]. The overlapping peaks
originating from the three non-reducing terminal mannose residues exhibit different
pseudo-contact shifts (PCSs), dissolving the chemical shift degeneracy because
their spatial arrangements are different with respect to the reducing terminus. PCS
thus provides conformational information of the oligosaccharides (vide infra).

Although scalar connectivity-based techniques are applicable for spectral
assignments of glycoprotein polypeptide chains, sequential assignments of the
glycan remain partially dependent on nuclear Overhauser effect
(NOE) connectivities. Therefore, selective isotope labeling of the carbohydrate
moieties facilitates spectral assignments. Metabolic labeling using appropriate
isotope-labeled metabolic precursors enables residue-specific and/or
position-specific 13C incorporation [28, 29]. Figure 15.7b shows superposition of
six 1H-13C HSQC spectra of M9 labeled with 13C at different positions using six
different glucose isotopomers as metabolic precursors [41]. Peak classification into
the sugar residue types can be made based on differential protonation levels during
metabolic labeling using perdeuterated 13C-glucose as a metabolic precursor [38,
70]. In vitro enzymatic attachment of an isotope-labeled sugar onto the
non-reducing end of the glycan is also useful for selective observation of NMR
signals originating from the terminal sugar residues [33, 71, 72]. Yamaguchi et al.
[73] proposed that 13C-detected 13C–13C NOE spectroscopy (NOESY) experiments
are useful for spectral assignments of large glycoproteins because the observed
peaks can be easily classified into monosaccharide types with specific linkage
configurations by inspecting the intraresidue 13C–13C connectivity patterns
(Fig. 15.8).

Although carbohydrate hydroxyl groups are functionally crucial, as exemplified
by hydrogen bonding, direct observation of their 1H NMR signals is extremely
difficult in aqueous solution. An indirect approach utilizes the H/D isotope effect on
the 13C chemical shift at 13C–OH groups to estimate exchange rate for OH with the
solvent in a 50/50 H2O/D2O solution at steady state [74, 75]. This technique is
applicable for the estimation of the NH exchange rate of the acetamide group of N-
acetylglucosamine residues of a glycoprotein with appropriate 13C labeling
(Fig. 15.9) [27]. Freedberg and coworkers used a 1H–13C HSQC–total correlated
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spectroscopy (TOCSY)-based technique to measure OH exchange rates in a 50/50
H2O/D2O solution, enabling quantitative characterization of transient hydrogen
bonds involving the hydroxyl groups [76].

Fig. 15.8 Two-dimensional 13C–13C NOESY patterns expected for the sugar residues in a
biantennary complex-type oligosaccharide (left) and the oligosaccharide region of the
two-dimensional 13C–13C NOESY spectrum of 13C-labeled mouse IgG2b–Fc (right). Adapted
from Ref. [73] with the modification

13C-NH 13C-ND
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GlcNAc

Fig. 15.9 Schematic view of deuterium–hydrogen exchange of the amide group of GlcNAc
residue on the line shape of the carbonyl 13C resonance due to deuterium isotope shift and (left)
and 400 MHz 2D H(C)CO spectra of IgG-Fc showing the peaks from the GlcNAc acetamide
groups. The Fc sample was dissolved in a sodium phosphate buffer H2O:D2O = 1:1. The
nomenclature of oligosaccharide residues is represented in Fig. 15.5b. Adapted from Ref. [27]
with the permission
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15.7 NMR Analyses of Dynamic Conformations
and Interactions of Oligosaccharides

In the case of other biomolecules, conformations of oligosaccharides are primarily
characterized based on NOE data complemented with those of J coupling and
residual dipolar coupling [77–79]. NOE data are also used for probing carbohy-
drate–protein interactions. Figure 15.10a shows intramolecular NOE connectivities
observed between the core fucose of biantennary complex-type glycan and the
aromatic ring of its spatially proximal tyrosine residue (Tyr296) in human IgG1-Fc.
Core fucosylation precludes optimum binding of IgG1 to Fcc receptor IIIa, which is
mediated by the Tyr296 side chain, and thereby compromises ADCC activity [58].
This is, at least partially, attributed to steric masking of the functionally important
tyrosine by the fucose. In the absence of the core fucose, Tyr296 gains motional
freedom as exemplified by exchange line broadening of the 1H–15N HSQC peak
originating from this tyrosine [57].
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Fig. 15.10 Parts of a 2D HSQC–NOESY spectrum of human IgG1-Fc (metabolically labeled
with [13C6]glucose) exhibiting intramolecular NOE connectivities between Tyr296 and the core
fucose residue and b 15N-edited NOESY spectrum of the 15N-labeled Fc-derived heptapeptide
carrying Man3GlcNAc2 bound to the carbohydrate-binding domain of Fbs1 exhibiting
intermolecular NOE peak (boxed) between Tyr279 He (Fbs1) and Asn3 Hd (glycopeptide).
Adapted from Refs. [27, 69] with the permission
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Glycoprotein recognition by lectins can be investigated by observing inter-
molecular NOEs using isotope-labeled oligosaccharides or glycopeptides [80, 81].
Figure 15.10B shows an 15N-edited NOESY spectrum indicating intermolecular
NOE connectivities between the carbohydrate-binding domain of Fbs1, a cytosolic
lectin, as well as the substrate recognition part of a multisubunit ubiquitin ligase and
its cognate glycopeptide cleaved from metabolically 13C/15N-labeled IgG [80]. In
this specific case, the lectin contacts not only the innermost part of the glycan but
also the side chain of the glycosylated asparagine. A glycan–polypeptide junction
of glycoprotein is usually shielded from the solvent by spatially surrounding amino
acid residues but can be exposed in its misfolded state and targeted for
ubiquitin-mediated proteasomal degradation. Fbs1 captures the junction and pro-
tects it against attack by the cytosolic deglycosylation enzyme during ubiquitination
of glycoprotein substrates. Because carbohydrate–lectin interactions are typically
weak, with dissociation constants in the submillimolar range, transferred NOE and
saturation transfer difference experiments are effective to characterize such weak
interactions [82–84].

NOE-based conformational analysis of carbohydrate chains is hampered by low
proton density, in comparison with that of protein. Moreover, conformational
dynamics of carbohydrate chains hamper quantitative interpretation of NOE data.
Recently, paramagnetism-assisted NMR approaches have been applied to confor-
mational analysis of oligosaccharides [85–87]. In particular, PCS data, obtained
employing paramagnetic lanthanide probes, are used as source of long distance (as
far as 40 Å) information independent of the correlation time of the heterogeneous
internal motion of oligosaccharides. Paramagnetic relaxation enhancements have
also been used to characterize conformation and metal binding of oligosaccharides
and their clusters [88–90].

Because oligosaccharides are extremely flexible molecules, NMR provides
information averaged over their dynamic conformational ensembles. To address
this issue, NMR data are treated as population-weighted averages of the possible
conformers and reproduced by a population-optimized combination of selected
low-energy conformers. In a recently proposed approach, NMR data are used for
the validation of conformational ensembles derived from molecular dynamics
(MD) simulation of flexible oligosaccharides that exhibit shallow and broad energy
minima in their conformational space [69, 91–93]. In this approach, experimentally
observed PCS data are compared with those back-calculated from the MD-derived
conformational ensembles (Fig. 15.11). NMR validation showed that conforma-
tional spaces of the triantennary high-mannose-type oligosaccharides could be
sufficiently explored by replica-exchange MD simulation with a total simulation
time of several microseconds [69]. In conjunction with crystallographic data of
lectin-bound oligosaccharides, carbohydrate recognition by lectins is characterized
by conformational selection as well as induced-fit mechanisms [87, 93].

Oligosaccharides accommodated in a protein can be less mobile than liberated
ones. As a typical example, the pair of biantennary oligosaccharides packed within
the quaternary structure of IgG-Fc is visualized for the most part in the crystalline
state [57, 58]. However, the terminal galactose residues exhibit different dynamic
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properties, which have been characterized on the basis of relaxation data [33, 71].
Therefore, the glycans attached to proteins can exhibit heterogeneous properties in
terms of conformational dynamics.

15.8 Perspectives

NMR spectroscopy in conjunction with computational approaches has now suc-
cessfully characterized dynamic conformational ensembles of oligosaccharides and
glycoprotein glycans. This prompts us to improve functionality of carbohydrate
chains by designing and optimizing their conformational spaces. To realize this
glycoengineering, it is obviously necessary to create glycoproteins with tailored and
even artificial glycoforms.

A hybrid approach combining cell engineering and chemoenzymatic techniques
has the ability to deal with glycoform heterogeneity of glycoproteins in NMR
structural glycobiology [94]. This line of technical development will realize
isotope-labeled glycoproteins with tailored glycoforms. By installing glycosylation
systems of C. jejuni and S. cerevisiae into E. coli, bacterial expression of recom-
binant glycoproteins having the core structure of eukaryotic glycans, i.e.,
Man3GlcNAc2, has been achieved [95]. This glycan can be substituted with syn-
thetic donor oligosaccharides by in vitro enzymatic transglycosylation catalyzed by
endo-b-N-acetylglucosaminidases, leaving the innermost GlcNAc residue as
acceptor site [96].

Furthermore, synthetic approaches have been successfully developed to prepare
glycoproteins involving chemical ligation of recombinant non-glycosylated pep-
tides and chemically synthesized glycopeptides [97]. These technical advancements
will open up new possibilities to create glycoproteins with artificial glycoforms.

Fig. 15.11 Conformational ensemble of M9 obtained from replica-exchange MD calculation
validated by the PCS data (left) and the correlation between experimentally observed PCS values
with Tm3+ and theoretical PCS data back-calculated from the ensemble model (right). Adapted
from Ref. [69] with the permission
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NMR spectroscopy along with computational approaches will play critical roles in
detailed characterization of dynamic conformations and interactions of those
neo-glycoproteins for better understanding of the functional mechanisms of car-
bohydrate chains.
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Chapter 16
NMR Studies on RNA

Taiichi Sakamoto, Maina Otsu and Gota Kawai

Abstract Basic methods for NMR analysis of RNA are presented for researchers
who recently joined or want to join this field. This chapter includes design of RNA
sequences, sample preparation, NMR measurements and analysis as well as
structure calculation. Some examples are also shown.

Keywords RNA � In vitro transcription � Imino proton � Residual dipolar
coupling

In this chapter, general methods for the RNA structure determination as well as
some examples are shown. In the case of protein, the method for sequential
assignment by using 13C/15N-labelled protein samples and triple-resonance exper-
iments is established and, furthermore, most of the processes are automated by the
state-of-art programs. In contrast, the assignment method for RNA is still under
development. Here, we focused on rather basic method for NMR analysis of RNA
for researchers who recently joined or want to join this field. Please refer to the
previous review articles for NMR analysis of RNA [1, 2].

16.1 Design of RNA Sequences

Because RNA consists of only four kinds of nucleotides, signal overlaps are always
to be overcome. Thus, it is usually required to design shorter RNA fragments to be
analysed by NMR. In many cases for stable isotopic labelling, the in vitro tran-
scription using the T7 RNA polymerase is used. To increase the transcription
efficiency, the 5′ terminal must be a G residue, hopefully, GGG. This requirement
limits the flexibility of the fragment design.
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To design shorter fragments, it is recommended to check the possible secondary
structure of the target RNA by the secondary structure prediction programs such as
CentroidFold [3] or vsfold5 [4]. Figure 16.1 shows an example of the secondary
structure predicted by vsfold5. For this RNA, two GC base pairs were added to its
terminal to stabilize the structure as well as make the 5′ terminal starting with GG.
Sometimes, an A residue is added to the 3′ terminal to stabilize the stem structure.

For larger RNA, it may be required to divide into several pieces to assign NMR
signals and obtain structural restraints. Figure 16.2 shows an example of such
division; to determine the structures of two types of dimer of 39nt RNA, two
fragments are prepared [5]. By using the structures of each part, the overall
structures were constructed. The constructed overall structure can be refined by
RDC or other long-range information.

16.2 Sample Preparation

To prepare a large amount of RNA samples for NMR (100 nmol, for example), two
methods, chemical synthesis and enzymatic synthesis (in vitro transcription) are
available. Chemical synthesis is useful for the preparation of short RNAs (ap-
proximately less than 30 nucleotides), while in vitro transcription is suitable for

5'
3'

(a)

(b)

Fig. 16.1 Design of RNA and DNA template. a The predicted secondary structure of a designed
RNA. b An example of the template DNA for the in vitro transcription by the T7 RNA
polymerase. Underlines indicate the T7 promoter
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long RNAs. Furthermore, chemical synthesis is useful for the site-specific labelling
with stable isotopes; in vitro transcription is available for the uniform labelling or
nucleotide-specific labelling.

Fig. 16.2 Design of RNA fragments for the NMR analysis of larger RNA. a Secondary structure
of the target RNA, HIV-1 DIS, in the kissing dimer (upper) and extended-duplex dimer (lower)
conformation. b A fragment containing the self-complementary loop. c A fragment containing the
internal loop. Residues in the grey box will be superimposed for structure determination of the
whole RNA. Reproduced from Ref. [5] by permission of Oxford University Press
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16.2.1 In Vitro Transcription

Although T3 RNA polymerase, SP6 RNA polymerase and T7 RNA polymerase are
commercially available for the in vitro transcription, T7 RNA polymerase-based
in vitro transcription system is predominant for the preparation of NMR samples.
The experimental procedure of in vitro transcription using T7 RNA polymerase was
described previously [6], and some commercial kits, in which reaction buffers are
optimized, are available (Epicentre Technologies Corp.). The promoter sequence of
the template DNA is critical for recognition by the polymerase. Figure 16.1b shows
an example of the DNA template: antisense strand (lower) and sense strand (upper).

Although the transcription efficiency depends on RNA sequence, T7 RNA
polymerase-based in vitro transcription system is efficient, simple and cost effective
for the preparation of RNA samples. Usually, 1–10 ml of reaction is needed to
prepare 100 nmol of RNA sample which is the standard quantity of RNA for
structure determination using NMR. On the other hand, it has some drawbacks as
follows. Short RNAs less than 10 nucleotides are produced with only very low
efficiency. The polymerase requires a guanosine at the 5′ terminal of the transcript,
and other nucleotides A, C and U cannot be incorporated. It prefers purine-rich
sequences near the 5′ end of RNA, such as GGG and GGA. Furthermore, 1 or 2
nucleotides of random sequences are added beyond the desired sequence, and it is
difficult to purify the desired product away from these by-products. Thus, hetero-
geneity of the sample often leads to multiple sets of NMR signals and makes
analysis of the spectra complicated. To avoid the heterogeneity, ribozymes can be
applied for the removal of the additional nucleotides [7].

16.2.2 Chemical Synthesis

Although efficiency of chemical synthesis of RNA is not as high as that of DNA,
solid-phase synthesis by phosphoramidite method has been established to produce
large amounts of RNA. To synthesize the desired RNA, the phosphoramidite
building blocks with 2′-O-butyldimethylsilyl as 2′-hydroxyl protecting group are
sequentially coupled to the growing oligonucleotide chain in the order. The process
is fully automated using a DNA/RNA synthesizer and purified RNAs which have
desired sequences can be purchased from commercial companies. By using the
[13C/15N] phosphoramidite building blocks, labelled residues can be incorporated
into specific positions of the RNA sequence.
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16.2.3 Enzymatic Ligation

To incorporate labelled or modified nucleotides into RNA fragments at the specific
positions in the sequence, enzymatic ligation using T4 RNA ligase can be used. For
shorter RNA, typically shorter than 50 nt, residue specific labelling can be intro-
duced by the chemical synthesis. Then, longer RNA with labelled or modified
nucleotides can be prepared by ligating fragments.

To design the fragments to be used for ligation with T4 RNA ligase, it is
required that the 5′ fragment (acceptor) has a purine residue at the 3′ terminal with
3′-OH and the 3′ fragment (donor) has a pyrimidine residue at the 5′ terminal with
5′-phosphate. To avoid the self-ligation of each fragment, acceptor and donor
should have 5′-OH and 3′-phosphate, respectively as shown in Fig. 16.3. The 5′-
phosphate can be added by kinase, and 3′-phosphate can be generated by the NaIO4

treatment [8]. This method was used for specific 13C/15N-labelling of tRNA [9].

16.2.4 Artificial Base Pair System

The artificial base pair system is alternative way to incorporate modified nucleotides
into RNA fragments at the specific positions in the sequence [10]. The artificial
deoxynucleotide triphosphates, dDsTP and dPxTP can be used for conventional
PCR reaction in which the Ds–Px base pair is formed and, starting from a small
amount of the chemically synthesized DNA fragment with Ds in the specific
position, fragments with Ds or Px were amplified. The amplified double-stranded

R-OHHO
acceptor

5' 3'

N-OHHO-Y 
donor

5' 3'

P HO-Y 5' 3'

NaIO4

P P-Y 5' 3'

kination

ligation

5' HO P 3'RY

Fig. 16.3 Scheme of the
enzymatic ligation of RNA by
T4 RNA ligase Y: pyrimidine,
R: purine, N: any of A, C, G,
U
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fragment is used for in vitro transcription by T7 RNA polymerase, for example, and
the artificial ribonucleotide triphosphate, N3-PaTP, is incorporated to the transcript.
The N3-Pa base can react with variety of compounds by the click reaction. For
example, spin-label such as (2,2,6,6-tetramethylpiperidin-1-yl)oxyl or TEMPO can
be introduced into the specific position for the paramagnetic relaxation enhance-
ment (PRE) measurement.

16.2.5 Stable Isotopic Labelling

Because proton signals of RNA are usually overlapped, stable isotopic labelling is
required to separate the overlapped signals. Using commercially available 13C and
15N labelled NTPs (Taiyo Nippon Sanso Co.), stable isotopic labelled RNAs can be
synthesized by using in vitro transcription system. The in vitro transcription system
is useful for uniform labelling and nucleotide-specific labelling. The
nucleotide-specific labelling is required for long RNAs to separate the overlapped
signals. On the other hand, chemical synthesis with 13C and 15N labelled phos-
phoramidite building blocks has been carried out for site-specific labelling although
chemical synthesis is available for short RNAs. To avoid the overlap of signals, the
site-specific labelling or segmental labelling is required for long RNAs. Thus, for
the site-specific labelling and segmental labelling, preparative ligation methods of a
short RNA fragment containing isotope labelled nucleotides with the other RNA
fragments have been developed [11–14]. Recently, a solid-liquid phase transcrip-
tion method using automated robotic platform was developed for the synthesis of
RNAs with site-selective labelling [15]. Furthermore, methods to incorporate labels
at specific atomic positions within each nucleotide, such as 1′,5′,8-13C3 guanosine
residue, have been developed using recombinantly expressed enzymes and chem-
ically synthesized ribose and nucleobase [16].

16.2.6 Purification

In the case of in vitro transcription, long by-products such as n + 1 and n + 2
products are synthesized. On the other hand, short by-products such as n − 1 and
n − 2 products are produced in the case of chemical synthesis. For the purification
of the desired RNA away from these by-products, preparative polyacrylamide gel
electrophoresis (PAGE) under denaturing conditions with 7 M urea is widely used.
This method has the advantage that single nucleotide resolution can be achieved for
approximately less than 30 mer RNAs. After electrophoresis, RNA bands can be
visualized by UV shadowing and cut out from the gel. Following the elution of the
desired RNAs from the crushed gel (crush and soak procedure), the RNAs are
purified using ethanol precipitation. For the folding of RNA conformation, the
RNAs are annealed as follows. To obtain single-stranded RNAs, RNA samples are
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incubated at around 95 °C and then snap-cooled on ice under low salt concentra-
tion. On the other hand, to obtain double-stranded conformation, the samples are
cooled gradually after incubation at around 95 °C under high salt concentration.
The conformation can be confirmed by native PAGE. To exchange buffer solution
for NMR measurement, ultrafiltration membrane is useful, and the concentration of
RNAs is estimated by UV absorption.

Alternative approach of purification is gel filtration chromatography. Although
the gel filtration chromatography does not have single nucleotide resolution, it is
useful to separate the desired long RNAs from the unincorporated nucleotides and
short abortive by-products without denaturing RNA conformation [17, 18]. It is
noted that it may be difficult to refold the conformation of long RNAs.

16.3 Measurements

Exchangeable imino protons and amino protons can be observed only in H2O
containing 5% D2O, while non-exchangeable protons can be observed even in
100% D2O.

To obtain NMR restraints precisely and as much as possible, it is recommended
to measure NMR spectra in 100% D2O because many ribose protons are overlapped
with the water signal. However, it is also possible to analyse NMR signals of RNA
only with spectra measured in H2O containing 5% D2O, especially for RNA with
the stable isotopic labelling.

16.3.1 Exchangeable Protons

Imino proton signals of guanosine and uridine residues observed between 10 and
15 ppm contain valuable information about base pairing in the RNA molecule,
because these signals are observable when the imino protons are involved in
hydrogen bonding or protected from exchange with the bulk solvent water. Because
of the fast exchange of imino and amino protons with water protons, presaturation
of H2O signal cannot be used for solvent suppression to observe exchangeable base
proton signals in RNA in contrast to NMR of proteins. Despite for the undesirable
baseline distortions, the jump-and-return pulse sequence is useful for solvent sup-
pression of RNA samples [19]. Furthermore, WATERGATE or similar solvent
suppression schemes can be used to overcome the drawbacks of the
jump-and-return pulse sequence [20].

The imino proton signals of A:U and G:C base pairs tend to be observed at 13–
15 and 12–14 ppm, respectively, whereas imino protons of noncanonical base pairs
(ex. G:U base pair) often show upfield chemical shifts (10–12 ppm) (Fig. 16.4).
The chemical shifts of the imino proton signals depend strongly on the sequence of
RNA. The analysis of imino proton signals is useful to elucidate secondary
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structure of RNA. In addition, the conformational stability of RNA molecules can
be investigated by following temperature-induced changes in the imino proton
spectra. Amino proton signals of cytidine are observable when they are involved in
hydrogen bonding, whereas those of guanosine and adenosine are hardly observed.
By HNN-COSY experiment of 15N-labelled RNA, scalar couplings across an N–
H⋯N-type hydrogen bond can be observed for the nitrogen and proton of the
hydrogen-bond donor and the nitrogen of the hydrogen-bond acceptor [21].
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16.3.2 Non-exchangeable Protons

For measurement of NMR for non-exchangeable protons, D2O is the useful solvent
because signals around water can be easily observed without water suppression
pulse scheme. Solvent water H2O can be replaced with D2O by lyophilization or
evaporation, because shorter RNA does not aggregate during such treatment in
general. As shown in NOESY spectrum (Fig. 16.5), signals of H2′, H3′, H4′, H5′
and H5″ are overlapped at 3.5–5 ppm, while H1′ and base protons can be observed
separately.

In the case of 13C(/15N)-labelled RNA, water signal can be suppressed effec-
tively by the 13C-edited experiments and the NMR analysis can be done with
spectra measured in H2O.

16.3.3 Residual Dipolar Coupling

Residual dipolar couplings (RDCs) between spins i and j provide long-range
constraints on the average orientation (h) on the inter-nuclear bond vector relative to
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the applied magnetic field (B0) [22]. Because RNAs are usually elongated mole-
cules, the long-range constraints are extremely useful to obtain information of
global conformation of RNAs. Although several media can be applied, Pf1 fila-
mentous phage has been generally used for alignment of RNAs (Fig. 16.6) [23, 24].
The negatively charged Pf1 phage is aligned in the magnetic field, which induces a
slight alignment of RNA molecules. For the measurement of RDCs, 5–15 mg/ml of
Pf1 phage is added to the stable isotope labelled RNAs. RDC can be measured as
difference of coupling width (Hz) between with and without phage by undecoupled
15N–1H SQC or 13C–1H SQC spectrum. To avoid the overlap of signals, in-phase
and anti-phase heteronuclear single quantum coherence (IPAP-HSQC) [25] or
transverse relaxation optimized spectroscopy (TROSY) [26] can be used.

Furthermore, Al-Hashimi et al. have applied RDC for studying RNA structural
dynamics [27, 28]. Inherent flexibility involving local motions of nucleotides
residues and collective helix motions can be characterized over a wide range of
timescales (<milliseconds).

Pf1 phage

RNA

B0 

Fig. 16.6 Schematic
representation of alignment of
RNAs using Pf1 phage for
RDC measurement Pf1 phage
is aligned in the magnetic
field, which induces a slight
alignment of RNA molecules
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16.4 Signal Assignments

16.4.1 Exchangeable Protons

Based on the predicted secondary structure of RNA, the imino proton signals can be
sequentially assigned along the stem sequence using the 2D NOESY spectrum
(Fig. 16.7). A strong NOE crosspeak between the uridine H3 and the adenosine H2
can be observed in A:U base pairs. In G:C base pairs, NOE crosspeaks can be
observed between the guanosine H1 and the amino protons of cytidine. Because
one of the amino protons of cytidine in G:C base pair is close to H5 of the cytidine,
H5/H6 signals can be assign by following the NOE connectivity as H1(G)–H41/42
(C)–H5(C)–H6(C). G:U base pairs, whose imino proton signals resonate higher
field around 12–10 ppm, can be easily identified by a strong NOE crosspeak
between the guanosine H1 and the uridine H3.

Heteronuclear multi-quantum coherence (HMQC) spectrum of 15N-labelled
RNA is useful to assign the imino proton signals. Because the 15N chemical shift of
guanosine N1 is around 150 ppm and that of uridine N3 is around 160 ppm, imino
proton signals of guanosine and uridine can be clearly discriminated.

16.4.2 Non-exchangeable Protons

Although signals of ribose protons are highly overlapped, H1′ signals can be
observed separately from other ribose signals. Thus, sequential assignment of base
and ribose H1′ signals can be accomplished by the analysis of NOE connectivities
in helical A-form RNA (Fig. 16.8). The H1′ of residue i shows NOE crosspeaks to
the H8/H6 of residue i (intra-residue) and residue i + 1 (inter-residue), which
enables sequential assignment of these signals along the RNA sequence.
Figure 16.9 shows the region where NOEs used for the sequential assignment;
NOE crosspeaks between purine base H2, H8, or pyrimidine base H6 and pyrim-
idine base H5 or ribose H1′ are shown. Because the inter-residue H1′–H8/H6
distance is larger than 4 Å in helical A-form RNA, spin-diffusion-mediated NOEs,
through strong NOE between H6/H8 and H2′/H3′ protons, caused by long mixing
time (>400 ms) of NOESY experiments may be useful for the sequential assign-
ment. Furthermore, the inter-residue NOE crosspeaks between base protons are
helpful for sequential assignment. Although NOEs between base protons and the
sugar protons H4′, H5′ and H5″ can be observed, their assignment is difficult
because of the low dispersion in most RNA sequences.

To perform the NOE-based assignment procedure, connectivities between
non-exchangeable base protons and imino protons are important. The H5 proton of
cytidine can be identified by NOE connectivities to the amino protons of cytidine in
H2O as described above. The pyrimidine H5 and H6 signals are easy to identify
because of the strong NOE crosspeaks observed in NOESY experiment, which can

16 NMR Studies on RNA 449



7.0

7.5

8.0

8.5

1112131415 10

11

12

13

14

15

U27
G20g9

g10

G26
G21

G25
G23

g10
U

C
C

C

C
C

A
G
G

a30

A

A

g9

A

C

G
G

C

G

c28
c29

H41(C16)-H1(G21)

H41(C14)-H1(G23)

H42(C14)-H1(G23)

H42(C16)-H1(G21)

Chemical shift (ppm)

C
he

m
ic

al
 s

hi
ft 

(p
pm

)

450 T. Sakamoto et al.



be confirmed by TOCSY experiment. Signals of cytidine and uridine can be dis-
tinguished by the difference between the chemical shifts of the C5 resonances in a
13C–1H SQC (Fig. 16.10). Furthermore, H2 signals of adenosine can be identified
by NOE contacts to the uridine imino protons in H2O. The C2H2 region (150 ppm
in 13C) is well resolved in a 13C–1H SQC. In helical A-form RNA, the distance
between H2 (i) and the H1′ (i + 1) is shorter than 4 Å, and, thus, strong NOEs can
be observed between them, which enable confirmation of sequential assignments.

JFig. 16.7 Assignment of imino proton signals of a 22-mer RNA Sequential connectivities is
indicated by lines in the 2D NOESY spectrum and assignments are shown on the 1D spectrum.
Secondary structure of the 22-mer RNA is shown. Reproduced from Ref. [29] by permission of
Oxford University Press
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16.5 Structural Calculation

As a typical example of the RNA structure determination by NMR, the structure
determination of a 22-mer RNA fragment is shown. The RNA obtained by SELEX
against AML1 Runt domain contains a DNA mimicry motif [29]. The non-labelled
sample (0.6 mM) and [uniform-13C/15N]-labelled sample (0.5 mM) were synthe-
sized using T7 RNA polymerase. NMR spectra were measured using Bruker
DRX-500 and DRX-600 spectrometers at 10 °C. Imino proton resonances of G and
U residues were distinguished by the 15N-1H SQC spectra and assigned by NOESY
with mixing times of 150 ms using the jump-and-return scheme for water

Table 16.1 Calculation
protocol used for the structure
determination of a 22nt RNA
[29]

Structure calculation without RDCs (CNS 1.1)

Hot steps 20,000 K 60,000 steps (60 ps)

Cooling steps 20,000–0 K 170,000 steps (170 ps)

Refinement with RDCs (Xplor-NIH 2.38)

Refinement steps 2000–0 K 5000 steps (10 ps)

Table 16.2 Example of the
constraints for structure
determination [29]

NOE distance restraints

Between exchangeable protons 1.8–6.0 Å

From non-exchangeable protons

Strong 1.8–3.0 Å

Medium 1.8–4.0 Å

Weak 1.8–5.0 Å

Very weak 1.8–7.0 Å

A-helix restraints for stem region

a −62° ± 30°

b −174° ± 30°

c 49° ± 30°

d 95° ± 30°

e −158° ± 30°

f −73° ± 30°

Sugar packer restraints (d angle) based on DQF-COSY
H1′–H2′ crosspeak

Strong C2′-endo 145° ± 25°

No crosspeak C3′-endo 95° ± 30°

Base pair restraints

Hydrogen bond

N1–H3 (AU) 1.8–2.2 Å

H61–O4 (AU) 1.8–2.2 Å

H1–N3 (GC) 1.8–2.2 Å

O6–H41 (GC) 1.8–2.2 Å

H21–O2 (GC) 1.8–2.2 Å

Base pair planarity N1–N3–C5
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suppression. Base pairing schemes were established by 2D HNN-COSY experi-
ments. HCCH-COSY and HCCH-TOCSY were used to assign sugar spin systems.
H2 protons of adenosines were assigned using HCCH-TOCSY and 2D SQC. NOE
distance restraints from non-exchangeable protons were obtained using NOESY
(mixing times of 100 and 400 ms) in D2O. Dihedral restraints were obtained from
TOCSY (mixing time of 50 ms). Partial alignment for the RDC measurements was
achieved by the addition of approximately 16.9 mg/ml of Pf1 phage (ASLA Ltd.) to
[uniform-13C/15N]-labelled sample. Single-bond 1H–13C RDC values for bases and
ribose moieties were measured using non-decoupled 13C–1H SQC.

NOE from non-exchangeable protons was assigned using Felix and ARIA in
combination with CNS (version 1.1). Restraints were summarized in Table 16.2.
A set of 100 structures was calculated using a simulated annealing protocol with
CNS 1.1 utilizing 354 distance restraints and 80 dihedral restraints (Table 16.3)
starting from an extended structure. The protocol used for the structure calculation
was summarized in Table 16.1. The alignment tensor was obtained by the
grid-search using the lowest energy structures for the first calculation without
RDCs. The final 10 structures with the lowest total energy were chosen
(Fig. 16.11), and the structural statistics were shown in Table 16.4.

It is noted that an improved method for structure calculations was proposed [30]
in which the van der Waal radius was modified from 0.9 to 1.10.

Table 16.3 Number of
restraints used for the
structure determination of a
22nt RNA [29]

Distance restraints 354

Total NOE 327

Intra-residue 133

Strong 44

Medium 42

Weak 3

Very weak 44

Inter-residue 194

Strong 21

Medium 36

Weak 10

Very weak 127

Hydrogen bonds 27

Dihedral angle restraints 72

Sugar pucker 19

C2′-endo 4

C3′-endo 15

Based on A-form geometrya 53

Base pair planarity 8

Residual dipolar coupling 10
aRestraints of angles c, d, e and f are used for the residue at 5′-
terminal of helical A-form RNA, while those of angles a, b, c and
d are used at 3′-terminal
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16.6 Interaction Analysis and Structure Screening

NMR is a useful tool for the interaction analysis. The imino proton signals are often
used for probes of interaction. Figure 16.12a shows the imino proton signals of a
32-mer RNA in the absence and presence of spermine (polyamine) [31]. In this
case, addition of Mg2+ does not show significant change in spectrum but spermine
shows drastic change, indicating that specific interaction between the RNA and

5' 

3' 

Fig. 16.11 Ensemble of 10
lowest energy structure of a
22-mer RNA G, A, C, and U
are indicated by blue, red,
yellow and green,
respectively. Reproduced
from Ref. [29] by permission
of Oxford University Press.
The corresponding secondary
structure is shown in
Fig. 16.7

Table 16.4 Structural
statistics for a 22nt RNA [29]

r.m.s. deviations from experimental restraints

Distance constraints (Å) 0.0592 ± 0.0016

Dihedral angle constraints (°) 0.0934 ± 0.1826

r.m.s. deviations from idealized geometry

Bond lengths (Å) 0.0065 ± 0.00019

Bond angles (°) 1.1898 ± 0.05405

Impropers (°) 1.0435 ± 0.14214

Averaged pairwise r.m.s. deviation (Å)

All RNA heavy atoms 0.825
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Fig. 16.12 NMR spectra of a 32-mer RNA. a Imino proton spectra in H2O (5% D2O) at 283 K.
Bottom Spectrum of free RNA, Middle spectrum in the presence of 1 mM MgCl2, Top spectrum in
the presence of 1 mM MgCl2 and 5 mM spermine. Shaded residues in the secondary structure
indicate the positions of disappeared resonances. Arrow indicates the newly appeared resonance in
the presence of spermine. The RNA sample concentration was 0.12 mM. b HOHAHA spectra
showing the H5–H6 crosspeaks of pyrimidine residues in D2O at 298 K. Black free RNA. Blue in
the presence of 1 mMMgCl2. Red in the presence of 1 mM spermine and 1 mMMgCl2. The RNA
sample concentration was 0.02 mM. Reproduced from Ref. [31] by permission of Oxford
University Press
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spermine. In this case, a part of stem structure was changed and some base pairs
were opened upon binding of spermine. The pyrimidine H5–H6 signals in TOCSY
or HOHAHA spectra are also good probes of interaction. Figure 16.12b shows the
drastic change of H5 and H6 chemical shift of the 32-mer RNA upon binding of
spermine, indicating the conformational change [31].

High-throughput analyses such as high-throughput sequencing give a large
number of information for novel functional RNA candidates. Thus, methods for
high-throughput screening of RNA structure are required. Recently, two methods
for RNA structure screening were proposed [32, 33]. The first method, In NMR
tube transcription (INTT), is quite simple in which the transcription reaction by the
T7 RNA polymerase is performed in the NMR tube and measures the NMR spectra
of the transcript in the reaction mixture directly [32]. In the INTT method, neither
purification nor specific skill for RNA handling is required. The limitation of INTT
is the condition of measurement is fixed by the transcription reaction. The second
one accelerates the screening process by direct buffer exchange and concentration
of the transcription mixture [33]. In this case, any buffer condition suitable for
NMR measurements of the target RNA can be used. The structural profiling ability
was applied to the monitoring of the concentration of specifically folded RNA
during the process of the systematic evolution of ligands by exponential enrichment
(SELEX) method [34].

16.7 Perspective

Some systems to support NMR signal analysis for RNA have been developed, for
example, Chess2FLYA [35] and RNA-PAIRS [36]. Such systems will accelerate
the NMR analysis of RNA.

For larger RNA, methods to predict the structural domain in long sequence must
be improved. GenoPoemics system for visualization of predicted secondary struc-
tures may be useful for such analysis [37].
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Chapter 17
NMR Analysis of Molecular Complexity

Jun Kikuchi

Abstract NMR offers tremendous advantages in analysis of molecular complexity
of natural mixtures, such as crude biological extracts, supramacromolecular com-
plexes, and geochemical samples as well as intact cells and tissues. Here, I intro-
duce recent applications of several NMR approaches for evaluation of human and
environmental health (i.e., maintaining a homeostatic state) by metabolic profiling
and data science. Further challenges in addressing macromolecular complexity
include supramolecular structures, composition, and interactions of plant biomass,
soil humic substances, and aqueous particulate organic matter. To support the study
of these topics, I also introduce sample preparation techniques for molecular
complexity studies as well as solid-state NMR approaches. Because solution and
solid-state NMR can produce numerical matrix data (e.g., chemical shifts versus
intensity) with high reproducibility and inter-institution convertibility, further data
science approaches are desired, such as multivariate analysis and machine learning.
Therefore, I also introduce informatics techniques for data pretreatment before
solid-state NMR, for feature extraction from heterogeneously measured spectro-
scopic data and for extraction of submerged information using data science
approaches.
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17.1 Introduction

NMR is one of the most powerful tools available for molecular characterizations.
Herein, I introduce the advantages of NMR analysis for challenging molecular
complexity in biological extracts [1–3], biomacromolecular assembly [4–6], and
crude biogeochemical samples [7–9] from natural ecosystems. First, NMR offers a
wide variety of sample systems, from crude extracts to intact biological tissues [10–
14], from small- to macromolecular complexes [15–18], and also in interaction
studies [19–23]. Furthermore, NMR provides site- and atom-specific information
[24–26], when assisted with stable isotopic tracing experiments [27, 28]. In addition,
uniform, stable isotopic labeling in biological samples opens the availability of
NMR for two- and three-dimensional experiments, similar to protein NMR [29, 30].
The interchangeability of spectral data among laboratories worldwide is a marked
advantage of NMR-based approaches for cross-site analytical validity studies using
careful parameter settings [31–34]. For this purpose, solid-state NMR, which
approaches toward macromolecular complexes and low-solubility samples, has a
unique advantage for various samples. This advantage is attributed to the feature that
chromatography is not involved during measurement process for molecular com-
plexity. Similar to the above, NMR’s reproducibility and quantifying abilities are
also major advantages [35–37]. In quantification, absolute measurements are not
always important, but relative measurements within a variety of samples are a major
concern. As solution and solid-state NMR produce highly reproducible numerical
matrix data (e.g., chemical shifts versus intensity) with inter-institution convert-
ibility, further analysis of such data using multivariate analysis and machine-learning
approaches is desired.

17.2 Metabolomics and Metabolic Profiling for Small
Molecular Complexity

17.2.1 Basic Knowledge for Small Molecular Profiling

Metabolites are the final products of biological processes, and metabolic profiling or
metabolomics is the study of organic metabolites in cells, tissues, and biological
fluids [38–40]. Metabolomics studies provide comprehensive datasets from target
samples [41–43]. This section describes the range of samples, metabolites, and
NMR experiments used in metabolomics studies.

Recently, solution NMR has been used for metabolic profiling in which NMR
spectra of mixtures of small biological molecules are subjected to further multi-
variate analyses to identify metabolite biomarkers [44–48] and to evaluate nutrients
in foods [49–52]. Innovations in nontargeted approaches to studying biological
systems are important for better biomass production and sustainability of such
systems.
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Homeostasis is the maintenance of an internal physiological environment within
a certain range against changes in the external environment. Pathological states
collapse homeostasis and change metabolite compositions and/or profiles.
Metabolomics has great potential in the diagnosis and monitoring of diseases using
samples, such as blood, saliva, urine, and feces (Fig. 17.1). NMR metabolome
analysis of the human superorganism has provided new insights into interactions
between hosts and microorganisms during the establishment of immunological
homeostasis in intestines [53–56]. Environmental homeostasis evaluation is
growing in importance with declining environmental health. Environmental
homeostasis can be evaluated at multiple levels using NMR [57–62].

17.2.2 Experimental Aspects of Sample Preparation

Sample preparation toward molecular complexity analysis is minimum laboratory
experimental requirement due to unnecessary feature of column purification [63].
Solution NMR detects low-molecular-weight molecules, such as polar metabolites

Fig. 17.1 Conceptual figure to elucidate metabonomics as indicator of homeostatic response in
the human superorganism from input to output information analyzed by NMR. Metabolic
compositional changes in biological samples, such as saliva, urine, and feces, potentially contain
abundant information regarding homeostatic state
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in solvents, including deuterated water, methanol-d4, dimethyl sulfoxide-d6, and
chloroform-d1 (Fig. 17.2) [64]. Nonpolar metabolites, polymers, and extraction
residues can be evaluated by solid-state NMR, as described in Sect. 17.3.

Hence, stable isotopic labeling, especially with 13C, tremendously enhances
NMR sensitivity and versatility in both solution [65, 66] and solid-state NMR of
polysaccharides [67, 68]. For plant polysaccharides, there are two different strate-
gies for stable isotopic labeling with 13C; one is via photosynthesis using
13C-labeled carbon dioxide and the other via uptake 13C-labeled organic com-
pounds from roots (Fig. 17.3) [69]. A cautionary note regarding the latter strategy is
that 13C-enrichments are concurrently decreased by photosynthetic 12CO2 incor-
poration. Also, note that there are biases in incorporations of 13C (and 12C) due to
different metabolic activities. Metabolic flux analyses have indicated that
nitrogen-rich amino acids, such as arginine and asparagine, are major metabolites
synthesized in root and translocated to other tissues [70, 71].

Fig. 17.2 Scheme of NMR-based profiling approach for molecular complexity. Small (or macro)
molecular mixtures are directly subjected to several NMR experiments without any chromato-
graphic separation. The obtained crowded signals are digitized (occasionally binned) into
numerical tabulation, and then, several data science approaches are applied, including principal
component analysis (PCA), self-organization mapping (SOM), and correlation network analysis
(CAN). Such data science approaches can extract useful information, such as key factor signals
divided into homeostatic changes
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17.2.3 NMR Measurements and Data Processing

17.2.3.1 Useful Pulse Sequences

One-dimensional (1D) solution NMR is often used for metabolic analysis.
However, mixture analysis using traditional 1D NMR spectra is difficult as signals
overlap because of signal splitting by spin coupling. 2D J-resolved spectroscopy is
used to determine spin–spin coupling constants that can then be used for structural
analysis [72]. Multidimensional NMR is used to analyze correlation signals
between homo- and heteronuclear experiments to identify metabolites.
Heteronuclear single quantum coherence (HSQC) is a commonly used method in
which metabolites can be identified by comparison with a chemical shift database
and measured HSQC spectra. To increase identification accuracy, correlation
spectroscopy (COSY), totally correlated spectroscopy (TOCSY), and single
quantum–double quantum correlation spectroscopy (SQ-DQ) are used to confirm

Fig. 17.3 Schematic representation of stable isotopic labeling methods. a Both 13C and 15N
nuclei are incorporated by plant root uptake when grown on agar plates containing 13C or
15N-labeled compounds. b Carbon nuclei are incorporated from 13CO2 through photosynthesis
while 15N nuclei come from root incorporation. c Once 13C-feeds, such as 13C-cellulose, are
prepared, animal and symbiotic microbiota can also be labeled in feeding experiments
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correlation signals with adjacent atoms. Using HSQC-TOCSY and 3D
HCCH-COSY together, adjacent correlation signals of annotated metabolites on
HSQC spectra are easily confirmed [73].

17.2.3.2 Databases and Tools for NMR Analysis

Metabolite identification is one of the most important problems in metabolomics.
Standard spectra and chemical shift databases typically are used to assign and
annotate metabolic mixtures. Many chemical shift databases are available on the
Internet, and using these services is simple and convenient. The Human
Metabolome Database (HMDB) [74], Biological Magnetic Resonance Bank
(BMRB) [75], and Madison Metabolomics Consortium Database (MMCD) [76] are
commonly used chemical shift databases for metabolomics. Our laboratory devel-
oped the SpinAssign program, which can annotate metabolites in D2O and MeOD
buffer using peak lists of 1H–13C HSQC [77]. The p value has been adopted as a
mathematical indicator for annotation evaluation (Fig. 17.4). A metabolomics
database for NMR analysis (TOCCATA) has been recently developed [78]. In this
database, highly reliable annotation is possible by database searching using TOCSY
peaks for metabolites in a mixture. The Birmingham Metabolite Library
(BML) contains 1H and 2D J-resolved spectral data of metabolites, which can be
used to annotate 2D J-resolved spectra of metabolic mixtures [79]. SpinCouple is
an annotation tool for 2D J-resolved spectra of metabolic mixtures [37], in which
the user can locate candidate compounds by entering 1H chemical shifts, spin–spin
coupling constants, and intensity values (Fig. 17.5). ECOMICS is a web tool for
trans-omics research on environmental and metabolic systems together [80, 81].
Bm-Char in ECOMICS characterizes chemical structures from chemical shifts of
biomass samples. FoodPro is a database and tool for evaluating the taste of food and
predicting food taste based on similarities in food spectra measured by benchtop
NMR [82].

17.2.3.3 Signal Assignments and Structure Elucidation

The evaluation of physical properties of compounds using theoretical values from
quantum chemical calculations has been a topic of computer science research in
recent years [83]. Theoretical values of NMR chemical shifts, spin coupling con-
stants, and relationships between molecular structure and electronic states can be
determined by solving equations, such as the Schrödinger equation, or by
approximation using information on behaviors of atoms and electrons. Density
functional theory (DFT) is used as a method through which the calculation time and
accuracy are guaranteed to some extent; other calculation methods, basis sets, and
solvents can be selected [84, 85].

Improvements in the accuracy of assigning NMR spectra of metabolic mixtures
using theoretical chemical shifts have been recently reported. Misawa et al. have
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proposed a new annotation method using SENSI and quantum chemical calcula-
tions [86]. Komatsu et al. have assigned small biological molecules using 3D NMR
and quantum chemical calculations [30]. In this study, correlation signals of
methanol-soluble fractions in 13C-labeled land plants were detected using 3D–(H)
CCH-TOCSY and 13C–13C-COSY (Fig. 17.6). Ito et al. have designed a new
assignment method for NMR signals of metabolites using a fragment assembly
approach and quantum chemical calculations [87]. In this study, metabolite struc-
tures are estimated by automatic chain assignments and fragment assembly
(Fig. 17.7), and these structures are then evaluated by quantum chemical calcula-
tions and assigned. Note that careful setting of initial conformation to be made due
for conformational dependence feature of theoretical calculation [88]. But anyhow,
these results suggest that quantum chemical calculations can be used to assign
NMR signals of biological metabolic mixtures.

Fig. 17.4 Schematic showing SpinCouple web tool. a An example of a biological extract’s 2D
J-resolved spectrum (black contour, methyl-expanded region) overlaid with BML (blue) and
SpinCouple (red) database peaks. Examples of a query form (b) and results for the query (c) using
SpinCouple (query peaks are highlighted in yellow on the methyl-expanded region of the 2D
J-resolved spectrum). Reproduced from Ref. [48] with permission from the American Chemical
Society
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Fig. 17.5 Schematic showing SpinAssign web tool. Peak picked 1H/13C chemical shifts from
biological extracts were input, then click bottom on the web, and finally annotation finished by
searching the nearest candidate metabolites from our database. SpinAssign lists these candidate
metabolites with precision indicated by calculated p values

Fig. 17.6 Assignments of secondary metabolite mixtures by 3D NMR and verification using
quantum chemistry calculation. An ericaceous plant, Rhododendron japonicum, was cultivated in
a chamber containing 13C-labeled carbon dioxide (a). Several 2D and 3D NMR experiments [(H)
CCH-TOCSY, (H)CCH-COSY, 13C–13C TOCSY, and 13C–13C COSY] are conducted using
MeOD extract (b). During this step, the 3D (H)CCH-TOCSY and (H)CCH-COSY spectra are
useful for compiling substructures by 1H magnetization transfer through quaternary carbons (c). As
a result, seven unexpected metabolites, including five terpenoids and two flavonoids, are
elucidated as candidate metabolites and verified by the DFT method after conformational
distribution analysis by molecular mechanics (d)
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17.2.3.4 Spectral Pretreatment for Data Science

As NMR spectra obtained experimentally might include useful and valuable
information, analyses, such as multivariate statistical analysis and machine learning,
should be incorporated into the analytical flow of metabolomics studies (Fig. 17.2).
To enable appropriate analytical flow, data pretreatment and preprocessing, such as
standardization of datasets, are very important.

Peak alignment, a computational approach for accurate peak alignments, is an
important data pretreatment because NMR chemical shifts are altered by various
factors, including pH, temperature, physicochemical interactions, background
matrix, and ion intensity. The most commonly used method is spectral bucketing
and binning. Binning denotes splitting a small bucket containing a range of vari-
ations for a specific peak shift, and the intensity of each bucket is calculated as the
area under the curve. The drawback of the binning method is a considerable
reduction in spectral resolution [89].

Fig. 17.7 A strategy for assigning metabolites by fragment assembly and quantum chemical
calculations. Correlation signals are detected with high sensitivity using labeled samples.
Automatic chain assignments estimate the chemical backbone of metabolic mixtures (Step 1).
Partial structures of each peak are estimated by most common substructure analysis, and the entire
structure can be estimated by connecting fragments (Step 2). Theoretical NMR properties of the
estimated structure are calculated using the QM method. Assignment allows comparison between
experimental and theoretical chemical shifts (Step 3)
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Scaling and normalization are also very important in data pretreatment and
preprocessing. Extreme differences in scales between multiple parameters can
obscure the data, leading to inadequate interpretation. Typically, an internal stan-
dard, such as 4,4-dimethyl-4-silapentane-1-sulfonic acid or trimethylsilane, is used
for normalization between datasets. Z-scoring is an alternative method that uses a
standard normal distribution with the average set as 0 and standard deviation as 1
[90]. However, the problem with this method for analyzing an entire spectrum is
that noise is also normalized. Probabilistic quotient normalization (PQN) is a
method that is not susceptible to outliers because a median of numerous estimated
values is used [91].

17.2.3.5 Practical Aspects of Data Science

In metabolomic studies, the inclusion of multivariate analysis (also known as
chemometrics, pattern recognition, and data mining) is absolutely imperative.
Methods for multivariate analysis fall roughly into two categories: unsupervised
(e.g., principle component analysis, PCA) and supervised (e.g., partial least squares,
PLS). PCA is the most widely used method in the field of metabolomics. Typically,
PCA is used for data overview and trend (or cluster) identification and is also used
for dimension reductions in dataset preprocessing. Other representative, unsuper-
vised, multivariate analyses include hierarchal clustering (HCA) [92], K-means
clustering [93], and self-organizing maps (SOM) [94].

Correlation-based analysis (identifying a linear relationship between two vari-
ables) is also widely used in metabolomic studies [95]. Correlation coefficients are
usually visualized as heat map and network diagrams. Market basket analysis is a
statistical approach for identifying co-occurrences of variables in datasets; this
approach has recently been applied to metabolomic studies [96].

PLS is the most commonly used supervised, multivariate analysis in metabo-
lomic studies. PLS and its related analyses are the most common classification and
regression tools for analyzing metabolomic data. PLS-related analyses are powerful
data-mining methods because they enable analysis of large, highly complex datasets
with collinearity and noise. However, alternative “machine-learning”
(ML) methods that are suitable for use in the field of metabolomics have been
recently introduced [97].

17.2.4 Applications to Plant, Animal, and Microbial Systems

17.2.4.1 Application to Plant Systems

A variety of plants and algae are present in natural environments. These resources
serve as primary producers and maintain ecosystems. Therefore, studies of com-
pounds in plants and algae are expected to be useful not only in agricultural but in
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other fields as well [16, 98]. Metabolic profiling using 1H NMR concurrently tracks
changes in metabolites in plants and algae [99, 100]. Plants and algae are auto-
trophic organisms that cannot move on their own volition. Numerous organisms
(e.g., grains, fruits, and seaweed) have been studied by this method using a variety
of parts (e.g., roots, leaves, and stems) for analysis [101]. Characterization of
differences based on geographical origin and plant varieties is possible using
multivariable analysis, such as PCA. Such techniques can detect differences in the
content and presence of low-molecular-weight molecules, such as amino acids,
organic acids, and sugars. The evaluation of both low-molecular-weight molecules
and polymers is possible using dimethylsulfoxide (DMSO) as the solvent [15].

17.2.4.2 Application to Animal Systems

Plant-biomass eaters, such as termites, are among the most attractive living
organisms for this kind of examination because of their considerable global impact
on decay of dead plant materials. The primary constituent of plant biomass is
cellulose, consisting of glucose linked by b-1,4-glucosidic bonds. Despite the fact
that most animals cannot use this polysaccharide, termites are thought to be capable
of hydrolyzing 74–99% of cellulose in woody materials. Therefore, this efficient
cellulolytic system in termites has attracted many researchers and has been
extensively studied in recent decades. An emerging technique for clarifying com-
plex metabolic processes, such as cellulose digestion, involves the generation of
comprehensive metabolite profiles (Fig. 17.8). We have recently demonstrated the
utility of this technique in animal systems by feeding 13C-glucose and amino acids
to Bombyx mori and monitoring time-dependent metabolic dynamics during insect
morphogenesis [73].

In the context of symbiotic interactions, we have also successfully demonstrated
the use of 13C-labeled compounds to illuminate the critical role of acetate [44] and
reuterin [55] production by resident gut bacteria in mice. Advantages of the use of
13C-labeling methodologies in combination with multidimensional NMR analyses
include the separation of crowded signals from metabolite mixtures and the
opportunity to perform quantitative, multivariate analyses of time series in acquired
data at an atomic level.

The growth and activity of these beneficial microbial symbionts is enhanced
by functional foods, such as fructo-oligosaccharide (FOS) and galacto-
oligosaccharides in the human gastrointestinal tract [56]. Therefore, evaluation of
the effects of functional food on dietary interactive modulations of the host and
beneficial microbial symbionts is important for human health [102]. In the initial
stage of validation, evaluations are usually performed using animal experiments,
such as mouse and rat [103]. However, animal experiments are time-consuming and
have ethical issues, and thus, a simple and rapid method in vitro and without animal
experiments has been sought as a better means for evaluating the effects of
functional foods [104].
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In contrast, an NMR-based metabonomics approach is widely used for investi-
gating metabolic characterizations of animals and their intestinal symbiotic systems
[105, 106]. Particularly in human studies, metabolic characterizations from non-
invasive samples, such as urine, saliva, and feces, are well known to have a large
quantity of vital and beneficial information regarding human health and disease.

We have described an advanced analytical approach for evaluating together the
metabolic, mineral, and microbiota fluctuations of all fecal, urinary, and salivary
samples from humans. These are then synchronously related with variations in
dietary intakes under unlimited and uncontrolled diets using data-driven approaches
[86, 96, 107].

17.2.4.3 Application to Microbial Systems

Primordial microbial communities that perform anaerobic digestion are considered
the most ancient metabolic communities. These communities became segregated
from aerobic environments by the emergence of photosynthetic organisms that
initially increased Earth’s oxygen concentration. Many species in microbial com-
munities of anaerobic environments, such as soil and aquatic bottom sediments,
degrade biomass produced by photosynthetic organisms. Thus, anaerobic digestion
remains essential to biogeochemical cycling of organic and inorganic matter.
Among these, anaerobic microbial communities, which are responsible for diges-
tion of plant saccharides into short chain fatty acids (SCFAs), have been

Fig. 17.8 Schematic diagram of metabolic analysis of a 13C-cellulose-fed termite-symbiont
system. From top to bottom: time series of samplings from a 13C-cellulose-fed termite-symbiont
system; four types of digestive organ extracts are analyzed by 13C-HSQC
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investigated in several systems, including the animal gut, waste management [68,
108], and soil from paddy fields [109].

Although 1H-NMR is easy to perform and versatile, its limited spectral resolu-
tion is insufficient to tackle the overlapping signals of saccharides. The introduction
of 13C-nuclei to NMR analysis is a useful technological advance for the resolution
of overlapping signals [110]. The advantages of 13C-labeling methods for NMR
also include the characterization of compounds in complex components, determi-
nation of compound structures, and tracking of microbial metabolic pathways
[111].

17.3 Biomass Profiling for Macromolecular Complexity

17.3.1 Basic Knowledge for Macromolecular Profiling

Plant biomass is the most abundant and important material in the terrestrial bio-
sphere. Its major components are cellulose, hemicellulose, and lignin (Fig. 17.9).
These components are all complex molecules and abundantly produced in plant cell
walls. Cellulose is a linear condensation polymer that consists of b-1,4-linked
D-glucose units with a degree of polymerization from 100 to 20,000.
Hemicelluloses are branched, have molecular masses lower than cellulose, and
mainly composed of glucose, mannose, galactose, xylose, and arabinose. Lignins
are reticulated, cross-linked macromolecules composed of phenylpropanoid units,
which include p-hydroxyphenyl, guaiacyl, and syringyl. These persistent sub-
stances have a highly formed, supramolecular structure that includes cellulose and
hemicellulose cemented by lignin, called lignocellulose.

Comprehensive analysis of biological macromolecules performed without
purification is the next frontier in the advancement of insights into living systems.
Breakthrough technologies in basic biological research toward polysaccharide
complexity can be produced using profiling approaches to biomass synthesis and
degradation, as an intermediate-monitoring system. Innovation in “nontargeted”
approaches for a wide range of biological systems in ecosystems is important for
better biomass production and sustainability of such systems.

17.3.2 Experimental Aspects of Sample Preparation

As both solution and solid-state NMR methods have been developed for NMR
analyses of polysaccharides, sample preparation procedures depend on which
method is used (Fig. 17.10). In general, solution NMR possesses higher resolution
than solid-state NMR but the former requires solubilization [11]. Solid-state NMR,
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powerful for structure and dynamical analyses in native state polysaccharides,
requires less sample preparation than solution state [112].

Some of the most common procedures for obtaining polysaccharide fractions are
alcohol-insoluble residue (AIR)-based methods, in which ethanol solution, fol-
lowing methanol/chloroform solution are used to remove small molecules and
lipids. First, dried plant material is ground to powder using a milling machine, and
70 or 80% ethanol solution (by vol) is added to remove polar metabolites. Then,
starch is digested using a-amylase, and proteins are digested using protease. As a
result of these procedures, cell wall fractions are obtained.

As cell wall fractions barely dissolve into any organic solvent, grinding to a fine
powder is essential for solubilization. Ball mill instruments are frequently used for
cell wall solubilization.

Fig. 17.9 Diagram of lignocellulose structure. Lignocellulose of plant cell wall is composed of
cellulose, hemicellulose, and lignin. Cellulose is composed of glucose units, hemicellulose mainly
composed of xylose units, and lignin of phenolic units. Native cellulose has crystalline and
amorphous regions. One of the main hemicelluloses is xylan, which is partially acetylated and
partially substituted with sugar residues, such as arabinose, at the C2 and/or C3 positions. Lignin is
a polymer based on syringyl, guaiacyl, and p-hydroxyphenyl moieties. Structural information of
lignocellulose, namely at the supramolecular-level, is highly expected from biomass researchers
during this half century
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17.3.3 NMR Measurements and Data Processing

17.3.3.1 Useful Pulse Sequences

Signals in 1H NMR spectra of polysaccharides, such as cell wall polysaccharides, in
vascular plants are often broad-line shaped because of high sample viscosity. Thus,
1H–13C HSQC is used for cell wall composition analyses. Multidimensional NMR
with 13C-labeled plants has provided a lot of detailed resonance assignments of
plant cell wall, especially polysaccharides [113]. 3D HCCH-COSY experiments are
powerful for resonance assignments of polysaccharides because crowded peaks
from polysaccharides are separated into a 3D space (Fig. 17.11). Notably, 1H–13C
HSQC-NOESY spectra provide intersugar correlations in polysaccharides that
cannot be obtained with 1H–1H COSY, 1H–1H TOCSY, 1H–13C HSQC, or 3D
HCCH-COSY spectra.

Solid-state NMR detects nonpolar polymers, and many pulse sequences for
solid-state NMR have been developed. However, the application of multidimen-
sional NMR pulse sequences has been delayed because anisotropic effects of dipole
interactions are strong, and measuring the 1H detection type is very difficult. To

Fig. 17.10 A combination of solubilization of lignocellulose and a multidimensional NMR
technique has been applied for analyzing lignocellulose components. For NMR techniques,
13C-amorphous cellulose can be redissolved in ionic liquids (ILs). Alternatively, lignocellulose
of 13C-poplar can be dissolved with DMSO/pyridine. Moreover, metabolites of intact tissues of
13C-poplar can be analyzed by high-resolution magic angle spinning (HR-MAS)
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overcome these problems, 1D cross-polarization magic angle spinning (CP-MAS)
uses a greater number of scans to detect low-sensitivity 13C, and 1D nonquarternary
suppression (NQS)-MAS emphasizes quaternary carbons [114, 115].

There are several relaxation time constants, including longitudinal relaxation of
1H (1H T1) and

13C (13C T1), rotating-frame 1H (1H T1q), transverse relation of 1H
(1H T2) and

13C (13C T2), such that sensitive frequencies of molecular motion in
each relaxation process are different. Note that relaxation time constants in 1H
represent types of molecular motion within domains caused by rapid 1H–1H spin
diffusion. In contrast, 13C relaxation time constants represent local molecular
motions of each nucleus.

In general, 1H T1,
13C T1 and 1H T1q are longer, further 1H T2 and 13C T2 are

shorter in cellulose than in matrix polysaccharides in hydrated plant cell walls.
Hong and her coworkers have investigated differences in cell wall physicochemical
properties via 13C T1 and 1H local T1q (without spin diffusion using 1H-1H
homonuclear decoupling) using various Arabidopsis primary cell walls, including
wild-type, chemically pectin-depleted, and homozygous mutants [116, 117].

Different relaxation times between each component can be used as spectral
filtering techniques. Komatsu and Kikuchi have developed 13C–13C correlation
spectroscopy coupled with spectral filtering techniques to analyze matrix polysac-
charides by removing signals from cellulose [118]. Dipolar dephasing is used as a

Fig. 17.11 Multicomponent solution 3D HCCH-COSY approach for chemical assignments of
13C-labeled lignocellulose. Because of low natural 13C abundance (1.1%), plant samples must be
enriched by 13C stable isotopic labeling. Then, more NMR signals in the crowded sugar region can
be assigned because of the high resolution provided by the combination of 13C-labeling and 3D
NMR techniques

476 J. Kikuchi



spectral filter in which coherence is dephased by 1H–13C dipolar interactions, and
the amplitude strongly depends on molecular motion (Fig. 17.12).

Another option is to completely label the sample with 13C, allowing measure-
ment at an abundance of 100 times the 1H–13C coupling detection rate and 10,000
times the 13C–13C coupling detection rate. 1H–13C coupling is used to evaluate
crystalline polysaccharides, lipids, and low-molecular-weight molecules using
double CP, solid-state HSQC, and high resolution (HR)-MAS (Fig. 17.13). Using
13C–13C coupling, the correlation signal between adjacent carbons is detected
using dipolar-assisted rotational resonance (DARR), incredible natural abundance
double quantum transfer experiment (INADEQUATE), and 3D 13C–13C–13C
(CCC)-MAS [67].

Peak Separation for Broad Macromolecular Spectra

Overlapping peaks in NMR spectra are one of the biggest problems encountered in
the analysis of metabolic mixtures. Solid-state NMR typically has very low reso-
lution, and thus, a single peak is more likely to contain multiple peaks derived from
several chemical components. Peak separation techniques can be applied to address

Fig. 17.12 DDF-INADEQUATE pulse sequence successively detects and assigns hemicellulosic
signals in lignocellulose (Top). Comparison of the pulse sequence of the CP-INADEQUATE and
DDF-INADEQUATE experiments (Bottom). The CP-INADEQUATE spectrum mainly produces
cellulose signals, whereas the DDF-INADEQUATE spectra, with a dephasing time of 1/2mMAS,
completely dephases cellulose signals during this period. Each of the structural components is
highlighted with different colors and abbreviations: crystalline cellulose Ib (red: CIb), Amorphous
cellulose (pink: Cam), Xylopyranose (blue: Xylp), Arabinofuranoside (green: Araf), respectively
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this problem. Multivariate curve resolution-alternating least squares (MCR-ALS) is
a peak separation method based on optimization by iterative least squares, for
calculating components [119]. Nonnegative matrix factorization (NMF) is an
algorithm used for the analysis of matrices consisting of zero and/or positive values.
This method decomposes multivariate and spectral data into a smaller number of
basic functions, and extracts local features. NMF can be used for peak separations
in solution- and solid-state NMR spectra [120].

17.3.4 Applications to Material, Biological,
and Geochemical Systems

17.3.4.1 Application to Cellulosic Material Systems

Cellulose is the most common chemical polymer on land and is an alternative
energy and chemical resource with the greatest potential on Earth. PCA has been
used to extract components from solid-state NMR spectra of bacterial cellulose.
Polymers, such as cellulose, have several domain structures, and their structure and
dynamics are reflected in the variety of solid-state spectra derived from different
parameters [121].

Further statistical approaches have been used to characterize the heterogeneous
structures of bacterial cellulose samples pretreated with four kinds of ionic liquids
(ILs). Structural heterogeneity of these samples is measured by Fourier transform

Fig. 17.13 1H-detected solid-state NMR spectra of E. gracilis cultured in high ammonium
medium (31 mM). Examples of ssHSQC spectroscopy: a pulse sequence and c spectrum, and
double CP, b pulse sequence and d spectrum. In pulse sequence diagrams, sharper and broader
filled boxes represent 90° and 180° hard pulses, respectively. 13C resonance frequency, MAS
frequency, and rotor diameter are 100 MHz, 60 kHz, and 1.3 mm, respectively. Reproduced from
Ref. [101] with permission from the American Chemical Society
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infrared spectroscopy, as well as solid-state NMR methods, such as
cross-polarization magic angle spinning and dipolar-assisted rotational resonance.
The obtained data matrices are then evaluated by PCA. The measured
one-dimensional data clearly reveals modification of crystalline cellulose; in
addition, the statistical approach shows subtle structural changes that occur upon
pretreatment with different ILs [122].

While crystalline cellulose has been investigated intensively, the structure of
amorphous cellulose, even its local structures, has not been clarified. We thus
prepared 13C-labeled amorphous cellulose and fully assigned 13C NMR chemical
shifts by 2D 13C–13C correlation spectroscopy obtained both in IL-solution and in
regenerated solid-states. On the basis of the assigned experimental 13C NMR
chemical shifts, a candidate is proposed for local structures of amorphous cellulose
via molecular dynamics and quantum chemistry computer simulations, which
exhibit a twisted structure exposing more hydrophilic surfaces than extended
crystalline cellulose [123].

Next, anaerobic digestion of biomacromolecules in various microbial ecosys-
tems is influenced by variations in types, qualities, and quantities of chemical
components. We have described a characterization strategy using NMR spec-
troscopy for targeting the input solid-insoluble biomass, catabolized soluble
metabolites, and product gases. 13C-labeled cellulose produced by
Gluconacetobacter xylinus is added as a substrate to stirred tank reactors and
gradually degraded for 120 h. Time-course variations in structural heterogeneity of
cellulose catabolism are determined using solid-state NMR, and soluble metabolites
produced by cellulose degradation are monitored using solution NMR [68, 108].

17.3.4.2 Application to Biological Systems

Plant biomass is one of the most abundant biomaterials in nature, and they pre-
dominantly consist of polysaccharides. Vascular plants have complex cell wall
systems, including primary and secondary cell walls, which provide plants with
mechanical strength, resistance to environmental stress, and a high level of toler-
ance toward microbial degradation. We have shown that cellulosic supramolecular
structure of rice straw analyzed by 13C–1H HETCOR is altered using physical
milling processes, and as a result, biomass degradation by paddy soil microbiota is
affected [109].

Next, solution 2D 1H–13C NMR has been applied to DMSO-solubilized 13
cultivars of rice straw before and after dilute acid pretreatment to clarify general
changes in the lignin and polysaccharide components. Most (15 of 16) peak
intensities related to lignin aromatic regions, such as p-coumarate, guaiacyl, syr-
ingyl, and p-hydroxyphenyl, cinnamyl alcohol and methoxyl, increased or remained
unchanged after pretreatment. In contrast, most (11 of 13) peak intensities related to
lignin aliphatic linkages or ferulate bridge decreased [124].

17 NMR Analysis of Molecular Complexity 479



A precipitate with high lignin content has been recovered from the supernatant
of the liquid fraction of hydrothermally pretreated rice straw. The fates of lignin and
polysaccharide components, during membrane separation and enzymatic hydroly-
sis, are evaluated in detail by 2D NMR and compositional analysis [125].

Furthermore, rice straw has been mechanically milled using a process con-
suming 1.9 MJ/kg-biomass, and 10 g/L of unmilled or milled rice straw used as the
carbon source for methane fermentation in a digester containing carbon fiber textile
as the supporting material. Solution NMR shows that lignin aromatic components,
such as p-hydroxyphenyl (H), guaiacyl (G), and syringyl (S), are primarily retained,
and the major lignin interunit structures, such as the b-O-4-H/G unit, are absent.
This combinational process will aid in the complete utilization of rice straw [126].

Sorghum bagasse was fractionated by organosolv pretreatment using various
types of solvents. 2D NMR has revealed that the black liquor fraction contains
lignin aromatic regions, such as guaiacyl, syringyl, p-hydroxyphenyl, p-coumarate,
and ferulate. Lignin in the black liquor lacked the aliphatic region, b-O-4 unit.
Addition of 1-butanol or 1-pentanol is effective for removing p-coumarate, syringyl,
and some guaiacyl from raw sorghum bagasse [127].

In contrast to these biomass degradation studies, we have focused that
bacteria-derived enzymes can modify specific lignin substructures, that are potential
targets for engineering plants with improved biomass processability. The
Gram-negative bacterium Sphingobium sp. SYK-6 possesses a Ca-dehydrogenase
(LigD) enzyme that has been shown to oxidize the a-hydroxy functionalities in
b-O-4-linked dimers into a-keto analogs that are more chemically labile. The
possibility has been explored of using LigD for biosynthetically engineering lignin
by expressing the codon-optimized ligD gene in Arabidopsis thaliana. 2D NMR
analysis reveals a 2.1- to 2.8-fold increased concentration of G-type a-keto-b-O-4
linkages in cellulolytic enzyme lignins isolated from stem cell walls of LigD
transgenic plants, indicating that the transformation is capable of altering lignin
structure in the desired manner [128].

When look at the hydrosphere, there are plenty of polysaccharides serving as
structural and storage materials in algae. Date et al. [92] have developed chemical
profiling methods for macroalgae, using four Chlorophyceae (green algae), three
red algae, and nine brown algae, by solution NMR as well as FT-IR. Solution NMR
using a DMSO/pyridine solvent system identified neutral polysaccharides, such as
agar and laminarin, in Rhodophyceae and Phaeophyceae, respectively. Wei et al.
[120] have applied integrated analysis toward 107 algal samples using
multi-instrumental data, including solid-state NMR, solution NMR, FT-IR, and
ICP-OES, to characterize the samples based on their chemical diversity. Correlation
analysis using multi-instrumental data provides chemotaxonomic clusters based on
their chemical diversity, and these clusters agree with genetic linkages. Integrated
analysis also indicates the relationships between alginate and ions, including iron,
aluminium, and titan (Fig. 17.14).
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17.3.4.3 Application to Geochemical Samples

A wide variety of microorganisms, including archaea, bacteria, fungi, plankton, and
protists, are present everywhere on the globe (biosphere), such as in soil, sediment,
underground, wetlands, rivers, and oceans. In soil environments, both solution and
solid-state NMR measurements have been used in a study to characterize cellulosic
supramolecular structures in rice straw and their degradation profiles as produced
by a microbial community in a paddy field [109]. NMR-based metabolomics
studies can also analyze the decomposition process of biochar [129] and fishes [94]
in soil microbial communities.

The chemical components and structures of soil organic matter have been
evaluated in numerous studies using NMR-based approaches. For instance, solution
NMR has revealed that biomacromolecules derived from microorganisms and
plants are major components in soil and aqueous humic substances [7, 130]. With
the use of alkaline fractionation following a DMSO-solubilization protocol for
humic substances, we have also revealed that eutrophied sediments from
metropolitan sites exhibit high amounts of peptides as well as inorganic nitrogen
(Fig. 17.15) [131]. Solid-state NMR is also a major tool used for the characteri-
zation of organic matter, such that a variety of solid-state NMR spectroscopies,
including DP- and CP-MAS, DP- and CP-TOSS, and 1H-13C HETCOR, have been
used to characterize chemical structures and composition of organic matter [21, 23,
132].

Fig. 17.14 Integrated analysis of natural algae sample data using NMR and other instruments.
The anomeric region (C1) of alginic acid in CP-MAS spectra was estimated by the peak separation
method (MCR-ALS). The relationship between alginic acid and three metals was suggested by
correlation network analysis (see in the text) and confirmed by structural equation modeling
(SEM). Squares indicate observed variables, and circles indicate latent variables. The values on
single-ended arrows indicate pass coefficients, and double-ended arrows indicate correlations. The
values on observed variables are coefficient of determination (R2). Relationships of two latent
variables were verified by confirmatory factor analysis. Reproduced from Ref. [71] with
permission from the American Chemical Society
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17.4 Future Perspectives

In general, several analytical approaches tend to focus on a specific class of
compounds or on a single compound important for evaluating foodstuff quality,
nutritional properties, and sensory characteristics. This type of analysis, also called
“target analysis,” usually requires specific extraction methods and sample pre-
treatment. In contrast, NMR spectroscopy has earned an important role among the
various techniques used to analyze molecularly complex samples owing to its
high-throughput nature and high analytical precision. Many applications have been
reported in the literature that show the potential of NMR-based approaches to
investigating geographical origins, quality control, and processing of agricultural
and fishery products. A further advantage of NMR-based approaches is the ease of
sample preparation compared with that required for other analytical methods, which
might involve derivatization and/or column chromatography. Therefore, if NMR
users demonstrate the technology’s practicality for characterizing homeostasis and
cost-effective instruments, such as benchtop NMR instruments, become available
[133], NMR could be used on-site to evaluate ecosystem features almost directly.
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Chapter 18
NMR of Paramagnetic Compounds

Yasuhiko Yamamoto and Tomokazu Shibata

Abstract Paramagnetic ions and molecules have been exploited quite extensively
as extrinsic shift and relaxation probes for investigating the structure and dynamics
of biological molecules. The prodigious growth of related research areas is easily
discernible as the remarkably widening scope of application in diverse fields in life
and material sciences. Sperm whale myoglobin (Mb) is well known as the first
protein to have its three-dimensional structure revealed by X-ray crystallographic
study and is also known as one of the first paramagnetic proteins studied by NMR.
The heme Fe atom in Mb can exhibit a variety of oxidation, ligation, and spin
states. In this chapter, Mb is selected as a reference paramagnetic compound to
provide an overview of the relationship between the spectral features and the
number of unpaired electrons, because the effects of a change in the spin quantum
number S, i.e., the number of unpaired electrons, on NMR spectral parameters of a
single compound can be readily understood. Field-dependent broadening of signals
of proteins with a series of S values is also described.

Keywords Heme electronic structure � Myoglobin � Paramagnetic effect
Spin state � Unpaired electron

18.1 Introduction

The use of paramagnetic ions or molecules as extrinsic shift and relaxation probes
for investigating the structures of biological molecules not only in solution, but also
in solid states has been exploited much more than originally expected (see Chap. 15)
[1–45]. In addition, dynamic nuclear polarization (DNP) ascribing to the magneti-
zation transfer occurring from unpaired electrons to nuclei through stochastic
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modulation of the hyperfine interaction between electron and nuclear spins (see
Chap. 4) is gaining increasing attention for a variety of applications, showing its
potential in solution and solid-state NMR as well as in MRI [38, 46–49]. NMR study
of paramagnetic compounds originated in solid-state physics in the middle of the
1950s [50, 51], and as is well known, the technique was soon introduced to
chemistry and biochemistry. By 1970, the physical principles underlying the tech-
nique were well understood and the basic concepts of the technique, together with
the theoretical framework for interpreting NMR parameters of paramagnetic com-
pounds, had been well established [1, 2, 10, 52–61]. The prodigious growth of
related research areas is easily witnessed by the remarkably widening scope of
application in diverse fields in life and material sciences. A large number of reviews
on NMR study of paramagnetic compounds have already appeared, some [10, 19,
62–64] comprehensive and others [3–9, 11–18, 20, 21, 23, 26–29, 38, 40, 65] more
focused. Considering the aim of the present book, this chapter should serve as a
reference source for active researchers and as an introduction to this subject for a
novice, with particular emphasis on the experimental aspects. In view of the multiple
purposes of the chapter, we selected hemoproteins, particularly sperm whale myo-
globin [Mb (Fig. 18.1a)], as reference compounds. As is well known, Mb was the
first protein to have had its three-dimensional structure revealed by X-ray crystal-
lographic study [66]. Mb is also known as one of the first paramagnetic proteins
studied by NMR [67], and paramagnetic hemoproteins such as Mb, cytochrome c,
and hemoglobin were extensively investigated by Shulman [68], Wüthrich [69],
Ogawa [70], La Mar [71], and Morishima [72] during the late 1960s to the late
1970s. In addition, paramagnetic Mb has been used for one of the landmark NMR
measurements, which demonstrated that, in a magnetic field-oriented molecule, a
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Fig. 18.1 a Schematic representation of the structure of sperm whale myoglobin (Mb; Protein
Data Bank ID 1A6M). The polypeptide chain is illustrated as a ribbon model, and the heme is
drawn as a space-filling model. b Structure and numbering system of heme. c Schematic drawing
of the heme coordination structure in deoxy Mb [76]. The hydrogen bonding interaction of His93
NdH with the Leu89 carbonyl oxygen atom is represented by a broken line
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magnetic dipole–dipole interaction does not average to zero [73] and yields a
measurable dipolar coupling useful for refinement of structural and dynamic prop-
erties of molecules [74].

Mb is an oxygen (O2) storage hemoprotein with a molecular weight of about
17 kDa [75]. The heme cofactor (Fig. 18.1b) is buried inside the protein matrix
composed of 153 amino acid residues, and its binding to the protein is stabilized by
the coordination bond between the heme iron (Fe) atom and the nitrogen one (Ne) of
the proximal His (His93) [66, 76–78] (Fig. 18.1c), together with hydrophobic
interaction of the heme cofactor with the surrounding amino acid residues in the
heme pocket and the formation of salt bridges between the heme propionate groups
and nearby polar amino acid side chains [76–78]. The heme Fe atom in Mb is
generally in either the ferrous (Fe2+) or ferric (Fe3+) state. The numbers of electrons
in the 3d orbitals of Fe2+ and Fe3+ are six and five, respectively (inset of Fig. 18.2).
Hence, the total spin quantum number S is the integer and half-integer for Fe2+ and
Fe3+, respectively. Depending upon the degree of spin pairing of electrons in the
3d orbitals, Fe2+ can have 4, 2, or 0 unpaired electrons, corresponding to S = 2, 1,
or 0, respectively, and Fe3+ corresponding to 5, 3, or 1 unpaired electron, S = 5/2,
3/2, or 1/2, respectively. Based on an octahedral ligand field, the energy levels of
the five 3d orbitals are split into two groups in such a way that the levels of the dz2
and dx2�y2 orbitals are higher than those of the other three orbitals, dxy, dyz, and dxz.
The spin state of Mb depends on the chemical nature of the ligand. For heme Fe2+,
the deoxy form (deoxy Mb) is penta-coordinated with a high-spin configuration,
S = 2, and the oxy form (MbO2) or carbonmonoxy form (MbCO) possesses a
low-spin configuration, S = 0. On the other hand, the binding of ligands of rela-
tively weak field strength such as H2O to heme Fe3+ gives high-spin state S = 5/2
[metMb(H2O)], and low-spin state S = 1/2 is obtained with a strong ligand such as
CN− [metMb(CN−)]. In addition, the binding of ligands of intermediate field
strength such as N3

− [metMb(N3
−)] exhibit a thermal equilibrium between S = 1/2

and S = 5/2 states. Complexes with S = 1 and 3/2 are not so common and have
been obtained in some particular systems such as Fe4+-peroxo species (S = 1) and
Fe3+ species coupled with O2

− (S = 3/2) [79].
Aside from the importance of Mb in the early history of the NMR study of

paramagnetic compounds, the significance of Mb in NMR studies is mainly two-
fold, as follows. Firstly, as described above, the heme Fe atom in Mb can exhibit a
variety of oxidation, ligation, and spin states, and hence, the effects of a change in
the S value, i.e., the number of unpaired electrons, on NMR spectral parameters of a
single compound, can be readily understood. Secondly, the relationship between the
contact shift (dc), due to a delocalized unpaired electron, and a pseudo-contact one
(dpc), due to a through-space dipolar interaction with the unpaired electron spin(s),
as to paramagnetic shift (dpara) is clearly reflected in the spectra of paramagnetic
Mbs, and thus, a comprehensive description of the dc value can be given in terms of
delocalization of unpaired electron density from the paramagnetic center. We intend
to portray a range of techniques applied to paramagnetic Mbs, which exhibit
widespread utility in life and material sciences.
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18.2 Paramagnetic Effects

The theory behind NMR parameters in paramagnetic systems has been treated
thoroughly elsewhere [2, 10, 13, 16]. Only a qualitative description of paramagnetic
shifts and relaxation, which will suffice to allow an appreciation of the spectra
presented, is given below.

18.2.1 Paramagnetic Shifts

Analysis of dpara in terms of the interaction between nuclear and electron spins
provides a wealth of information about electronic and molecular structures [2, 8–
21]. The observed shift (dobs) of a paramagnetic compound is given as in
Eq. (18.1), where ddia and dpara are the diamagnetic and paramagnetic contributions,
respectively.
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Fig. 18.2 400 MHz 1H NMR spectra of a carbonmonoxy form [Mb(CO)], b met-cyano form
[metMb(CN−)], c met-azido form [metMb(N3

−)], d deoxy form (deoxy Mb) of Mb in 90%
1H2O/10%

2H2O, pH 7.4, at 25 °C, and e met-aquo form [metMb(H2O)] of the protein in 90%
1H2O/10%

2H2O, pH 6.5, at 25 °C. The heme Fe oxidation and ligation states of the proteins are
schematically illustrated on the right-hand side of the spectra. The assignments of heme methyl
proton signals, i.e., 2-, 7-, 12-, and 18-CH3, are indicated by the corresponding numbers in the
spectra. In (a), four signals are observed at *3 ppm. In (b), the 7-CH3 signal at *5 ppm is buried
in the diamagnetic envelope, and in (d), 2- and 18-CH3 signals are not assigned yet. Assignments
of the Val68 CcH3 signal of Mb(CO) and the His93 NdH proton signal of deoxy Mb are also
indicated. In the inset, typical heme Fe oxidation, spin, and ligation states of the protein are
illustrated. The intermediate spin complexes, i.e., Fe2+ S = 1 and Fe3+ S = 3/2 complexes, are
obtained in some particular systems [79]
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dobs ¼ ddia þ dpara ð18:1Þ

ddia is the shift that would have been observed if the molecule contained no
unpaired electron, and dpara is expressed as the sum of dc and dpc,

dpara ¼ dc þ dpc ð18:2Þ

dc reflects the electronic structure of the molecule, and the metal-centered dpc, due
to the magnetic dipolar field arising from delocalized unpaired electron(s) at the
paramagnetic center, has been used extensively to refine the molecular structure
(see Chap. 15 of this book).

In addition to dpara itself, its temperature dependence also provides valuable
information about the molecule. Since both dc and dpc are proportional to the
reciprocal of absolute temperature (T), plots of dobs against 1/T, often called Curie
plots, exhibit a straight line with the intercept at 1/T ! 0, which is equal to ddia.
However, anomalous Curie plots are occasionally observed, and the thermody-
namic nature of the thermal spin equilibrium in metMb(N3

−) [80] and the thermal
equilibrium between 5E, (dxy)(dxz)

2(dyz)(dz2 )(dx2�y2 ), and
5B2, (dxy)

2(dxz)(dyz)(dz2 )
(dx2�y2 ), states of high-spin heme Fe2+ in deoxy Mb [81], have been quantitatively
characterized through analysis of such anomalous temperature-dependent shift
changes of the signals.

18.2.2 Paramagnetic Relaxation

The analysis of nuclear relaxation has provided a wealth of information about the
structural and dynamic properties of molecules. In particular, in the case of para-
magnetic metalloproteins, the dynamic nature of a molecule is sharply manifested
in paramagnetic relaxation observed for paramagnetically shifted NMR signals [2,
10, 13, 14, 16].

The nuclear relaxation rate (Robs) in a paramagnetic system is expressed as the
sum of diamagnetic (Rdia) and paramagnetic (Rpara) terms,

Robs ¼ Rdia þRpara ð18:3Þ

Rdia is the sum of the contributions of the dipole–dipole interaction (RDD
dia ), chemical

shift anisotropy (RCSA
dia ), and others (Rother

dia ),

Rdia ¼ RDD
dia þRCSA

dia þRother
dia � ð18:4Þ

The contributions of RCSA
dia to the nuclear spin–lattice (R1dia) and spin–spin (R2dia)

relaxation rates (RCSA
1dia and RCSA

2dia , respectively) depend on the magnetic field strength
and can be written as follows [56],
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RCSA
1dia ¼ 6

40
x2

I d
2
z 1þ g2

3

� �
JðxIÞ ð18:5Þ

RCSA
2dia ¼ 1

40
x2

I d
2
z ð3JðxIÞþ 4Jð0ÞÞ ð18:6Þ

JðxIÞ ¼ 2sr
1þx2

I s
2
r
; ð18:7Þ

where dz is associated with the principal components of the chemical shift tensor, η
is the asymmetric parameter of the molecule under consideration, and JðxIÞ rep-
resents the spectral density function.

On the other hand, Rpara is expressed as the sum of the contributions of
metal-centered (RMC

para) and ligand-centered (RLC
para) dipolar terms, the contact

hyperfine interaction (RC
para), and Curie spin relaxation (RCurie

para ) [2], as illustrated in
Fig. 18.3,

Rpara ¼ RMC
para þRLC

para þRC
para þRCurie

para � ð18:8Þ

Using the Solomon–Bloembergen equations [52, 82], together with the
expression of RCurie

para [83, 84] (see Chap. 15 of this book), paramagnetic

Fe C

C
H
H
H

Rpara
MC

Rpara
LC

Rpara
C

Porphyrin π-system

2pzc3dxz or 3dyz

e-
Delocalized e-

Fig. 18.3 Schematic representation of paramagnetic relaxation mechanisms for heme CH3

protons. Paramagnetic metal-centered relaxation (RMC
para) is due to the dipole–dipole interaction

between the nuclear spin and electron spin localized at heme Fe. Paramagnetic ligand-centered
relaxation (RLC

para) is due to the dipole–dipole interaction between the nuclear spin and electron
spins delocalized from heme Fe into the ligand atoms, and, in the case of the heme CH3 proton,
RLC
para due to the electron spin delocalized into the pz orbital of the carbon atom to which CH3 is

covalently attached is predominant. Paramagnetic contact relaxation (RC
para) arises from the contact

hyperfine interaction between the nuclear spin and electron spin delocalized into the 1 s orbital of
the CH3 hydrogen atoms. Curie spin relaxation (RCurie

para ) arises from the dipole–dipole interaction
between the nuclear spin and the time average of the electron magnetic moment (not shown)
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contributions to the nuclear spin–lattice and spin–spin relaxation rates (R1para and
R2para, respectively) in a paramagnetic system are expressed by

R1para ¼ 2
15
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where, in the present case, rM and rL are the distances between the proton of interest
and the Fe atom, and between the proton and the pyrrole carbon atom, respectively,
q is the unpaired electron density at the pyrrole carbon atoms (Fig. 18.1b), A

�h

� �
is

the apparent hyperfine coupling constant, xI and xS are the Larmor frequencies of
the nucleus and electron, respectively, T1e and T2e are the electron longitudinal and
transverse relaxation times, respectively, and sex is the electron exchange time. The
other parameters are as usual. In large molecules with highly resolved NMR
spectra, T1e; T2e � sr, and at high magnetic field, x2

I T
2
1e � 1, 1\x2

ST
2
1e, and

1\x2
ST

2
2e, Eqs. (18.7) and (18.8) are reduced to the following equations [85, 86]
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Equation (18.16) dictates that R2para depends on the field strength due to the
contribution of RCurie

para , the third term on the right-hand side of the equation (see
Sect. 18.4.2).

18.3 1H NMR Spectra of Myoglobin with 0, 1, 4, or 5
Unpaired Electrons

In this section, 1H NMR spectra of Mbs in a variety of oxidation, ligation, and spin
states are overviewed to understand the relationship between the number of
unpaired electrons and the spectral features. In addition, 400, 600, and 800 MHz 1H
spectra of each form of the protein are compared with each other to observe the field
dependence of the spectral parameters.

18.3.1 Overview

400 MHz 1H spectra of Mb(CO), metMb(CN−), metMb(N3
−), deoxy Mb, and

metMb(H2O) are shown in Fig. 18.2. Heme methyl (CH3) proton signals are often
used as sensitive probes for the heme electronic structures of hemoproteins [6, 14].
In addition to ready observation of the signals with three-proton intensity, the dpara
values of the hemoprotein provide a measure of the nonequivalence of the four
pyrrole environment of the porphyrin ring, i.e., the in-plane asymmetry of the heme
electronic structure, because there is a CH3 group on each pyrrole (Fig. 18.1b), and
delocalization of unpaired electron(s) from the heme p-system to the s orbital of the
CH3 protons necessary for the Fermi contact interaction occurs effectively through
hyperconjugation [2, 10]. Comparison of the dpara values of the heme CH3 proton
signals between heme model compounds and hemoproteins in every oxidation/spin
state indicated that the spread of the four signals is always much larger in the
protein environment [6]. The spread of the four heme CH3 proton signals in model
compound is due to intrinsic in-plane asymmetry of the heme electronic structure,
and hence, the increase in the spread of the signals in the protein reflects the
asymmetric nature of the heme–protein linkage, which is relevant to regulation of
heme Fe reactivity, and hence the protein function [2, 6, 14].
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In the presence of a large spread of the four heme CH3 proton signals, the
average shift of the signals is used as a measure of the electronic nature of the heme
Fe atom in the protein. The average shift of the signals of diamagnetic Mb(CO) is
*3 ppm [87] (trace 2a), and those of paramagnetic metMb(CN−) and metMb(H2O)
are *14 [88] and *75 ppm [89, 90], respectively (traces 2B and E, respectively).
Thus, the average shift of the paramagnetically shifted heme CH3 proton signals is
roughly proportional to the number of unpaired electrons, i.e., the S value. The
average shift of the signals of metMb(N3

−), i.e., *23 ppm [91] (trace 2c), is
somehow between those of metMb(CN−) and metMb(H2O), because of the inter-
mediate ligand field strength of N3

−, which renders the energy difference between
the Fe3+ low-spin (S = 1/2) and high-spin (S = 5/2) states comparable to the
thermal energy [91–94]. Finally, among the physiologically active forms of the
protein, deoxy Mb is the least understood in terms of the molecular properties of its
heme active site [81, 95–97]. Despite extensive efforts, the ground-state electronic
structure of the Fe2+ high-spin (S = 2) state of deoxy Mb remains to be elucidated
[81]. Due to out-of-plane displacement of the Fe atom from the porphyrin plane in
the penta-coordinated heme complex in the protein [77] (Fig. 18.1c), the average
shift of the four heme CH3 proton signals of deoxy Mb, i.e., *15 ppm [96], is
rather small, while the signal of the axial His93 NdH proton is observed at
*77 ppm [98] (trace 2d).

18.3.2 Diamagnetic Carbonmonoxy Form [Mb(CO)]

Mb(CO) is often considered as a model of Mb(O2) that tends to be spontaneously
oxidized to metMb(H2O) through a reaction known as autoxidation. In the absence
of a unpaired electron, Mb(CO) is just like an ordinary diamagnetic protein. So the
benefit of the higher resolution in the spectrum recorded at higher magnetic field
strength can be clearly witnessed in Fig. 18.4. The ring current effect of the por-
phyrin moiety of heme is considerably greater than that of the phenyl group of such
as phenylalanine. As a result, the Val68 CcH3 proton signal is resolved at *
−2.5 ppm [99], and signals due to heme 5, 10, 15, and 20-H protons (Fig. 18.1b)
are resolved in a downfield-shifted region, i.e., >*9.5 ppm [87]. Hence, the por-
phyrin p-system of heme itself can be considered as a sort of intrinsic shift reagent.
Furthermore, some NH protons involved in intramolecular hydrogen bonding are
also resolved below *9.5 ppm [99, 100].

18.3.3 Paramagnetic Deoxy Form (Deoxy Mb) with S = 2

The His93 NdH proton signal is resolved at *77 ppm [98] and the heme CH3

proton ones in the range of <*20 ppm [96] (trace 2d). The line widths of signals
due to the His93 NdH and heme CH3 protons of the protein in a 400 MHz spectrum
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at 25 °C (trace 2d) are*450 and*120 Hz, respectively, and their relaxation times
are <*10 ms. Consequently, as far as acquisition of only the paramagnetically
shifted signals of the protein is concerned, the repetition time can be set consid-
erably short, provided that the experimental setting is properly optimized.
A drawback to such a measurement is that it will distort the spectral features of
signals due to protein protons far away from the paramagnetic center because of the
long relaxation times. A relatively large number of dummy scans prior to data
acquisition will help to reduce the spectral distortion caused by short repetition
times.

The unpaired electrons of the heme Fe atom of deoxy Mb are delocalized into
the His93 imidazole through the Fe–His r and p bonds, i.e., r- and
p-delocalization, respectively [2, 10, 101]. The delocalization of the positive spin of
an unpaired electron through the r- and p-delocalization results in a net spin
density of the opposite sign, that is, negative, and a positive spin on the His93 Ne

atom, respectively, and the spin on the His93 Ne atom is further delocalized,
through the p system of the imidazole ring, into the Nd atom, and then finally into
the 1s orbital of the His93 NdH hydrogen, through r spin polarization [102]. As a
result, the positive spin is delocalized into the 1s orbital of the His93 NdH hydrogen
through r-delocalization, whereas the negative spin is delocalized through
p-delocalization. Thus, the dc value for the His93 NdH shift is determined as the
difference between the r- and p-delocalization, and hence, large positive dc values

400 MHz

600 MHz

800 MHz

Chemical shift (ppm)

(a)

(b)

(c)

Fig. 18.4 Portions, 8.8–11.5 ppm, of 1H NMR spectra of Mb(CO) in 90% 1H2O/10%
2H2O, pH

7.4, at 25 °C, recorded at 1H frequencies of 400 (a), 600 (b), and 800 MHz (c). Assignments of
meso 5-, 10, 15-, and 20-H proton (see Fig. 18.1b) signals are indicated in (c). The signals resolved
below *9.5 ppm are due to NH protons involved in intramolecular hydrogen bonding [99, 100]
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indicate that the r-delocalization dominates over the p-delocalization [101]. The
strength of the Fe–His bond is possibly affected by steric and electronic factors. La
Mar and de Ropp [103] demonstrated, in a study involving horse radish ferrous
peroxidase, that the proximal His NdH proton shift is greatly affected by the
hydrogen bond between the NdH proton and a protein acceptor residue through its
effect on the delocalization of the unpaired electron along the Nd–H bond, and that
simultaneous consideration of changes of the stretching frequency of the Fe–His
bond [104] and the axial His NdH proton shift enables differentiation of the steric
and electronic influences on the Fe–His bond [103]. In the case of deoxy Mb, the
delocalization of the unpaired electron from the Nd atom to the 1s orbital of the NdH
hydrogen decreases with increasing strength of the His93–Leu89 H-bond because
the interaction between the NdH hydrogen and the unpaired electron density on the
His93 imidazole ring is hampered by enhancement of polarization of the charge in
the Nd–H bond. Furthermore, a change in the strength of the His93–Leu89
hydrogen bond (Fig. 18.1c) also influences the Fe–His bond strength in such a
manner that the Fe–His bond becomes stronger with increasing His93–Leu89
hydrogen bond strength because of enhancement of the Fe ← His r donation.
Consequently, the strengthening of the Fe–His bond through an increase in the
His93–Leu89 H-bond strength results in an increase in the stretching frequency of
the Fe–His bond and, inversely, a decrease in the His93 NdH shift [103].

In contrast to effective delocalization of unpaired electrons from the heme Fe
atom to the His93 imidazole p system through the Fe–His bond, unpaired electron
density delocalized from the Fe atom into the porphyrin p system in the
penta-coordinated heme complex is considerably smaller than that in a
hexa-coordinated one such as metMb(H2O) (see Sect. 18.3.6) due to the relatively
weak electronic interaction between the Fe orbitals and the porphyrin p system in
the former complex [102]. As a result, the heme CH3 proton signals of deoxy Mb
exhibit relatively small dpara values. In addition, the Val68 CcH3 proton signal is
resolved in upfield-shifted region, i.e., <*−7 ppm [100], in the 1H spectrum of
deoxy Mb, due to magnetic anisotropy of the Fe2+ high-spin state [95].

The signals of deoxy Mb increased dramatically with increasing the field
strength (Fig. 18.5), and the field-dependent broadening was enhanced for signals
of larger paramagnetic molecules [105]. According to the theory proposed by
Gueron [83], there will be net polarization of the Fe electron spin magnetic moment
that will be oriented along the direction of the external magnetic field. Modulation
of this dipolar field due to the spin polarization (known as the “Curie spin”) through
rotational diffusion will then introduce an extra field-dependent term into the
expression for transverse relaxation (Eq. 18.16). Since the Curie spin contribution
is proportional to the square of the magnetic field strength [83, 84], the benefit of
higher resolution in a spectrum recorded at higher magnetic field strength is no
longer expected for deoxy Mb.
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18.3.4 Paramagnetic Met-Cyano Form [MetMb(CN−)]
with S = ½

Owing to the short spin–lattice relaxation time of electron (T1e), i.e., *2 � 10−12 s
[4, 20], and the large magnetic anisotropy of hexa-coordinated Fe3+ heme com-
plexes with S = 1/2 [106], metMb(CN−) exhibits well-resolved and relatively
narrow signals useful for characterizing the electronic/molecular structure of its
heme active site [14, 106]. The asymmetric nature of the heme–protein linkage can
be readily characterized through analysis of the dpara values of the four heme CH3

proton signals of metMb(CN−). The energy levels for the dxz and dyz orbitals are
affected by the interaction with axial ligands, and a single unpaired electron resides
in either the dxz or dyz orbital, whichever possesses the highest energy.
Consequently, depending upon the relative energy of the dxz and dyz orbitals, p spin
delocalization occurs into either pyrroles I, III or II, IV (Fig. 18.6). Since a diatomic
cyanide ion is coordinated to the heme Fe atom with its orientation nearly normal as
to the heme plane, its coordination does not affect the degree and pattern of the
in-plane asymmetry of the heme electronic structure. Consequently, the energy
levels for the dxz and dyz orbitals are predominantly affected by the orientation of the
His93 imidazole ring, relative to the heme, through a repulsive interaction between
the pz orbital of the Fe-bound nitrogen atom of His93 imidazole and the dxz or dyz
one of the heme Fe atoms (Fig. 18.6a). The Fe–His coordination bond is roughly
along the heme normal, and hence, with the orientation of His93 imidazole, as
shown in Fig. 18.6a [107], i.e., the projection of the His93 imidazole ring onto the
heme plane is along the nitrogen atoms of pyrroles I and II, and the pz orbital of the

Chemical shift (ppm)

12
7

Heme CH3 protons
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Fig. 18.5 Portions, −15 to 25 ppm, of 1H NMR spectra of deoxy Mb in 90% 1H2O/10%
2H2O,

pH 7.4, at 25 °C, recorded at 1H frequencies of 400 (a), 600 (b), and 800 MHz (c). Assignments of
heme 7- and 12-CH3 signals are indicated in (c) [96]
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Fe-bound nitrogen atom in the yz plane interact repulsively with the dyz one, raising
the energy level of dyz orbital relative to that of the dxz one (Fig. 18.6b).
Consequently, the unpaired electron spin density delocalized from heme Fe atom
into the pyrroles I and III p-system is much greater than that into pyrroles II and IV
one, due to the unpaired electron delocalized from the singly occupied dyz orbital
directly to the former pyrroles. In contrast, the energy level of the dxz orbital is
higher than that of the dyz one with the orientation of the His93 imidazole ring, of
which the projection onto the heme plane is along the nitrogen atoms of pyrroles I
and III, and the unpaired electron spin density delocalized from the heme Fe atom
into the pyrroles II and IV p-system is greater than that into the pyrroles I and III
one (Fig. 18.6c). Since the orientation of the His93 imidazole ring in Mb is similar
to that illustrated in Fig. 18.6a [76, 77], the dc values of the signals due to the heme
CH3 groups at positions 2 and 12 are larger than those at positions 7 and 18.

The large magnetic anisotropy of metMb(CN−) induces large dpc values for
signals arising from protons located close to the heme Fe atom, as can be witnessed
by the observation of many resolved signals due to amino acid protons (Fig. 18.7).
The combined use of NMR and X-ray studies allows determination of principal
components and orientation, with respect to the heme, of the magnetic susceptibility
tensor in the protein [106]. Formulation of the dpc value is useful for detailed
characterization of the local structure. In addition, due to the small Curie spin
relaxation expected from the small S value, the signals of metMb(CN−) exhibit
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Fig. 18.6 a Schematic representation of the orientation of the His93 imidazole ring and 2pz
orbital of the His93 Ne atom, with respect to the heme in Mb [76, 77]. Heme peripheral side chains
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dash line) signals of metMbCN−. The dc value was estimated with the assumption of fourfold
symmetry in the electronic structure of the porphyrin moiety of heme
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small field-dependent broadening, i.e., the line widths of heme 12-CH3 signals
recorded at 400, 600, and 800 MHz were 39, 44, and 66 Hz, respectively
(Fig. 18.7).

18.3.5 Paramagnetic Met-Azido Form [MetMb(N3
−)]

with Mainly S = ½

The met-azido derivatives of hemoproteins in general share the property that they
exhibit a thermal equilibrium between low-spin, S = 1/2, and high-spin, S = 5/2,
states, due to the intermediate field strength of N3

− [92, 93]. Hence, changes in the
population of the two spin states in the equilibrium provide a sensitive probe of the
effective axial field strength. Among various techniques used to characterize the
thermal spin equilibria in proteins, NMR is probably the most sensitive one and
provides two separate probes of the average spin magnetization of the heme Fe
atom, i.e., the heme CH3 proton and axial His93 NdH proton dpara values [80, 91].
The thermal spin equilibrium in metMb(N3

−) is manifested in the curvature or
anti-Curie behavior of Curie plots, i.e., the plots of the dobs values against the
reciprocal of absolute temperature (1/T), of these signals [80, 91]. Fitting of the
Curie plots using the van’t Hoff equation provides thermodynamic parameters of
the equilibrium [80]. In the case of metMb(N3

−), the high-spin contents at ambient
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Fig. 18.7 Portions, −13.9 to 32.5 ppm, of 1H NMR spectra of metMb(CN−) in 90% 1H2O/10%
2H2O, pH 7.4, at 25 °C, recorded at 1H frequencies of 400 (a), 600 (b), and 800 MHz (c).
Assignments of heme CH3 and some amino acid proton signals are indicated in (c)
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temperature are *20%, and the values of *−13 kJ mol−1 and *−30 J T−1 mol−1

have been reported for the enthalpy change (DH) and molar entropy (DS),
respectively [105]. DH is simply determined by the difference in thermodynamic
energy between the low-spin and high-spin states, and DS is determined by the
structural and dynamic natures of the heme environment. The appreciable contri-
bution of the high-spin state to the ground-state electron configuration of heme Fe3+

in metMb(N3
−) leads to sizable Curie spin relaxation, which considerably broadens

paramagnetically shifted signals with increasing magnetic field strength, e.g., the
line width of the heme 12-CH3 signal at 25 °C was *140 Hz at 400 MHz,
*160 Hz at 600 MHz, and *200 Hz at 800 MHz (Fig. 18.8).

18.3.6 Paramagnetic Met-Aquo Form [MetMb(H2O)]
with S = 5/2

In the presence of five unpaired electrons in the system, the signals of metMb(H2O)
are observed over the range of *110 to *−30 ppm [89, 90]. Although the signals
are considerably broad due to its relatively long T1e, i.e., <*1 � 10−10 s [4, 20],
owing to the large chemical shift range, the signals are fairly well separated
(Fig. 18.9). In Fe3+ high-spin complexes, the relaxation process for the heme proton
signals is modulated mainly by T1e, which is in turn determined by modulation of
the zero-field level of the complex [108, 109]. Some Mbs possess penta-coordinated
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Fig. 18.8 Portions, −10 to 40 ppm, of 1H NMR spectra of metMb(N3
−) in 90% 1H2O/10%

2H2O,
pH 7.4, at 25 °C, recorded at 1H frequencies of 400 (a), 600 (b), and 800 MHz (c). Assignments of
heme CH3 signals are indicated in (c)
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hemes in their Fe3+ high-spin complexes because of the absence of Fe-bound H2O
[110]. The heme proton signals of the Mbs with penta-coordinated Fe3+ high-spin
hemes are narrower than those of the proteins with hexa-coordinated ones, because
of the larger zero-field splitting in the former hemes, due to the lower symmetry in
the ligand field around the heme Fe, which leads to the reduction of T1e [110].

As indicated in trace 2e, signals resolved outside of the so-called diamagnetic
envelope, i.e., *10 to *0 ppm, are mostly due to heme peripheral side chain
protons, and only a few signals due to amino acid protons are resolved. These
spectral features indicated that dc is large, while dpc is relatively small. The dpc
contribution of metMb(H2O) is due to magnetic anisotropy caused by zero-field
splitting at the heme Fe and is in practice axially symmetric [111]. Since the Curie
spin relaxation contribution is significant in high-spin metMb(H2O), the line widths
of paramagnetically shifted signals increased dramatically with increasing magnetic
field strength, e.g., the line width of the heme 12-CH3 signal at 25 °C was
*380 Hz at 400 MHz, *560 Hz at 600 MHz, and *950 Hz at 800 MHz
(Fig. 18.9).

18.4 NMR Measurements

18.4.1 NOEs in Paramagnetic Compounds

Despite the initial prejudice that the presence of unpaired electron(s) in paramag-
netic molecules seriously diminishes the magnitude of NOEs through

18 12
7 2
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17-C H 13-C H 17-C ’H13-C ’H8-C H 3-C H

Fig. 18.9 Portions, 15–110 ppm, of 1H NMR spectra of metMb(H2O) in 90% 1H2O/10%
2H2O,

pH 7.0, at 25 °C, recorded at 1H frequencies of 400 (a), 600 (b), and 800 MHz (c). Assignments of
heme side chain proton signals are indicated in (c)
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“paramagnetic leakage,” and hence the observation of NOEs in paramagnetic
systems is practically unrealistic, nowadays NOE measurements have been exten-
sively applied for signal assignments and structural characterization in various
paramagnetic systems [17]. The observation of relatively large NOEs in param-
agnetic systems [88, 90, 107, 112, 113] could be rationalized on the basis of the
nature of relaxation in the systems. The steady-state NOE in an isolated two-spin is
given by Eq. (18.17)

NOEi!j ¼ rij
qj

ð18:17Þ

where rij and qj are the cross relaxation rate between the interacting protons, i and j,
and the intrinsic spin–lattice relaxation rate of spin j, respectively. For paramagnetic
system, qj ¼ qdia þ qpara (qdia and qpara are the diamagnetic and paramagnetic
contributions to qj, respectively), and for a dominant paramagnetic relaxation
(qdia � qpara), the steady-state NOEs are considerably reduced through paramag-
netic leakage. Although the magnitude is relatively small, the observation of NOEs
has been reported for most accessible oxidation and spin states of proteins.

Since rij is given by

rij ¼ �h2c2H
10r6

6sc
1þ 4x2

Hs
2
c
� sc

� 	
ð18:18Þ

where cH is the gyromagnetic ratio of proton, r is the distance between the protons,
sc is the correlation time that modulates the dipolar interaction between the two
spins, and xH is the Larmor frequency of proton. In the case of macromolecules, at
high magnetic field and a long sc, the molecular motion occurs in the slow motion
limit (x2

Hs
2
c � 1), and Eq. (18.19) is reduced to

rij ¼ � �h2c2Hsc
10r6

ð18:19Þ

Thus, the magnitude of the NOEs is simply proportional to sc, and hence, as far
as rij is concerned, the observation of NOEs could be more promising for a larger
molecule than for a small one. In practice, however, for a diamagnetic system with a
large sc, the detrimental effects of spin diffusion preclude the collection of any
useful data in NOE studies. However, as demonstrated by La Mar and coworkers
[90], paramagnetism not only undermines spin diffusion, and hence allows obser-
vation of specific NOEs for larger systems, but also improves the magnitude of
NOEs with increasing sc. Consequently, a large molecular size is likely to be an
advantage rather than a disadvantage for observing useful NOEs in a paramagnetic
system (Fig. 18.10).

The optimization of experimental parameters in 1D and 2D NOE measurements
on rapidly relaxing systems, where rij is much smaller than qj, has been fully
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discussed [17, 90]. Considering rij � qj in a paramagnetic system, the magnitude
of NOEs to be detected is quite small. In the spectrum of a paramagnetic molecule,
fast relaxing signals exhibit large dpara and hence are resolved outside of the dia-
magnetic envelope. The observation of NOEs between a rapidly relaxing signal and
a slowly relaxing one, resonating in the diamagnetic envelope, can be much more

17-C H
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(b)

(c)

(d)

(e)

*

* *

*

*

*

* *

18 12 7 2

Heme CH3 protons

Chemical shift (ppm)

13-C H

13-C ’H
17-C ’H

Fig. 18.10 Downfield-shifted portions, 33–108 ppm, of the 500 MHz 1H NMR spectrum and
NOE difference spectra of shark Galeorhinus japonicas metMb in 2H2O, pH 7.0, at 35 °C.
a Reference spectrum and (b–e) NOE difference spectra generated by subtracting the reference
spectrum (a) from the spectrum recorded with saturation of the desired signal. Arrows indicate
signals that are saturated, and peaks due to the decoupler pulse power spillage are indicated by
asterisk. b Saturation of the 18-CH3 signal exhibiting an NOE to a 17-CaH one. c Saturation of
17-CaH signal exhibiting an NOE to 17-Ca0H one. d Saturation of the 12-CH3 signal exhibiting an
NOE to a 13-CaH one. e Saturation of the 13-CaH signal exhibiting an NOE to a 13-Ca0H one. The
spectra were taken from [91]
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effectively performed by conventional 1D NOE difference spectroscopy, provided
that the signal-to-noise ratio of spectra is high enough to detect small NOEs. The
accumulation of a large number of transients is a simple and easy approach to
achieve a satisfactory signal-to-noise ratio. A short acquisition time due to a large
spectral width and a relatively low digital resolution generally used for the obser-
vation of the spectra of a paramagnetic system, together with rapid repetition owing
to fast paramagnetic relaxation, significantly contributes to effective data collection.
In general, the detection of a small intensity change becomes more difficult as the
signal broadens. Hence, T2 is often the determining factor for observing the effect;
since T2 � T1, this is particularly true for signals with short T1s.

Practically, there are also other limitations to the NOE method applied to
paramagnetic systems. First, when saturating a fast relaxing signal by decoupler
irradiation, the necessarily strong decoupler RF field irradiation can induce inter-
fering off-resonance perturbations over a wide region of the spectrum [90]. In such
a case, true NOEs may be difficult to distinguish from an off-resonance effect, often
called “decoupler power spillage.” Comparison of the relative magnitudes of the
effects under conditions of a reduced off-resonance effect and the determination of
the actual power profile, as a function of offset, of the decoupler RF field irradiation
can usually alleviate the problem. Second, observation of a small intensity differ-
ence in a broad signal demands a high dynamic range for the receiver and the
digitizer. Selective excitation pulse sequences such as a simple 1–1 jump and return
one [114] are helpful for suppressing the diamagnetic signals and allowing the full
utilization of the dynamic range.

18.4.2 Hydrogen Exchange Rates

Biological macromolecules exhibit freedom of various structural changes, which
are often relevant to their functions. Consequently, in order to elucidate the func-
tions of the molecules, their static structures described by X-ray crystallographic
coordinates must be augmented by their dynamic properties manifested in various
spectroscopic data. Among a variety of spectroscopic techniques available for
studies of their dynamic nature, NMR is quite unique in terms of not only its
sensitivity as to dynamic structures exhibiting a wide range of timescales, but also
its ability to provide information from which detailed descriptions of the dynamic
structures of molecules in solution can be made.

Upon such dynamic studies involving NMR, it is important to consider the
“NMR timescale.” For example, in the case of a molecule with interconvertible
conformations, i.e., conformers I and II, which possibly exhibit two distinct NMR
signals, whether or not we can observe two separate signals due to conformers I and
II depends on the timescale of the interconversion. If the interconversion is suffi-
ciently slow compared with the NMR timescale, signals I and II can be separately
observed. On the other hand, if the interconversion is faster than the NMR time-
scale, a single signal representing the time-averaged conformation of conformers I
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and II is observed. The NMR timescale of the interconversion between conformers I
and II is given by the difference in resonance frequency between signals I and II
(DdI/II) and hence depends on magnetic field strength (B0) in such a manner that the
NMR timescale increases with increasing B0 because DdI/II is proportional to B0.
Taking advantage of the large dpara, a paramagnetic counterpart possibly exhibits
the DdI/II value that is large enough to allow observation of separate signals I and II.
Thus, the NMR timescale can be controlled through the paramagnetic effect.

The exchange rates (kex) of labile protons provide a wealth of information about
the structural and functional features of proteins. For example, the X-ray structures
of Mb [76, 77] suggested that the equilibrium structure does not possess channels
large enough to permit ligand entry to and exit from the heme cavity. Theoretical
calculations [115] have shown that the protein backbone and side chain motions of
Mb modulate the energy barrier for O2 entry. Thus, the dynamics, as well as the
structure of a protein, are relevant to its function [116, 117]. One of the most
powerful methods for studying protein dynamics is the observation of the exchange
behavior of labile protons, which are buried in the protein interior [118–120]. The
timescale of exchange of labile protons can be considered as a measure of the local
dynamic stability [116–120].

kex is derived from solvent saturation transfer from the intrinsic spin–lattice
relaxation time [T1(int)] and the saturation factor (F) given by [121]

F ¼ I
I0

¼ T�1
1ðintÞ � T�1

1ðintÞ þ s�1
i

� ��1
ð18:20Þ

where I and I0 are the intensities of a labile proton signal with and without satu-
ration of the 1H2O signal, respectively. T1(int) is the intrinsic spin–lattice relaxation
time, with which F is evaluated. si is the lifetime of the labile proton in the protein
environment, and hence si

−1 = kex. Consequently, independent measurements of T1
(int) and F allow the determination of kex.

If T1(int) is independently known and remains constant over the pH range used,
kex is obtained through Eq. (18.20′).

kex ¼ s�1
i ¼ T�1

1ðintÞ � ð1� FÞF�1 ð18:200Þ

With the occurrence of exchange, and when T1(int) cannot be determined directly,
kex is obtained through Eq. (18.21).

kex ¼ T 0 �1
1ðintÞ � ð1� FÞ ð18:21Þ

where T 0�1
1ðintÞ ¼ T�1

1ðintÞ þ s�1
i . In such a case, T1ðintÞ can be expressed as

T�1
1ðintÞ ¼ F � T 0 �1

1ðintÞ ð18:22Þ
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T1ðintÞ can be measured as follows. At pH values where si of the labile proton is

long compared with T1ðintÞ, i.e., T1ðintÞ � si, a selective saturation recovery

experiment with a pulse sequence for solvent suppression is performed. At pH
values where si � T1ðintÞ, T

0�1
1ðintÞ is obtained by selective inversion recovery with the

saturation of the H2O signal at all times except during acquisition.
In general, kex is expressed as [118]

kex ¼ kA½Hþ 	A þ kB½OH�	B þ kW ½H2O	 ð18:23Þ

where kA, kB, and kW are the rate constants for H+, OH−, and H2O catalysis,
respectively. Exponents A and B are at unity with kA and kB close to those observed
for a model compound and are less than unity for protons buried in the protein
interior and/or involved in hydrogen bonds [118]. When kA and kB are comparable
in magnitude to each other, the pH value at the minimum kex is close to *7.
A change in either kA or kB alters the pH value at the minimum kex [118].

For example, the His93 NdH proton signal of deoxy Mb is observed at
*75 ppm [96] (trace 2D). The His93 NdH proton of the protein is
hydrogen-bonded to the carbonyl oxygen atom of Leu89, as illustrated in
Fig. 18.1c, and exhibits T1ðintÞ = *15 ms and kex = *30 s−1 at pH = 10.6 and 40

°C. Interestingly, the kex value of the His93 NdH protons of the subunits of the
deoxy form of tetrameric human adult hemoglobin, i.e., kex = *10−4–10−5 s−1, is
several orders of magnitude smaller than that of deoxy Mb [122].

A 400 MHz 1H NMR spectrum of bovine metMbCN− at 25 °C is shown in
Fig. 18.11. In the spectrum, His64 NeH and His93 NdH proton signals were
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Fig. 18.11 400 MHz 1H NMR spectrum of bovine metMb (CN−) in 90% 1H2O/10%
2H2O, pH

7.0, at 25 °C. The downfield-shifted portion of the spectrum of the protein in 2H2O, pH 7.0, at 25 °
C is shown in the inset. Assignments of 2-, 12-, and 18-CH3 signals and His64 NeH, His93 NdH,
and His93 NamideH ones are shown in the spectrum. The location of these NH protons in the
protein is shown in the inset. The spectra were taken from [123]
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observed at 23.31 and 20.96 ppm, respectively, and exhibited T1(int) values of 8.4
and 22 ms, respectively [123]. The F values of the His64 NeH and His93 NdH
protons of the protein at various pH values were measured (Fig. 18.12a), and then,
the pH-profiles of the kex values of the protons were calculated from the F and T1(int)
values [123] (Fig. 18.12b). The kex values of the His64 NeH and His93 NdH protons
exhibited distinctly different pH-profiles. The pH-profile of the kex value of the
His64 NeH proton reflected both acid- and base-catalyzed NH hydrogen exchange,
with the minimum kex value at pH *9.5. On the other hand, only the
base-catalyzed exchange was manifested in the pH-profile of the kex value of His93
NdH hydrogen atom. Thus, the kex values of the NH protons provide valuable
information about the dynamic nature of the heme cavity of the protein.

18.5 Concluding Remarks

This chapter has described the fundamentals of 1H NMR spectra of paramagnetic
compounds. Using Mb as a reference compound, the spectral characteristics of
paramagnetic compounds possessing a series of S values have been described in
order to provide an overview of the effects of changes in the number of unpaired
electrons on the spectral features. A few techniques applied to paramagnetic
compounds, which provide widespread utility in life and material sciences, have
also been described. As described in this chapter, the use of electron spin is opening
up new horizons for NMR studies in life and material sciences.
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Fig. 18.12 pH-profiles of a saturation factor (F) and b logarithm of kex (s
−1) for the His64 NeH

(filled circle) and His93 NdH protons (open circle) in bovine metMbCN− in 90% 1H2O/10%
2H2O

at 25 °C [123]. The exchange behavior of histidyl imidazole ring NH hydrogen atoms sharply
reflects their local environment. The H+ and OH− catalyses involve an attack at different sites of
the neutral imidazole side chain, and both acid- and base-catalyzed exchanges were observed for
the His64 NeH proton. On the other hand, only base-catalyzed exchange was observed for the
His93 NdH proton because of the coordination of His93 to heme Fe, which precludes
acid-catalyzed exchange
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Chapter 19
NMR of Quadrupole Nuclei in Organic
Compounds

Kazuhiko Yamada

Abstract General aspects of nuclear magnetic resonance (NMR) of quadrupole
nuclei in organic solids, including theoretical background on quadrupole interac-
tions and analysis of the characteristic line shapes that arise from quadrupole and/or
chemical shift interactions, are described. Two theoretical approaches for spectral
simulations, the perturbation method, and the direct diagonalization method, are
discussed with examples of 17O (I = 5/2), 33S (I = 3/2), and 79/81Br (I = 3/2)
solid-state NMR analysis of organic compounds, as well as some examples of
inorganic compounds with larger quadrupole interactions. When the magnitude of
the quadrupole interactions is smaller than that of the Zeeman interactions, the
perturbation method, in which equations can be definitively obtained to express the
first- and second-order quadrupole interactions under static or magic-angle spinning
conditions, is applicable. Otherwise, the direct diagonalization method, in which the
combined Zeeman and quadrupole Hamiltonian is numerically calculated to derive
probabilities for each transition, must be applied for spectral simulations. Several
experimental techniques used to obtain NMR spectra broadened by large quadru-
pole interactions are briefly described.

Keywords Solid-state NMR � Quadrupole nuclei � Field-swept NMR
Frequency-swept NMR

19.1 Introduction

Almost all the atoms in the periodic table exhibit nonzero spin quantum number (I),
and it is therefore theoretically possible to obtain NMR spectra for them. In fact,
however, accessible NMR nuclei are typically limited to those with I = ½, such as
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1H, 13C, and 15N. It is important to note that most of the atoms in the periodic table
are quadrupole nuclei (I > 1/2), which may give rise to additional nuclear spin
interactions known as quadrupole interactions [1, 2]. The NMR experiments of
quadrupole nuclei in organic compounds are much more difficult than those for
inorganic compounds since the magnitude of the former quadrupole interactions
tends to be larger, as will be discussed later. Nevertheless, thanks to recent
developments in NMR technology, the number of accessible quadrupole nuclei of
organic compounds has gradually increased, and the research areas to which
solid-state NMR of quadrupole nuclei can be applied have undoubtedly expanded
in the past decade.

Solid-state NMR spectra of quadrupole nuclei in organic compounds generally
exhibit characteristic line shapes due to quadrupole interactions [3–5]. Unlike in
cases where I = 1/2, sharp NMR signals may not be obtained, even if a standard
magic-angle spinning (MAS) method is introduced. Thus, it is common to apply
spectral simulation for such complicated NMR spectra in order to extract NMR
parameters. More specifically, a theoretical NMR spectrum is calculated on the
basis of Hamiltonians that express the proper nuclear spin interactions under the
relevant experimental conditions, and the NMR parameters are input and varied
until the theoretical line shape is in consistent with the experimental one. This is
one of the most basic approaches for the analysis of NMR spectra of quadrupole
nuclei in organic compounds. However, there is very little literature available in
which the details of this technique are explained for graduated students and young
scientists. Consequently, in this chapter, the experimental and theoretical aspects of
solid-state NMR analysis of quadrupole nuclei in organic compounds, and spectral
simulations in particular are presented. I hope that this review will serve as a guide
for analyzing the NMR spectra of quadrupole nuclei in organic solids.

19.2 Theoretical Background of Quadrupole Interactions

In cases where I > 1/2, i.e., quadrupole nuclei, there is an additional nuclear spin
interaction between the quadrupole moment and the electric field gradient
(EFG) that a molecule forms [1, 2]. This nuclear spin interaction is called a
quadrupole interaction and can be expressed by a second-rank tensor since it has
anisotropy (in the same way as other nuclear spin interactions, such as chemical
shift (CS) interactions, dipole–dipole interactions, and indirect spin–spin interac-
tions). Two independent NMR parameters, termed the quadrupole coupling con-
stant, denoted as e2qQh−1 or CQ (Hz), and the asymmetry parameter, denoted as ηQ,
are generally used to describe such quadrupole interactions since the EFG tensor, V,
is traceless. For example, the EFG tensor in the principal axis system (the PAS
frame) is diagonal:
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V ¼
VXX 0 0
0 VYY 0
0 0 VZZ

2
4

3
5: ð19:1Þ

where VXX + VYY + VZZ = 0 with VXXj j � VYYj j � VZZj j. According to the definition,

e2qQh�1 ¼ eQh�1 � VZZ ð19:2Þ

gQ ¼ VXX � VYY

VZZ
ð19:3Þ

where 0� gQ � 1. As can be seen, the former and the later parameters describe the
magnitude and symmetry of the EFG tensors, respectively.

The Hamiltonian representing a quadrupole interaction can be defined by

HQ ¼ CQ

4I 2I � 1ð Þ

ffiffi
6

p
3 3I2Z � I2
� �

V0 þ IZIþ þ Iþ IZð ÞV�1

� IZI� þ I�IZð ÞVþ 1 þ I2þV�2 þ I2�Vþ 2

� �
ð19:4Þ

where I� are the raising and lowering spin operators, and V is the EFG principal
tensor component in the spherical tensor representation [2, 3]. Equation (19.4) can
be further simplified when the magnitude of the Zeeman interactions is much larger
than that of the quadrupole interactions, which is recognized as the high-field
approximation:

H 1ð Þ
Q ¼

ffiffiffi
6

p
CQ

12I 2I � 1ð Þ 3I2Z � I Iþ 1ð Þ� �
V0 ð19:5Þ

H 2ð Þ
Q ¼ � 1

m0

CQ

4I 2I � 1ð Þ
� �2

2V�1V1IZ 4I Iþ 1ð Þ � 8I2Z � 1
� �þ 2V�2V2IZ 2I Iþ 1ð Þ � 2I2Z � 1

� �	 


ð19:6Þ

where t0 is the Larmor frequency. The former and the latter are called the first-order
quadrupole interaction and the second-order quadrupole interaction, respectively.
For spectral simulations, an adequate Hamiltonian must be chosen depending on the
magnitude of the quadrupole interactions. For example, the first-order quadrupole
Hamiltonian is required to describe the experimental NMR spectra broadened by
smaller quadrupole interactions. It should be noted that the Larmor frequency is
included in the denominator of Eq. (19.6), indicating that the magnitude of the
second-order quadrupole interaction is inversely proportional to the strength of the
external magnetic field. Thus, a stronger magnetic field could potentially allow the
observation of NMR spectra broadened by larger quadrupole interactions.

It is important to note that these Hamiltonians can be obtained on the basis of
perturbation theory, which is valid only when one interaction is much larger than
the other. In other words, Eqs. (19.5) and (19.6) are not applicable when the
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magnitude of the quadrupole interactions is comparable to or larger than that of the
Zeeman interactions, even if a stronger magnetic field is used. In such cases, it is
necessary to numerically solve the combined Zeeman and quadrupole Hamiltonians
to derive transition probabilities. Thus, the full quadrupole Hamiltonian, i.e.,
Equation (19.4), combined with the Zeeman Hamiltonian, t0Iz, has to be diago-
nalized to find the eigenvalues, from which the transition amplitudes can be cal-
culated for each transition. In this chapter, I call this the direct diagonalization
method [6, 7].

To express the magnitude of quadrupole interactions, the quadrupole frequency,
tQ, may be used as an alternative to CQ values:

mQ ¼
3CQ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ g2Q=3

q
2I 2I � 1ð Þ ð19:7Þ

This frequency corresponds to the resonant frequency observed in NQR or
zero-field NMR, which can be directly compared to the Larmor frequency. In
summary, in order to correctly describe the experimental NMR spectra of quad-
rupole nuclei in spectral simulations, it is necessary to carefully select a proper
theoretical model, i.e., the choice of the first- and/or second-order quadrupole
Hamiltonians, or the direct diagonalization method, according to the situation in
which the Larmor frequency should be compared to tQ or CQ values that one can
predict from the spectral width of the experimental NMR spectra. In the next two
sections, basic approaches to the analysis of one-dimensional NMR spectra of
quadrupole nuclei on the basis of the perturbation method and the direct diago-
nalization method will be explained with some examples of solid-state NMR
analysis results for quadrupole nuclei in organic compounds and inorganic com-
pounds containing larger quadrupole interactions.

19.3 Simulating Solid-State NMR of Quadrupole Nuclei
Based on the Perturbation Method

In this section, solid-state oxygen-17 [17O, I, = 5/2, natural abundance = 0.038%,
c = 3.62808 � 107 rad T−1 s−1, and quadrupole moment (Q) = −2.558 fm2] NMR,
which, I believe, will become a powerful tool for investigating physical and
chemical properties in organic and biological chemistry, is reviewed with examples
of spectral simulations based on the perturbation method [5]. Figure 19.1 shows the
(upper) experimental and (lower) calculated 17O MAS spectra of 17O-enriched
Fmoc-amino acid, measured at 11.7 T with a sample spinning frequency of
19.9 ± 0.2 kHz [8]. The peak at approximately 380 ppm marked by an asterisk
arises from the MAS rotor material, ZrO2. If not preferable, the use of MAS rotors
made of silicon nitride is highly recommended. The spectral assignment will be
mentioned later. Figure 19.2 shows the (upper) experimental and (lower) calculated
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17O stationary spectra of [17O]-Fmoc-amino acid, observed at 21.8 T [8]. As will be
explained, the calculated total spectrum (site A + site B) is the sum of site A and
site B sub-spectra with a 1:1 intensity ratio. Both the MAS and stationary 17O NMR
spectra show characteristic line shapes, which are typically observed in solid-state
NMR of half-integer quadrupole nuclei in organic compounds. To obtain experi-
mental NMR parameters, a theoretical NMR spectrum is calculated using arbitrary
NMR parameters, and the parameters are then suitably varied until the calculated
NMR spectrum is consistent with the experimental one. It should be noted that the
magnitude of a quadrupole interaction is expressed as a product of the quadrupole
moment and the EFG, which is closely related to the molecular symmetry around
the nuclei [see Eq. (19.2)]. For organic and biological compounds, molecular
symmetries are generally low, which results in larger CQ values compared with
those of inorganic compounds. Therefore, the second-order quadrupole interaction,
i.e., Equation (19.6), with the central transition m = −1/2 , m = 1/2, where m is
quantum magnetic number, is often considered for spectral simulations of organic
and biological solids. Although analysis of satellite transitions, which may appear at
outside the frequency range that a conventional NMR instrument hardly accesses
to, can yield the same results, the details are omitted due to space limitation. For
organic and biological solids, the relevant 17O NMR parameters are the EFG and
CS tensors. The following three situations are used to analyze the 17O NMR spectra
of organic/biological compounds and to obtain 17O EFG and CS tensors from the
experimental data: (1) stationary NMR spectra under the influence of second-order
quadrupole interactions, (2) fast MAS NMR conditions under the influence of
second-order quadrupole and CS interactions, and (3) stationary NMR spectra
under the influence of second-order quadrupole and CS interactions.

Fig. 19.1 Experimental and
calculated 17O MAS spectra
of [17O]-Fmoc-amino acid,
measured at 11.7 T. The peak
marked by asterisk arises
from the MAS rotor material,
ZrO2
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19.3.1 Stationary NMR Spectra Under the Influence
of Second-Order Quadrupole Interactions

In the cases of 17O (I = 5/2) NMR, the Zeeman effect splits an energy level into six
components in the presence of a static magnetic field [9]. The central transition,
which is our main interest, is not affected by the first-order quadrupole interaction,
resulting in no change in the resonant frequency. This implies that a sharp NMR
signal is observed at the Larmor frequency. However, the second-order quadrupole
interaction affects the energy levels involved in the central transition as well as the
satellite transitions, indicating that, compared to the Larmor frequency, the resonant

frequency, m 2ð Þ
Q , is shifted according to

Fig. 19.2 Experimental and
calculated 17O stationary
spectra of [17O]-Fmoc-amino
acid, observed at 21.8 T. The
calculated total spectrum (site
A + site B) is the sum of site
A and site B sub-spectra with
a 1:1 intensity ratio
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where the bra-ket is the energy level at m, and the V components are expressed in
terms of the laboratory frame. In order to simulate stationary 17O NMR spectra, the
V components in Eq. (19.8) have to be converted into ones expressed in terms of
the PAS frame. For this purpose, it is convenient to use the following relationship:

Vi ¼
X2
j¼�2

D 2ð Þ
j;i /; h; 0ð ÞVPAS

j ð19:9Þ

where D 2ð Þ
j;i is the Wigner rotation matrix, which is defined in the literature [2]. The

orientation between the PAS and the laboratory frames used in this chapter is given
in Fig. 19.3a (In the initial state of spectral simulation, orientations of EFG and CS
tensors are assumed to be collinear, although CS and EFG tensors generally exhibit
different orientations as shown in Fig. 19.3b). The orientation of a CS tensor (d11,
d22, d33) will be discussed later.) For example, V0 can be rewritten as

V0 ¼ D 2ð Þ
�2;0 /; h; 0ð ÞVPAS

�2 þD 2ð Þ
�1;0 /; h; 0ð ÞVPAS

�1 þD 2ð Þ
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0 þD 2ð Þ
1;0 /; h; 0ð ÞVPAS
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2;0 /; h; 0ð ÞVPAS

2

¼
ffiffiffiffiffiffiffiffi
3=2

p
eQ 1=2 3 cos2 h� 1

� �þ 1=2gQ sin2 h cos 2/
� �

:

ð19:10Þ

where VPAS
0 ¼ ffiffiffiffiffiffiffiffi

3=2
p

eq; VPAS
�1 ¼ 0; and VPAS

�2 ¼ 1=2eq: Similarly, V±1 and V±2

in the laboratory frame can be converted into the PAS frame, which are then
inserted into Eq. (19.8). Thus, the NMR frequency arising from the second-order

quadrupolar interaction under static conditions, m 2ð Þ
Q;STATIC, can be obtained as

m 2ð Þ
Q;STATIC ¼ �1=6m0 3CQ=2I 2I � 1ð Þ½ �2 I Iþ 1ð Þ � 3=4½ � A cos4 hþB cos2 hþC

� �
A ¼ �27=8þ 9=4gQ cos 2/� 3=8 gQ cos 2/

� �2
B ¼ 30=8� 1=2g2Q � 2gQ cos 2/þ 3=4 gQ cos 2/

� �2
C ¼ �3=8þ 1=3g2Q � 1=4gQ cos 2/� 3=8 gQ cos 2/

� �2
:

ð19:11Þ

If the sample is a single crystal, the observed NMR frequency can be simply
calculated with a single pair of / and h from the above equation. Crystalline or
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polymeric materials are used for most NMR experiments, and space-averaging in
Eq. (19.11) yields the powder pattern. Figure 19.4a shows the calculated 17O sta-
tionary NMR spectra as a function of ηQ from 0 to 1.0 in steps of 0.2 [10]. These
calculations were carried out using a CQ value of 10 MHz and t0 of 100 MHz. The
powder patterns exhibit complicated line shapes, and there is a dependence of the
line shape on CQ. In addition, there is a dependence of the spectral width on CQ and
t0. For example, larger CQ values give larger spectral widths, while higher t0 gives
smaller width. Practically, computer simulation is required for extracting CQ and

Fig. 19.3 a Initial alignment
of the 17O EFG and CS
tensors and direction of the
external magnetic field, B0.
EFG and CS tensors are
assumed to be collinear.
b Euler angles relating EFG
and CS tensors for the case
that the orientations of EFG
and CS tensors are different
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CQ from experimental NMR spectra. As discussed above, substituting the appro-
priate CQ values and ηQ into Eq. (19.11) with powder averaging yields a simulated
NMR line shape, which is compared with the experimental one.

19.3.2 Fast MAS NMR Conditions Under the Influence
of Second-Order Quadrupole and CS Interactions

It is well known that in the presence of second-order quadrupole interaction,
high-resolution NMR spectra are not achievable by conventional MAS methods,
even if the sample spinning frequency is sufficiently high compared to the spectral

Fig. 19.4 Dependence of ηQ on a stationary and b MAS NMR spectra of half-integer quadrupole
nuclei, calculated by Eqs. (19.11) and (19.14)
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width. This is because the second-order quadrupole interactions under MAS con-
ditions are not simply proportional to the term 3cos2h − 1, which can theoretically
remove the first-order interactions such as dipole–dipole, CS, and first-order
quadrupolar interactions [2].

This implies that only partial narrowing is achieved by the MAS method, and
characteristic NMR line shapes still appear in the MAS NMR spectra.

To calculate the MAS NMR spectra of half-integer quadrupole nuclei, coordi-
nate systems of the V component in Eq. (19.8) have to be changed stepwise from
the laboratory frame to the MAS rotor frame and from the MAS rotor frame to the
PAS frame. To do this, the following two relationships are used:

Vi ¼
X2
j¼�2

D 2ð Þ
j;i xRt; hM ; 0ð ÞVMAS

j ð19:12Þ

VMAS
j ¼

X2
k¼�2

D 2ð Þ
k;j /; h; 0ð ÞVPAS

k ð19:13Þ

where xR and hM are the sample spinning frequency and the magic angle of 54.7,
respectively. In Eq. (19.13), h and / describe the direction of the MAS rotor with
respect to the PAS frame in a similar manner to the orientation in Fig. 19.3a, and
the third angle is set to zero since the experimental conditions are assumed to be in
the fast MAS range, which means that the sample spinning frequency is high
enough compared to the spectral width. In cases of slow or intermediate spinning
ranges, however, the third angle in Eq. (19.13) becomes nonzero, and spinning side
bands appear in the MAS NMR spectra, which makes it more difficult to analyze
the line shape [11].

By inserting Eqs. (19.12) and (19.13) into Eq. (19.8), the frequency contribution
from the second-order quadrupole interaction under the fast MAS condition,

m 2ð Þ
Q;MAS, can be expressed as

m 2ð Þ
Q;MAS ¼ �1=6m0 3CQ=2I 2I � 1ð Þ½ �2 I Iþ 1ð Þ � 3=4½ � D cos4 hþE cos2 hþF

� �
D ¼ 21=16� 7=8gQ cos 2/þ 7=48 gQ cos 2/

� �2
E ¼ �9=8þ 1=12g2Q þ gQ cos 2/þ 7=24 gQ cos 2/

� �2
F ¼ 5=16� 1=8gQ cos 2/þ 7=48 gQ cos 2/

� �2
ð19:14Þ

Figure 19.4b shows the simulated 17O MAS spectra as a function of ηQ from 0
to 1 in steps of 0.2 [10]. These calculations were carried out using the same
conditions as those used for the 17O stationary NMR spectra in Fig. 19.4a. The
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spectral widths of the MAS NMR spectra are approximately one-third narrower
than those of the stationary NMR spectra. Similar to the stationary NMR spectra,
the MAS spectra exhibit characteristic line shapes from which information on CQ

and ηQ can be extracted. If there is a CS interaction, the anisotropy of the CS tensors
is thought to be safely removed by MAS. Thus, the scalar value of diso should be
added to Eq. (19.14) for the actual simulation. As an example, the analysis of the
one-dimensional (1D) 17O MAS NMR spectrum in which two oxygen sites, C=O
and COH, were assumed as shown in Fig. 19.1, yielded the following parameters:
C=O: diso = 305 ± 2 ppm, CQ = 7.90 ± 0.08 MHz, ηQ = 0.18 ± 0.04; COH,
diso = 180 ± 2 ppm, CQ = 7.05 ± 0.08 MHz, ηQ = 0.15 ± 0.04. The frequency
contribution from the second-order quadrupole interactions combined with the
anisotropy of the CS interactions under slow/intermediate MAS conditions is given
in the literature. A complicated line shape is expected to appear in the MAS NMR
spectrum, so a computer simulation is not trivial [10].

High-resolution MAS NMR spectra of half-integer quadrupole nuclei are very
often required for the purpose of site separation. Overlapping of multiple sites in
MAS NMR spectra may result in complicated line shapes, and it is very difficult or
nearly impossible to analyze such NMR spectra. To separate each site in the NMR
spectra of quadrupole nuclei, the following standard experimental approaches based
on a MAS method are commonly used, dynamic-angle spinning (DAS) [12], double
rotation (DOR) [13], multiple-quantum MAS (MQMAS) [14], and
satellite-transition MAS (STMAS) [15], all of which can remove second-order
quadrupole interactions. MQMAS is the most widely used of these since it can be
performed with a normal MAS probe. For example, Fig. 19.5 shows the contour
plot of the two-dimensional (2D) 17O triple-quantum z-filtered MQMAS spectrum
of [17O]-L-valine obtained with rotor synchronization for t1 increments with a MAS
rate of 15.00.1 kHz [16]. The Y- and X-axes projections of the 2D MQMAS
spectrum are shown on the side and at the top to the figure, respectively. As
indicated in Fig. 19.5, four isotropic peaks, which arise from a pair of magnetically
inequivalent carboxylate oxygen sites, are observed in the 2D MQMAS spectrum.
The slice along the t2 direction (X-axis direction) of each peak corresponds to the
1D 17O MAS spectrum for each oxygen site, and spectral analysis can be performed
easily. However, note that MQMAS spectra do not generally present quantitative
information on peak intensities. Moreover, such cross-sectional spectra are often
distorted by multiple-quantum effects. Therefore, spectral simulation of the 1D
MAS spectrum is required to confirm the final 17O NMR parameters. The NMR
parameters estimated from the analysis of MQMAS spectra may be used as the
initial values for the simulations. Results for the combined analysis are given in
Fig. 19.6, where the calculated spectrum is the sum of the O1, O2, O3, and O4
sub-spectra with a 1:1:1:1 intensity ratio.
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19.3.3 Stationary NMR Spectra Under the Influence
of Second-Order Quadrupole and CS Interactions

One of the advantages of solid-state NMR is that tensor information on nuclear spin
interaction can be obtained [2]. CS tensors (d11, d22, d33), EFG tensors (CQ and CQ),
and the Euler angles (a, b, c) showing the relative orientation between the two
tensors, which will be explained later, are obtained by the analysis of 17O stationary

Fig. 19.5 Contour plot of the 17O z-filter 3QMQMAS spectrum of [17O]-L-valine recorded at
16.4 T
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NMR spectra of organic and biological compounds. To calculate stationary NMR
spectra, one may simply add the following equation to express the anisotropy of CS
interactions, tCS, to Eq. (19.11):

mCS ¼ d11 sin2 h cos2 /þ d22 sin2 h sin2 /þ d33 cos2 h ð19:15Þ

where h and / describe the orientation of the magnetic field in the principal axis
system of the CS tensor illustrated in Fig. 19.3a [1]. Very often, however, the CS
and EFG tensors exhibit different orientations in the molecular frame of reference.
This simply means that h and / in the above equation are not identical to those in

Fig. 19.6 Experimental and
calculated 1D 17O MAS
spectra of [17O]-L-valine
recorded at 16.4 T. The
calculated total spectrum is
the sum of O1, O2, O3, and
O4 sub-spectra with a 1:1
intensity ratio

19 NMR of Quadrupole Nuclei in Organic Compounds 531



Eq. (19.11). Thus, it is helpful to use the relative orientation term between the two
tensors, employing the three Euler angles (a, b, c), as shown in Fig. 19.3b. The
Euler angles describing the relative orientation of the two tensors depend critically
on the choice of the initial frame, the definition of the Euler angles, and the
rotational directions. Therefore, it is sometimes difficult or misleading to describe
the reported tensor orientations in the literature. There are several different defini-
tions in the literature concerning the Euler angles relating the EFG and CS tensors
and the alignment of the two tensors in the magnetic field. Here the approach of
Eichele et al. [17] is described, since I believe that this procedure is the most
straightforward. The alignment of the two tensors in the magnetic field is illustrated
in Fig. 19.3a. The transformation matrix of R(a, b, c) can be written as

Rða; b; cÞ ¼
cos c cos b cos a� sin c sin a cos c cos b sin a� sin c cos a � cos c sin b

� sin c cos b cos a� cos c sin a � sin c cos b sina� cos c cos a sin c sin b

sin b cos a sin b sin a cos b

0
B@

1
CA:

ð19:16Þ

The directional cosines in Eq. (19.15) should be transformed according to the
above transformation [3]. When (a, b, c) = (0, 0, 0), the orientations of the CS
tensor become coincident with those of the EFG tensor, i.e., a simple addition of
Eqs. (19.15)–(19.11) [18]. It is worth noting that the relative orientation of the two
tensors can be expressed by different Euler angle sets. This is because the sign of
the EFG tensors cannot be distinguished by conventional NMR experiments. For
example, a 180 rotation around one of the three principal axis directions yields an
identical NMR line shape. Thus, the sets of Euler angles (a, b, c), (a, b, c + 1 + 0),
(a, b + 1 + 0, −c + 1 + 0), (−a, b + 1 + 0, c), (a + 1 + 0, b + 1 + 0, −c), and so
on will produce identical NMR line shapes.

As shown in Fig. 19.2, the NMR spectra could be analyzed by two oxygen sites,
which are expected to arise from the carbonyl and hydroxyl oxygen atoms. The
simulated total spectrum (C=O and COH) is the sum of C=O and COH sub-spectra
with a 1:1 intensity ratio, where a stationary NMR line shape, arising from the sum
of the CS and the second-order quadrupolar contributions (taking the relative ori-
entations into consideration), as described above, is used for each sub-spectrum.
Analysis of the 1D stationary 17O NMR spectrum yields the following NMR
parameters: C=O, d11 = 478 ± 9 ppm, d22 = 409 ± 9 ppm, d33 = 28 ± 9 ppm,
a = 14 ± 10°, b = 90 ± 8°, c = 134 ± 10°; COH, d11 = 325 ± 9 ppm,
d22 = 108 ± 9 ppm, d33 = 107 ± 9 ppm, a = 10 ± 15°, b = 12 ± 8°,
c = −16 ± 10°. There are eight independent NMR parameters (d11, d22, d33, CQ,
CQ, a, b, c) for each oxygen site, so that many independent NMR parameters (in
this case, a total of 16) have to be simultaneously used for spectral simulation.
Using the results from the analysis of the 17O MAS experiments (see Fig. 19.1) that
yield diso, CQ, and CQ for each site, the number of independent NMR parameters
can be reduced. Unfortunately, however, it is still not straightforward to analyze a
stationary 17O NMR spectrum observed in a single magnetic field because slight

532 K. Yamada



changes in each NMR parameter have a significant effect on theoretical line shape.
In particular, the Euler angles are critical. Thus, prior to computer simulation, it is
advantageous to understand or predict the possible set of Euler angles for each
functional group. An understanding of 17O NMR parameters, in particular tensor
orientations, is very helpful for spectral simulations [5]. From my experience, it is
also useful to use multiple magnetic fields, by which 17O stationary NMR line

Fig. 19.7 Experimental and
calculated 17O stationary
NMR spectra for [17O]-L-
alanine hydrochloride,
recorded at a 9.4, b 11.7, and
c 21.6 T
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shapes are drastically changed. The simultaneous analysis of stationary NMR
spectra observed in various magnetic fields, as shown in Fig. 19.7, is one of the
most effective methods for extracting the 17O CS tensor components unambigu-
ously [19].

It is important to note that the three Euler angles simply reveal the relative
orientation between the two NMR tensors, but not physical properties. One may
need the tensor orientation in terms of molecular frame. The ideal technique for
obtaining orientation information on NMR tensors is single-crystal NMR experi-
ments [20]. However, large single crystals suitable for NMR experiments are often
difficult to obtain. In the case of 17O NMR, the need to introduce 17O-labels makes
it even more difficult to grow large single crystals because of the small quantity of a
labeled sample. An alternative method to establish the absolute tensor orientation in
the molecular frame is to use quantum chemical calculations. It is assumed that the
orientations of the 17O EFG tensors obtained from high-level quantum chemical
calculations are correct. With the combined results of the absolute orientations if the
EFG tensors and the Euler angles determined experimentally, it is feasible to
determine the absolute orientations of the 17O CS tensors with respect to the
molecular frame, as given in Fig. 19.8 [4].

19.4 Solid-State NMR of Quadrupole Nuclei Based
on Direct Calculation Methods

As mentioned, the perturbation method, i.e., Equations (19.5) and (19.6), cannot be
used for spectral simulations, when the magnitude of the quadrupole interactions is
comparable to or larger than that of the Zeeman interactions. In such cases, the
direct diagonalization method is a promising approach to analyze NMR spectra
broadened by quadrupole interactions. For simplicity, this section focuses on the
cases in which a sample is static under the influence of quadrupole interactions.
Figure 19.9 shows the stationary NMR spectra of a half-integer quadrupole cal-
culated by (a) the direct diagonalization method and (b) the perturbation method
[7]. These calculations were performed using CQ = 150 MHz, ηQ = 0.1,

Fig. 19.8 Schematic representation to obtain information on CS tensor orientation in terms of
molecular frames
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t0 = 100 MHz, and I = 3/2. In the later approach, only the central transition was
considered for simplicity so that both edges, which should have contributions from
satellite transitions, are quite different from those of the former. Similar line shapes
in the range of the central transitions are observed in both NMR spectra, but the line
width calculated by the perturbation method is, to some extent, expanded to the
lower frequency. This difference is thought to be the main limit of the perturbation
theory. Thus, it is potentially erroneous to apply the perturbation method when the
magnitude of the quadrupole interactions is larger than that of the Zeeman inter-
actions, or when the strength of the external magnetic field is lower even if the
magnitude of the quadrupole interaction is not too large.

Traditionally, there are two experimental techniques to record solid-state NMR
spectra broadened by large quadrupole interactions, i.e., frequency-swept NMR and
field-swept NMR. A schematic representation of the two methods is given in
Fig. 19.10. Both methods have advantages and disadvantages. For frequency-swept
NMR, spectral analysis is straightforward, and experiments can be performed with a
conventional NMR instrument under a static magnetic field using an NMR probe
capable of varying irradiated and observed frequencies in a broad band. However,
there may be a limitation in hardware, in particular, the capacity of the condensers

Fig. 19.9 Theoretical NMR
spectra of half-integer
quadrupole nuclei, based on a
the direct diagonalization
method, b the perturbation
method. See the text in the
details
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of NMR probes, which sets a limit to the observable frequency range. Conversely,
for field-swept NMR, spectral analysis is complicated and time-consuming, and a
variable superconducting magnet, which is not common in the research fields of
chemistry and biochemistry, is required for the NMR measurements. However,
there is no hardware-derived limit on the observable frequency range. Although
both methods suffer from low sensitivity, one should choose the experimental
techniques properly, depending on the sample situation. In the rest of this section,
bromine and sulfur solid-state NMR are discussed as examples of frequency-swept
NMR and field-swept NMR, respectively.

Bromine is the third-lightest halogen and plays important roles in a variety of
materials including flame retardants, dye compounds, and gasoline additives. There
are two NMR-accessible stable bromine isotopes: 79Br (I = 3/2, natural abun-
dance = 50.54%, c = 6.7228 � 107 rad T−1 s−1, and Q = 0.37� 1028 Qm−2) and
81Br (I = 3/2, natural abundance = 49.46%, c = 7.2468 � 107 rad T−1 s−1, and
Q = 0.31� 1028 Qm−2). Of these, 79Br may be more commonly used since its
resonant frequency is very close to that of 13C, and KBr is used as a standard for
adjusting the magic angle prior to MAS experiments. The magnitude of quadrupole
interactions for 79/81Br depends on the bonding mode. In general, inorganic com-
pounds or those forming ionic bonds in which molecular symmetry is high tend to
have relatively small quadrupole interactions, while organic compounds or those
forming covalent bonds exhibit much larger interactions, which increase spectral
width. For example, the spectral width in 79Br NMR, whose CQ value is more than
30 MHz, is spread in the order of megahertz, so it is not easy to observe the NMR
spectra using conventional NMR instruments.

Fig. 19.10 Two
experimental techniques to
record solid-state NMR
spectra broadened by large
quadrupole interactions: a
frequency-swept types and b
field-swept types of NMR
experiments

536 K. Yamada



Figure 19.11 shows the (a) calculated and (b) experimental stationary 79Br
frequency-swept NMR spectra of SrBr 6H2O measured at 11.7 T [7]. The exper-
imental spectrum is the sum of (c) five sub-NMR spectra, each of which were
observed with the Oldfield echo [21] with steps of 300 kHz in the irradiation
frequency. The spectral simulation based on the direct diagonalization method
provides the following NMR parameters: CQ = 33.2 ± 0.5 MHz and
ηQ = 0.01 ± 0.01. The line shape is insensitive to changes in the CS interactions,
so the effect of the CS interactions (Eq. (19.15)) was safely ignored in the spectral
simulation. As long as the tuning and matching of the NMR probe is achievable in
the range of the spectral width for the experimental NMR, frequency-swept NMR is

Fig. 19.11 a Calculated and
b experimental stationary 79Br
(I = 3/2) frequency-swept
NMR spectra. The
experimental spectrum is the
sum of c five sub-spectra
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one of the best methods to record NMR spectra broadened by large quadrupole
interactions.

Organosulfur compounds are essential for a variety of biological activities. For
example, sulfur-containing methionine and cysteine are two of the twenty common
amino acids in the human body, and a large number of organosulfur compounds
such as penicillin have been marketed as drugs or used in drug development
throughout history [22, 23]. Solid-state sulfur NMR (33S, I = 3/2, natural abun-
dance = 0.75%, c = 2.055 � 107 rad T−1s−1, Q = −5.5 � 1026 Qm−2) has a long
history, but still presents difficulties depending on the magnitude of quadrupole
interactions, i.e., the bonding mode, and NMR researches concerning sulfur com-
pounds that form covalent bonds are undeveloped in a similar manner to the cases
of bromine NMR.

Figure 19.12 shows a calculated 2D solid-state 33S NMR spectrum of a typical
compound containing covalent bonds [7]. The calculations were performed using
the direct diagonalization method with CQ = 43.68 MHz and ηQ = 0.57, which
were obtained from the analysis of the 33S NMR spectra of a-S8 [6, 24]. It is
convenient to use this figure to illustrate the relationship between frequency-swept
and field-swept NMR. For example, the slices in the Y-axis direction correspond to
frequency-swept NMR in a static magnetic field, while those in the X-axis direction
correspond to field-swept NMR spectra at a certain irradiation frequency.
Figure 19.13 shows the calculated 33S NMR spectrum sliced at 10 T in Fig. 19.12,
which corresponds to a 33S NMR spectrum measured at 10 T. It is observed that the
spectral width spread over 30 MHz, indicating that it is indeed very difficult or
nearly impossible to record a 33S NMR spectrum under a moderate magnetic field.

Figure 19.14a shows the experimental field-swept 33S NMR spectrum of a-S8 at
the Larmor frequency of 16.2 MHz, acquired at 260 K [6]. Two sharp peaks are
observed at approximately 1.3 and 1.4 T, and they are assigned to the NMR signals
of 65Cu and 63Cu, respectively, in the transmitting and receiving antennae in the

Fig. 19.12 Calculated 2D
solid-state 33S NMR spectrum
using CQ = 43.68 MHz and
ηQ = 0.57. The slices to
Y-axis direction correspond to
frequency-swept NMR
spectra at static magnetic
fields, while those to X-axis
direction to field-swept NMR
spectra at irradiated
frequencies
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NMR probe. The best-fitted calculated field-swept 33S NMR spectrum of a-S8, at a
Larmor frequency of 16.2 MHz, is shown in Fig. 19.14b, which is the slice in the
X-axis direction at 16.2 MHz in Fig. 19.12. As long as the sensitivity issue is

Fig. 19.13 Calculated
frequency-swept 33S
solid-state NMR spectrum at
10 T, which corresponds to
the slice in the vertical red
line in the NMR spectrum in
Fig. 19.12

Fig. 19.14 a Experimental
and b best-fitted calculated
field-swept 33S NMR spectra
of a-S8, acquired at
16.2 MHz. Analyzing the
NMR spectrum assuming that
there was a single sulfur site
gave CQ = 43.68 MHz and
ηQ = 0.57
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resolved and as long as a magnetic field can cover the range, there is no limitation in
the spectral width, that is, the magnitude of the quadrupole interactions.

Very recently, a new type of frequency-swept solid-state 33S NMR that uses an
extremely low magnetic field (*0.10 T) has been reported as an alternative to the
above methods, which corresponds to the slice in the Y-axis direction at 0.10 T or
lower in Fig. 19.12. The advantage of this method is that spectral width is expected
to be much narrower than that at higher magnetic fields, i.e., the experimental
conditions become much closer to those of zero-field NMR or NQR experiments
where a sharp signal is generally observed at tQ. It should be noted that NQR data

Fig. 19.15 Experimental
(upper trace) and best-fitted
calculated (lower trace)
frequency-swept 33S NMR
spectra of [33S]-diphenyl
disulfide, acquired at a 0.50
and b 0.10 T
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alone cannot yield EFG information since the spin number of 33S is 3/2 [see
Eq. (19.7)].

The experimental and best-fit calculated 33S NMR spectra of [33S]-diphenyl
disulfide observed at (a) 0.06 and (b) 0.10 T, which correspond to the Larmor
frequencies of 0.1959 and 0.3265 MHz, respectively, are shown in Fig. 19.15 [25].
Unfortunately, the two sulfur sites in the disulfide bridge cannot be distinguished in
the experimental NMR spectra due to poor spectral resolution. Assuming that there
is a single sulfur site, the analysis of the NMR spectra with the aid of quantum
chemical calculations yielded the following parameters: CQ = 43.3 ± 1.9 MHz and
ηQ = 0.70 ± 0.20.

In a summary, the direct diagonalization method can be used to analyze NMR
spectra of organic compounds broadened by large quadrupole interactions, for
which the perturbation method is no longer valid. As mentioned, frequency-swept
and field-swept NMR are useful techniques for recording such broadened NMR
spectra, but both methods generally suffer from low sensitivity. I feel that
field-swept NMR has many advantages for increasing signal sensitivities. This is
because, in contrast to frequency-swept NMR, the resonant frequency can be fixed
so that, for example, an NMR probe containing high-temperature superconducting
(HTS) coils with an extremely high Q value, or a new technology called an
optomechanics system [26], in which an NMR signal is detected by a receiver coil
and transformed into laser radiation via a micro-condenser, can be potentially
applied to field-swept NMR. Such developments are in progress in our group.

19.5 Conclusions

A general review of quadrupole solid-state NMR of organic compounds, in par-
ticular, on spectral simulation, has been presented. When the magnitude of the
quadrupole interactions is smaller than that of the Zeeman interactions, the per-
turbation theory can be safely used to obtain numerical formulas to express the first-
and second-order Hamiltonians of quadrupole interactions under static or MAS
conditions. As examples, analysis of the solid-state 17O NMR spectra of organic
compounds was explained in detail. Conversely, when the magnitude of the
quadrupole interactions is comparable to or larger than that of the Zeeman inter-
actions, the direct diagonalization method, in which a combined Zeeman and
quadrupole Hamiltonian is numerically calculated to derive the eigenvalues, should
be used for the spectral simulation because the perturbation theory is no longer
valid in such cases. To record NMR spectra broadened by large quadrupole
interactions, there are traditionally two experimental techniques: frequency-swept
NMR and field-swept NMR. Examples of both methods were briefly introduced
using results for 79Br and 33S solid-state NMR of organic compounds and those
forming covalent bonds.

Recently, ultra-high field magnets made of HTS materials have been developed
by NMR manufacturers. Unlike in the cases of low-temperature superconducting
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(LTS) materials, HTS magnets are expected to make it possible to increase mag-
netic field strength and allow proton Larmor frequencies of more than 1.0 GHz, and
HTS magnets of 1.2 GHz, which corresponds to 28.18 T, are expected to be
commercially available very soon. At the present time, there are many undeveloped
research areas in quadrupole nuclei NMR due to the fact that their quadrupole
interactions are too large to be handled by the currently available magnetic field
strengths. It is natural to expect that ultra-high field magnets will be helpful for
recording NMR spectra broadened by large quadrupole interactions, because the
magnitude of second-order quadrupole interactions is inversely proportional to the
strength of the external magnetic field.

Unfortunately, however, even if ultra-high field magnets are applied, it is not
always true that all the quadrupole nuclei in the periodic table can be observed
because of the following two reasons: (1) From the perspective of NMR instrument
manufacture, a change in materials from LTS to HTS wire rods, which would make
it possible to increase magnetic fields beyond 1.0 GHz, is a challenge, but for NMR
users, magnetic field strengths of 1.2–1.3 GHz are still not enough to observe NMR
spectra of the quadrupole nuclei that current NMR instruments cannot access. For
example, solid-state 33S NMR spectra of organic compounds are expected to exhibit
spectral widths in excess of several megahertz, even if 1.3-GHz magnets are
introduced. In fact, Larmor frequencies for low c quadrupole nuclei may only
increase by several megahertz as the strength increases from 1.0 to 1.3 GHz.
(2) The effects of CS interactions in addition to quadrupole interactions should not
be discounted, and, understandably, the magnitude of CS interactions is propor-
tional to the strength of the external magnetic field. Therefore, application of higher
magnetic fields may, in most cases, result in more broadened NMR spectra. It has
been reported that the spectral width of solid-state 17O NMR spectra for an amino
acid increases as the magnetic field strength increases since, at higher magnetic
fields, the factor that determines spectral width is no longer quadrupole interactions,
but CS interactions. Thus, alternative methods to the use of ultra-high magnetic
fields are required to observe NMR spectra for all the quadrupole nuclei in the
periodic table. I believe that field-swept NMR, in which there is no limitation on the
observable frequency range as long as a magnetic field can cover the range, is the
best candidate for this purpose. As mentioned already, this method currently suffers
from low sensitivities, but the latest technology will potentially lead to hypersen-
sitized NMR signals.
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Chapter 20
Quadrupole Nuclei in Inorganic Materials

Toshikazu Takahashi

Abstract The solid-state NMR of quadrupolar nuclei is becoming more important
to date. The anisotropy of quadrupolar coupling cannot be eliminated by
magic-angle spinning. Although large quadrupolar couplings often prevent us to
observe NMR signals of quadrupolar nuclei as sufficiently separated signals, the
recent development of the equipment and methods including DNP, are spreading
our opportunities of NMR observation to a wider range of materials and in deeper
levels of information. The quadrupolar parameters, which can be taken from NMR
spectra of quadrupolar nuclei, have a potential usefulness to distinguish atoms
depending on their local electrostatic environment. MQMAS or STMAS enable us
not only to observe quadrupolar nuclei in separated signals but also to get
quadrupolar parameters and isotopic chemical shifts of each the separated signal
component in a 2D spectrum. J- or D-HMQC, CP-HETCOR and related techniques
provide us information about inter-atomic chemical bonding or geometrical cor-
relations. When the sensitivity is insufficient, besides isotopes enrichment, for
quadrupolar nuclei specifically, enhancement through intra-spin population transfer
methods, RAPT, FAM, DFS, WURST and HS can be applied. WURST, when
combined with QCPMG method, can provide us a method for obtaining NMR
spectra for those nuclei having huge quadrupolar coupling that we cannot observe
the whole signal shape by simple methods. This article is dealing with the NMR
methods being standard at the present, or becoming standard in the near future,
especially for the practical samples, for example, mixed samples or amorphous
samples. A number of experimental hints and a couple of experimental examples of
27Al and 17O are described.
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20.1 Introduction

Quadrupolar nuclei, having spin quantum number I > 1/2, are consisting the
majority of the periodic table of elements. Above 75% of naturally occurring ele-
ments have at least one isotope that has I > 1/2. Above 65% of the naturally
occurring elements have only quadrupolar nuclei in their naturally occurring isotope
lists [1]. Although the NMR spectra of quadrupolar nuclei have, relatively, not been
frequently appeared in literature compared to those of the spin 1/2 nuclei such as
1H, 13C, 15N, 19F, 31P, and 29Si, now quadrupolar nuclei, such as 7Li, 11B, 14N, 17O,
23Na, 25Mg, 27Al, 39K, 41Ca, 95Mo, 133Cs, and 139La, are becoming more frequently
investigated than before. Needless to say, quadrupolar nuclei are playing indis-
pensable roles in organic, inorganic, or hybrid materials, those being used in our
daily life. The NMR for quadrupolar nuclei, in its principle, has already established
in very early time of NMR history [2–4]. Although, comparing to the spin 1/2
nuclei, there still remain some difficulties in the observations of the quadrupolar
nuclei by NMR, the development of NMR equipment, especially in the magnetic
field strength, which is still under development using high-temperature supercon-
ducting wire [5], and the increasing detection capabilities by the development of
high-speed MAS [6], low noise circuits, and cryogenic circuits including probes [7]
are expanding the range of observation opportunities for the quadrupolar nuclei in
various materials. Software development including NUS [8] and related
time-reducing technologies will also be important in the current development for
the same purpose. Now the opportunity is spread to the materials of electric power
storages, catalysts, intelligent components of the construction materials or glasses,
shieling components of barrier films, and surface-modified or surface-anchored
materials used for providing functional surfaces such as separation or detection of
particular molecules, high-performance adsorption materials, rustproofed,
anti-microbial or mold-prevention functions and so on.

Before the closing remarks in this section, the author will briefly comment about
the recently developed dynamic nuclear polarization (DNP) technologies, because
this new technology will be opening another step of opportunity for solid-state
NMR of quadrupolar nuclei [9]. DNP is the name of methods for observing
dynamically polarized nuclei, usually being conducted under low or very low
temperatures, through achieving a larger magnetic polarization on nuclear spins
compared to those in the high-field magnetic fields ordinary used in the current
NMR apparatus. The magnetization transfer from long-lived triplet molecules,
electron spins of organic radicals or para-hydrogen are used to promote large
content of magnetic polarization on the nuclear spins. Among them, methods using
organic radical polarizers (the source of nuclear polarization formation) are recently
developed much, and the specific equipment for each liquid [10] and solid sample
[11] is commercialized, currently (Dr. Fujiwara and Dr. Matsuki and their group in
Osaka University with collaboration of JEOL are currently developing DNP MAS
NMR equipment, See Chap. 4). For the liquid samples, the target sample mixed
with an organic polarizer is frozen within a glassy spin-delivering solvent (having
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protons in a suitable concentration and distribution) and stored in a medium
magnetic field where the sample is irradiated microwaves to promote magnetization
transfer from the much more polarized electron spins to the 1H nuclear spins. Then,
after a time during which the nuclear spin polarization is sufficiently developed, the
frozen solid sample is rapidly dissolved by a hot solvent, then whole the solution
instantaneously transferred into the observation vessel set in a standard high-field
NMR magnet through a transfer tube equipped between the two magnets. For the
solid samples, high-field (currently 400–800 MHz) DNP MAS NMR equipment is
developed and commercialized. This equipment is also using organic radicals as the
polarizer, and solvents frozen in a glassy solid containing rich protons allowing the
spin diffusion from the polarizer to the sample. The sample and the polarizer and the
solvent are mixed and packed in the MAS rotor. Then, the sample in a rotor is
loaded into the low-temperature MAS probe, the rotor rapidly frozen under magic
angle spinning in the probe around 100 K. In the standard cases, the frozen sample
is continuously irradiated by high-power microwaves to promote magnetization
transfer from the electrons to nuclei. Although the sample should be mixed with
organic radicals, and the enhancement coefficient is usually smaller than 100, which
is much lower than the theoretical limit (660), the highly enhanced sensitivity will
open a new era to the solid-state NMR. Although sometimes we should still need to
prepare samples with some isotopes enriched, the development of NMR techniques
is thus promising to the future development of material sciences and technologies as
one of the key technologies of an observing and analysis tools for materials.

In this contribution, we will describe solid-state NMR of quadrupolar nuclei.
The purpose of this contribution is not to provide a comprehensive knowledge
about the NMR or that of quadrupolar nuclei. It is almost concentrated to help
readers who will think and learn deeply about NMR and will do experiments to
observe solid-state NMR of their objective materials and extract useful information
from them and to develop knowledge of their own or, in some appropriate
opportunity, sharing knowledge with somebody else around the reader.

20.2 Anisotropy of Quadrupolar Interaction

NMR is an observation method of magnetically active nuclei electromagnetically
under the influence of Zeeman interaction. When a nuclear spin is put in a uniform
magnetic field, the energy levels of a spin having spin quantum number I is
quantized by that interaction energy and split into 2I + 1 states identified by the
magnetic quantum number Iz (or m) = −I, −I + 1, …, I. The energy difference
between each of the neighboring two levels is cℏH = ℏx = hm, if there are no other
interactions of significance. This interaction energy is called Zeeman energy, and
the states are Zeeman states. Each the ℏ and h (= 2pℏ) is Planck constant used in
combination with angular velocity or frequency, respectively. c is the gyromagnetic
(or magnetogyric) ratio of nucleus that is a specific constant depending on the
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particular nucleus. H is the magnetic field that the nucleus is feeling at a point
during a time that the signal coherence continuing. The energy of Zeeman states of
a quadrupolar nucleus can be described as

E ¼ c�hIzH ðIz ¼ �I;�Iþ 1; . . .; IÞ ð20:1Þ

We can detect nuclear spins through coherently observed electromagnetic waves
emitted from the sample, just have been stimulated electromagnetically. The energy
can be transferred into frequency domain through Fourier transformation of these
emitted waves. In the spectrum of spins in a single magnetic environment, we can
see a signal having the frequency that is corresponding to the energy difference
between the two neighboring states [3].

DE ¼ c�hH ¼ hm ð20:2Þ

The NMR observation is based on the detection of this differential energy
through an electromagnetic wave detection circuit including the sample. Here, the
magnetic field H means not exactly the same to the main magnetic field we will
apply to the sample using the magnet, however, H is including the secondary (and
higher ordered) magnetic fields in that material induced by the main field
(Fig. 20.1). H may include static and any fluctuated components, which means it is
depending not only on the molecular structure but also on the orientation of the
molecule relative to the field. Furthermore, it will be influenced by the relative
distance and orientation of the neighboring molecules (Fig. 20.2). If these influ-
ences are directly added on the energy observed in the spectrum, NMR will be far

Fig. 20.1 Various origins of primary and secondary magnetic fields that will affect the magnetic
field on the location of the spin
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from a method through which we can extract useful information because each
molecule is under different magnetic environment at a time that will be observed at
different frequencies. However, which is particularly characteristic to this method,1

the observed energy is well averaged on each spin during a period of its coherence
duration. In fact, this averaging duration may sustain several seconds that results in
the spectrum as a signal with its width less than 1 Hz, meaning that the due time of
the coherence sustaining is longer than 1 s (=1/(1 Hz)). In the solid-state NMR, the
typical line width is larger than 10 Hz even for crystallite samples, meaning the
coherence time is shorter than 0.1 s (=1/(10 Hz)). However, although there is no
molecular movement around the spin that will average the field automatically as
like as that in liquid-state NMR, the field averaging by certain mechanisms still
works. This is obvious when we apply magic angle spinning to the sample for the
observation of solid-state NMR. In this case, the orientation of the bulk magneti-
zation anisotropy, most part of dipole–dipole interactions, and chemical shift ani-
sotropies can be averaged so that we can observe the spins under these kinds of
interactions as relatively sharp signals in the NMR charts.

The reason why the dipole–dipole interaction will be averaged by the MAS can
be depicted in the Fig. 20.3. In a sufficiently strong magnetic field of +z-axis, every
spin will be precessing around the main field vector in parallel or antiparallel
directions in most of the time. In this situation, the average magnetic field produced
by a spin will have a particular orientation dependence having the shape as like as
that of dz

2 orbital. Under MAS conditions, from a fixed point of view on the spin A,

Fig. 20.2 A spin within a same site of a same molecule will feel a different magnetic field
depending on the orientation of the molecular axis relative to the field

1The ESR and Mössbauer spectra also have similar characteristics.
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the spin B interacting this spin will be seen as rotating along a circle centered on the
magic angle axis passing through the spin A. As a result, the magnetic field effect
caused by spin B on the point spin A will be the same to those as if that of spin C
may cause to spin A. Because a dipole moment does not have any z-axis component
at the cone surface having magic angle relative to the z-axis (main field). Zero
quantum contribution (chemical shift) of the dipole–dipole interaction between the
two spins will be averaged out in this situation.

There are several numbers of anisotropic interactions that cannot be averaged
completely by MAS. These interactions comprise the factors of ‘inhomogeneous
broadening.’ One of the origins of inhomogeneous broadening is coming from an
anisotropy in the magnetic susceptibility of a local magnetization source within the
sample. The secondary magnetic field caused by a molecular residue will normally
be cancelled out by orientation averaging caused by free molecular motions (typ-
ically in liquid states) or magic angle spinning (in solid samples). However, when
the molecular residue has a relatively strong anisotropy in its magnetic suscepti-
bility, a residual magnetic moment will appear which will not be averaged com-
pletely even after orientation averaging between the molecular axes and the
magnetic field. These phenomena are called residual dipolar coupling (RDC) in
liquid-state NMR [12], which is responsible for NOE interaction in the liquid state.
In the solid-state NMR particularly, in some cases, this type of interaction causes
splitting on the signals. These phenomena are obvious especially the relatively
sharp signals of spin 1/2 nucleus, which has a strong dipole coupling to a
quadrupolar nucleus [13–15]. These phenomena are called as residual dipolar shifts
or splitting (RDS) in solid-state NMR [16, 17], however, the difference between
them may exist only on the level of field averaging relative to the field difference.
A large anisotropy on magnetic susceptibility produces small anisotropic field that
causes small chemical shifts to the nuclei located on the close proximities of that

Fig. 20.3 Magic angle spinning under strong field will cancel out the dipole–dipole interactions
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residue depending on the relative direction between the orientation vector con-
necting to the spin from the functional group (more exactly, the center of the source
of the anisotropy) and the orientation of the group’s residual magnetization ori-
entation. In the liquid-state NMR, this interaction will effect only small chemical
shifts on its close proximities which doesn’t cause any broadenings to the signals,
because the orientation averaging of a molecule within a liquid is perfect owing to
the molecular motions, which are faster than 1010 Hz. However, in some cases of
larger molecular systems, the anisotropy of this interaction becomes obvious. Thus,
RDC potentially causes both the line-broadenings and field-dependent shifts to the
spins in the close proximities. A quadrupolar nucleus may, as like as a permanent
RDC, have anisotropy that cannot be averaged by MAS. The main term being
responsible to this line-broadening is the second-order quadrupolar interaction.
In solid-state NMR including quadrupolar nuclei, we often encounter the RDC
caused by pure dipole–dipole couplings and quadrupole–dipole couplings (some-
times called as quadrupole–dipole cross-term [16, 18]). Although RDC
becomes relatively smaller in the higher magnetic fields, this kind of interactions
makes one of the main reasons of line-broadening in solid-state NMR. Every kind
of magnetic susceptibility anisotropies may cause such kind of inhomoge-
neous (being not care whether or not this term is suitable) broadenings on its
surface by a similar mechanism.

Different from those nuclei having spin number 0 or 1/2, the charge distributions
on a quadrupolar nucleus are not in perfect spherical symmetry. This situation leads
to an interaction between a quadrupolar nucleus and an electrostatic field sur-
rounding it mainly through the field’s second-order gradient by the 3D space on that
point the nucleus being located. Since the spin is one of the substantial properties of
nuclei that interact with the magnetic fields exclusively, the nuclear spin may not
interact with the electrostatic field directly. However, because of the strong binding
between the nucleon spins inside a nucleus, the magnetic moment of a nucleus
scarcely allows a single nucleon spin to interact with the exterior magnetic field as
an independent spin. The nuclear spins do not indicate any sub-structures other than
Iz dependence when it is investigated by the photons of their energy around
Larmor-frequencies (typically several 10’s of MHz to around 1 GHz), which are
used in contemporary high-resolution NMR apparatus, and are having extremely
low energy even compared to the environmental photons, i.e., environmental
noise.2 Consequently a spin behaves as like as a fixed magnetic moment in any
electro-photonic experiments except for those using very high-energy photons of
ranges of c-ray frequencies as the incident light sources. In a literature [2], the
authors described that within one nucleus, consisting of numbers of sub-particles
such as quarks or gluons, the angular motion of the charges within the nucleus is
strongly restricted by the nuclear spin that will restrict strongly the moving charges

2It is at least two orders lower even compared to the peak frequency of the Universe’s 3.7 K
background radiation, having its peak frequency at 160.2 GHz, which is around 2 orders lower to
that of the earth’s environmental temperatures.
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distributed within the nuclei being under a higher spatial symmetry. This conjecture
is reasonable considering the electric and the magnetic energy within a nucleus may
be around 1017 and 109 Hz, respectively. The deviation of the charge distribution
within a nucleus will be minimized by taking a higher rotational symmetry.
Comparing the energies, the deviation of the charge distribution within a nucleus
will be the order of 10−8 compared to the perfect sphere (10’s cm /the earth’s
radius).3

A question will possibly be argued, why the non-spherical shape of the nuclei is
possible, when the angular momentum state of that nuclei being zero, which is
exclusively observed in the ground state of nuclei. Since, when a nucleus is in its
ground state, it stands in the smallest angular momentum condition L = 0, in that
state, the uncertainty of the orientation vector of this complex particle will be
perfectly undeterminable compared to any of the exterior world frames, i.e., it exists
in a perfect spherical symmetry. However, a small deviation from the spherical
symmetry will be possible due to the perturbation of the magnetic interactions
between the spin and the orbital within the nucleus, which causes the ground state
nucleus mixing with the higher rotational quantum states with even angular
momentum quantum numbers, for example, L = 2, 4. This will enable the shape of
nucleus to subject a very small deviation from a perfect spherical symmetry
observable from the exterior frames. The quadrupolar coupling that is observed in
NMR spectra can be described as the small contribution of the higher orders of
rotational states introduced by perturbation of magnetic interactions within a
nucleus that interact with the second-order gradient of the external electric field.

The 2I + 1 energy levels of a quadrupolar nucleus with spin quantum number
I can be confirmed by observing quadrupolar splitting of the NMR signals.
Figure 20.4 demonstrates a static NMR spectrum, taken under a stable magnetic
field, of a virtual single crystal sample containing a single site spin 5/2 nuclei. In a
static field, each the spin will be observed as 2I + 1 signals separated by 2vQ

Fig. 20.4 A virtual spectrum
of a spin 5/2 with
2xQ = 125 kHz, Gaussian
(20 kHz), and Lorentzian
(10 kHz) broadening

3According to Cohen 1954, the order of quadrupolar interaction is as large as
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¼ eV0 rn=reð Þ2. The quadrupolar interaction is around 10−8 com-

pared to the electrostatic force between the charges within the nucleus.
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(Quadrupolar frequency) approximately each the signal is corresponding to tran-
sition between the magnetic quantum number (also corresponding to the stationary
states of observable Iz, with a z-axis taken to be parallel to the magnetic field) m and
m + 1 states. This separation frequency is corresponding to the first-order
quadrupolar interaction energy. When the quadrupolar interaction is sufficiently
small, the second-order shift can be negligible and the signals separated only by the
influence of first-order quadrupolar interaction can be observed. The signal intensity
of them is proportional to f2(m, m + 1) = I(I + 1) − m(m + 1). For the case of
I = 5/2, the ratio is 5:8:9:8:5. This ratio is confirmed experimentally for single
crystal samples containing quadrupolar nuclei [19]. If the single crystal in the
magnetic field is rotated around an axis for an angle, then the frequency splitting of
the spin will be changed, however, that of central band changes only a small
amount (by CSA or dipolar couplings or higher order of quadrupolar couplings).
For the sample consisting of many numbers of crystallites, the signal will be
observed in a different shape. The signal will be distributed along with the fre-
quency range in which orientation dependence of the interaction sweeps spheri-
cally. The angular dependence of this frequency change is similar to those observed
in a spin 1/2 nuclei having a chemical shift anisotropy (CSA). Indeed, as like as
CSA, the first-order quadrupolar interaction can be cancelled by magic angle
spinning. The signal position will be influenced by not only the first-order
quadrupolar interaction but also the second-order quadrupolar interaction. This is
obvious when the quadrupolar interaction runs high. The interaction anisotropy is
much different from that of the chemical shift anisotropy and becomes one that
cannot be averaged perfectly by magic angle spinning. Using this anisotropy
positively, crystal structure analysis using NMR is possible and several numbers of
groups are developing this method [20].

20.3 Orientation Dependence of Quadrupolar Interaction

In this part, we will follow the [Ref. 21]. The orientation dependency of the
quadrupolar interaction can be described below. For simplicity, it is ordinarily
described on its principal axis system (PAS) of the quadrupolar interaction. The
quadrupolar interaction Hamiltonian (HQ) is written as,

bHQ ¼ eQ
6Ið2I � 1Þ�h

X
a;b¼x;y;z

Va;b
3
2

Îa Îb þ Îb Îa
� �� da;bIðIþ 1Þ

� �( )
;

Va;b ¼ @2U
@a@b

����
r¼0

ð20:3Þ

where dab is Kronecker delta. U is the electric potential formed by the charge
distributions outside of the nucleus, and Vab are the Cartesian components of EFG
at the origin. Because the matrix V = {Vab} should be real and symmetry from its
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definition, it will have three real eigenvalues and can be diagonalized by applying
an orthogonal transformation T,

V ¼ T
Vxx 0 0
0 Vyy 0
0 0 Vzz

24 35T�1 ð20:4Þ

can be obtained in the newly defined coordination system (x, y, z), determined also
with the convention of |Vxx| � |Vyy| � |Vzz|. This new coordination system, of
which the z-axis is set parallel orientation to the maximum electric field gradient, is
called principal axis system (PAS) of the quadrupolar interaction. For simplicity,
we will discuss the quadrupolar interaction based on this PAS, exclusively here-
after. The electrostatic force at the origin should be neutral because we are con-
sidering only the static charge distribution that should be balanced at the origin, so
we obtain that the Laplacian of the field at the origin should be zero
(Vxx + Vyy + Vzz = 0). Thus, the independent components of this matrix will be
reduced to two, quadrupolar coupling constant, eq, the largest component of the
gradient tensor, and the asymmetric parameter, η, defined by

eq ¼ Vzz; g =
Vxx � Vyy

Vzz
: ð20:5Þ

If the sign of Vzz is positive, then those of Vxx and Vyy both are negative, or the
other case of fully inverse signs is possible. In any cases, η varies from 0 to 1. If η is
zero, then Vxx = Vyy = (−1⁄2)Vzz. If η = 1, then Vxx = 0 and Vyy = −Vzz.
Consequently, Vxx varies between −(1⁄2) Vzz and zero, and Vyy = varies between
−Vzz and (−1⁄2)Vzz. If the charge distribution around the nuclei is in axial symmetry,
and if the polar orientations along with the symmetry axis are positively charged,
then eq becomes positive and if negatively charged, negative. If the charge distri-
bution around the nuclei is having a perfect tetrahedral or octahedral symmetry,
then eq = 0. Thus, the orientation of the PAS is closely related to the coordination
environment of the nuclei. Only the two parameters, eq and η, can be obtained in
NMR experiments as the independent parameters of the electric field gradient.

The electronic field gradient can be rewritten by the spherical tensor expressions
on the PAS in order to improve the visibility of the expressions in the intermediate
calculations. In those expressions,

VPAS
0 =

ffiffiffi
3
2

r
eq; VPAS

1 ¼ VPAS
�1 ¼ 0; VPAS

2 ¼ VPAS
�2 ¼ 1

2
eqg: ð20:6Þ

From now on, we will attempt to explain the anisotropy of quadrupolar inter-
action quantitatively to a certain level. As for the more generalized derivations of
formula, we recommend the readers to refer to the documents [21] or books [22,
23]. The author has been given great numbers of help from these two books
everywhere in this contribution.
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When the quadrupolar interaction is relatively small compared to the Zeeman
interaction, the quadrupolar interaction can be expressed correctly by using per-
turbation theory. Here we will express the Hamiltonian of the quadrupolar inter-
action by the first and the second order of perturbation to the Zeeman interaction as,

bH½1�
Q ¼ eQ

4Ið2I � 1Þ�h

ffiffiffi
6

p

3
3Î2z � IðIþ 1Þ
 �

V0; ð20:7Þ

and

bH½2�
Q ¼ � 1

x0

eQ
4Ið2I � 1Þ�h

� �2
� 2V�1V1 Îz 4IðIþ 1Þ � 8Î2z � 1


 �
þ 2V�2V2 Îz 2IðIþ 1Þ � 2Î2z � 1


 �� 
: ð20:8Þ

The first-order quadrupolar interaction is independent to x0, whereas the
second-order interaction is proportional to CQ

2/x0. This is the reason why strong
magnetic field is suitable for the observation of quadrupolar nuclei.

The shift of the first-order quadrupolar interaction for the transition energy from
the m to m − 1 states, which are characterized by their magnetic quantum numbers
is

xð1Þ
m;m�1 ¼ m� 1 H½1�

Q

��� ���m� 1
D E

� m H½1�
Q

��� ���mD E
¼ 3eQ

4Ið2I � 1Þ

ffiffiffi
6

p

3
ð1� 2mÞV0

ð20:9Þ

Thus, the resonance frequency will split into 2I + 1 lines separated by a
constant,

2mPASQ ¼ 3e2qQ
2Ið2I � 1Þh ¼ 3CQ

2Ið2I � 1Þ ; 2x
PAS
Q ¼ 3pCQ

2Ið2I � 1Þ : ð20:10Þ

The parameter 2mPASQ (or in angular velosity, 2xPAS
Q ), often called as quadrupolar

splitting frequency and the CQ, defined by CQ = e2qQ/h is called as quadrupolar
coupling constant, which is also denoted as NQCC or QCC or Cq or Cqcc in
literatures. Thus, the frequency of the central line does not shifted by the first-order
interaction.

The second-order quadrupolar shift can be calculated as

xð2Þ
m;m�1 ¼ m� 1 H½2�

Q

��� ���m� 1
D E

� m H½2�
Q

��� ���mD E
¼ � 2

x0

eQ
4Ið2I � 1Þ�h

� �2
� V�1V1 24mðm� 1Þ � 4IðIþ 1Þþ 9½ �

þV�2V2 6mðm� 1Þ � 2IðI � 1Þþ 3½ �

� 
ð20:11Þ
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In Eqs. 20.9 and 20.11, the anisotropic part of the interactions is included in
terms correlated with V0, V1, V−1, V2, and V−2. These terms can be transferred
to those in another coordination frame using Wigner rotation matrix elements [21]
defined by the Euler angles, a, b, and c

Vi ¼
X2
j¼�2

Dð2Þ
j;i ða; b; cÞVPAS

j ð20:12Þ

In a single crystal, the orientation-dependent quadrupolar splitting frequency can
be written using the Euler angles as,

xQ ¼ 3v
2Ið2I � 1Þ

1
2
ð3 cos2 b� 1Þþ 1

2
g sin2 b cos 2a

� �
; ð20:13Þ

where v is another quadrupoler coupling constant used with angular velocity, v
= 2pCQ. The first-order quadrupolar shift under static conditions is

xð1Þstatic
m�1;m ¼ ð1� 2mÞxQ ð20:14Þ

The shift of the center band will become zero, and the other lines are equally
separated. The separation frequency is dependent on the orientation. For the
second-order shifts, the orientation dependency is expressed as,

xð2Þstatic
�1=2;1=2 ¼ � 1

6x0

3v
2Ið2I � 1Þ

� �2
IðIþ 1Þ � 3

4

� �
� Aða; gÞ cos4 bþBða; gÞ cos2 bþCða; gÞ
 � ð20:15Þ

with

Aða; gÞ ¼ � 27
8

þ 9
4
g cos 2a� 3

8
ðg cos 2aÞ2

Bða; gÞ ¼ � 30
8

þ 1
2
g2 � 2g cos 2aþ 3

4
ðg cos 2aÞ2

Cða; gÞ ¼ � 1
8
þ 1

3
g2 � 1

4
g cos 2a� 3

8
ðg cos 2aÞ2

ð20:16Þ

Under MAS conditions, the first-order quadrupolar interaction becomes zero.
The second-order quadrupolar interaction in the center band is

xð2ÞMAS
�1=2;1=2 ¼ � 1

6x0

3v
2Ið2I � 1Þ

� �2
IðIþ 1Þ � 3

4

� �
� Dða; gÞ cos4 bþEða; gÞ cos2 bþFða; gÞ
 � ð20:17Þ
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with

Dða; gÞ ¼ � 21
16

� 7
8
g cos 2aþ 7

48
ðg cos 2aÞ2

Eða; gÞ ¼ � 9
8
þ 1

12
g2 þ g cos 2a� 7

24
ð�g cos 2aÞ2

Fða; gÞ ¼ 5
16

� 1
8
g cos 2aþ 7

48
ðg cos 2aÞ2

ð20:18Þ

Here, the orientation of the magnetic field vector is described on the basis of the
Cartesian coordinates of the PAS of the quadrupolar interaction.

Using MAS, the second-order effect to the line width is reduced to about 30% [24]
that enables us to observe A[O4] and Al[O6] in c-Al2O3 as separate signals in
400 MHz magnets (Fig. 20.5). One important thing should be pointed out. The
second-order quadrupolar interactions are consisting of not only orientation-
dependent terms but also an orientation-independent part that will result a field
dependent permanent shift relative to the diso in the spectrum. For this reason, the
peak positions of NMR signals of quadrupolar nuclei are field dependent. For a signal
in which the environment of a quadrupolar nucleus has a certain deviation, when
assuming a Gaussian distribution to the CQ, the apparent signal will be distributed
unsymmetrically in the frequency domain as can be seen in the Fig. 20.5 [25].

In Fig. 20.6 is illustrated the orientation dependence of the quadrupolar inter-
actions with virtual quadrupolar nuclei each having 7 MHz of quadrupolar coupling

Fig. 20.5 A typical 1D spectrum of a spin 5/2 nuclei. MAS NMR spectrum of c-Al2O3. The
whole range spectrum (upper) with a center expansion (lower) of MAS (relatively sharp) and
non-MAS

20 Quadrupole Nuclei in Inorganic Materials 557



constant, CQ, diso (70 ppm) and 6 different η′s. The x0 is 104.6 MHz/2p which is
related to a Al[O4] site in a silica-alumina compounds with relatively a large CQ.
The correspondence of resonance frequency in the MAS spectrum patterns and the
MAS axis orientation dependences relative to the PAS are illustrated by colored
spheres.

In the cases that both the quadrupolar interaction and the CSA and/or the other
anisotropic interactions are comparable, numerical simulation will be needed for the
analysis of the spectrum. For single crystal samples, the relative orientation between
the two PAS of CS tensor and the EFG tensor is described by a set of Euler angles
(a, b, c), which can be obtained by fitting the simulation data to the experimental
ones. However, for the amorphous or mixture solids, these parameters are rarely
obtained separately.

20.4 Signal Separation Through Quadrupolar Coupling

Most of the spectrometry is being used for separation of the signals obtained from
the objective materials to get information about the amounts and properties of
particular ingredients. However, a large second-order quadrupolar interaction of a
nucleus often prevents us to observe signals under different environments sepa-
rately. As a result, there have been long demands for the observation of half-integer
quadrupolar nuclei as well-separated, relatively narrow signals. For this purpose,
several numbers of methods have been developed that may cancel the second-order
quadrupolar broadenings in NMR. As systematical methods, double rotation

Fig. 20.6 Calculated MAS spectra of a spin 5/2 nuclei with the same CQ and different η, with
spherical maps of frequency-orientation relationship of the MAS axis to the PAS

558 T. Takahashi



(DOR) and dynamic angle switching (DAS) were implemented both using
specifically designed probes. Both of them are containing their particular advan-
tages; however, here we have no space to deal with them further. Currently,
multi-quantum MAS (MQMAS) is most frequently used for obtaining the
quadrupolar parameter and a chemical shift, and obtaining separated signals
depending on these parameters, because this method uses no special probes other
than a normal MAS probe.

20.4.1 MQMAS

Frydmann and his coworker have first proposed MQMAS as a 2D NMR method
[26] that can refocus anisotropic quadrupolar interactions in the F1 dimension (the
second Fourier-transformed frequency dimension upon the parameter evolution
time, t1. We use F2 dimension as the Fourier-transformed frequency dimension
with the observation time, t2 in accordance with the commonly used convention) in
a 2D map. The word ‘multi-quantum coherence’ is used first time by a Japanese
researcher, Dr. Hatanaka as had been commented in a book [4]. Single quantum
(SQ) coherence may be a single photon entangled state with a quadrupolar nucleus
on its Iz = 1/2 and − 1/2 Zeeman states. This coherence can be exclusively used
for the observation of the CT band spectra. Similarly, MQ coherence means that an
entangled state between +m and −m (m � I) states of a quadrupolar spin with an
MQ-energied photon that may have made by 2m photons of incidental electro-
magnetic wave. Depending on the phase evolution frequency, we call the ‘coher-
ence order’ of this entangled state, p (in the present case, |p| = 2m). This method is
based on the phenomena that the anisotropy of quadrupolar interaction of MQ
coherence is proportional to that of SQ coherence in the frequency domain with a
single universal ratio R(S, p), described below,

RðS; pÞ ¼ p 36SðSþ 1Þ � 17p2 � 10½ �
36SðSþ 1Þ � 27

; ð20:19Þ

which is depending only on the spin quantum number S and the coherence order
p. Another important point is that R(S, p) can be selected negative for
every combination of S and |p|. So, for a quadrupolar nucleus, when it experiences
both the SQ and MQ coherences, in the time domain with each the time duration of
1:R, all the nuclear spins under the identical orientation-dependent quadrupolar
interactions, however under different orientations to the field, will evolve to refocus
at the same time and form an echo signal. This echo is called isotropic quadrupolar
echo. Based on these phenomena, controlling the evolution time of MQ coherence
by changing the time between the excitation and conversion pulses, we can observe
isotropic quadrupolar echo at a time depending on the CQ, η and diso. The resulted
2D data will contain the information of PQ (PQ = Quadrupolar parameter; PQ

2 =
CQ

2(1 + η2/3) )and diso for each the separated signals. Numbers of introductions and
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reviews of MQMAS are published. Here we describe the most frequently used z-
filtered MQMAS [25, 27] in further detail. This most frequently used method is
using symmetrical coherence pathways between p = 3 ! 0 and −3 ! 0 for the
3Q MQMAS. This method is suitable for cancelling the phase dispersive compo-
nent in the finally obtained 2D map.

Z-filtered MQMAS uses three pulses, two of which are at around the maximum
strength to that probe, the third one is normally set to be a weak or selective pulse.
Under MAS conditions, a strong pulse around 180° is first irradiated for the
excitation of multi-quantum coherence. The second strong pulse around 90° is used
to convert the MQ coherence into SQ coherence selecting that coherence through
applying phase cycling. During the next waiting time, normally around 20 ls, the
magnetization to be observed will be settled in the z-direction for avoiding
appearance of dispersive components of the magnetization. The last weak or
selective pulse will convert the magnetization to be the observable SQ coherence
and the resulted signal will be observed as echoes with the coherence order |p| = 1.
Fourier-transformed spectrum will show several numbers of slanted ridge-like
peaks in the 2D map because each the peak is made by echo signals with those the
starting time shifted sequentially (Fig. 20.6). These can be made parallel to the F2
axis by applying shearing to the 2D spectra. The quadrupolar parameter and the
isotropic chemical shifts can be obtained from this finally obtained 2D map using
the F1 and F2 value of the center of gravity of each peak by simple linear com-
bination of these values. For the case of 3Q MQMAS (m’ = 3/2), the equations are

dCS ¼ 10
27

dCG2 þ 17
27

dCGISO ð20:20Þ

dQIS ¼ 17
27

dCG2 � dCGISO
� � ð20:21Þ

where d2
CG and dISO

CG are the center of gravity of the 2D peak obtained by F2 and F1
value in the sheared 2D map, respectively. dCS and dQIS are the chemical shift and
second-order quadrupolar shift of the peak. From these parameters, the quadrupolar
parameter PQ can also be calculated by the following equations,

P2
Q ¼ dCGISO � dCG2

� �2�FðSÞ � m20 � 10�6 ð20:22Þ

FðSÞ ¼ 680½2Sð2S� 1Þ2�
81½4SðSþ 1Þ � 3� ð20:23Þ

Here we will show an example of 27Al z-filtered 3Q MQMAS chart. Zeolites and
related materials are essential in catalysis and adsorbate materials. MQMAS is
frequently used in the research of these materials sciences. Figure 20.7 shows 27Al
MQMAS of ALPO-15 taken by using 4 mm MAS rotor spinning at 10 kHz within
a MAS probe set in a 400 MHz magnet. You can see five peaks separately observed
in the 2D map. In most of silica-alumina or alumino-silicate samples, 2D peaks of
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27Al signals of different coordination numbers can be observed separately. In some
cases, we can recognize two or three peaks are included within the Al[O4], Al[O5]
or Al[O6] sites. From each the separated peak, with some help of spectral simu-
lation softwares, we can obtain a set of quadrupolar parameters, CQ and η, and an
isotopic chemical shift, diso for each of the peaks.

There have been proposed a number of variations based on the same principle
[28–32]. Each method has its own advantages and drawbacks. Among them, four
pulse sequences, split-t1 type of MQMAS is useful for obtaining data which doesn’t
need shearing. SPAM may be useful in some cases for its ability to sensitivity
enhancement. Although in both of these cases, the peak shape might be skewed a
little. Note that in the former case, the parameter extraction should be performed in
a different way [29].

Fig. 20.7 Z-filtered 3Q MQMAS spectrum of AlPO-14. 27 Al 3Q-MQMAS of AlPO-14. Two Al
[O4] (1,2), one Al [O5] (3) and two Al [O6] (4,5) sites are separately observed in this chart [27] (b).
Copyright from Elsevier 4177351452113.
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20.4.2 STMAS

STMAS is a 2D NMR method that provides spectrum much looks like those spectra
obtained by MQMAS, if we look at the result. However, this method is using
different coherent pathway, compared to MQMAS, for the echo to be refocused
[33]. STMAS uses spinning side bands of satellite transition (ST) bands, gathering
them into a single peak in the F1 dimension of a 2D map, with an increment of
t1 interval synchronized to the rotation period of the MAS rotor. STMAS uses
coherent transfer echo that will form after the single pulse excitation of the ST
bands and the following conversion pulse applied to the CT band. The initially
excited nucleus will experience the two coherent states during the time domain and
will make the coherence transfer echoes at a time. The advantage of STMAS
compared to MQMAS is mainly in its higher sensitivity [34], since MQMAS adopts
phase cycling that cancels the main part of the transiently obtained signals, resulting
the relatively lower overall sensitivity. A number of authors are describing the
advantage of STMAS to MQAS on this point [35–37], although STMAS demands
severer experimental settings in MAS rotation speed (±2 Hz) and MAS angle
0.003° than those demanded by MQMAS. These are needed for preventing loss of
refocusing the ST band signals that are necessary for obtaining the coherent transfer
echo. In many cases, samples showing less ST band signals are not suitable for the
STMAS. Since the line shape especially in the F1 axis on the 2D chart will be
broadening in those samples. A possible reason that would cause F1 broadening is
molecular motion [38].

20.5 Signal Separation Through Correlations to Other
Nuclei

NMR provides us extremely precise information of the nucleus observed in a
particular frequency. What is the most unique property compared to the other
spectroscopic method is the ability of correlation information between homo- or
heteronuclei. In this section, we will describe the solid-state NMR using CPMAS
and HMQC type coherence transfer methods.

Cross-polarization (CP) is a solid-state NMR method using magnetization
transfer between two different nuclei under close proximities. When a pair of two
I = 1/2 spins, identified by i (initial) and f (final), are simultaneously irradiated and
spin-locked at the same nutation rate, m1f = m1i, the relatively less abundant spin
with low Larmor frequency will be magnetized by polarization transfer from the
other abundant spin with high Larmor frequency. The condition, m1f = m1i, is called
Hartman-Hahn matching condition, which allows magnetization transfer between
the two nuclei through dipole–dipole interaction between them, and causes flip-flop
between the two spins. CPMAS (or CPMAS or CP/MAS, meaning CP under magic
angle spinning of the sample) is one of the most frequently used solid-state NMR
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techniques used in the observation of a relatively rare nuclei with low Larmor
frequency spin X (typically 13C, 15N, etc.,) by using magnetization transfer from
abundant nuclei with high Larmor frequency spins such as 1H or 19F. Under the
MAS conditions, the Hartman-Hahn matching condition should be modified to,

m1I ¼ m1S � nmR ð20:24Þ

where, m1S and m1I is the nutation rate of the initially magnetized spin, and that of the
target nuclear spin. mR is the rotating rate of the sample and n is 0,1 or 2. Applying
sub-miliseconds to milliseconds of spin-locking pulses to both the 1H channel and
X channel simultaneously, magnetization transfer takes place during the pulse
through dipole–dipole interaction between the two nuclei being under mutual
spatial proximity. The heteronuclear dipolar interaction between spin I and S can be
written in the following equation,

xIS ¼ �hcIcS
1� 3 cos2 hIS

r3IS
ð20:25Þ

where, cI, cS are the gyromagnetic ratio of spin I and S, and rIS, hIS are the distance
and the relative angle between the two spins, respectively. The magnetization
transfer will take place through the flip-flop interaction derived from this
interaction.

The magnetization transfer in CPMAS is often treated in a simple thermody-
namic transport model that consists of a magnetization buildup time (TIS) of the
destination nuclei and the decay of the source, and sometimes, the decay of des-
tination magnetization life time: T1q (longitudinal relaxation time within a rotating
frame). In some literature, this phenomenological treatment is used for the esti-
mation of amount of nuclei those have long relaxation time, which makes the
quantitative estimation difficult. This method will provide good estimation when
there are no nuclei those will not receive any magnetization through
CP. Theoretically, the magnetization transfer within a rotating sample including
CPMAS is often explained using tilted rotating frame [39], and in some cases, with
Floquet theory [40], which uses large matrix representation containing a number of
rotary assisted states. In any cases, CPMAS is thought to be a rather complicated
process. The explanation of this phenomenon needs precise estimation of RDC
during the m1 field irradiated. In some ideal cases, where a dipolar interacting
spin-pair is well isolated by the other spins, we can obtain dipolar coupling constant
by performing Fourier transformation of the build-up curve as the time domain data.
The dipolar coupling constant can be obtained from the peak distance appeared on
the resulted pattern with a shape like a Pake doublet [41].

The pulse sequence used in the CPMAS is shown in Fig. 20.8.
The CPMAS including quadrupolar nuclei can be used as sensitivity enhance-

ment in very limited cases. It’s mainly because the spin-lock duration within
quadrupolar nuclei is much shorter than that of spin 1/2 nuclei [42]. The sensitivity
enhancement through CP can be observed only in the cases of nuclei with
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sufficiently small quadrupolar couplings. In more general quadrupolar nuclei, a
number of states having large anisotropic quadrupolar interaction exist and have
intersystem crossings with the central transition band. The spin-lock state, which
can be prepared on the CT band correspoinding to m = 1/2 between m = −1/2
states, will be easily collapsed by the other states transitions within the same
nucleus.

The matching condition of CPMAS with at least one quadrupolar nucleus
included is apparently much different from those between spin 1/2 nuclei, because,
the nutation of quadrupolar nuclei is much dependent on the CQ and its orientation.
If the CQ is very small, close to zero, then the nutation rate is same as to that of
liquid states. If the CQ is sufficiently large, the nutation rate becomes 2I + 1 times
faster than that of the liquid samples. An intermediate quadrupolar nucleus desig-
nates an intermediate effective nutation rate. Within this limit, the effective nutation
rate of a quadrupolar nucleus varies. Under this situation, the matching condition
should be changed to

m1I ¼ �meff1S þ nmR; m1S � meff1S �ð2Iþ 1Þm1S; n ¼ 1 ðor 2Þ: ð20:26Þ

The only matching condition that can be used for the wide range of the samples
is to set the effective nutation rate of the quadrupolar nuclei, meff1S , to mR − m1I,
although in some cases, we can get CPMAS signal in the condition of n = 2,
meff1S = 2 mR − m1I. meff1S cannot be simply determined in precision by the spin-lock or
nutation experiments. In most cases, we should search a range of frequencies to
obtain a suitable nutation rate. For the case of magnetization transfer between two
quadrupolar nuclei, both the nutation rates become m1

eff.

Fig. 20.8 Pulse sequence of CPMAS with a schematic picture of magnetization transfers from the
initial magnetization to the destination magnetization
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The spin-lock of quadrupolar nuclei for a duration needed for the magnetization
transfer is rather a problem. Alexander Vega introduced an adiabaticity parameter,
a, defined by

a ¼ m21
mQmR

; ð20:27Þ

which can express the spin-lock efficiencies to the quadrupolar nuclei [43]. When
this parameter is much larger than 1, then the spin-lock power is sufficiently strong
for effectively delivering spin-locking power into whole range of the signal width.
Contrary, when this parameter is much smaller than 1, then only a limited range of
the nucleus within the signal can be spin-locked. The intermediate range, a � 1,
should not be used because in these regions, the RF field will interfere quadrupolar
interaction and sample rotation to lead a complex magnetization movement. The
shape analysis of the static CP signal obtained by applying this logic to expand the
parameter a to be orientation dependent, the spectral patterns of a quadrupolar
nucleus taken under different conditions have been well simulated [44].

Even when the sensitivity is much lower compared to the direct excitation of the
destination spins, the obtained signals will bearing the information that the source
spin handed the magnetization to the destination spin via through-space dipole
interactions. Sometimes, the fact itself, that the magnetization has transfered thor-
ough space, may bring us a critical information about the relationship of the two
nuclei. Or, in other cases, we will be able to observe nuclei more clearly sepa-
rated through these interactions. 2D spectra using these conditions may bring us the
correlation map between the two nuclei if the spectrum succesfully taken. The weak
magnetizations of the source nuclei or weak spin-locking of them can be focused to
nuclei under a particular environment. Using these methods, or combination of
them, we will obtain the rich information of heteronuclear through-space correla-
tions. Thus, the hetero-nuclear correlation (HETCOR) spectra combined with
CPMAS enables us to observe the through-space correlation between the two
hetero-nuclei visually in a 2D spectrum.

HMQC (hetero nuclear multiple quantum correlation) is another method to
obtain heteronuclear correlations in a 2D spectrum. This method is originally used
in liquid-state NMR that extracts heteronuclear interactions through J-coupling
between them. When we apply a recoupling pulse during the magnetization
transfer, this method can be used as D-HMQC method that is much useful for
quadrupolar nuclei in general. In solid-state NMR, the coherence time duration (T2)
is not in every case long enough for the magnetization transfer evolution via J-
coupling. However, high-speed rotation and high magnetic fields together are
lengthening the available coherence time and meanwhile narrowing the matching
condition for the magnetization transfer via CP. Both these two conditions will
increases the relative importance of HMQC compared to CP-HETCOR used in
obtaining hetero-correlation spectra. When the value of J-coupling constant is
roughly estimated, the only parameter to be adjusted for HMQC experiments is the
inversion pulse for the observation nuclei, that makes preparative experiments
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needed for HMQC easier than those for CP although the signal intensity of HMQC
is comparably small or often smaller compared to that of CP, because HMQC
actually extracts the dephased part of the signal using phase cycling.

We have no space to describe about non-half-integer quadrupolar nuclei in this
article. Some useful information about quadrupolar nuclei with I = 1, 2H, 14N are
described in Chaps. 6 and 12, respectively. 2D HETCOR experiments using D-
HMQC type correlations are effectively used in 1H -14N hetero-correlation and
14N-14N homo-correlation spectra [45]. These types of experiments require high
speed rotation and strictly matched magic-angle conditions.

A number of researchers are combining MQMAS or STMAS with CPMAS,
HMQC or SQ-DQ type correlation spectra for obtaining heteronuclear correlations
information with much separated peaks [46, 47]. 1QCP-MQMAS, MQCP-
MQMAS are one kind of these methods, which prepare firstly CP magnetization
bearing 1Q or MQ coherence selected by phase cycling [46]. As for 1QCP-
MQMAS method, the 1H initial magnetization is first moved to quadrupolar nuclei,
then the resulted magnetization immediately flip back to z-axis, after a short wait, a
normal MQMAS sequence is applied to the quadrupolar nuclei, with 1H decoupling
during the MQ and SQ magnetization evolution and the acquisition time [46]. The
other method is to obtain the correlation between the isotropically refocused
quadrupolar signal with the chemical shift-solved 1H signals. The resulted mag-
netization is utilized as the initial 3Q magnetization then the second and the third
pulse is irradiated consecutively to obtain MQMAS spectrum [47].

27Al-1H high-resolution, high-sensitivity correlation spectrum has been obtained
through STMAS-CP using w-PMLG acquisition [48]. Because the T1 of
quadrupolar nuclei is much shorter than that of spin 1/2 nucleus, it is advantageous
to choose quadrupolar nuclei as the source magnetization. w-PMLG, or w-DUMBO
aquisition is necessary for obtaining 1H magnetization well separated. Unless using
such sequence the resulted 1H magnetization will be mixed up during the obser-
vation period and will return to be observed as broad signals. We will also note that
LG-CP should be considered to be used for the 1H signal separations [41].

20.6 Sensitivity Enhancement Through Population
Transfer

For quadrupolar nuclei specifically, methods using the population transfer within a
single nucleus can be used for the sensitivity enhancement of the MAS NMR. In
this part we will introduce RAPT (rotation-assisted polarization transfer), FAM
(fast amplitude modulation), DFS (double frequency sweep), HS (hyperbolic
secant), and WURST (wide-band uniform-rate smooth truncation (WURST). Each
of these methods listed here uses a different pulse sequence or a different shaped
pulse. FAM and DFS can be also used in MQMAS as for 3Q-1Q conversion pulses.
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Under MAS conditions, the ST band components of NMR signals will be
observed as many spikelet peaks distributed in a wide range within that ST band
(usually, MHz’s or larger) (see Fig. 20.5). Although these spikelet sisngals are
narrower than that of the CT signal, these signals are positively used in very limited
cases, because these spikelet peaks are too small to gain a sufficient S/N ratio.
The ST band coherence components of magnetization developed in a nucleus will
experience one or two cycles of frequency oscilation, which sweeps a certain fre-
quency range, during one MAS cycle. This swept frequency amplitude is depending
on the relative orientation of PAS and the MAS axes. The spikelet peaks are
emerging from the ST coherence in which the frequency sweep range is sufficiently
small those can be averaged by MAS, contrary, some ST coherences experiencing
larger frequency change during a MAS rotation period will be dephasing rapidly.
The sensitivity enhancement methods listed above are all stimulate the spins under
ST regions and sweep them out from the ST states (states with |m| > 1/2) into the
CT states (|m| = 1/2) in a particular degree depending on the method and the
conditions of the spins. Applying these pulses prior to the first stimulation pulse
(90º pulse), we can obtain much larger signals in the CT band in many types of
experiment except for the methods using the ST states directly, for example,
MQMAS or STMAS.

RAPT and FAM are the methods proposed independently in relatively an early
time [49, 50] and still developing in each. Both of them are using many numbers of
short pulse trains with middle strength changing the frequency or amplitude
alternatingly, respectively, for the population transfer from the ST to CT states in a
quadrupolar nucleus. The pulse trains will provide a frequency distribution in a
wide range of frequencies that spread to a large part of the ST bands. The efficiency
of population transfer is depending on the applied frequency shifts of the pulse train
among which, the population transfer will be maximized at the ±2mQ. Because it
will be vanished at the edge frequency of the ST bands, this observation can be
utilized for the estimation of CQ [51].

DFS, WURST, and HS are the methods using frequency sweeping pulses (more
frequently called as adiabatic pulses). DFS [52] is based on the amplitude modu-
lation by a frequency swept sine curve, resulting the pulse consists of up- and
down- frequency sweeping components of relatively wide ranges in the frequency
domain excluding the certain width of center region so as not to interfere the CT
band signals. WURST [53] and HS [54] both are using similar phase modulations
resulting one-direction (either up or down) frequency sweeping. Both the two
shaped pulses, WURST and HS, have a common phase modulation pattern, a
parabola curve rolled up within one phase period, that enables a uniform excitation
or inversion of spins within a relatively wide range of frequencies. Each the shaped
pulse is truncated by a different envelope shape. The truncation of the shape is
important for cutting off the unexpected frequency extrema. The WURST is having
the envelope shape closer to a rectangular shape, which can provide a wider range
of frequency sweep width by using relatively a weaker pulse than that of HS, and
HS may have sharper limits in the frequency domain. The usage of these pulses is
different from that of DFS. When these pulses are applied to the population transfer
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of quadrupolar nuclei, the frequency sweeping range is limited to a frequency span
corresponding to one roter cycle within a ST pulse region located at 150–250 kHz
distant frequency higher or lower positions from the CT band. Applying 180° pulse
to this limited region, during 1–3 rotation cycles, the highest population transfer is
achieved so far. The theoretical background is not yet fully accounted. However, a
large part of nuclei in ST states will pass through this frequency region, around mQ
distant from the CT band, 2 or 4 times during one rotor cycle.

Very recently, a new method that may elucidate the heteronuclear correlation
between spin 1/2 and a half-integer quadrupolar spin, PT-J-HMQC and PT-D-
HMQC, has been reported [55]. PT means population transfer that is performed by
WURST pulses. This method is based on HMQC, with additional continuous
irradiations of WRUST pulses to the quadrupolar nuclei during the spin evolution
time. Those WURST pulses are applied synchronously to the rotation cycle. During
this pulse period, the 3Q-coherence is continuously evolved on the quadrupolar
nuclei to realize rapid growth of the correlation peaks through J-coupling with the
spin 1/2 nuclei (PT-J-HMQC). When applying recoupling pulses to the spin 1/2
nuclei, the spin evolution through dipole–dipole interaction can be achieved (PT-D-
HMQC). In this case, the growing up speed of the destination magnetization is
accelerated only a little [55].

WURST can deliver RF powers uniformly to a relatively wide range of fre-
quencies. Using this characteristics, it is used for excitation and inversion of signals
spread in a relatively wide frequency range. This pulse is recently used in com-
bination with CPMG. When the frequency sweeping pulses are applied in both the
excitation and inversion pulses, every signal will be focused correctly [56], then
also is used for signal acquisition of nuclei having vast CQ’s such as

71Ga, 91Zr, and
59Co with a help of VOCS type experiments [57].

20.7 Confronting the Real World, Real Materials

In solid-state NMR experiments for an objective sample, we should consider many
parameters used in that experiment simultaneously. First of all, the rotor size
selection is very important. If the larger rotor we use, we can obtain the higher
sensitivity [58]. But, when we use the larger rotor, meanwhile we need a larger
amount of that sample and also we should give up to apply strong RF field to the
sample and also give up to rotate the sample under higher rotation speeds. The m1
homogeneity will also be hindered in the larger rotors. Generally, high-speed
rotation and high-power decoupling pulses result good, however, the temperature
rise of the sample will become high that will threaten the sample to potential
thermal decompositions. Without saying, the probe specs, especially the endurable
voltages and duty cycle limits are more important. Acquisition time and the fre-
quency resolution, sampling time and the frequency width of the spectrum are in
mutually reciprocal relationships, respectively. Especially for the 2D experiments,
larger acquisition time in t1 (time in the parameter dimension) axis will take much
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experimental time, hence we often minimize the number of t1 points. To achieve this,
we should select short acquisition time in the t1 domain or long sampling interval
along with t1. Those conditions, when all the acquired data were finally Fourier
transformed, will result in the lower resolution or narrower observation window in the
F1 domain, respectively. Both of them prevent us from adjusting the phase properly
in F1 domain. Especially if the line width along with the F1 domain is relatively large
compared to the spectral width, we should observe in somewhat wider range than the
frequency range in which all the signals are contained for the determination of the
phase, especially the first-order phase/frequency coefficient, P1 (comparative to P0)
properly. For this purpose, we should take excess numbers of t1 points. All of these
trade-off conditions mentioned above are not limited to the experiments for the
quadrupolar nuclei, but common to all the MAS NMR experiments. Thus, when we
want to take NMR of a sample in a sufficiently high sensitivity, many numbers of
trade-off factors should be considered in solid-state NMR experiments.

During our daily work using solid-state NMR, we may confront many types of
problems to be overcome. First of all, we should pack the sample into the rotor
properly. Very small unbalance of the weight distribution in the rotor will collapse
the stable rotation of the rotor. The smooth rotation necessary for the observation of
MAS NMR signals should be achieved prior to the signal observation. For some
types of samples, this will be an extremely difficult task. Consequently, the sample
packaging to the rotor is the first impotant task for obtaining MAS NMR spectra.
The dense packing will be better for obtaining a good S/N ratio generally, however,
in some cases, more sparse packing will be far easier than that of dense packing for
obtaining a smooth, high-speed rotation of that rotor. In the latter case, the sample
distribution within the rotor will be achieved during the rotation. For taking
solid-state NMR, finely grained powder samples will be the most suitable for
obtaining good spectra. However, this is not every time possible.

Generally, flowable samples should not be rotate within the rotor, because the
convection flow within the rotor induced by the centrifugal force may push off the
cap during rotation. There are many ideas and methods, special rotors and apparatus
developed for gels, liquid crystals, liquid containing solids or solid containing
liquids. A convenient way to take MAS NMR signals of these materials is available
by using some tight packing rotor insert that can contain the liquid like samples
within a rotor in the MAS experiment. Though the rotating speed will be limited, if
we succeed in sampling, the rotor will start a stable spinning and MAS NMR
signals can be taken using this rotor.

In the cases of samples emitting small amount of solvent vapor or other gases,
such samples demand a special care. In those cases, using a cap having a central
hole should be necessary for letting the gases escape from the rotor.

For the thin film samples, in most cases, the sample will be finely and regularly
cut into small pieces. In some particular cases, stacked punched disk packing or
scroll like packing to rotors are successfully used for their MAS NMR experiments.
If the very first step of the rotation would help the achievement of a balanced mass
distribution through centrifugal force, this kind of packing methods would work
well, though the initiation of the smooth rotation is not always easy. In some case,
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we can observe the chemical shift anisotropy of an oriented samples by comparing
the NMR signals obtained with differently packed samples [59].

For the observation of conducting materials, sometimes dilution of the sample
with insulation materials for example silica, alumina, etc., should be necessary.
When we apply strong RF, the rotation of the sample possibly interrupted. In those
cases we should dillute the sample further, or we should use a weaker pulse
power or slower spinning speed or both.

Deeply dried samples such like silica, alumina, etc., would be inclined to be
charged up electrostatically. These samples would not rotate in a strong magnetic
field, possibly because of the force between the moving charges and the magnetic
field (Lorentz force). In those cases, we need to use some static electricity elimi-
nator during the sample packing within a dry box or similar apparatus.

Especially for the inorganic materials, the preparation and control of the sample
conditions affect the resulted spectrum drastically. Sometimes, we should thor-
oughly dry up the sample under high-temperature and vacuum conditions, in some
of those cases, we often obtain a complete different signals depending on the
sample preparation conditions. In this section, we will discuss the 27Al NMR of
zeolites and related silica-alumina materials in a little more detail. These materials
are frequently used as catalysts or adsorbents. The surface conditions of these
materials, especially for the amount of adsorbed water on the surface may offten
affect the activities of these materials. 27Al, I=5/2, m0 (

27Al) / m0(
1H) = 0.26057 and

natural abundance 100%. In the 27Al NMR spectra obtained in metal oxides such as
silica, alumina, zeolites and silica-alumina ordinary shows signals from Al[O4], Al
[O6] (Fig. 20.5), and less frequently from Al[O5] sites separately [60]. However, the
signal separation patterns of them are very sensitive to the moisture loaded on the
surface of that sample. A simple assumption of the hydration mechanism of these
materials will predict that Al[O5] then Al[O6] will appear stepwisely along with the
hydration of the sample progressed as the Al[O4] will decrease. However, at least
from comparing the signal amounts of dried samples in different conditions, the
amount of Al[O4] and Al[O6] increased and that of Al[O5] decreased upon the
hydration progressed. In addition to that, in some deeply dried silica-alumina
samples including zeolites, we often cannot observe sufficient amount of 27Al
signals including the Brønsted acid sites denoted as Al-OH-Si that can be working
as a strong acid site. These observation has lead us to recognize that there are some
‘invisible’ aluminum species existing in the deeply dried zeolites or silica-alumina
samples. Since the Brønsted acid sites, which can only be observed upon heating of
oxionium, [Al--O-Si][H3O

+], or ammonium, [Al-O-Si][H4N
+], forms of the sites

under vaccum, is one of the cnetral imporance in the catalytic science, many eforts
have been made for the observation of these Brønsted sites. Comparing to the
ordinary observed CQ’s of Al[O4] sites (3� 7 MHz), much larger a value, CQ =
15.3 MHz was found for the 27Al signal in the Brønsted acid sites in a dry HY
zeolite that was measured by TRAPDOR (transfer poulation double resonance)
[61]. In HZSM-5, CQ � 16 MHz is directly observed with a static sample by a
help of signal enhancement with DFS [62]. An ab initio calculation of a model
cluster structure taken from ZSM-5, the 27Al[O4] signal at the Brønsted site
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possibly exhibits very large CQ values (� 20 MHz) [63]. This is a very important
knowledge that not every aluminium species can be observed in a NMR chart
with a similar order of line-width.

In situ experiments are expected to provide very useful information for the
material development and the reaction controlling in many fields of chemical
systems. For this purpose, MAS probe with rotors having gas inlet and outlet, those
can be operated under sample rotation within the rotor is under developing.

Hunger and his co-workers have first devised a MAS probe in which rotor
equipped with in situ gas flow system inside [64]. For example, a partially proto-
nated Na, HY zeolite (Faujasite) has been investigated using this apparatus. Under
normal conditions, it shows both tetrahedral and octahedral Al sites. When the
sample was heated and dried under continuous flow of dry air, almost all the 27Al
signals of HY zeolite were disappeared. When water containing air was flowed
inside the rotor, both the tetrahedral and octahedral coordinated Al species were
recovered on the 27Al spectrum. Since not any Al was added or subtracted during
these processes, this observation clearly shows that there exists Al species invisible
in the NMR chart (Fig. 20.9). The differential area of 1H NMR signal is corre-
sponding to the water adsorbed. Except for water, the amount of other components
within the rotor do not change during this process. However, the structural change
on the aluminium coordination environment affected both 1H and 27Al signals.
Thus, the word ‘invisible’ exactly means ‘too broad to be observed’.

During the hydration of the sample, a part of adsorbed water molecules may
construct the first, second and higher coordination shpere of the aluminium mole-
cules in the sample. This change may introduce some molecular motions caused by
reversible adsorption - desorption of water molecules on some local spots and/or
the motion of the attatched water molecules themselves. The strong dipole moment
of water will affect the electrostatic environment of aluminium. These processes
may cause motional averaging to the structure of aluminium coordination sphere
and make it into a more relaxed one. The local environmental difference between
species will shlink within a certain range and enables us to observe 27Al species
rather simple and much more grouped. Although the above observation poses some
limit to the observation of 27Al NMR within simple observation methods adopta-
tion, there are still existing other methods to observe such a broad signal especially
in static experiments. In general cases, signals having a widgh wider than several
numbers of rotor cycle frequencies should be observed in static conditions, not by
MAS. In those cases, signal separation is mostly done by numerical methods.

As another example, we will describe about 17O NMR briefly. 17O, I = 5/2, m0
(17O) / m0(

1H) = 0.1356 and natural abundance 0.037%. The quadrupole interaction
of 17O species is much smaller than those of 27Al species ordinary, so the obser-
vation of 17O species may be easier if the concentration of 17O is sufficient.
Although it may take some cost, the 17O NMR with some isotope enrichment is
widely investigated because oxides and hydroxides are important for ceram-
ics, structue materials, electric materials, catalysts, and their supports. In solution
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Fig. 20.9 In situ MAS NMR of dried H, Na–Y zeolite upon hydration [65], as the hydration of
the sample progressed, the signal area of proton is increasing and apparently, the signal area of
27Al is also increasing althogh there are no change in the Al amount. Copyright permission was
obtained personally from Dr. Jian Jiao
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NMR, an oxygen species shows chemical shifts from 300 to −100 ppm depending
on its electronic states. For example, the oxo species may normally have very
high-frequency chemical shifts at around 300 ppm or higher. Alkoxide ions show
signals around 200 ppm. Contrary, the oxide species having two coordinated metals
are not so high and can be observed ordinary under 100 to −100 ppm [66]. The
lowest frequency species are oxides having oxygens in their crystal’s very high
symmetrical positions. However, in most of the solid samples, the chemical shifts
are no longer discriminative in the 1D solid-state NMR because of the ambiguity
brought by the large quadrupole coupling of 17O. The typical value of quadrupolar
coupling frequencies of 17O is around several MHz that will appeared in the
spectrum as a peak having several 10’s kHz of the total line width. In contrast, the
quadrupolar coupling frequencies of 17O can be separated by using MQMAS or
STMAS [67].

As an example, we will see Zeolite materials here again. In the 17O NMR spectra
of zeolite materials, it is of the primary importance that to separate the oxygen
signals into the kinds of their neighboring two or three atoms. For example, a 17O
MAS NMR signal obtained with a 17O-enriched zeolite, separately shows that the
Si–O–Si and Si–O–Al signals. The signal from the Brønsted acid site has been also
revealed [68]. In some special cases, further separation can also be obtained and the
site dependent signal assignment is partially achieved, that means it will provide a
further precision to the site specific observation of zeolites and related materials
[69,70].
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Chapter 21
Protein–Ligand Interactions Studied
by NMR

Hidekazu Hiroaki and Daisuke Kohda

Abstract Various solution NMR experiments for studying protein–ligand inter-
actions have become indispensable techniques in both academia and industry. In
general, solution NMR is superior to other physico-chemical methods, in terms of
its spatial resolution and the fact that protein modifications are not required. The
applications are loosely classified into two categories, “ligand-based approach” and
“protein-based approach.” Many unique experiments have been developed for the
ligand-based approach, including STD, WaterLOGSY, DIRECTION,
INPHARMA, ILOE, and trNOE. These experiments frequently comprise the
important steps of a drug-discovery process, including ligand screening, pharma-
cophore mapping, and molecular design. This review provides a practicable clas-
sification of these experiments, to promote the selection of a suitable experiment
depending on the purpose. In contrast, the variation of experiments in the
protein-based approach is rather limited. The 1H–15N-HSQC-based NMR titration
experiment and its variants are preferentially used for analyses of protein–ligand
interactions. This review also discusses several practical aspects of the NMR
titration experiment, including sample handling and data acquisition and analysis.
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21.1 Overview

Solution NMR spectroscopy has recently become an indispensable analytical
technique for studying protein–ligand interactions. The detection and quantitative
analysis of protein–ligand interactions are important not only for basic research, but
also for pharmaceutical industries. NMR provides comprehensive information
about molecular interactions in solution at an atomic resolution. During the past
decade, many different types of experiments have been devised for the analysis of
protein–ligand interactions.

NMR experiments for protein–ligand interactions can be loosely classified into
two categories, the “ligand-based” approach and the “protein-based” approach
[1–4]. The ligand-based approach includes saturation transfer difference (STD) [5],
water-ligand observed via gradient spectroscopy (WaterLOGSY) [6],
diffusion-ordered spectroscopy (DOSY) [7, 8], difference of inversion-recovery rate
with and without target irradiation (DIRECTION) [9], inter-ligand NOE for phar-
macophore mapping (INPHARMA) [10], inter-ligand nuclear Overhauser experi-
ment (ILOE) [11], and transferred NOE (trNOE) [12]. All of these experiments
focus on the changes of the NMR signals derived from ligands, thus eliminating the
need for isotopically labeled protein preparation.

The protein-based approach requires isotopic labeling of protein samples. After
introducing suitably stable isotopes (15N, 13C, or both), heteronuclear correlation
spectra, such as heteronuclear single quantum coherence (HSQC), are measured.
Since the NMR chemical shift values are highly sensitive to the chemical and steric
environments around nuclei in a molecule, The changes in position and intensity of
the cross peaks in an HSQC spectrum monitor the binding of a ligand to the target
protein. In addition, the amino acid residues involved in the molecular interactions
in the protein can be identified. The identification of amino acid residues at the
molecular interface is extremely useful for the design of new ligand molecules with
higher affinity. Consequently, even at the early stage of drug screening projects, the
protein-based approach is useful for validating the hit compounds.

In this review, we worked to concisely describe the merits and demerits of the
“ligand-based” and “protein-based” approaches, according to the experimental
purposes (Table 21.1). In addition, several practical aspects of the NMR experi-
ments for protein–ligand interactions are described.

21.2 Ligand-Based Approach

In this section, we will focus on the six major methods of ligand-based NMR
screening: STD, WaterLOGSY, ILOE, INPHARMA, DIRECTION, and trNOE.
For all of the methods, no isotopically labeled protein sample is required, and
usually a tenfold or larger molar excess of a ligand is added to the protein solution.
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Among them, STD, WaterLOGSY, and DIRECTION are essentially
one-dimensional (1D) NMR experiments, whereas ILOE, INPHARMA, and trNOE
are two-dimensional (2D) NMR experiments.

21.2.1 Ligand Screening

In recent years, NMR experiments have been combined with a new drug discovery
strategy, termed “fragment-based drug discovery” (FBDD) [13–15]. FBDD is one
of the trends in lead generation in pharmaceutical industries. The FBDD approach
finds one or several low molecular-weight compounds, called fragments, which
weakly bind to the target protein. Both STD and WaterLOGSY are often used in the
early stage of NMR-assisted FBDD. Weak interactions are usually difficult to detect
by means other than the solution NMR method.

21.2.1.1 Saturation Transfer Difference (STD)

For the STD experiment, the sample is set up as the mixture of a target protein (ca.
50 lM) and a tenfold to 40-fold molar excess of a ligand. 2H2O (99.8%) is rec-
ommended as the solvent, in order to achieve higher spin saturation transfer effi-
ciency. STD is the difference between an “on-resonance saturated” spectrum and an
“off-resonance saturated” spectrum. To record the “on-resonance” spectrum, a
selective pulse that excites the protein protons (i.e., nuclei of 1H atoms that give 1H
resonances) is applied before the observed 90° pulse. After the 90° pulse, a weak
spin-locking pulse and a water-suppression pulse are optionally applied before the
NMR signal detection. To record the reference “off-resonance saturated” spectrum,
the same selective excitation pulse is applied, but distant from the protein spectral
region, leaving the protein protons unsaturated. Recently, technical improvements
of the STD method have been made, which include (1) the saturation transfer
double difference (STDD) experiment [16], (2) optimization of the excitation pulse
bandwidth (WET-STD) [17], (3) STD with spectral editing (clean-STD) [18], and
(4) quantitative STD [19]. STDD requires another reference sample (sample con-
taining only the target protein). In exchange for the inconvenience of the require-
ment of the second NMR sample, STDD gives a higher signal-to-noise ratio by
eliminating the background signals arising from the target protein. STDD is highly
advantageous when the molecular size of the target protein is large.

21.2.1.2 WaterLOGSY

WaterLOGSY is another important 1D NMR technique that is useful for discrim-
inating whether the ligand of interest binds to the target protein. In contrast to STD,
the solvent for WaterLOGSY is 90% 1H2O–10%

2H2O, because this experiment is
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based on the magnetization transfers among protons in bulk solvent water mole-
cules, the ligand, and the protein. Note that 10% 2H2O is not specifically required
for the WaterLOGSY experiment; instead, it is just necessary for the NMR spec-
trometer to stabilize (i.e., lock) the NMR frequency. WaterLOGSY works in the
following manner: At the beginning of the pulse sequence, a selective pulse satu-
rates the protons in the bulk water molecules. Then, the magnetization of the water
protons transfers to the protein protons via two mechanisms: (1) The magnetization
transfers to the surface protons of the target protein through the nuclear Overhauser
effect (NOE) and (2) the exchange occurs between the bulk water protons and the
exchangeable protons of the target protein, during the mixing time (typically
500 ms). Subsequently, the magnetization of the protein protons is transferred to
the ligand protons in the bound state, through the NOE. A comprehensive review of
this technique was written by Ramirez et al. [20]. In addition to the original
WaterLOGSY experiment, several improvements in terms of the sensitivity were
made, including polarization-optimized (PO) WaterLOGSY [21] and
Aroma-WaterLOGSY [22] experiments. Furthermore, the radiation damping pro-
cess was incorporated into the conventional WaterLOGSY experiment [23]. This
modification resulted in a 13% sensitivity improvement, as compared to the
PO-WaterLOGSY experiment.

21.2.1.3 STD Versus WaterLOGSY

STD and WaterLOGSY are often used to find a hit fragment in a mixture with
non-hit fragments (up to 10 fragments). In the STD experiment, only the hit
fragment gives a positive difference signal, and the signals from non-hit fragments
are eliminated. In the WaterLOGSY experiment, the hit fragment gives a positive
difference signal, whereas the non-hit fragments give negative signals. Thus, in
terms of the interpretation of the experimental results, STD is simpler than
WaterLOGSY. Ley et al. [24] proposed a simple but significant intensity
improvement of the STD experiment, by using a shorter excitation pulse at an
optimized excitation frequency. The sensitivities of STD and WaterLOGSY were
compared in a realistic drug screening experiment [25]. The authors concluded that
WaterLOGSY was more sensitive than STD in certain cases. Thus, the comparison
of STD and WaterLOGSY is left for future evaluations.

21.2.2 Pharmacophore Determination

This section describes the medium-throughput NMR-based drug screening tech-
niques, the DIRECTION [9] and INPHARMA [10] experiments. In contrast to the
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two methods described above, these two experiments were developed to identify
ligand protons in immediate contact with the target protein via NOE observation.
Between the lead discovery and lead optimization processes of drug discovery, a
core sub-structure that is common to related compounds with different affinities for
the target protein should be experimentally determined. This sub-structure plays a
central role in the molecular recognition, and is referred to as the “pharmacophore.”
The spatial information from the DIRECTION and INPHARMA experiments is
particularly useful to define pharmacophores. Pharmacophore identification leads to
the further development of a series of derivative compounds, to find the best ligand.

21.2.2.1 DIRECTION

Mizukoshi et al. [9] developed a simple and accurate method to classify the ligand
protons by their proximity to the target protein. The method is based on the dif-
ference in the longitudinal relaxation rates of the ligand protons, depending on the
saturation state of the protein protons. The DIRECTION experiment involves a
series of inversion-recovery 1D NMR experiments to determine the T1 values of the
ligand protons, with and without additional excitation pulses on the protons of the
target protein.

21.2.2.2 INPHARMA

The INPHARMA experiment is another important experiment used for pharma-
cophore mapping (Fig. 21.1) (see reviews, [10, 26]). The INPHARMA experiment
is designed to identify spatially equivalent protons between two ligands that share
the same binding pocket. Thus, the INPHARMA sample contains three compo-
nents, ligand a of interest, a reference ligand b that is known to bind to the target
protein, and the target protein itself. In the pulse sequence, the excited magneti-
zation of ligand a transfers to the proximal protons in the ligand binding site of the
target protein. During the long mixing time, ligand a dissociates and ligand b binds
to the binding site. Then, the magnetization of the protein protons transfers to the
proximal protons of ligand b. As a result, the spatially equivalent protons of ligand
a and ligand b give a cross peak in the INPHARMA spectrum. The INPHARMA
experiment was also shown to be useful for the binding-site identification of a
protein target with multiple binding sites. Krimm prepared a set of reference
molecules with known binding sites on glycogen phosphorylase and assigned the
specific binding sites of several compounds unambiguously [27]. Skjærven et al.
[28] developed a method to build a reliable protein–ligand complex model, by
docking simulation assisted by INPHARMA-derived NOE constraints.
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21.2.3 Structural Information-Driven Ligand Design

The nuclear Overhauser effect (NOE) is a phenomenon induced by through-space
dipole-dipole interactions between two nuclear spins. The NOE effect is measured
as the change in the signal intensity of one nuclear spin when another spatially close
nuclear spin is saturated by irradiation. The NOE effect is proportional to the
inverse of the sixth power of the distance between the two nuclei and hence

Fig. 21.1 Basic principles of the operations of the ligand-based NMR experiments, INPHARMA,
ILOE, and trNOE, for analyzing protein–ligand interactions. Note the routes of the magnetization
transfer from proton to proton. The colored shapes and sites represent the ligands and protein parts
“heated” by NMR pulse irradiation. The red H’s also represent the protons “heated” by irradiation
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provides distance information between the two nuclei. NOE-based experiments thus
furnish useful structural restraints for designing novel molecules with higher affinity
to the target protein.

21.2.3.1 Inter-ligand Nuclear Overhauser Effect (ILOE)

The inter-ligand nuclear Overhauser effect (ILOE) experiment is a good example of
the NOE-based experiment [11] (Fig. 21.1). As described, the FBDD approach is
composed of the fragment screening step and the lead generation step from the
fragments. NMR-assisted FBDD is a concept in which the NMR-derived infor-
mation is used to promote the two FBDD steps. The first step is accelerated by
several NMR screening experiments, including STD, WaterLOGSY, and NMR
titration experiments. Once several fragments are identified, then linking the frag-
ments into one novel molecule is the standard strategy in the second step of FBDD.

The ILOE experiment can facilitate the identification of a linking point in the
fragment-based lead generation. The concept of the ILOE experiment is similar to
that of INPHARMA. The ILOE sample contains two fragments and one target
protein. In contrast to INPHARMA, two ligands a and b are assumed to bind side
by side to the same binding site. In a 2D NOESY spectrum, an NOE cross peak
between the two proximal protons, one in ligand a and the other in ligand b, is
expected to be observed (Fig. 21.1). Two milestone papers were published by Sledz
et al. [29] and Rega et al. [30]. Sledz et al. demonstrated the use of ILOE-based
fragment linking to obtain a new tight inhibitor targeted to the Mycobacterium
tuberculosis pantothenate synthetase (KD = 880 nM). Rega et al. employed an
elegant application of SAR-by-ILOE [30], as an alternative strategy to
SAR-by-NMR (described later). They succeeded in developing acylsulfonamide
derivatives targeted to antiapoptic Bcl-1 family proteins.

21.2.3.2 Transferred Nuclear Overhauser Effect (trNOE)

Transferred NOE is another NOE-based experiment that facilitates the design of
new ligand molecules from linear flexible lead molecules, such as peptides
(Fig. 21.1). In a small molecule, the peak intensity of one proton is increased when
another proximal proton, within 4–5 �A, is irradiated by a selective pulse. This
phenomenon is referred to as a positive NOE. In the presence of a protein, the small
molecule is in an exchange equilibrium between the free state and the
protein-bound state, which results in an apparent molecular mass increase. In the
same NOESY spectrum, the peak intensity now decreases and a negative NOE is
observed. The negative sign of the NOE effect confirms that the NOE arises from a
fixed conformation of the flexible ligand in the bound state. One recent example is
the determination of the CCR5-bound conformation of HIV-1 gp120 derived V2
peptide, which inhibits HIV infection [31]. The design of a new ligand with a fixed
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conformation is usually advantageous to increase the affinity of a flexible ligand for
the target protein, by the entropy reduction of the free state of the ligand. Thus, the
distance information of the bound conformation provides invaluable hints for the
design of a new lead compound.

21.2.3.3 Technical Comments on INPHARMA, ILOE and trNOE
Experiments

Interestingly, the pulse sequence of the three experiments, INPHARMA, ILOE, and
trNOE, is essentially the same standard 2D NOESY spectrum. The sample for
trNOE contains only one ligand, whereas the samples of INPHARMA and ILOE
contain two ligands, in addition to the target protein. The differences in the route of
the magnetization transfer in the three experiments are illustrated in Fig. 21.1. The
major difference in the concepts of INPHARMA and ILOE is the binding modes of
the two ligands. The INPHARMA experiment is designed to find spatially equiv-
alent atoms between the two ligands that compete directly for the same binding site.
In contrast, the ILOE experiment is designed to detect inter-molecular NOEs
between two ligands that simultaneously bind to the protein, side by side. In actual
experimental set ups, the mixing time delay in the NOESY pulse sequence is
different. INPHARMA uses a long mixing time (500 ms), whereas ILOE uses a
short mixing time (80 ms). TrNOE typically requires a relatively long mixing time
of 200–600 ms.

21.3 Protein-Based Approach for Protein–Ligand
Interactions

In this section, we introduce the protein-based approach for protein–ligand interaction
studies. The goals of the protein-based approach include: (1) the screening of ligands
that weakly bind to the target, (2) the acquisition of information for the design of new
lead compounds for FBDD, (3) the identification of the interface on the target protein
molecule, (4) the detection of the conformational changes of the target protein upon
ligand binding, and (5) the determination of the dissociation constant, KD. To achieve
these goals, the so-called NMR titration experiment, also known as the chemical shift
perturbation (CSP) experiment, is most frequently used. For example, goals 1, 2, 4,
and 5 are routinely achieved by the NMR titration experiment. Another useful
protein-based method is the cross saturation experiment [32]. An overview of the two
protein-based NMR experiments is illustrated in Fig. 21.2.

The NMR chemical shifts of some (but not all) chemical groups of the target
protein are very sensitive to changes in the microscopic environments around the
chemical groups. The nuclear spins of protons or other NMR-active nuclei located
within or close to the ligand binding site can be used to monitor the binding of the

588 H. Hiroaki and D. Kohda



ligand to the protein. The comparison of two NMR spectra of the target protein
recorded in the absence and presence of the ligand reveals the protein–ligand inter-
actions. In practice, an NMR titration experiment involves repeated 2D NMR mea-
surements with serial additions of the ligand stock solution to the protein sample.

The NMR titration and the cross saturation experiments are both 2D NMR
experiments. The 1H–1H 2D NMR spectrum is usable, but the incorporation of
stable isotopes, 15N and/or 13C, is highly recommended, due to the heavy over-
lapping of the 1H signals of proteins. Note that if the heteronuclear 1H–15N or

Fig. 21.2 Basic principles of the operations of the protein-based NMR experiments, the NMR
titration (alias, chemical shift perturbation) experiment and the cross saturation experiment
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1H–13C HSQC spectra show good cross peak dispersion, and at least some cross
peaks are separately observed, then the signal assignment is not mandatory in the
cases of goal 1 (ligand screening) and goal 5 (KD determination).

21.3.1 Ligand Screening and NMR-Assisted
Fragment-Based Drug Discovery

21.3.1.1 HSQC-Based Ligand Screening

The chemical shift perturbations (CSPs) of the protein amide groups in 1H–15N HSQC
spectra or themethyl groups in 1H–13CHSQC spectra are useful formonitoring protein–
ligand interactions. A pair of HSQC spectra of the protein recorded in the absence and
presence of the ligand is sufficient to detect the interaction of the ligandwith the protein.
In order to facilitate the screening, a cocktail of several different ligands can be used. In
fact, using this cocktail technique, unexpected interactions of non-steroid
anti-inflammatory drugs, diclofenac, and flufenamic acid, were discovered with the
ZO-1 PDZ1 domain [33]. Here we provide another example of an NMR titration
experiment, ZO-1 PDZ1, and the peptide derived from its physiological ligand claudin-3

Fig. 21.3 An example of the NMR titration experiment/chemical shift perturbation (CSP)
experiment. The HSQC spectra of 0.1 mM of 15N-labeled mouse ZO1-PDZ1 domain with (red) or
without (black) its physiological ligand-derived peptide, Pep-Claudin3, were recorded, and the two
spectra were overlaid

590 H. Hiroaki and D. Kohda



(Fig. 21.3). As described, these NMR applications are often combined with FBDD
approaches and are called NMR-assisted FBDD.

21.3.1.2 SAR-by-NMR

The “SAR-by-NMR” experiment proposed by Fesik et al. [34] is a pioneering
method to design and synthesize a compound with improved affinity, from
experimentally identified fragments. In brief, assume that two side-by-side ligand
binding sites, A and B, are identified on a 15N-labeled protein, and all of the 1H–15N
cross peaks or at least those close to the two binding sites are assigned. Next, a
ligand a that binds to site A is discovered by the NMR titration, and then the
chemical structure of ligand a is optimized to ligand a′ with higher affinity. The
CSPs of the protein amide groups provide a guide during the structural optimiza-
tion, as a monitor of the fitness of the binding of fragment molecules into the
binding site A. In parallel, a ligand b that binds to site B is discovered and optimized
into ligand b′. Finally, a novel ligand c is generated by connecting ligand a′ and
ligand b′ with an appropriate linker moiety.

21.3.2 Determination of the Molecular Interface
and Exploring the Mode of Action

21.3.2.1 Chemical Shift Mapping

The second important use of the NMR titration experiment is to determine the
molecular interface of the ligand binding site on the surface of the target protein. If
the three-dimensional structure of the target protein has been determined by X-ray
crystallography, solution NMR, or homology modeling, then the nuclei that show
large chemical shift changes are mapped onto the surface of the target protein
structure. Needless to say, the specific signal assignments of the amide groups or
methyl groups in the corresponding HSQC spectrum must be accomplished
beforehand. It might seem logical to perform mapping on an atom-to-atom basis,
but residue-based coloring is better for easy interpretation. That is, the whole amino
acid residues to which the amide or methyl groups belong are colored, for better
visual effects. This application is referred to as “chemical shift mapping”
(Fig. 21.2).

Chemical shift changes are normalized before mapping, according to the fol-
lowing equation:

Dd ¼ ½ðDd1HÞ2 þðDd15N=wÞ2�1=2 ð21:1Þ
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where Dd1H and Dd15N are the chemical shift changes of the 1H and 15N chemical
shifts of an amide N–H group, respectively, and w is the normalization weight.
Usually, w = 5–7 is used to balance the different ranges of the 1H and 15N chemical
shift distributions of the amide cross peaks.

Each residue is colored differently, according to the amplitude of the normalized
chemical shift change, Dd. The threshold value of the coloring is determined in an
arbitrary fashion. A reasonable recommendation for determining the coloring
threshold [35, 36] is as follows:

(1) calculate the average, Ddave, and the standard deviation, r, for all of the groups.
(2) omit the groups with changes larger than Ddave + 3r, and re-calculate a new

average, Ddave′, and the standard deviation, r′, using the rest of the groups.
(3) color the residues with Dd larger than Ddave′ + r′.

In this protocol, step 2 helps to avoid the deleterious effects of groups with
accidentally large chemical shift changes. Alternatively, the authors recommended
only using groups on the surface-exposed residues.

A flaw of the quantitative CSP analysis is the lack of an obvious correlation
between the amplitude of the CSP and the strength of the interaction. It is not
always true that the residues with large CSPs are the critical residues in the
molecular recognition. Positive and negative chemical shift changes are induced by
various factors, and two opposing factors may cancel out to give nearly zero values
accidentally. In such a case, the amino acid residue important for the molecular
interactions exhibits a small CSP. In another case, the residues located far from the
ligand binding site may exhibit large CSPs by allosteric conformational changes
upon ligand binding. Therefore, one must recognize this limitation and cautiously
interpret the chemical shift mapping. The cross saturation experiment largely
resolves the chemical shift mapping problem, by using magnetization saturation
transfer from the ligand to a highly deuterated protein sample [32, 37].

21.3.2.2 KD Determination by the NMR Titration

Here, we introduce a very basic mathematical analysis to determine the KD values
from the NMR titration experiment. In a system in a two-state exchange equilibrium
between the ligand-free state and the bound state, with sufficiently fast association
and dissociation, all of the cross peaks move smoothly during the ligand titration.
Typically, the analysis is focused on a single cross peak that exhibits the largest
CSP upon ligand binding in the 1H–15N (or 1H–13C) HSQC spectrum.

In a simple two-state equilibrium and a single binding site model, KD is defined
by the following equation:

KD ¼ R � L=RL ð21:2Þ
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where R and L are the concentrations of the free protein (or free receptor) and the
free ligand, respectively. RL represents the concentration of the complex. The total
concentrations of the protein and the ligand, Rtotal, and Ltotal, are given by

Rtotal ¼ RþRL ð21:3Þ

Ltotal ¼ LþRL ð21:4Þ

The normalized chemical shift difference, Dd, and the maximum chemical shift
change, Ddmax, are connected to each other by the following equation:

Dd ¼ Ddmax � 1=2Rtotalð Þ½ðRtotal þ Ltotal þKDÞ�fðRtotal þ Ltotal þKDÞ2
� 4RtotalLtotalg�1=2 ð21:5Þ

The normalized chemical shift change, Dd, is plotted against the total concen-
tration of the ligand, Ltotal, to give a saturation curve. A non-linear least square
fitting algorithm, with a given Rtotal, determines the KD and Ddmax values. In some
cases, several cross peaks can be collectively used to determine a single KD value
and a set of Ddmax values, by a global fitting algorithm. Of course, one would have
to assume that these cross peaks monitor the same binding process. A suitable range
of KD values for the NMR titration experiment is usually between 1 mM and 1 lM.
If the affinity is weaker than KD = 1 mM, then the titration experiment would
require too much of the ligand and is thus unfeasible. If the affinity is stronger than
KD = 1 lM, then the protein concentration must be reduced, which affects the
sensitivity of the NMR measurement. Unfortunately, the precision of the KD

determination is not very high. This is because of the small number of titration data
points, usually five to ten. Nevertheless, NMR-based KD determination has
tremendous merits, including (1) the protein and the ligand do not need to be
immobilized to solid supports, beads, or sensor chip surfaces, (2) the protein does
not need to be labeled with any fluorescent dyes, and (3) the exchange equilibrium
of the protein–ligand interactions can be directly observed in solution.

21.4 Experimental Aspects of the NMR Study
of Protein–Ligand Interactions

21.4.1 Stable Isotope Labeling

Most protein-based approaches for protein–ligand interactions rely on 2D
heteronuclear chemical shift correlation experiments, such as a 1H–15N or 1H–13C
HSQC spectrum. Usually, the cross peaks in a 2D 1H–1H NMR spectrum of the
target protein are heavily overlapped. This signal overlapping problem can be
solved by introducing a second heteronuclear dimension. The natural abundances of
15N and 13C are 0.4 and 1.1%, respectively. The first step of the protein-based
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approach is to choose the isotope labeling strategy for the target protein. The most
cost-effective isotope labeling is 15N-uniform labeling using the Escherichia coli
(E. coli) expression system. E. coli cells grow in minimal media containing 2–4 g/L
glucose (12C6- or 13C6-if needed) as the sole carbon source and 0.5–1 g/L
15N-ammonium chloride as the sole nitrogen source. Trace amounts of vitamins,
minerals, and nucleosides are often supplemented.

Other microorganism-based recombinant protein expression systems for isotope
labeling have been developed. The systems include Brevibacillus choshinensis [38],
Pichia pastoris [39, 40], Schizosaccharomyces pombe [41], and Kluyveromyces
lactis [42]. These microorganisms can grow in minimal media containing simple
nitrogen-source compounds, and thereby are cost-effective. If the target protein is
difficult to produce in these microorganism-based expression systems, then the cell
culture of a higher eukaryote is another choice. As for insect cells, the
baculovirus-Sf9 insect cell [43] and Drosophila S2 cell [44] expression systems
have been employed to prepare isotope labeled protein samples. With regard to
plant cells, Ohki et al. [45] established an expression system using tobacco BY-2
cells. They demonstrated the preparation of sufficient amounts of 15N-labeled
proteins, including dihydrofolate reductase, chicken calmodulin, porcine protein
kinase C-dependent protein phosphatase-1 inhibitor, and bovine pancreatic trypsin
inhibitor. As the nitrogen sources, K15NO3 and

15NH4
15NO3 were used. With regard

to mammalian cells, Werner et al. [46] first reported the isotope labeling of GPCRs
by using HEK293 cells. Sastry et al. [47] succeeded in preparing the isotopically
labeled outer domain of the HIV-1 gp120 glycoprotein, using HEK293 cells and an
adenovirus expression vector. The commercially available NMR-ready synthetic
medium for mammalian cells, CGM-6000 (Cambridge Isotope Laboratory), was
used. The main problem with these methods is the issue of cost. Recently,
Egorova-Zachernyuk et al. [48] reported a cost-effective recipe for 15N-labeling,
using HEK293 cells with yeast and algal auto-lysates.

Alternatively, several cell-free protein synthesis systems and many commercially
available cell-free kits have been developed (reviewed in [49]). E. coli cell-free
systems and wheat germ cell-free systems were used for highly automated protein
production in several structural genomics projects. Depending on the purity of the
cell-free extracts, some of these have limitations on their use for amino acid-specific
labeling, because the cell-free extracts contain various metabolic enzymes in
addition to all of the protein production machinery.

21.4.2 Tips for the NMR Titration Experiment

21.4.2.1 Sample Handling

The chemical shift is very sensitive to environmental factors, such as pH and salt
concentrations. Thus, accidental changes of the chemical shift values due to the
unwanted solvent effects of the ligand solution must be taken into account during
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the NMR titration experiments. In this case, the chemical shift changes cannot fit a
saturation curve shape. As a control, titrations with the same solvent containing no
ligand are helpful. Ideally, the ligand solution contains the identical solvent com-
ponents at the same concentrations as in the protein solution, by dialysis or ultra-
filtration. In practice, the volume change during titration should be, preferably, less
than 10%, and the volume effect on the concentrations of the components must be
corrected in the data analysis. To satisfy this prerequisite, the concentration of the
ligand solution must be high enough to minimize the volume change. Alternatively,
the protein solution and the ligand solution are premixed according to the pre-
planned ratios in separate NMR tubes. In this case, a relatively large amount of the
ligand is necessary, but the volume change does not matter. The latter method is
also useful when the ligand solubility is limited by the saturating concentration. In
drug screenings, candidate drug compounds are frequently hydrophobic, and con-
sequently, DMSO or other organic solvents must be added to the water solution.
Obviously, another titration experiment must be performed to exclude the side
effects of the organic solvent inclusion. In the case of synthesized peptides, tri-
fluoroacetic acid (TFA) is present in the lyophilized powder of the peptide, and
must be neutralized before use. Sometimes, however, the neutralization by dialysis
or ultrafiltration is difficult due to the small to medium size of the peptides.

A normal 5-mm-diameter NMR tube requires a sample volume of about 0.4 mL.
A special micro NMR tube (Shigemi micro tubes, https://www.shigeminmr.com/) is
useful to minimize the sample volume (Fig. 21.4). In normal use, an inner glass rod
is inserted into an outer glass tube. A typical working sample volume is about 0.12–
0.15 mL. For titration experiments, the inner glass rod is impracticable, but the
outer glass NMR tube is still usable to reduce the sample volume to 0.25 mL. The
addition of small volumes of the ligand solution is very difficult for beginners. First,
the top of the NMR tube is tilted to the side, to the brink of spilling. A small volume
of the ligand solution is added with a micropipette to the solution near the mouth of
the NMR tube. Alternatively, a pair of capillary glass tubes (Drummond) tandemly
connected by a rubber tube is useful to directly dispense a small volume of the

Fig. 21.4 Sample handling tips for NMR titration study. a The tube-within-a tube method for
sample volume minimization. The ligand is added via a glass capillary or micropipette.
b Facilitation of sample mixing by centrifugation. Any solution stuck to the side of the tube is
forced to the bottom upon centrifugation
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ligand solution into the protein solution at the bottom of the NMR tube (Fig. 21.4a).
It is convenient to use a wind-up type centrifuge apparatus specially adapted to an
NMR tube, to drive the solution collected on the wall to the bottom of the NMR
tube (Fig. 21.4b).

21.4.2.2 Data Acquisition and Analysis

For the acquisition of the NMR titration experiment data, the most basic 2D
experiment is HSQC. Between the measurements of HSQC spectra, measuring the
1D 1H spectra in an interleaved manner is recommended on a routine basis. The 1D
spectra provide valuable information about the molar ratio of the ligand to the
protein and allow monitoring to determine whether the desired amount of the ligand
was correctly added to the sample. Although the HSQC recording does not require a
very long measurement time, typically 10 min to 2 h, high-throughput screening is
always a critical issue in industrial applications. SOFAST-HMQC is a variant of the
1H–15N HSQC experiment, designed to shorten the measurement time by up to
several folds [50].

Solution NMR techniques can only effectively observe the NMR signals of
relatively small proteins (i.e., molecular masses less than 30 kDa). In many prac-
tical cases, the sizes of the drug target proteins often exceed the molecular mass
limit. In such cases, the use of a combination of transverse relaxation-optimized
1H–15N HSQC (TROSY-1H–15N HSQC) and deuterated protein samples in 1H2O
(to observe the backbone amide groups) can expand the molecular mass limit, up to
100 kDa [51]. Alternatively, 13CH3-specific labeling is another solution. The
incorporation of 13CH3-methionine and the chemical methylation of the e-amino
group of lysine residues were demonstrated to be useful for this purpose [52, 53].

21.5 Other Complementary Methods for Protein–Ligand
Interactions

In recent years, various methods other than NMR have been combined with FBDD
and became indispensable core technologies for the early stages of drug discovery
(see reviews, [54, 55]), especially for the development of protein-protein interaction
modulators [56]. The methods include surface plasmon resonance (SPR), differ-
ential scanning fluorometry (DSF), and isothermal titration calorimetry (ITC) [57,
58]. The complementary use of these methods is always useful to confirm the
binding of the ligand and the determined KD values.
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21.6 Perspective

This review summarized the recent developments in solution NMR techniques for
analyzing protein–ligand interactions (Table 21.1). Solution NMR is an indis-
pensable tool for detecting and analyzing protein–ligand interactions with various
ranges of the dissociation constant, KD. The versatility of NMR spectroscopy can
affect the entire process of drug development, from upstream basic research to
downstream clinical applications. Further developments and improvements of the
solution NMR methods will create new trends in pharmaceutical applications,
FBDD, protein–protein interaction inhibitor development, and peptide-mimetics
strategies.
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Chapter 22
Protein Structure and Dynamics
Determination by Residual Anisotropic
Spin Interactions

Shin-ichi Tate

Abstract Proteins in a weakly aligned state restore the anisotropic nuclear spin
interactions for dipoles and chemical shifts, which vanish in the rapidly tumbling
molecules in an isotropic solution. The partly restored anisotropic nuclear spin
interactions, also referred to as ‘residual anisotropic spin interactions’, observed in a
protein provide additional structural information to refine its spatial structure and
further elucidate its structure dynamics in a wider time range than that from the
nuclear spin relaxations. The use of residual anisotropic nuclear spin interactions
demands preparation for weakly aligning a protein to an appropriate extent to
compromise between the sensitivity and the strength of the residual anisotropy.
Various types of aligning media are devised for gaining the residual anisotropy for
the proteins with different physical properties. The combined use of the residual
anisotropic interactions with the other techniques including small angle X-ray
scattering (SAXS), the paramagnetic relaxation enhancement (PRE) and the
pseudo-contact shifts (PCS) paved the ways to elucidate a large amplitude motion
of a protein such as domain rearrangement, which has remained elusive by the
conventional NMR techniques primarily relying on the short-range structural
information including NOEs and scalar nuclear spin couplings. This chapter
describes the residual anisotropy in solution NMR, ranging from the theoretical
basics on the residual anisotropic nuclear spin interactions to their application to the
analyses of protein structure and dynamics.
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22.1 Why Do We Need Residual Anisotropic Nuclear Spin
Interactions in Solution NMR?

At present, a huge number of high-resolution crystal structures of proteins are
available and the number is still growing. Although many people anticipated that
the extensive collection of protein structures will comprehend the structure–func-
tion relationships of proteins, it is not supposed to be the case. The crystal structures
and the solution structures of proteins determined by NMR unveil only limited
states of the structures among of which they can adopt. The accurate views of
protein structure dynamics are essential to deepen our understanding how proteins
work. The functionally relevant protein dynamics may contain the motions in
substantial amplitudes as associated with domain rearrangement (Fig. 22.1).

Crystal structures give us the details in protein–protein or protein–ligand inter-
actions at atomic resolution. Machine learning on the interactions in the data base
(PDB: Protein Data Bank) helps to improve the accuracy in the computer-based
prediction for the molecular recognition by protein [1]. With the use of NMR
chemical shift perturbations to identify the interacting surface in protein for its
binding to target, we could model the complex structure of the protein with target,
which relies on the experimental data but also supported by the supplemental
structural information from the informatics [2]. Those approaches relying on the
data base assume protein structure basically keeps the form in the crystal. The naïve
assumption is not always valid for protein in binding to target: There are many
examples demonstrating that proteins change the structures from those in crystals
upon binding to target [3]. The structural change in protein is obvious in the cases
for proteins comprising domains tethered by flexible linkers or intrinsically

Fig. 22.1 Protein domain rearrangement observed for Luciferase upon binding to ATP. PDB
codes 1LCI and 2D1Q for apo- and AMP-bound forms, respectively. The relative domain
orientation between the large and small domains is significantly changed by the ATP binding to
luciferase
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disordered regions (IDRs) [4]. The domain rearrangement of such multi-domain
protein upon binding to target is functionally relevant [5, 6].

The structural change of protein associating with a large amplitude motion as
found in domain rearrangement has been hard to analyze by conventional NMR
approaches using the short-range structural parameters derived from NOEs and
scalar couplings [7, 8]. Almost two decades ago, solution NMR introduced the
anisotropic nuclear spin interactions to overcome the above limitations in analyzing
the protein structure dynamics [9, 10]. Spatial anisotropy is an intrinsic physical
property in the nuclear dipolar–dipolar interactions and in the magnetic shielding to
nuclear spins observed as chemical shift anisotropy. The anisotropic nuclear spin
interactions, however, are not observed for the proteins in an isotropic solution. In
contrast, protein dissolved in an anisotropic medium as in the solution containing
magnetically aligning liquid crystals can restore the anisotropic nuclear spin
interactions [11]. The anisotropic nuclear spin interaction gives tensorial values that
describe the orientation angles and the magnitudes of protein in reference to the
external magnetic field [11]. The tensorial values can be used to determine the
relative domain orientation in a multi-domain protein [12]. The introduction of the
anisotropic nuclear spin interactions, therefore, made the analyses on the protein
structural changes with large amplitudes feasible in solution NMR, which have
never been accessed by the conventional NMR techniques. The anisotropic nuclear
spin interactions observed for the proteins in anisotropic media are hereafter
referred to as the ‘residual’ anisotropies, because a fraction of the anisotropies
remain uncanceled in the observables.

The residual anisotropies can determine the relative domain orientations, while
they cannot give the distances among them. The combinatorial use of the other
methods, therefore, has to be applied to comprehend the domain dynamics of a
protein, which requires the relative orientation of the domains and also their dis-
tances. For the purposes, we may combinatorically use electron spin resonance
(ESR), fluorescence resonance energy transfer (FRET), and X-ray small angle
scattering (SAXS) with the paramagnetic relaxation enhancements (PRE) and
pseudo-contact shifts (PCS) in NMR, besides the residual anisotropies. In com-
bining the other structural analyses described above, the residual anisotropies have
significantly expanded the scope of NMR applications to grasp the protein structure
dynamics more precisely on a wider range of time scales [13].

In this chapter, I will start from the brief description on the basic theories for the
residual anisotropies and go to their application to structural analysis with stresses
on the analyses of the protein motions with large amplitudes. In addition, I will also
mention to our devised TROSY application to determine the molecular morphology
of protein, which further could have moved forward the molecular size limitations
in the application of the residual anisotropies [14, 15].
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22.2 Theoretical Backgrounds of the Residual
Anisotropies

Conventional NMR structure analysis relies on the short-range spin interactions
does not give any global structural information required in determining protein
morphology. The residual anisotropies, which become apparent for a ‘weakly’
aligning protein, give orientation angles of protein relative to the magnetic field,
with which protein morphology can be determined.

Two different types of residual anisotropies are observable for the amide 1H–15N
spin pair on a peptide plane in protein; one is the nuclear spin dipolar–dipolar
interaction and the other is anisotropic shielding against the external magnetic field,
which is called as chemical shift anisotropy (CSA) (Fig. 22.2).

These anisotropies are not observed on an NMR spectrum for protein in an
isotropic solution, because each peptide plane in a rapidly tumbling protein expe-
riences all the orientations to the magnetic field to average out the anisotropies. In
contrast, a protein dissolved in an aligning medium becomes populated in a specific
orientation thus partially retains the anisotropies [15].

In the presence of the magnetically aligned bicelle, protein stays in a confined
cavity where protein still tumbles but frequently bumps to bicellular wall to make
some of the protein orientations hindered, which leads to the incomplete cancelation
of the anisotropies [16, 17]. This incomplete cancelation of the anisotropies of
protein in an aligning bicellar solution gives the ‘residual’ anisotropies.

In a properly prepared aligning liquid crystalline solution, there is enough space
for protein tumbling, and accordingly, protein under the condition still give
high-resolution NMR signals. In a higher liquid crystalline concentration, the
protein tumbling becomes severely limited to make NMR signals broadened to
reduce the spectral resolution and sensitivity. In the experiments for observing the

Fig. 22.2 Two anisotropic nuclear spin interactions observed for the peptide bond. a Dipolar
interaction between 1H and 15N nuclei in the amide bond. The strength of the anisotropy in the
dipolar interaction depends on the orientation of the NH bond against the magnetic field, B0.
b Chemical shift anisotropy (CSA) for 15N nuclear spin in the peptide bond. The shielding
anisotropy for 15N spin against the external magnetic field, B0, is described by a tensorial value
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residual anisotropies, we carefully adjust the aligning conditions to restore the
significant anisotropies but to keep narrow spectral lines on an NMR spectrum,
which condition is thus called as a ‘weak’ alignment [11].

Dipolar couplings have been a mainstay in solid-state NMR, which gave
through-space interactions that arise between any two magnetically active nuclei.
The weakly aligning condition has enabled to introduce the use of the dipolar
couplings to solution NMR, which is referred to as residual dipolar couplings
(RDCs). The commonly used through-space nuclear dipolar interactions in solution
NMR are NOEs detected between protons within 5 Å [18]. NOEs give distance
information between protons; however, they do not give any orientation angles
between the proton pairs. In contract, the magnitude of the dipolar coupling
depends on the angle between the NH bond vector and the magnetic field, B0, and
the ensemble of the dipolar couplings for all the NH bonds in a protein determine
the orientation of the molecular frame to the magnetic field (Fig. 22.2a).

Similar to the RDCs, the protein in a weakly aligning condition gives residual
CSAs (RCSAs) that are observed as the chemical shift changes from the corre-
sponding isotopic chemical shifts [19]. The CSA is another main observable in
solid-state NMR, although it is not observed for protein in Brownian motion. In
considering amide nitrogen (15N) and carbonyl carbon (13C′) in a peptide plane
(Fig. 22.2b), their chemical shifts substantially change according to the orientation
of the peptide plane against the magnetic field, B0. In the case for amide 15N
nucleus, if the peptide plan is in an orientation with rzz axis parallel to the magnetic
field, B0, the

15N nucleus shows high-field shift along 15N chemical shift axis
(Fig. 22.2b). If the peptide plane stays to keep rxx axis parallel to the magnetic field,
the 15N nucleus shows low-field shift (Fig. 22.2b). Each peptide plane orientation is
defined in a molecular coordinate frame. A set of the RCSAs in a protein can
determine the orientation of the molecular coordinate frame of a protein.

The combinatorial effects of the RCS and RCSA become apparent in a 1H–15N
TROSY correlation spectrum for the protein in a weakly aligning state [14, 20, 21].
The residual anisotropy appearing in a TROSY spectrum, ΔdTROSY, contains the
RDC from a 1H–15N spin pair and the RCSA from 15N nucleus in a peptide plain
(Fig. 22.2b), which poses stronger structural information for determining the pep-
tide plane orientation to the external magnetic field, B0, over the sole RDC and
RCSA. In addition to the richer structural information in ΔdTROSY, there is an
advantage for this combinatorial residual anisotropy to be observed for even larger
proteins over 100 kDa to which only TROSY can be applied in collecting the
1H–15N correlation spectra [21].

22.2.1 Residual Dipolar Coupling, RDC

Residual dipolar coupling (RDC) gives the direction of the internuclear vector
connecting a pair of nuclei against the external magnetic field, B0. In the peptide
bond of a protein isotopically enriched with 15N, the RDC observed for amide 15N
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nucleus defines the angle between the NH bond vector and a magnetic field
(Fig. 22.2a).

The RDCs for amide 1H–15N spin pairs are of common choice in protein
structure analysis, primarily due to the good spectral dispersion of the 1H–15N
correlation spectrum. The RDCs are measured from a 1H–15N spectra collected
without 1H decoupling during 15N nuclear spin evolution time, t1 (Fig. 22.3). In
practice, the IP-AP HSQC is used to avoid unwanted signal overlaps that dimin-
ishes the accuracy in reading signal positions [22].

On a 1H-couple 1H–15N HSQC spectrum, each amide bond gives a pair of
signals split along 15N dimension (Fig. 22.3). The split for a protein in an isotropic
condition represents a single bond scalar coupling between 1H and 15N nuclei, 1JNH,
which is typically 93 Hz (Fig. 22.3a). The corresponding splits observed for a
protein in a weakly aligning state vary residue by residue (Fig. 22.3b). The changes
in 1JNH values come from the overlaid contribution of the RDCs that become
apparent in a weakly aligned state. As described above, the RDC varies according
to the NH bond vector orientation to the magnetic field, and the observed change in
1JNH value is different in each residue. The RDC is defined as 1JNH (aligned state)
—1JNH (isotropic state).

Fig. 22.3 RDC measurement with 1H-coupled HSQC. Isotropic sample (a) and aligned sample
(b). Split with for each paired signal corresponds to 1JNH. The apparent 1JNH is changed for
aligned sample. The difference in 1JNH defined as 1JNH (align) − 1JNH (isotropic) gives RDC
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22.2.2 Theoretical Description on RDC

We focus only the amide 1H–15N spin pair in the following theoretical description
of the RDC. In the following formulation, the indices i and j are used for 1H and
15N nuclei, respectively. The dipolar Hamiltonian to describe the dipolar coupling is
written as below:

HD
ij ðtÞ ¼ � l0

4p

� �
cicjh

2p2r3ij
IizIjzP2ðcosHðtÞÞ ð22:1Þ

where l0 is the permeability in a vacuum, h is Planck’s constant, rij is the distance
between 1H and 15N atoms, ci and cj are the gyromagnetic ratios for 1H and 15N
nuclear spin, respectively. Iiz and Sjz are the spin angular momentum operators for
1H and 15N nuclear spins, respectively. The angular part of the dipolar Hamiltonian
is described by the second rank Legendre function, P2ðcosHðtÞÞ, where HðtÞ is a
time-dependent angle between the magnetic field, B0, and the internuclear vector in
the NH bond (Fig. 22.4a). In determining molecular orientation by the RDC, bond
libration effect is negligible due to its faster motion over the protein tumbling that
occurs on the nsec timescale. In considering the fast bond libation that happens in
the psec time range, the time-averaged effective inter nuclear distance is used for
1H–15N bond length, rij; which distance was estimated by NMR to be 1.04 Å,
slightly longer than the static bond length 1.02 Å [23].

The experimentally measured RDCs, Dres
ij , is represented as the time-averaged

value for the dipolar Hamiltonian, Eq. (22.1).

Dres
ij ðtÞ ¼ � l0

4p

� �
cicjh

2p2r3ij
P2ðcosHðtÞÞh i ð22:2Þ

Fig. 22.4 Three different representations for NH bond vector against a magnetic field. a Angle
dependency of the 1H–15N RDC is described by H, the angle between the NH bond vector and a
magnetic field. b NH bond vector on a molecular coordinate system, whose direction is defined by
polar angles (h;/). Molecular reorientation relative to a magnetic field is described by the
time-dependent polar angles (nðtÞ; fðtÞ). c NH bond vector is recast by direction cosines to three
molecular axes
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The angle bracket denotes the time-averaged value. When a protein rapidly
tumbles in an isotropic solution, no residual anisotropy remains, thus leading to
P2ðcosHðtÞÞh i ¼ 0. In an anisotropic condition, the molecular tumbling incom-
pletely vanishes the time-averaged term, giving P2ðcosHðtÞÞh i 6¼ 0. The magnitude
of the RDC depends on the orientation of the NH bond vector against the magnetic
field (Fig. 22.4a), and the order of the aligning magnitude of the protein in a liquid
crystalline medium, which are described by the term P2ðcosHðtÞÞh i in Eq. (22.2).

In using the RDCs as structural parameters, we have to define the orientation of
each NH bond vector in the molecular coordinate frame, a Cartesian coordinate
system in which all atomic positions in a protein are described.

The orientation of a NH bond vector in a protein is described by polar angles (h,
/) in the molecular coordinate system (Fig. 22.4b). The orientation of the magnetic
field in the molecular coordinate system is described by the time-dependent polar
angles, (nðtÞ; fðtÞ) (Fig. 22.4b): The time-dependent polar angles describe the
directional change of the magnetic field sensed by the tumbling protein.

The Legendre function P2ðcosHðtÞÞ is expanded by the spherical harmonics
according to the spherical harmonic addition theorem [24]:

P2ðcos hðtÞÞ ¼ 4p
5

X2
q¼�2

Y�
2qðh;uÞY2qðfðtÞ; nðtÞÞ ð22:3Þ

where the Y2q’s are the normalized spherical harmonics. Using the relations in
Eq. (22.3), the RDC (Dres

ij in Eq. (22.2) is expressed with the spherical harmonics:

Dres
ij ¼ � l0

4p

� �
cicjh

2p2r3ij

4p
5

X2
q¼�2

Y�
2qðh;uÞ Y2qðfðtÞ; nðtÞÞ

� � ð22:4Þ

In Eq. (22.4), the five time-averaged spherical harmonics Y2qðfðtÞ; nðtÞÞ
� �

with
q = −2, −1, 0, 1, 2 defines the orientation angles and its magnitudes for protein.
Recasting these five terms makes more intuitively acceptable representation to
describe the aligning state of protein, which is Saupe’s order matrix. [25, 26]. The
use of Saupe’s order matrix reforms Eq. (22.4) as below:

Dres
ij ¼ � l0

4p

� �
cicjh

2p2r3ij

4p
5

X
k;l¼x;y;z

Skl cosðakÞ cosðalÞ ð22:5Þ

where Skl is an element in Saupe’s order matrix. The Saupe order matrix is a
traceless, symmetric 3 � 3 matrix: It comprises of five independent elements as
described below. With Saupe’s order matrix, each bond vector orientation is defined
by direction cosines against the molecular coordinate axes with angles, ax, ay, and
az (Fig. 22.4c). Five elements in the Saupe order matrix are described by the
time-averaged spherical harmonics Y2qðfðtÞ; nðtÞÞ

� �
as described below:
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Sxz ¼
ffiffi
3
8

r ffiffiffiffiffi
4p
5

r
Y21ðnðtÞ; fðtÞÞh i � Y2�1ðnðtÞ; fðtÞÞh ið Þ

Syz ¼ i

ffiffi
3
8

r ffiffiffiffiffi
4p
5

r
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Sxy ¼ i
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3
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4p
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ffiffi
3
2

r ffiffiffiffiffi
4p
5

r
Y22ðnðtÞ; fðtÞÞh iþ Y2�2ðnðtÞ; fðtÞÞh ið Þ

Szz ¼
ffiffiffiffiffi
4p
5

r
Y20ðnðtÞ; fðtÞÞh i

ð22:6Þ

The Saupe order matrix describes the orientation angles and the orders of the
aligning magnitude of protein against the magnetic field, B0. Diagonalization of the
Saupe order matrix gives the alignment tensor. The alignment tensor consists of the
principal values that represent the orders of the aligning magnitudes along principal
axes and the angles of the tensorial axes defined in the molecular coordinate system,
which angles define the orientation of protein to the magnetic field.

Z-axis of the alignment tensor is defined as the most ordered axis, and the others
are defined according to the absolute magnitudes of the principal values,
Szzj j � Syy

�� ��� Sxxj j. An asymmetry, g ¼ ðSxx � SyyÞ=Szz, represents the deviation
from the axially symmetric ordering. The orientation of the alignment tensor axes
(the principal axes of the alignment tensor) is represented in the molecular coor-
dinate system by the Euler angles.

In the alignment tensor axes system (alignment tensor frame), the RDC, Dres
ij , is

rerepresented in a more simplified and intuitively acceptable form, in which two
new parameters, Aa and Ar, are introduced. Aa and Ar are made of the nonzero
average spherical harmonics:

Y20ðnðtÞ; fðtÞÞh i ¼
ffiffiffiffiffi
5
4p

r
Szz ¼

ffiffiffiffiffi
5
4p

r
Aa

Y2�2ðnðtÞ; fðtÞÞh i ¼
ffiffiffiffiffiffi
5

24p

r
Sxx � Syy
� 	 ¼

ffiffiffiffiffiffi
15
32p

r
Ar

ð22:7Þ

Using the parameters defined in Eq. (22.7), Dres
ij is transformed to the formula-

tion that is readily applied to the structure analysis with the RDCs:

Dres
ij ¼ � l0

4p

� �
cicjh

2p2r3ij
Aað3 cos2 h0 � 1Þþ 2

3
Ar sin2 h

0 cos 2u0
h i

ð22:8Þ

where the polar angles ðh0;/0Þ define the orientation of NH bond vector in the
alignment tensor frame. Aa and Ar are the axial and rhombic components of the
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ordering magnitudes, respectively. The orientation of alignment tensor is described
in the molecular coordinate frame with the Euler angles (a, b, c).

22.2.3 Residual Chemical Shift Anisotropy, RCSA

The other anisotropy associated with the amide 15N nucleus comes from the ani-
sotropic nuclear shielding, or chemical shift anisotropy, CSA (Fig. 22.2b). CSA is
not observed for a protein in isotropic solution; the peptide plane in a protein
rapidly tumbling in an isotropic solution experiences entire direction relative to the
magnetic field averages over the CSA to give an isotropic chemical shift, diso. In
solid state where each molecule stays in a fixed direction to the magnetic field, we
observe the three different components of the anisotropic chemical shifts for 15N
nucleus in a peptide plane, dxx, dyy, and dzz, which reprints the directional dependent
difference in the magnetic shielding (Fig. 22.2b) [27]. In a weakly aligned protein,
the CSA is partially restored due to the incomplete directional averaging of the
anisotropy, which causes chemical shift change form diso along

15N axis. This is the
residual CSA (RCSA) (Fig. 22.5) [19].

Fig. 22.5 15N chemical shift change induced by a weak alignment. 1H–15N HSQC spectra are
compared for the sample of 15N labeled ubiquitin dissolved in 7.5% (w/v) DMPC/DHPC/CTAB
ternary bicelle solution between isotropic and aligned states: a under the magic-angle sample
spinning condition, giving an isotropic spectrum, b the aligned condition. Chemical shift changes
along 15N axis caused by a weak alignment are clearly observed, for examples the signals in dotted
square. These spectral changes come from the incomplete cancelation of 15N chemical shift
anisotropy (CSA) effect under a weak aligning condition. The change along 15N axis is the value
for the residual CSA, RCSA
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The 15N RCSA is defined as Δd15N = d15N(aligned) − d15N(isotropic). The
magnitude of RCSA varies according to the peptide plane orientation to the mag-
netic field (Fig. 22.2b). In the peptide bond, 13C′ also has also substantial CSA and
the RCSA for 13C′ can be used in the similar manner as in the 15N RCSA appli-
cation [28].

The RCSA values, Δd15N, relate the CSA tensor in each 15N nucleus to the
molecular coordinate frame with Saupe’s order matrix elements Sij:

Dd15N ¼ 2
3

X
i¼x;y;z

X
j¼x;y;z

X
k¼x;y;z

Sij cosðhikÞ cosðhjkÞdkk ð22:9Þ

Here, coshij, denotes the direction cosine between i-axis in the molecular coordinate
system and j-axis in the CSA tensor principal axis. The principal value for the CSA
tensor axis k is denoted by dkk (kk = xx, yy, and zz), the magnetic shielding mag-
nitude along each principal axis (Fig. 22.2).

The alignment tensor is obtained through diagonalizing Saupe’s order matrix,
whose matrix elements are determined with a set of Dd15N data using Eq. (22.9). In
determining Saupe’s order matrix, the pre-defined CSA tenor parameters including
b angle to define the CSA tensor position in a peptide plane and two principal
values dzz and dxx with assuming the isotropic shift diso = (dxx + dyy + dzz)/3 = 0.0:
The ryy axis is normal to the peptide plane with the angle b = 19.6° ± 2.5°
(Fig. 22.2b) [29]. In determining the alignment tensor with the RDCs, the only
pre-defined parameter is the libration average bond length, e.g., 〈rNH〉 = 1.04 Å. In
the case with the RCSA, the tensor determination is more pre-knowledge
demanding.

The 15N CSA tensor value depends on the local backbone torsion angles [29].
The 15N CSA tensor values in protein have been reported by various methods
including solid-state and solution NMR [19, 27, 29–32]. These data gave consensus
15N CSA tensor parameters for the residues in each type of the secondary structures
such as b-helix and b-sheet. In determining the alignment tensor with the RCSAs,
the secondary structure-specific 15N CSA tensor parameters will be used as
pre-defined parameters. The use of the secondary structure-specific 15N CSA ten-
sors gives the alignment tensors that can reproduce the experimentally observed
Dd15N values within the experimental errors.

At the end of this section, I briefly describe how the 15N CSA tensor parameters
are determined by solution NMR, in which the weak alignment is essentially used.

We reported the 15N CSA tensor determined for the protein in a weakly aligning
state in solution including a magnetically aligned bicelle [19]. In our approach, we
applied magic-angle sample spinning (MASS) to collect the RCSA data, Dd15Ns.
The MASS to the magnetically aligned bicelles eliminates its magnetically induced
ordering, and thus the protein in the bicellar solution completely averages out the
anisotropies, while the protein stays in a weakly aligning state unless the MASS is
applied [19]. As seen in Eqs. (22.5) and (22.9), the RDCs and RCSAs are repre-
sented by Saupe’s order matrix. In the same sample, Saupe’s order matrix elements,
Sij, are shared in the formula for RDC and RCSA as Eqs. (22.5) and (22.9),
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respectively. Once the Saupe order matrix is determined by the RDCs using the
relation in Eq. (22.5), which is directly used also in Eq. (22.9).

We can observe the RCSA, Dd15N, values from the 15N chemical shift changes
between the signals for the protein in a weakly aligned state and the same sample
under the MASS (Fig. 22.5). The use of MASS is essential to measure the RCSA.
Chemical shits are quite sensitive to the chemical environment around the protein,
which includes coexisting solute. In accurately measuring the RCSA, we need to
keep the sample condition the same to remove the causes that change chemical
shifts other than that from the alignment. The use of MASS to the weakly aligned
sample fulfills this requirement in measuring the RCSA; the MASS eliminates the
residual anisotropies with keeping the chemical environment the same.

With the RCSAs, Dd15Ns, collected with the MASS and the Saupe order matrix
determined by the RDCs, we can determine the 15N CSA tensors with the relation
in Eq. (22.9). The 15N CSA tensor consists of five independent matrix elements,
which therefore requires at least five Dd15Ns to get the tensor determined. In using
the single aligned sample, we only determine the averaged 15N CSA tensor over the
residues at least five in the sample. Because of this requirement, the residues in the
same type of secondary structure are used to give the secondary structure-specific
15N CSA tensor [19].

The residue-specific 15N CSA tensor can be determined, once we could collect
the RCSAs and RDCs for the same sample at least five different aligning states,
meaning protein has different orientation angles to the magnetic field. Those
samples are not readily accomplished by merely changing the aligning media. The
amino acid changes to loops in a protein, however, are demonstrated to significantly
change the aligning states in the same bicelle medium. With the structurally
innocent mutants, Bax and co-worker determined the residue-specific 15N CSA
tensors in the protein GB3 based on the RDCs ad RCSAs for the protein in six
different aligning states [29]. The RCSAs, D15Nd values, for the protein in each
aligning state were collected with the MASS. The Saupe order matrices determined
from the RDCs were subjected to determine the residue-specific 15N CSA tensor
with six different sets of the RCSAs using Eq. (22.9). The results have shown that
the 15N CSA tensor shows only a moderate degree of variation from the average
value, but it has larger magnitudes for the residue in a-helix (Dr = −173 ± 7 ppm)
than b-sheet (Dr = −162 ± 6 ppm) residues [29]; Dr is defined as (ryy − rxx)/rzz

[33]. The results ensure that the use of secondary structure-specific 15N CSA tensor
is practically acceptable in the structure analysis using the RCSA.
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22.3 Practical Procedures to Use the Residual
Anisotropies

Measuring the residual anisotropies requires to achieve weak alignment of protein
in solution to an appropriate extent to restores significant level of the anisotropies
with keeping the spectral resolution high enough. The order of the alignment
required for measuring residual anisotropies is approximately 10−3, giving around
20 Hz in maximum absolute magnitude for amide 1H–15N RDC. To prepare a weak
alignment, we usually use liquid crystalline medium to assist protein to align to the
magnetic field, because most of the proteins have too limited inherent magnetic
susceptibility to make them spontaneously align even under the strong NMR
magnetic field. Some of the proteins like heme-containing proteins tend to align
without the aid of the magnetically aligning co-solute, due to its substantial mag-
netic susceptibility coming from a heme group [34]. The double-stranded DNAs
also show spontaneous alignment in NMR magnet [35]. In this section, I will
describe typical preparations for weakly aligning samples to measure the residual
anisotropies.

22.3.1 Magnetically Aligning Liquid Crystalline Media

Magnetically ordering liquid crystalline media are commonly used in collecting the
residual anisotropies. Discoidal phospholipid assembly, bicelle, is one of the pre-
vailingly used materials for weakly aligning protein [36]. The discoidal bicelle is

Fig. 22.6 Weak alignment made by using various media. a Discoidal shape phospholipid bicelle
medium, b rod-like filamentous phage and c purple membrane. Because of significant anisotropic
magnetic susceptibility, the molecules spontaneously align in a magnetic field. Proteins in the
aligning media are aligned through the collisional interaction or electrostatic interactions with the
aligning molecules
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composed of a mixture of dimyristoylphosphatidylcholine (DMPC) and dihexanoyl
phosphatidylcholine (DHPC) in a ratio of 3:1. The phospholipid binary mixture
forms lipid bilayer disks with 30–40 nm in diameter. Bicelle has substantial ani-
sotropy in magnetic susceptibility that allows it for spontaneously align under NMR
magnetic field: The normal of the discoidal bicellar surface orients perpendicular to
the magnetic field (Fig. 22.6a).

In measuring the residual anisotropies, an appropriate amount of bicelle is put
into protein solution to establish an ideal degree of aligning state; the higher
concentration goes to higher alignment [17]. In NMR magnet, the bicelles transit
into liquid crystalline phase, in which the discoidal molecules are ordered to arrange
their bicellar normal perpendicular to the magnetic field. Bicelle has a discoidal
shape with flat surface (Fig. 22.6a). In the liquid crystalline phase of the bicelles,
proteins are entrapped in the cavities inside the bicellar liquid crystalline. Proteins
in cavities bump to the bicellar walls and experience sterical limits for their tum-
bling. Under such conditions, proteins imperfectly average the anisotropic inter-
actions to make the residual anisotropies observable [16, 37].

The aligning magnitude is tuned by the bicelle concentration; higher bicellar
concentration will produce dense liquid crystalline phase, thus higher aligning
magnitude. On the other hand, bicelle requires the minimal concentration to
maintain the liquid crystalline phase; in lower bicellar concentration under the
critical limit, bicellar solution becomes phase separated to be in a micelle state.

The bicelle made of DMPC/DHPC binary phospholipid has neutral charge on its
surface, and it induces the residual anisotropy through the bumping of proteins to
the bicellar walls. In using the charged bicelle made by doping charged molecule to
the binary bicelle, the aligning property of proteins changes due to the additional
electrostatic interactions between the charged bicellar wall and protein surface
charge. Addition of SDS, sodium dodecyl sulfate, into binary phospholipid makes
the bicelle negatively charged, while the doping CTAB, cetyl trimethyl ammonium
bromide, makes it positively charged. This change in the aligning property allows
for making various aligning states of protein to give more accurate orientational
information.

The use of bicelle as aligning media has practical limitations in its application to
protein research. One is the temperature required for keeping the bicelle in a liquid
crystalline state is in a rather narrow range and limited in higher range, 27–45 °C.
Some proteins may precipitate in such higher temperatures. Bicelle becomes
unstable in the acidic or alkali conditions. It is only stable under the neutral con-
dition. This also limits the solution conditions applied to prepare for protein sam-
ples. Additionally, stability of the liquid crystalline state of bicelle is sensitive to the
salt conditions. We may have to care about the solution conditions to achieve the
appropriate aligning condition. In some of the cases, the bicellar media cannot be
used for the residual anisotropy measurement. This is why a variety of aligning
media have been reported to overcome the limitations in the residual anisotropy
experiments.
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22.3.2 Naturally Occurring Materials that Spontaneously
Align in a Magnetic Field

Spontaneously aligning molecules are also used as aligning media for observing the
residual anisotropy. Rod-like filamentous phage and purple membrane constitute
the representative examples for the application of the residual anisotropy.

Filamentous phage, which is made of a rod-like coat protein, is a well-known
example of the naturally occurring molecule used for weak alignment [38]. Because
of the highly anisotropic shape of the filamentous phage, it spontaneously aligns in
a high magnetic field, with keeping its rod axis parallel to a magnetic field
(Fig. 22.6b). Filamentous phage has negatively charged surface, and thus it induces
protein alignment through electrostatic interactions with protein; the mechanism is
different from that by the binary phospholipid bicellar medium. The order of
alignment can be tuned by the concentration of the phage suspension in protein
solution.

Purple membrane has two-dimensional crystal lattice structure of bacteri-
orhodopsin (bR) that is rich in a-helices (Fig. 22.6c). Purple membrane constitutes
of ordered a-helices, and thus it has intrinsic high anisotropic magnetic suscepti-
bility, which makes purple membrane spontaneously align in a high magnetic field.

Suspension of purple membrane is added into protein solution to make the
protein weakly aligned. The aligning magnitude is tuned by the concentration of
purple membrane in solution [39]. Protein in the solution of purple membrane is
aligned through the electrostatic interactions with the negative charges on the
discoidal surface.

Purple membrane and filamentous phage cannot be applied to basic proteins that
are positively charged on their surfaces. The basic proteins tightly adsorb onto the
negatively charged surfaces of those aligning molecules through the electrostatic
interactions, which will induce the extreme ordering of proteins and thus prohibit
observing high-resolution NMR signals.

Recently, additional spontaneous aligning media are reported to alleviate the
limits by the existing aligning media, which include collagen gels and DNA nan-
otubes [40–42].

22.3.3 Compressed Acryl Amide Gel

The other method uses anisotropically compressed acrylamide gel. Acrylamide
hydrogel has cavities to capture proteins within, whose cavity size is tuned by
changing the ratios of the composing chemicals, acrylamide and bis-acrylamide.
Acrylamide forms a linear polymer chain and bis-acrylamide makes bridge to link
acrylamide liner polymers. The increased content of bis-acrylamide generates
smaller cavity [43].
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The acrylamide gel has a spatially isotropic cavity. Protein soaked in the gel
retains isotropic tumbling and shows no residual anisotropies on its NMR spectrum.
Weak alignment of protein in the gel is induced by generating the spatially ani-
sotropic cavities in the gel.

In measuring the residual anisotropy with acrylamide hydrogen, a cast gel
containing a protein solution is deformed inside an NMR sample tube (Fig. 22.7).
There are two ways to make anisotropically compressed gel: One is to press the gel
along the NMR tube (compressed gel), and the other is squeeze it in the lateral
dimension, and thus it becomes stretched vertically (stretched gel) (Fig. 22.7).

In vertical compression, gel is cast to have a shorter diameter than the inner
diameter for NMR sample tube. After inserting the cast gel, it is vertically com-
pressed with glass rod in the Shigemi NMR tube [44, 45] (Fig. 22.7a). On the other
hand, stretched gel is made from the cast gel having a slightly larger diameter than
that the inner diameter of the tube; the gel is inserted into the tube by using tapered
devise [46] (Fig. 22.7b). Because of the different direction to compress, these two
preparations induce different protein orientation to each other.

The charge doping in the anisotropically compressed gel is also possible [47].
Negative charge is doped by replacing a part of acrylamide with acrylate, while a
positive charge is introduced by adding DADMAC, diallyldimethylammonium
chloride, in casting gel chip. The charge doping in the hydrogel changes aligning
property through the additional electrostatic interaction between protein and the gel
becomes active.

Acrylamide gel is neutral in charge and thus it aligns protein through collisional
interaction between protein and anisotropically distributing acryl amide granules
that exclude protein invasion within the compressed gel. The non-charged acry-
lamide gel is readily used for any types of protein, independent on the surface

Fig. 22.7 Anisotropically compressed gels to achieve weak alignment. a Vertically compressed
gel. b Laterally compressed, thus, stretched gel. Cast gel chip (blue) is inserted into an NMR glass
tube. In the vertical compression, the cast gel is pressed by a glass rod in NMR tube. These
compressions induce spatially anisotropic cavities within the acrylamide gel
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charge of protein. In working on the protein having significant surface charge, we
carefully choose the doping to the hydro gel to avoid sticking protein to the gel by
electrostatic interaction to keep the spectral resolution.

The aligning order of the magnitude is tuned by changing the concentration of
acrylamide and/or the ratio of the composing chemicals and also the diameter of the
cased gel chip. In addition, the extent of the charge doping may have to be con-
sidered in some cases. There are more parameters to adjust than those for the liquid
crystalline media. We, therefore, need some trial experiments to gain the optimal
gel condition to have the anisotropic spin interactions observable in enough spectral
resolution. It is noted that the lateral compression using so-called Bax device can
achieve rather uniform compression to give clear NMR signals for measuring the
residual anisotropies [48], while the vertical compression is hard to get the uni-
formly compressed gel, which sometimes give seriously distorted NMR signals.

The great advantage for the use of the compressed gel is in the chemical stability
of acrylamide gel. In using acrylamide gel for a weak alignment, we do not need to
worry about the sample conditions including temperature, salt concentration, and
solution pH. Under any sample conditions, we can align protein by the compressed
gel. It is a keen difference from the limitation posed by using the other aligning
materials including liquid crystalline media and the naturally occurring materials.
The compressed gel can be applied as a universal media for weakly aligning pro-
tein. In particular, for the membrane proteins dissolved in detergents, the lipid
bicelle is out of choice, and the spontaneous aligning molecules are also limited in
use. In such cases, the use of acrylamide gel is the preferential choice of the
aligning media to use the residual anisotropies [49].

22.3.4 Protein Structures in Weakly Aligned Media

Preparing for a weakly aligning protein is a prerequisite for the analysis of protein
morphology by NMR. The protein morphology analysis needs the global structural
information coming from the residual anisotropies. Because protein is dissolved in
an artificial medium like magnetically ordering liquid crystalline solution, one may
worry about the structural changes that may occur under such unusual condition:
For example, the domain orientation in such an aligning medium represents the real
state of the protein in an isotropic solution?

The mechanisms for aligning protein in magnetically aligned bicelle solution and
rod-like filamentous phage suspension are well understood [16]. The observed
RDCs can be reproduced with using the protein crystal structure by the simulation
according to the aligning mechanism. The successful reproduction of the RDCs for
the protein aligned by bicelle or filamentous phage supports that the proposed
theory accurately describes the state of protein in the aligning media.

According to the theory, the observed residual anisotropies can be established by
a small fraction of protein experiencing the rotational restriction through the col-
lision between the protein and the magnetically aligning molecule. In using the
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charged filamentous phage, the electrostatic interactions are also active in inducing
the rotational restriction on the protein near the medium. The fraction for that is
around 0.1% of the total number of protein molecules in the sample. In other words,
the interactions have to be weak and transient. The inter-molecule interactions,
therefore, do not actively align the protein but prohibit some fraction of the protein
orientation near the medium. Under the condition, the aligning media do not induce
artificial protein conformation or domain arrangement, because the prohibited ori-
entation angles neat the medium is solely determined by the intrinsic molecular
shape of protein in the bulk solution.

The structural perturbation by the medium is easily monitored by the NMR
spectral changes. If the medium tightly interacts with protein to change the struc-
ture, some of the chemical shifts should change from those found in an isotropic
state.

The bicellar medium is in the liquid crystalline state over its phase-transition
temperature. Under the temperature, it becomes a micelle solution that does not
align in a magnetic field and thus does not induce protein alignment. If protein in
this micelle solution does not show apparent spectral changes from the solution
without containing micelle, we exclude the possibility that the bicelle induces a
structural change to the protein through non-specific contacts.

In the case of the charged filamentous phage, the increased concentration of
cations, which shield the surface charge on the phage, impairs the ordering of the
media in a magnetic field. The magnitudes of the anisotropic spin interactions for
the protein in the phage suspension, therefore, are proportion to the cation con-
centration. If the spectral changes show linear dependency on the cation concen-
tration, we could rule out the structural changes caused by the interaction with the
medium.

Using compressed acrylamide gel allows the direct spectral comparison between
the samples in the reference gel (non-compressed gel) and the isotropic solution
without gel to see if any structure change happens through the interaction with the
gel.

In general, under weakly aligning conditions, the spectral changes caused by the
interaction with the media are almost negligible, ensuring that no apparent struc-
tural changes happen to protein in the media, even in the cases of multiple domain
proteins.

22.4 RDC-Based Domain Orientation Analysis

In this section, we will describe the experimental procedure to determine the
domain orientation of a multi-domain protein, from the RDC data collection to the
structure determination. In addition, the limitations in the RDC-based analysis will
be discussed to emphasize the necessity of our TROSY-based DIORITE
(Determination of Induced ORIentation by Trosy Experiment) approach.
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22.4.1 Collecting the RDC Data

RDC is measured on a pair of 1H coupled HSQC spectra for the samples in
isotropic and anisotropic states. The 1H coupled HSQC spectrum gives a pair of
split peaks along 15N axis for each 1H–15N correlation. The doubled number of
peaks on a 1H coupled HSQC spectrum may give increased signal overlaps that
obstacle the accurate reading of peak positions. To avoid this drawback, an NMR
technique is used to separate the up- and down-field components into different 2D
spectra, IPAP-HSQC [22]. IPAP-HSQC gives two separate spectra that have
in-phase and anti-phase doubles, respectively. Addition or subtraction of the spectra
will give two separate 2D spectra displaying only up-field or down-filed compo-
nents of each doublet. This signal separation reduces signal overlap on a 1H coupled
HSQC spectrum and keeps the spectral resolution to the same extent as in the
original HSQC spectrum (Fig. 22.3).

The separation width between the up- and down-field components measured
from IPAP-HSQC spectra gives 1JNH for isotropic sample and 1JNH þDNH

res for
aligned sample. Therefore, the RDC, DNH

res, is obtained by their difference.

22.4.2 Domain Orientation Analysis Based on the RDC
Data

Here, we describe the domain orientation analysis based on the RDCs. The domain
orientation analysis should be done for the protein whose structure is already known
by X-ray. The primal interest of the analysis is in exploring the domain reorien-
tation upon interaction with the other protein or ligand. In the cases, each domain is
assumed to retain the same structure as in crystal.

As described in the theory section, the alignment tensor for a weakly aligned
protein is determined based by the RDCs and its structure coordinate, Eq. (22.5).
The Saupe order matrix consists of five independent elements. We therefore need
more than five RDC data to determine the Saupe order matrix for the focusing part
in a protein. The singular value decomposition (SVD) to the matrix relating the
direction cosines to the observed RDCs will give the Saupe order matrix [25, 26,
50]. Diagonalizing the Saupe order matrix gives the alignment tensor frame ori-
entation relative to the molecular coordinate system and the magnate of the aligning
orders along each principal axis. As described in the theory part, the alignment
tensor frame orientation is defined by the Euler angles (a; b; c).

We consider a two-domain protein here. We also assume that the high-resolution
structure of each domain is available, and each domain structure is the same as in
the crystal. Based on the collected RDCs, the alignment tensor for each domain is
independently determined according to the above procedure. As schematically
drawn in Fig. 22.8, the determined tensor frames for each domain are used as a
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guide to define solution domain orientation; one domain coordinate is rotated to
make an overlay its tensor frame onto the other (Fig. 22.8). It is noted here, the
RDCs do not provide any distance information between the domains. If the
inter-domain segment is highly flexible, the additional distance restraints are
required to build the entire structure, which should come from the other experi-
ments like paramagnetic relaxation enhancement and/or small angle X-ray scat-
tering (SAXS) [51–53].

Alignment tensor determined by the RDCs has four possible orientations.
Inversion around each principal axis gives the same RDCs values. Therefore, the
inversion is not discriminated experimentally. To alleviate this ambiguity in ori-
entation angle, additional aligning states using different aligning media, including
charged bicelle, or charged acrylamide gel, will be used. In analysing domain
orientation, the structural restrictions, which include the length of the inter-domain
linker or possible inter-domain steric clash, may define one inter-domain orientation
even using a single aligning experiment [34, 54].

The alignment tensor magnitudes along each principal axis represent the extent
of the aligning order. If the values differ between the domains, each domain tumbles
differently. The aligning orders thus give the insight into the domain dynamics in a
protein [34].

Fig. 22.8 Schematic representation for the procedure to determine the relative domain orientation
based on the alignment tensors for each domain. Sets of RDC data determine the alignment tensor
for each domain, independently. The domain orientation of a protein is established by rotating one
domain coordinate to make an overlay of its tensor frame on the other
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22.4.3 Significance of the Domain Orientation Analysis
by RDCs

The domain orientation analysis for protein in solution gives an invaluable out-
come, even if its high-resolution crystal structure is available. There are some cases
to show the different domain arrangements between solution and crystalline
structures. The RDC analysis on maltose-binding protein (MBP) in the complex
with b-cyclodextrin has shown that the relative domain orientation in solution was
different from that in the crystal [55]. This may indicate the crystal contact causes a
subtle change in domain orientation. Bacteriophage T4 lysozyme in solution was
shown to have a more open conformation relative to the crystal structure, which
was also analyzed by the RDCs [56]. This observation appears compatible with
steric requirements for the ligand bindings.

These examples illustrate how the RDC-based domain analysis complements
X-ray crystallography in determining the relative domain orientation or protein
morphology. The significance of the RDC-based analysis is emphasized in
exploring the domain rearrangement upon binding to the other protein or ligand.
When the complex structure cannot be solved by X-ray, the complex structure is
determined by the RDCs in a solution state with the structure in apo-form. This
approach does not require tedious and time-consuming NOE analysis as required in
conventional NMR structure determination, but just needs the backbone resonance
assignments and a set of IPAP-HSQC spectra. The RDC based approach allows
efficient structure determination of the protein in the complex with target.

22.4.4 Molecular Size Limitation in the RDC-Based
Approach

The domain orientation analysis with the RDCs is now realized as a useful tech-
nique to elucidate overall protein morphology in solution, complementing the X-ray
structure analysis. This approach has, however, severe size limitation. Here, this
obstacle in the RDC application is discussed.

The size limitation comes from the rapid transverse relaxation rate of one of the
split components observed on a 2D IPAP-HSQC spectrum. The high-filed com-
ponent shows faster transverse relaxation rate than that of the other. This compo-
nent has even faster relaxation rate than that of HSQC counterpart. This is due to
cross-correlated relaxation interference to amide 15N spin relaxation process; for the
high-field component, the cross-correlated relaxation process additively affects,
while for the low-field component, the interference reduces its relaxation rate. The
transverse relaxation process of the HSQC signal is free from the interference.

In measuring the RDCs with IPAP-HSQC for high molecular weight protein, the
high-field components of each amide spin pairs will broaden and severely reduce
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the signal intensities, thus, they will not be observed. In particular, the difficulty in
observing the high-field component will be enhanced in an aligned state, due to the
appearance of the residual dipolar interactions as relaxation causes. For proteins
over 20 kDa, it is usually hard to observe the high-field component in an aligned
state, thus making the RDC measurement impossible. The RDC-based domain
orientation analysis with IPAP-HSQC is practically limited up to around 20 kDa.

Simulation of the line broadening on each component of a doublet according to
molecular size is shown in Fig. 22.9. In this figure, the low-field component that
shows a longer transverse relaxation time and the other having a shorter transverse
relaxation time are named as TROSY and anti-TROSY, respectively. The slower
transverse relaxation associated with the low-field component is due to the mech-
anism used in TROSY (Transverse Relaxation Optimized SpetroscopY) [21]. As
demonstrated on the simulation, the anti-TROSY component shows severe
broadening even for the medium-size protein, 20 kDa.

The difference in line widths between the TROSY and anti-TROSY components
will become considerable for higher molecular weight proteins. As seen in the
simulation, protein over 150 kDa gives severely broadened anti-TROSY signal,
which already hard to observe. Protein with 800 kDa gives undetectable
anti-TROSY signal. The size limitation in the RDC-based approach is clearly
demonstrated in this simulation.

It should be noted, the TROSY component can remain observable in intensity
even for 800 kDa protein (Fig. 22.9). This motivated us to devise an approach to
determine an alignment tensor by using only TROSY components, which will push
forward the molecular size limit in the existing RDC based experiments.

Fig. 22.9 Simulation of the
molecular size dependency of
the TROSY and anti-TROSY
components observed on a
IPAP-HSQC spectrum. The
data represent a slice peak
along the 15N axis. This
simulation assumed a
750-MHz experiment. Black,
blue, and red lines are the
simulated peaks for the sizes
20, 150, and 800 kDa,
respectively. The dotted line
is assumed the expected noise
level
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22.4.5 Existing Remedy for Overcoming the Size Limitation
in the RDC-Based Approach

Some remedies are proposed to overcome the size limitation the RDC application.
They all rely on the TROSY.

The difference in the transverse relaxation rates between the TROSY (low-field)
and anti-TROSY (high-field) components split along the 15N axis are explained by
the relaxation interference. The same effect is active in the split signals along 1H
dimension. In observing the 1H–15N single bond correlation spectrum without
decoupling during t1 and also t2 durations, each spin pair gives a quartet on a
spectrum; split signals in both 1H and 15N dimensions. The pure TROSY signal is
the one having the longest transverse relaxation time among the quartets. In using
the protein labeled with 15N and 2H, where an unwanted relaxation process is
diminished by breaking the 1H–1H dipolar interaction network in a protein, TROSY
effect is enhanced, and it allows 1H–15N correlation spectrum for proteins over
100 kDa [21].

One proposed remedy is the combinatorial use of TROSY and HSQC. The
difference between TROSY and HSQC signals along the 15N axis corresponds to a
half of RDC. As discussed above, the transverse relaxation rate of the HSQC signal
is slower than that for the anti-TROSY component in a IPAP-HSQC spectra.
Therefore, the size limitation problem should be alleviated by replacing
anti-TROSY signal with HSQC counterpart. For a 81.4-kDa protein, the transverse
relaxation times for the TROSY, anti-TROSY, and HSQC signals are reported to be
65, 10, and 30 ms, respectively [57]. In considering the difference between the
transverse relaxation times between TROSY and HSQC signals, the combinatorial
use does not fully solve the problem, but just alleviate it.

Another remedy is the use of J-scaled TROSY, which is also referred to as
J-enhanced (JE) TROSY [58, 59]. In this experiment, short J-evolution step is
added in the standard TROSY, which induces J-dependent shift change from the
standard TROSY shift. In the standard TROSY experiment, the shift difference
between the signals along the 15N axis on the same 1H chemical shift corresponds to
1JNH, while in the J-scaled TROSY, this shift difference is changed according to the
additional duration for J-evolution. From the magnitude of the shift change induced
by the applied J-evolution period, the apparent 1JNH coupling value is estimated. If
the J-evolution period is applied to allow full recovery of 1JNH coupling, the
observed signal position should be coincident with that of the HSQC signal.
Usually, to gain the signal intensity for the observed signal on J-scaled TROSY,
rather limited evolution time is set. In this J-evolution step, the coherences for
TROSY and anti-TROSY are mixed; the equivalent mixing of the two gives the
coherence for observed as HSQC signal. The more increased the contribution of the
anti-TROSY coherence to the observed signal leads to more broadened signals
observed. Therefore, in the J-scaled TROSY experiment, partial recovery of the J-
modulation is used to maintain the signal intensities on the J-scaled TROSY
spectrum in the observable level.

22 Protein Structure and Dynamics Determination by Residual … 623



Signals observed on a J-scaled TROSY spectrum have longer transverse
relaxation times than those of the signals on a HSQC spectrum. Their transverse
relaxation times, however, are still shorter than those for real TROSY counterparts.
The combined use of TROSY and J-scaled TROSY is indeed advantageous over
the TROSY/HSQC combination. In determining more accurate RDCs, J-scaled
TROSY requires more extent of the mixing of the anti-TROSY coherences, which
will result in the lesser sensitive J-scaled TROSY signals. The use of J-scaled
TROSY is not the complete remedy for the problem we concern.

In spite of the limitations in the existing approaches, they expanded the RDC
application up to 50 kDa protein [60]. However, it is also reported that the rapid
transverse relaxation of the non-TROSY component is already an obstacle in
measuring the RDCs for 81.4-kDa protein [57]. The further expansion of the
application limit is expected, and our DIORITE is one of the possible methods used
for this purpose.

22.5 Alignment Tensor Determination Using Only
TROSY

As discussed above, the molecular size limitation in the RDC-based domain ori-
entation analysis is not completely overcome. Most of the biologically interesting
multi-domain proteins tend to be over 100 kDa. The existing approaches are not
supposed to be applied to such higher molecular weight protein. This is because
they do not take fully advantages of TROSY spectroscopy, which adopts the signals
with the longest transverse relaxation time. Our DIORITE approach uses the signals
having the longest transverse relaxation times. This considerably diminishes the
size limitation problem. In this section, we will describe the theoretical aspects of
the TROSY-based alignment tensor determination, which will allow the domain
orientation analysis for higher molecular weight.

22.5.1 Alignment-Induced TROSY Shift Changes

TROSY spectrum changes when protein is transferred from isotropic to anisotropic
states. This TROSY shift change along the 15N axis contains the effects of two
anisotropic spin interaction observed on a peptide plane; 1H–15N dipolar interaction
and 15N CSA. As depicted in Fig. 22.10, this alignment-induced TROSY shift
change, DdTROSY, contains a half of RDC and the full RCSA effects. In a Cartesian
representation using the Saupe order matrix, the following relation should fold:
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where cosðakÞ is the direction cosine for the NH bond vector relative the molecular
axis k (k = x, y, z). D0

NH is the static dipolar coupling constant, which equals 23.0
and 21.7 kHz for assumed NH bond length 1.02 and 1.04 Å, respectively; in
considering the bond libration effects, the effective NH bond length is to be 1.04 Å.
The tem cosðhkjÞ is the direction cosine of the CSA principal axis j to the molecular
axis k. The principal value of the CSA tensor along j-axis is denoted as djj. As done
for the RDC, the SVD calculation to Eq. (22.9) gives the Saupe order matrix. At
least, five DdTROSY data are required to determine the Saupe order matrix com-
prising five independent elements. The alignment tensor is obtained through the
diagonalization of the Saupe order matrix.

Fig. 22.10 Schematic drawing of the relationship among the signals for 1H–15N doublet in a 1H
coupled HSQC spectra observed for protein in isotropic and aligned states. DdTROSY contains the
contributions from a half of RDC and full RCSA
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DIORITE is the algorism to determine the alignment tensor solely from TRSOY
spectra. DIORITE is anticipated to give a more accurate alignment tensor over the
1H–15N RDCs, in particular the cases for the proteins over 50 kDa by taking
advantage of the longest transverse relaxation time of the TROSY signal. DIORITE
determines the alignment tensor based on two anisotropic spin interactions,
including RDC and RCSA. As described in theory part, RCSA contains the ten-
sorial value to define the orientation the peptide plane against the magnetic field,
while RDC gives only the vectorial angle of the NH bond to the magnetic field.
RDC value does not change if the peptide plane is rotated along the NH bond axis,
while RCSA value significantly changes by the rotation. Because of the inclusion
of RCSA, DIORITE can determine the peptide plane orientation. DIORITE is more
informative over the RDC-based approach in determining the domain orientation in
a protein.

22.5.2 CSA Tensor Parameters Used in DIORITE

DIORITE-based alignment tensor determination requires 15N CSA tensor value for
each residue. As discussed in the part for the RCSA, it is not trivial to get accurate
15N CSA tensor value for each residue in a protein, because it sensitively changes
according to the local structure which includes backbone torsion angle, hydrogen
bonding, and so forth. In the DIORITE analysis, 15N CSA tensor for the residue has
to be pre-defined as input parameters.

Recent reports on the residue-specific 15N CSA tensors determined for small
proteins in solution had demonstrated that the 15N CSA tensor value is mainly
determined by the backbone torsion angle. Based on the torsion angle dependency
of 15N CSA tensor, we proposed the practical protocol for the DIORITE analysis
that uses the secondary structure-specific 15N CSA tensors as pre-defined input
from the structure.

The quality of the back-calculated DdTROSY values was assessed on ubiquitin.
The values with the secondary structure-specific 15N CSA tensors and those with
the residue-specific tensors were compared (Fig. 22.11); the residue-specific 15N
CSAs used here were determined by a set of elaborate spin relaxation analyses by
Bodenhausen and co-workers [61]. As demonstrated in the comparison, the use of
the secondary structure-specific 15N CSA tensor gives consistent results with those
with residue-specific values within an error range (Fig. 22.11). The DIORITE
analysis using the secondary structure-specific 15N CSA tensors, therefore, can be
applicable for exploring the domain orientation in a protein.
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22.5.3 DIORITE Analysis Using Different Magnetic Field
Strengths

TROSY effect reduces line width along 15N dimension at a higher magnetic field;
the original paper on TROSY has estimated the optimal frequency for obtaining the
narrowest lines is around 1 GHz [62]. In this section, the optimal magnetic field
strength for the DIORITE analysis will be discussed.

The alignment-induced TROSY shift change, DdTROSY, shows significant
magnetic field dependency due to the RCSA contribution. The magnitude of RCSA
is proportional to the applied magnetic field strength, while the RDC is independent
on the applied magnetic field strength. The field dependency of the RCSA gives a
peculiar profile to the DdTROSY value.

In a peptide plane, the least shielded 15N CSA tensor axis, dxx, is close to the NH
bond; the angle b ranges from 15° to 20° (Fig. 22.2b). The small b angle result in
the cancelation between RDC and RCSA values to each other, making the observed
DdTROSY value smaller than the corresponding RDC. In most of the residues in a
protein, RDC and RCSA have an opposite sign to each other. Therefore, DdTROSY
should be roughly equivalent to that a half of RDC minus RCSA in their absolute
values. The value DdTROSY tends to be approximately one-third of the RDC in an
absolute magnitude.

Fig. 22.11 Comparison of the back-calculated DdTROSY obtained by DIORITE algorism using the
secondary structure-specific and the residue-specific 15N CSA tensors. Red and green circles are
the values with secondary structure-specific and residue-specific tensors, respectively. Black
circles are the observed DdTROSY
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The inter cancelation effect depends on the magnetic field strength, but the
dependency is not linear. Using ubiquitin, we simulated the root-mean-square
(rms) DdTROSY values on different magnetic field strengths represented by 1H res-
onance frequencies, (Fig. 22.12). As seen in this simulation, the rms DdTROSY,
which represents the average magnitude of DdTROSY, decreases up to 800 MHz and
then increases according to the field strength (Fig. 22.12). In lower magnetic field
strength, where the RCSA contribution is rather small and the DdTROSY is roughly
approximated by a half of RDC. The increasing RCSA, which has an opposite sign
to RDC, contribution overall decreases the RDC value but further enhancement of
the RCSA contribution in a higher magnetic field becomes dominant in DdTROSY
value, which may explain the profile (Fig. 22.12).

The condition for weak alignment is carefully tuned to avoid severe signal
broadening. The alignment order is typically tuned to around 10−3, giving the
maximal absolute magnitude of RDC around 20 Hz. Under the condition, DdTROSY
is expected to give about 6 Hz. Even under the worst 800 MHz, the expected
DdTROSY should be 5.5 Hz. The accuracy in reading peak positions at a
signal-to-noise ration of 40:1 was estimated to be 0.6 Hz. Therefore, the experi-
mental error in the observed DdTROSY is estimated to be 0.8 Hz, in considering the
error propagation through subtracting the TROSY shift in an aligned state by that in
an isotropic state. Accordingly, the expected DdTROSY is well resolved within the
error in peak picking. It is noted that the estimated reading error in RDC should be
1.2 Hz due to twice subtraction required.

The resolution on TROSY spectrum also determines the validity of DIORITE at
different magnetic field strength. Using the average 15N CSA tensor value estimated
from ubiquitin, the dependencies of 15N TROSY line width and rms DdTROSY value
are plotted against proton resonance frequencies, where the values are in ppb (parts
per billion) units instead of Hz to compare them in the context of spectral resolution
(Fig. 22.13a). In this simulation, the optimal frequency to minimize the 15N line
width of the observed TROSY signal is 972.5 MHz, close but slightly different
from the value by the simpler estimation in the original paper. In comparing the line

Fig. 22.12 Field dependency of the TROSY line width and the root-mean-square (rms) DdTROSY .
a TROSY line width (green) and rms DdTROSY(red) according to the magnetic field strength.
b Field strength dependency of the effective resolution in measuring DdTROSY
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width of TROSY signal, the rms DdTROSY value is less dependent on the magnetic
field strength. The effective accuracy in observing DdTROSY value should be esti-
mated by the value DdTROSY divided by the 15N line width of TROSY signal
(Fig. 22.13b). In the simulation, the optimal magnetic field strength for observing
DdTROSY is around 900 MHz for 1H resonance frequency. Therefore, the magnetic
field strength for the maximal TROSY effect is almost optimal for the DIORITE
analysis. DIORITE analysis, thus, can take full advantage of the TROSY effect on a
900 MHz NMR spectrometer that is now commercially available.

22.5.4 Practical Aspects of the DIORITE Data Collection

DIORITE analysis uses TROSY chemical shift changes DdTROSY induced by
weakly aligning protein [63, 64]. In general, chemical shift is very sensitive to the
solution conditions, including temperature, sample concentration, pH, ionic
strength, and co-solute. In measuring DdTROSY, we have to exclusively collect the

Fig. 22.13 TROSY shift changes induced by weak alignment by using compressed acrylamide
gel. TROSY shift changes are measured from the reference positions collected for the sample in an
uncompressed gel that is made of the same chemical composition to that used for compressed gel.
a D2O residual quadrupole split observed in a compressed gel, b the residual quadrupole split is
not observed in an uncompressed gel, showing that the gel can be used for the reference. c TROSY
shift changes, ΔdTROSY, observed for a 38 kDa protein (MBP); a pair of TROSY spectra collected
in compressed (red) and uncompressed gels (black)
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chemical shift changes caused by the alignment effects. For the purpose,
anisotropically compressed polyacrylamide gel is the most appropriate medium for
aligning protein. As described above, the anisotropically compressed gel (stretched
gel) is made by inserting the cast gel chip having a little greater diameter than that
of the inner diameter of NMR tube. The gel chip having the same diameter as that
of NMR tube is not compressed after insertion, which can keep the isotropic cavity
within. Protein in this non-compressed gel is not aligned and does not show any
anisotropic spin interactions. The sample, therefore, can be used as the reference
TROSY spectrum for measuring DdTROSY. Because the non-compressed gel con-
sists of the same acrylamide composition, protein in this gel experiences the same
chemical environments as in the compressed gel, which ensures that the observed
TROSY shift changes solely come from the alignment effects. It is difficult in
getting reference data with using the other aligning media, including bicelle, fila-
mentous phage, and purple membrane. They cannot be the choice for DIORITE
analysis.

In measuring DdTROSY values, a set of TROSY spectra for the aligned and
isotropic samples are used (Fig. 22.13c). The formation of the anisotropic cavity in
the stretched gel can be monitored by the split of the deuteron signal from HOD; the
deuteron in the water molecule within an anisotropic cavity shows a doublet,
residual quadrupolar coupling of the deuteron (Fig. 22.13a). The stronger aniso-
tropy in a cavity gives a larger split. The water deuteron in the reference gel gives a
singlet, confirming the cavity in the reference gel is isotropic (Fig. 22.13b).

In measuring NMR spectrum, water deuteron signal is used as a frequency lock
to give the frequency standard. Because of the split of a deuteron signal in an
aligned state, the resonance positions observed are biased; one of the doublet
envelopes is used for the frequency lock, thus biasing the signals by a half of the
split width. This offset should be subtracted from each signal position on the
TROSY spectrum for protein in an aligned state.

22.5.5 DIORITE Analyses on MBP in Different Ligand
Bound States

Here, we demonstrate the applications of the DIORITE analysis. Maltose-binding
protein (MBP) has two domains. From a series of X-ray analysis, MBP is known to
show domain reorientation upon binding to ligand, and the domain rotation angle
depends on the size of ligand molecule.

MBP binds to b-cyclodextrin (b-CD) comprising of seven glucose units, and it
shows a small change in the relative domain orientation from that in apo form as
demonstrated by X-ray analysis. MBP also binds to different types of cyclodextrins
comprising of the different number of glucose units; a-CD (six glucose units), c-CD
(eight glucose units). We expected to see the domain rotation angle changes
according to the size of the three types of CDs.
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Using the anisotropically compressed gel (stretched gel) and uncompressed
reference gel, we collected a pair of TROSY spectra for each MBP in the complex
with a-, b- and c-CD. Using the apo-form MBP X-ray coordinate, we analyzed the
relative domain orientation using DIORITE; the model structure was constructed

Fig. 22.14 Domain rotation angle change according to the ligand size in maltose-binding protein
(MBP). a b-CD, b c-CD and c a-CD complex states. The hinge rotation angles induced by ligand
binding were 13°, 14°, and 22° for the cases of b-CD, c-CD, and a-CD, respectively
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based on the alignment tensors individually determined for N- and C-terminal
domains. On each complex, the back-calculated and observed DdTROSY values were
well correlated, suggesting the alignment tensors for each domain were well
determined (Fig. 22.14).

The DIORITE analyses on the MBP complexes demonstrated that for the
smallest ligand, a-CD, the domain rotation angle was significantly larger than that
for the b-CD complex structure. On the other hand, MBP in the complex with c-CD
retains almost the same domain orientation relative to the b-CD complex; the size
over the b-CD does not change the domain rotation angle.

The example analyses demonstrated that the MBP showed significant domain
reorientation according to the ligand size. It should be noted that the DIORITE
analysis is very efficient to see this ligand-dependent domain reorientation; which
requires just a pair of TROSY spectra collected for the sample in aligned and
isotropic states.

22.6 Conclusion

X-ray structures are still exponentially accumulated every year. The huge collection
of the protein coordinates should prompt the protein structure works using the
existing protein coordinate data. In this review, we introduced protein structure
analysis in solution with the assistance of protein structure data collected by X-ray
crystallography.

There has been a lot of discussion on the significance of the solution structure
determination by NMR. Most of the structures for single domain proteins or iso-
lated domains have shown marginal structural deviations from the corresponding
structures solved by X-ray. This diminishes the importance of NMR structure
analysis, except for the case in which crystallization is hard. When X-ray structure
is available on a type of protein behaving as an independent structural unit, the
solution structure determination on the protein by NMR is not usually conducted,
because the crystal structure should not largely differ from that in solution.
Additionally, in most of the cases, the size limitation in NMR structure determi-
nation prohibits such solution structure analyses, even if they are required. NMR
solution structure analysis, therefore, has been recognized as a complementary
method in rather limited cases.

The situation seems different in the structure analysis of multiple domain pro-
teins. There already appeared some examples to show the difference in the domain
orientations of protein between solution and crystalline states. The kinds of example
will be increased, because it is getting to know that many proteins have domains
linked by seemingly flexible or unstructured linkers judged from the sequence. In
the proteins, it is presumable that the domain arrangement tends to be defined
artificially by crystal packing, thus not represent the protein morphology in a
solution state.
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The NMR techniques using a weak alignment have paved ways to directly
determine the relative domain orientation in solution, which has not been ever done
by the conventional NMR methods. Some variations of the methods were intro-
duced in this review, with their limitations in practical applications. Our devised
DIORITE approach has a significant advantage in the domain orientation analysis
over the existing methods, when it is applied to the protein with high molecular
weight. The domain orientation analysis by DIORITE will expand the X-ray
structure assisted reach in exploring the protein morphological change in solution,
which should have functional relevance.

The domain rearrangement in protein, or protein morphological change, upon
binding to ligand or interaction with its partner protein will become much more
important in discussing protein functional regulation, after getting the
high-resolution crystal structure in a specific state, for example, apo form. The
combined use of DIORITE with X-ray structure data may give vivid views how
protein works in solution by changing its morphology. NMR is now becoming a
complementary partner to X-ray crystallography in protein structure analysis, in
particular, on higher molecular weight proteins.
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