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Introduction

Connected sensors and devices are a pervasive reality, as we interact more or less
knowingly with smart items everyday. While smartphones represent the main
Internet-connected devices which people interact with during their daily lives, other
intelligent items are at our disposal, and they are so integrated with the environment
that we fail to notice them. Animals too participate in this relatively new phe-
nomenon, as the use of subcutaneous chips to identify and track them are widely
used. In the modern era, where each item and living being (animal or human) are or
can be connected to others and share data, the Internet of Everything has become a
new buzzworld, and great attention has aroused for the huge variety of possible
applications of such technologies, together with concerns regarding privacy and
security.

Previous Springer books have been published on the Internet of Things topics,
such as [1] and [2], the latter belonging to the same Internet of Things series of the
present volume. In the present book, several aspects of the IoT phenomenon are
analyzed, corresponding challenges are pointed out, and solutions or practical
suggestions are proposed. The general organization of the book is as follows:

1. An Introduction to the Internet of Everything provides an introduction to the
concept of Internet of Everything and focuses on some of the specific tech-
nological areas which fall under this wide category.

2. Chapter 2: Towards an Integrated Internet of Things: Current Approaches and
Challenges introduces the main technologies currently available to define a
machine readable and human comprehensible IoT API and points out the
several challenges which will derive from an automatic analysis and description
of IoT interfaces.

3. Chapter 3: Energy Harvesting in Internet of Things provides a comprehensive
review of IoT devices, from their roles and responsibilities, to the challenges of
operating them autonomously in heterogeneous environment

4. Chapter 4: A Detailed Analysis of IoT Platform Architectures: Concepts,
Similarities, and Differences conducts a detailed analysis of several

vii



state-of-the-art IoT platforms in order to foster the understanding of the
underlying concepts, similarities, and differences between them.

5. Chapter 5: Fog Computing: A Taxonomy, Survey and Future Directions
presents a taxonomy of Fog computing according to a set of identified chal-
lenges and its key features. Also, it maps the existing works to the taxonomy in
order to identify current research gaps in the area of Fog computing.

6. Chapter 6: Challenges and Opportunities in Designing Smart Spaces takes a
comprehensive look at the challenges in developing user-centric smart spaces
for two different smart space scenarios: Smart Home and Smart Shopping.

7. Chapter 7: SMART-FI: Exploiting Open IoT Data from Smart Cities in the
Future Internet Society introduces a novel Smart City platform being developed
in the context of SMART-FI project, which aims to facilitate analyzing,
deploying, managing, and interoperating Smart City data analytics services.

8. Chapter 8: A Case for IoT Security Assurance discusses and analyzes chal-
lenges in the design and development of assurance methods in IoT, focusing on
traditional CIA properties, and provides a first process for the development of
continuous assurance methods for IoT services.

9. Chapter 9: Study on IP Protection Techniques for Integrated Circuit in IOT
Environment focuses on Intellectual Property (IP) protection and in particular
how to hide secrets into IP circuit and authenticate IP via the secrets.

10. Chapter 10: Cyber Defense Capabilities in Complex Networks focuses on
cyber security issues in networks and provides a study on a real scenario.

References

1. Fortino, G., and P. Trunfio. 2014. Internet of Things Based on Smart Objects. Springer, Berlin.
doi:10.1007/978-3-319-00491-4

2. Guerrieri, V. Loscri, A. Rovella, and G. Fortino. 2016. Management of Cyber Physical Objects
in the Future Internet of Things. Internet of Things. Springer, Berlin. doi:10.1007/978-3-319-
26869-9
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Trends and Strategic Researches in Internet
of Everything

Beniamino Di Martino, Kuan-Ching Li, Laurence Tianruo Yang
and Antonio Esposito

Abstract Connected sensors and devices are a pervasive reality, as we interact more
or less knowinglywith smart items every day.While smart-phones represent themain
Internet connected devices which people interact with during their daily lives, other
intelligent items are at our disposal and they are so integrated with the environment
thatwe fail to notice them.Animals too participate in this relatively newphenomenon,
as the use of subcutaneous chips to identify and track them are widely used. In
the modern era, where each item and living being (animal or human) is or can be
connected to others and share data, the Internet of Everything has become a newbuzz-
world, and great attention has aroused for the huge variety of possible applications
of such technologies, together with concerns regarding privacy and security. In this
chapter we introduce the concept of Internet of Everything and we focus on some of
the specific technological areas which fall under this wide category.

1 The Internet of Everything

Due to recent advancements in connection technologies and the widespread of smart
devices, capable to communicate and exchange consistent loads of information, our
environment is transforming into an “Internet of Everything”(IoE). The Internet
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of Everything has become a catch-all phrase to describe adding connectivity and
intelligence to just about every device in order to give them special functions. How-
ever, this can be quite reductive, as IoE provides links not only among things, but
also data, people and (business) processes. Evolution of current sensor and device
networks, with strong interaction with people and social environments, will have
a dramatic impact on everything from city planning, first responders, military, and
health. Several Internet and connection-based paradigms fall under the IoE umbrella,
such as:

• Internet of Thing (IoT), which connects cyber, physical and biological worlds
via smart sensors and devices strongly immersed in the surrounding environment.

• Internet of People (IoP), which considers links and connections among people,
and their social interactions.

• Industrial Internet (II), more focused on data of interest for/coming from Indus-
tries.

Not surprisingly at all, early attempts and deployments of Internet of Things
networks began with connecting industrial equipment. However, today, the vision
of IoT has expanded to connect everything from industrial equipment to everyday
objects. Not only mechanical and electronic devices can be connected together in
an IoT environment: this can include living organisms such as plants, farm animals
and, obviously, people. For example, an interesting project in Essex (UK), the Cow
Tracking Project, has connected cows to the Internet via radio positioning tags,
to monitor them for illness, track their behaviour in the herd and detect abnormal
movements and actions. Academic research on animal wearables has also pointed
out in this direction [14].

Wearable computing and digital health devices, such as Nike+ Fuel [20] band
and Fitbit [9], are examples of how people are connecting in the Internet of Things
landscape, and have been subjected to all kinds of possible tests and applications
[24, 26]. The extension of the IoT definition to include people, places, objects and
things, and the coining of the Internet of Everything term can be tacked back to
Cisco [7]. Basically anything you can attach a sensor to and provide connectivity
can participate in the new connected ecosystems.

While such areas cover many aspects of today’s life, there is still the strong need to
contextualize and integrate data and information coming from different networks and
frameworks. Indeed, there is the need to provide a common ground for integrating
information coming from heterogeneous sources. Such a shared ecosystem would
allow for the interaction among data, sensor inputs and heterogeneous systems. In
order to enable such an integrated framework, semantics become a fundamental
component: semantic technologies are able to provide the necessary bridge between
different data representations, and to solve terminology incongruence.
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2 The Internet of Things

The term Internet of Things (IoT) has been introduced by industry researchers, but it
has rapidly emerged into mainstream public view, thus becoming a notorious “buzz
word ”. In a few words, IoT represents the ability of network devices to sense,
collect and sometimes even analyse in loco data from the world around us, and then
share that data across the Internet. In [10] the authors present a series of architectures,
algorithms, and applications for Internet of Things based on SmartObjects, providing
an interesting overview of the IoT domain.

Sharing is one of the main feature of IoT devices, as only in this way data can
be efficiently processed and utilized for various interesting purposes. There are dis-
cordant opinions regarding the impact of IoT on our future lives: some claim it will
completely transform how computer networks are used, thus having a deep impact
on future developments of the IT industry; others simply believe that the IoT hype
will not have much impact into the daily lives of most people, and that it will fade
away with time.

Whichever will be the future of IoT, as of now its applications are numerous and
outstanding:

• Complex proximity systems can be used to build self-parking cars;
• Wearable devices and phones can be used to track people’s movement, exercise
habits and day-to-day activities. All these information can be then exploited for
athletes’ goal tracking and physical activities planning, or to simply track people
and identify their position whenever needed. Figure1 show some of the most
common wearable devices typologies;

• Vehicle tracking, via ad-hoc GPS devices or common smartphones, is a wide-
spread method for determining the position, as an instance, of delivery trucks, or
to determine traffic congestions in specific areas.

• Wearable devices, equipped with special sensors, can detect physical dangers and
communicate it to the wearers or to people in the proximity, via the Internet.

• Domotics appliances can exploit combined sensors’ data to provide real Smart
Home experiences. Devices that automatically tune indoor temperature according
to people demands and environmental conditions can be already found in many
homes, while systems that can automatically order online groceries and home
supplies are being developed and tested.

As stated before, the ability to connect to the Internet and among them is a fun-
damental requirement of IoT devices. As of today, many of the most common house
devices with which we continuously interface and interact, can be modified to work
in an IoT system. Dishwashers, washing machines, heat pumps are only a few of the
households that can be upgraded with a selection of Wi-Fi network adapters, motion
sensors, cameras, microphones and other instrumentation which would enable them
to work in an IoT system.

Smaller and more primitive versions of such kind of devices already exist in
common houses: just thing of intelligent light bulbs, which are turned on and off
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Fig. 1 Common wearable devices

according to the movements of people detected by sensors inside and outside rooms.
Such simple devices have already been adopted inmany houses and public structures,
to reduce energy consumption.Wireless scales and blood pressuremonitors represent
early examples of IoTgadgets. Smartwatches andglasseswill play a key role in future
IoT systems, as they represent a natural extension of very common wearable items.
Also, the diffusion of Wi-fi connections and the availability of Bluetooth technology
on almost every device, guarantees the required connection among sensors and with
the Internet.

The intrinsic characteristics of IoT make it very different from traditional com-
puting. Data with which IoT devices deal are generally very small n size, but they
are frequently, if not continuously, transmitted. Often, it is necessary to talk about
Data Streams, as such information flow without interruption and need to be taken
care of rapidly. The number of devices and computing nodes, concurrently con-
nected to the network and communicating through it are much greater in IoT than in
any other computing paradigm. The work presented in [13] covers a wide range of
topics related to smart devices, such as resource management, hardware platforms,
communication and control, and control and estimation over networks. It also dis-
cusses decentralized, distributed, and cooperative optimization as well as effective
discovery, management, and querying of Cyber Physical Objects (CPOs).

2.1 Issues Around IoT

Considering the wide range of subjects touched by the IoT development, it is obvious
that many concerns and issues have arisen regarding different topics.
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The first and more immediate questions arisen by IoT regard the Privacy of
personal data. Wearables, smartphones and other Internet connected devices deliver
a lot of information about ourselves: physical location, updates about our weight and
blood pressure (that have been made accessible by our health care providers), our
relationships with people we are interconnected to, and more detailed data about
ourselves are continuously streamed over wireless networks and potentially around
the world. Means to protect such data from malicious sniffing are being researched
and developed, but educating people to understand what they actually share and the
potential issues related to information disclosure is a strong topic.

Connected devices require energy to work, even more if they are wireless due to
the power necessary to sustain communications. However, supplying power to this
new proliferation of IoT devices and their network connections can be expensive and
logistically difficult. Portable devices require batteries that need to be periodically
recharged, or to be eventually replaced. Even devices optimized for lower power
usage need energy to work, and the cost to supply such power to billions of different
electrical components is potentially huge.

NewBusiness opportunities have been disclosed by the advent of IoT technologies
and, as a consequence, numerous corporations, start-ups and joint ventures have born.
Competition in the market surely concurs to lower prices for customers, but it also
generates a huge number of offers, products and services which, in many cases, lack
interoperability capabilities and tend to confuse the consumers.

Another issue regards the actual availability of an efficient network to allow
communication among distributed devices. IoT assumes that network equipment
and network-based technologies can interoperate intelligently and automatically, but
sometimes even guaranteeing a stable connection to mobile sensors can be a chal-
lenging task. Also, the IoT network should be able to adapt to the ever changing
needs of consumers, who could interact with the connected devices in different,
and often unpredictable, ways. The Internet-of-Things vision provides a large set of
opportunities to users, manufacturers and companies [19]. In fact, IoT technologies
will findwide applicability inmany productive sectors including, e.g., environmental
monitoring, health-care, inventory and product management, workplace and home
support, security and surveillance. From a user point of view, the IoT will enable a
large amount of new always responsive services, which shall answer to users needs
and support them in everyday activities. Before the IoT and big data coalition can
deliver on its promise, there are a number of barriers to overcome.

The first challenge is the worldwide adoption of shared standards. The use of
standards ensures interoperable and cost-effective solutions, opens up opportunities
in new areas and allows the market to reach its full potential. For the IoT to work,
there must be a framework within which devices and applications can exchange data
securely over wired or wireless networks. In this area there are a lot of player: M2M
[21], AllJoyn [2], OIC [22].

M2M (Machine to Machine) refers to technologies that allow both wireless and
wired systems to communicate with other devices of the same type. M2M is a broad
term as it does not pinpoint specific wireless or wired networking, information and
communications technology. This broad term is particularly used by business exec-
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utives. M2M is considered an integral part of the Internet of Things (IoT) and brings
several benefits to industry and business in general as it has a wide range of appli-
cations such as industrial automation, logistics, Smart Grid, Smart Cities, health,
defense etc. mostly for monitoring but also for control purposes. Open Machine to
Machine (OM2M) [1] provides an open source service platform for M2M interoper-
ability based on the ETSI-M2M standard. OM2M follows a RESTful approach with
open interfaces to enable developing services and applications independently of the
underlying network. It proposes a modular architecture making it highly extensible
via plugins. It supports multiple protocol bindings such as HTTP and CoAP. Various
interworking proxies are provided to enable seamless communication with vendor-
specific technologies such as Zigbee and Phidgets devices. OM2M implements the
SmartM2M [17] standard. It provides a horizontal Service Capability Layer (SCL)
that can be deployed in anM2M network, a gateway, or a device. Each SCL provides
Application Enablement, Generic Communication, Reachability, Addressing and
Repository, Interworking proxy, Entity Management, etc. It includes several primi-
tive procedures to enable machines authentication, resources discovery, applications
registration, containers management, synchronous and asynchronous communica-
tions, access rights authorization, groups organisation, re-targeting, etc.

The AllSeen Alliance [2] is a cross-industry consortium dedicated to enabling the
interoperability of billions of devices, services and apps that comprise the Internet of
Things. AllJoyn,a framework created by the AllSeen Alliance, is an open, universal,
secure and programmable software connectivity and services framework that enables
companies and enterprises to create interoperable products that can discover, connect
and interact directlywith other AllJoyn-enabled products. AllJoyn is agnostic respect
to the transport layer, the OS, the platform and brand, enabling the emergence of a
broad ecosystem of hardware manufacturers, application developers and enterprises
that can create products and services that easily communicate and interact. It consists
of an open source SDK and code base of service frameworks that enable such fun-
damental requirements as discovery, connection management, message routing and
security, ensuring interoperability among even the most basic devices and systems.
The initial planned set of service frameworks include: device discovery to exchange
information and configurations (learning about other nearby devices); onboarding to
join the users network of connected devices; user notifications; a common control
panel for creating rich user experiences; and audio streaming for simultaneous play-
back on multiple speakers. In addition, the Alliance is producing developer tools and
verifying correct implementation through a compliance program.

The Open Interconnection Consortium (OIC) is defining a common communica-
tion framework based on industry standards to wirelessly connect and manage the
flow of information among IoT devices. It sponsors the IoTivity Project [15], an open
source software framework for device-to-device connectivity. The IoTivity architec-
tural goal is to create a new standard by which billions of wired and wireless devices
will connect to each other and to the internet. The goal is an extensible and robust
architecture that works for smart and thin devices. The IoTivity framework APIs
expose the framework to developers, and are available in several languages and for
multiple operating systems. The APIs are based on a resource-based, RESTful archi-
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tecture model. The framework operates as middleware across all operating systems
and connectivity platforms and has four essential building blocks: discovery, data
transmission, data management and device management. IoTivity Services, which
are built on the IoTivity base code, provide a common set of functionalities to applica-
tion development. IoTivity Services are designed to provide easy and scalable access
to applications and resources and are fully managed by themselves. There are six
IoTivity Services in v1.0, each with its own unique functionality: Resource Encap-
sulation, Resource Container, Things Manager, Resource Hosting, Resource Direc-
tory and MultiPHY EasySetup. Resource Encapsulation abstracts common resource
function modules. It provides functionalities for both the client and server side func-
tions to IoTivity Service developers. For client side, it provides resource Cache and
Presence Monitoring functions. On the other hands, for the server side, it provides
the simple, direct way to create the resource and to set the properties, attributes of
resources. Resource Container provides a way to integrate non-OIC resources into
OIC ecosystem by creating, registering, loading and unloading resource bundles. It
also provides common resource templates and configurationmechanism for resource
bundles. It deals with OIC specific communication features, and provides common
functionalities in a generic way. Things Manager creates Groups, finds appropriate
member things in the network, manages member presence, and makes group action
easy. The goal of Resource Hosting is to off-load the request handling works from
the resource server where original resource is located to reduce the power consump-
tion of resource constrained devices. A resource directory is a server that acts on
behalf of the thin-client. The thin-client after it publishes their resources, resource-
directory will respond on behalf of these devices. The device acting as a resource
directory could itself hold resources. MultiPHY Easysetup is an IoTivity primitive
service to enable different sensor devices(with different connectivity support) to be
easily connected to the end user’s IoTivity network seamlessly. Thus enabling Sensor
devices to be part of the IoTivity network in a user friendly manner. The big data
universe can provide infrastructure and tools for handling,processing and analysing
deluge of the IoT data. However, there is a lack of efficient methods and solutions
that can structure, annotate, share and make sense of the IoT data and facilitate trans-
forming it to actionable knowledge and intelligence in different application domains
[3]. The issues related to interoperability, automation, and data analytics naturally
lead to a semantic-oriented perspective towards IoT. Semantic technologies based on
machine-interpretable representation formalism have shown promise for describing
objects, sharing and integrating information, and inferring new knowledge together
with other intelligent processing techniques.Semantic technologies are necessary to
integrate data from heterogeneous data sources. In fact ontologies and related seman-
tic technologies, such as ontology merging and mapping, could offer a simple and
powerful mean to provide not only a formats unifier but also a semantic translator by
providing an unified interpretation of different data sources. Moreover, by means of
semantic annotation the data will be self explanatory information carriers and thus
enabling the dynamic discovery of relevant data sources and data. Semantic tech-
nologies enable the development of extensible context models which can be adapted
to different application domain and that can be easily enriched to accommodate the
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continuous evolution of IoT systems. There are many efforts in creating common
models for describing and representing the IoT data and resource descriptions, among
many IOT-A [23], SSN [6], OpenIoT [18].

3 Industrial Internet

The term Industrial Internet (II) has been used for the first time in 2012 byGeneral
Electric. It is currently used as a synonymous of Industrial Internet of Things or
IIoT. Since then, many other companies have shown great interest in II, as they have
invested in researches in this field: among them, noticeable examples are Googe,
Cisco or DataLogic.

The Industrial Internet Consortium [25], which was founded by prominent indus-
trial actors such as AT&T, Cisco Systems Inc., General Electric, IBM and Intel,
also advocates for the advancement of the Industrial IoT. The Consortium is a not-
for-profit organization that manages and advances the growth of the Industrial IoT
through the collaborative efforts of itsmember companies, industries, academic insti-
tutions and governments. In the years, it has organized events to sponsor the latest
technologies and research in the II field, by also providing test-beds for new solu-
tions. As for th more generic Internet of Things scenario, the Industrial Internet
implies a collection of numerous devices, connected by communications software
and cabled orwireless networks. The resulting frameworks and the individual devices
that compose it, are able to collect and almost instantly act on information, by also
modifying their behaviour and actively interacting with the surrounding environ-
ment. The key difference between IoT and II is represented by human interactions:
in a real II scenario, human intervention is not required at all. Indeed, II solutions are
widely adopted whenever human cannot interact with or operate directly in the target
environment. Space vectors for long range explorations or dangerous expeditions, or
mining robots for deep excavations do not require to be operated by humans, but can
take smart and fast decisions according to the immediate information they receive
from the surroundings.

Another key point is therefore represented by the criticality of almost all of the
Industrial IoT applications: aerospace and defence, healthcare and energy, are all
fields in which a system failure can result in life-threatening or other emergency
situations. Instead, IoT systems tend to be consumer-level devices, which still repre-
sent valid and important commodities, but eventual breakdowns do not immediately
create emergency situations.

There are many practical examples of II applications which are worth mentioning

• Vast networks of connected sensors can be employed to monitor Oil pipelines, in
order to detect damages and promptly act to fix them and avoid spilling.

• Intelligent railway collision avoidance systems exploit data coming from GPS
antennas, installed on trains, to determine locomotives’ positions and avoid acci-
dents
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Fig. 2 Schema of a Smart Wind Turbine from General Electric

• Water quality sensors can be used to check tap water distributed to citizens, deter-
mine and avoid leaks and wastes.

• The renewable energy sector can also benefit from advances sensor networks: Dig-
ital Wind Farms [11] exploit data captured by sensors regarding the surroundings
to determine which turbine to turn of and off in order to best exploit wind strength,
or to signal failures in one or more components of a single turbine. Figure2 reports
the schema of a Wind Turbine designed b General Electric.

4 The Internet of People

We are all accustomed to hear from the news, magazines or scientific reports, of the
billions of connected things we are continuously surrounded by. But what are those
things? They surely are not devices only: human assets are a part of such an extended
network and can be managed through technology.

While the Industrial Internet is based on the idea that human intervention is not
needed, in an Internet of People scenario humans represent the focus. The ultimate
objective of interconnected sensors and devices in this context is to anticipate the
owner’s needs: an umbrella could advice a person to bring it with him, if it will rain;
a smart fridge could automatically order supplies or advice the owner to throw away
expired food; smart bins could help citizen in recycling.



10 B. Di Martino et al.

Traditional IoT devices, in particular wearables (Smart bands, smart glasses),
often propose an interaction model that requires the use of windows and screens:
this is a not natural way, for a human being, to approach the surrounding world.
People interact with objects by using their own body, so interposing a device which
is not fully blended with the environment somehow disrupts the whole idea behind
the IoP concept. In theory, people should not be even aware of their interaction
with a machine. Obviously, this can arise many ethical issues, as an abuse of such
technologies could make people too dependant on them and could de-personalize
many aspects of everyday life [16]. Indeed, current technology makes it possible to
move the integration between man and machines a little further: implantable chips
are a reality, and their use has been already approved in some public environments,
such as hospitals [8] and more recently in private offices [4]. The potential uses of
such a technologies are practically unlimited: secure access to products and services,
automatic payments via a direct connection to a bank account, tracking, people
recognition. Having all your medical records saved on such a chip, immediately
ready for doctors in case of emergency, can become very useful.

As already stated before, strong privacy issues arise when data about people are
shared via a network of connected devices or the Internet. Generally, the main focus
is represented by the location of a person, which is regarded as one of the most sen-
sitive information being involved in many IoT base applications. Just consider the
recent hype in the industry of location based games, such as Ingress [5] and the very
notorious Pokemon-Go [12]. In such games people use their smart devices (not only
phones, as dedicated smart-watches and bands have been designed just to interact
with them) to interact with an augmented-reality world. However, as interaction with
the environment requires and exact localization of a person and the notification of
her position to other players (not considering the data collected by the game servers
about your movements), security issues are bound to rise. Especially if we consider
that among the users of such applications minors represent a consistent percent-
age. However, a clear distinction between tracking people for a specific benevolent
application cannot be mixed with snooping into people’s private lives. Tracking the
whereabouts of a person can indeed represent a good solution to many problems for
which there is no other satisfactory approaches:

• Constantlymonitor the positionofworkers that operate in hazardous environments,
such as miners, rescuer teams, trekkers, Alpinists and similar;

• Being aware of the location of children, during routes to school, school hours or
on their way home;

• Mobile Personal EmergencyResponse Systems (mPERS) represent an excellent
use of GPS tracking. By knowing their exact location, people in distress can be
immediately succoured.

• Penitentiary facilities can exploit location based service to locate prisoners in case
of escape, or to control their movements within the facilities.
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Obviously, location is only one of the sensitive information that Internet connected
devices can disclosure, if not well used or if a malicious actor interferes with their
regular functioning. Personal data, such as home addresses, phone numbers, or cre-
dentials for the access to bank account and credit cards, can be inadvertently shared
on a devices network, and be consequently sniffed and used for illegal purposes.

5 Conclusion

In this chapter we have introduced the main concepts behind the phenomena of the
Internet of Things (IoT), Industrial Internet (II) and Internet of People (IoP), which
together build the pillars of the Internet of Everything (IoE) ecosystem. We have
stressed the importance of network availability to enable an efficient device network
and pointed out both technical issues (such as the availability of a proper power
supply for the connected devices) and security concerns (disclosure of location and
other sensitive data). This does not exhaust the subject: on the contrary, each of the
points we have merely touched in this introductory chapter deserves to be deepened
and studied in the proper context.
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Towards an Integrated Internet of Things:
Current Approaches and Challenges

Beniamino Di Martino, Antonio Esposito, Stefania Nacchia
and Salvatore Augusto Maisto

Abstract With the diffusion of sensors and smart devices, and the advances in con-
nection technologies, the Internet of Things (IoT) has become a very popular topic.
Because of the creation and expansion of new and existing sensor networks, the
need to define a common standard for sensors’ interfaces representation has arisen.
Currently it is difficult to make different sensors and sensors’ networks interoperate
seamlessly, since their interfaces are not always well specified or are not ready to
be adapted immediately to one another. In this chapter we will introduce the main
technologies currently available to define a machine readable and human compre-
hensible IoT API, and we will point out the several challenges which will derive
from an automatic analysis and description of IoT interfaces. Security issues are also
considered and discussed.

1 Introduction

The amount of devices that connect to the Internet and exchange data among them or
share it to theworld grows day by day. The IoT phenomenon generates unprecedented
amounts of data, with peculiar characteristics, as they are generally represented by
small data chunks which travel fast and are continually streamed through networks
to and from devices and sensors. This has strong impact on the amount of compu-
tational power needed, not only to elaborate but also to simply manage them. As
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a consequence, The IoT and Big Data universes are considered as two inseparable
aspects of modern IT evolution, and are set to transform many areas of business and
everyday life. IoT has brought new opportunities, both for users and manufactur-
ers [22], and new businesses were born as a consequence. Many productive sectors
will benefit from the application of IoT technologies, ranging from environmental
monitoring, to health-care and security and surveillance.

However, despite the great interest around IoT and related technologies, there
are still several issues that need to be solved, and that limit the adoption of current
solutions worldwide. Surely, the first and more challenging issue to be faced regards
the adoption of a common and shared standard for the description of sensors’ and
devices’ interfaces. As it often happens with rapidly developing IT technologies,
the market has already been flooded with new offers, services and technological
solutions: however, since the proposed products hardly share common programming
interface in form of standardized APIs, Interoperability becomes extremely difficult.
Also, even expert programmers can encounter difficulties when dealing with such a
huge variety of ever evolving services and interfaces.

In this manuscript a general model for an IoT framework will be provided, with
the intention to identify the main strategies which can lead to the solution of inter-
operability issues among IoT products and services, by also analysing pros and cons
of the provided solutions.

The reminder of this paper is organized as follows: Sect. 2 provides an overview
of current research projects which aim at defining new shareable formalisms for
IoT APIs description and of current technologies in the field; Sect. 3 introduces the
problem of representing and sharing IoT APIs, and describes and compares the main
formalisms currently available on themarket; Sect. 5 points out themain challenges in
automatic API analysis; Sect. 6 stresses the importance of security when interacting
withRESTful interfaces andpoints out the unreliability of current approaches; finally,
Sect. 7 closes the chapter with comments and considerations on the presented work.

2 State of the Art

In the latest years new technologies as IoT, smart grid, smart appliances, andwearable
device powered health and fitness have been emerging as major application domains
but with varying architecture and data models. The high availability of new sensors,
with different and precision capabilities and fields of application, has made possible
to collect huge volumes of data that can be elaborated and combined to provide
valuable information. The Health Care Domain in particular has been influenced
by such innovations. The work presented in [14] provides a survey discussing clear
motivations and advantages of multi-sensor data fusion, and particularly focuses on
physical activity recognition, aiming at providing a systematic categorization and
common comparison framework of the literature. Figure1 shows vertical silos for
these domains with examples including physical sensors to the Internet service.
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Fig. 1 IoT services architecures

In the health care domain Fitbit, an activity monitoring device, provides complete
sets of IoT components creating proprietary and closed silo. It also provides graphical
interfaces and uses a RESTful application interface to connect the sensors to their
cloud service. Similarly, a user can connect and monitor his health by analysing data
from sensors such as heart rate, glucose, weighing scale using any popular open
hardware platform such as Raspberry Pi or Arduino as a gateway node and with an
ad hoc web service that grants access to the data through a RESTful interface.

In [9] the authors describeBodySensorNetworks (BSNs) as a collection ofwear-
able (programmable) sensor nodes communicating with a local personal device. The
sensor nodes have computation, storage, and wireless transmission capabilities, a
limited energy source, and different sensing capabilities. In order to avoid one of
the most limiting issues in the adoption of BSNs, that is the complexity of their
programming interfaces, the authors have developed the Signal Processing In Node
Environment (SPINE), an open-source programming framework, designed to sup-
port rapid and flexible prototyping and management of BSN applications.

Due to the distributed nature of sensor networks, which allow connection among
several smart objects scattered over large areas, modern distributed computing para-
digms have been adopted. In particular, Agent-based techniques have been adopted
to support cooperation among smart objects and to gather data from interconnected
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sensors [8, 13]. In order to analyze issues and bottlenecks at communication level
within sensor networks, agent based models have been proposed in literature: such
models can be used to simulate the network activity and help on designing the most
correct interconnections [11]. A meta-model based approach has been proposed in
[10], where models defined at different levels of granularity and abstraction, are used
as a basis to develop a concrete agent-based solution.

Cloud Computing has been also exploited to provide a robust and scalable
infrastructure to sensors networks, in particular for data collection and elaboration.
The work presented in [12] provides a clear approach, based on combined Cloud and
Agent-based technologies, for the management of highly scalable networks of smart
sensors.

The current state of IoT infrastructure does not allow direct access to the infor-
mation stored and elaborated by the devices, and the only way to access the data
is through RESTful API provided by the specific vendors: this particular feature is
quite critical as it leaves little space to provide interconnectivity.

The specific applications supplied with the smart devices are the ones that com-
municate directly with the physical device and an end user or developer can access
the data solely through the application itself or better trough the APIs, where pro-
vided; even the ways in which the vendor application communicate with the device
cannot be known.

Even though the applications’ interfaces provided by each vendor are easily acces-
sible, every interfaces has its own representation and specific structure, not standardof
course, and in most cases not machine-readable. The work presented in [1] describes
an approach, based on opportunistic gateways, to solve interoperability issues the
IoT. Interoperability among IoT devices is also the subject of research projects, such
as the H2020 funded project Inter-IoT [15] that proposes a multi-layered approach
in which different IoT devices, networks, platforms, services and applications are
integrated to allow a global continuum of data, infrastructures and services. The
project has been funded within the IoT European Platforms Initiative, which
addresses seven projects focusing on different aspects of the IoT ecosystem [16].
The data heterogeneity that characterizes both the APIs’ structure and their nat-
ural language descriptions, has become a real obstacle that complicates the task of
developing connectors that could be adopted by different sensors and moreover they
are hard to maintain and update. Recently many framework or software known as
“aggregators” have been developed and designed, their main purpose is to provide
an unified interface to access to the various provider dependent sensors or restful
services in a completely transparent way.

Embed is a commercial aggregator that enables developers to easily embed content
from third party content providers likeYouTube, Vine, Flickr andmanymore. Embed
follows the oEmbed specification. oEmbed is a format for allowing an embedded
representation of a URL on third party sites. The simple API allows a website to
display embedded content (such as photos or videos) when a user posts a link to that
resource, without having to parse the resource directly.

Another example is SocIoSAPI framework [18]: currently themost popular social
networks andmedia, such asTwitter, Facebook andYouTube expose all or part of their
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functionality through open RESTful APIs through which every user or third party
application can gain access to their content and operations. Despite the similarities
in notions and basic functionality, data representation in social networks is highly
heterogeneous. In addition to that, each social network offers its own API and due
to the lack of a non commercial tool for accessing multiple APIs from a single
API, a user looking to combine data from two or more social networks will have to
invoke all the APIs and transform the data in a common format before processing
them. The SocIoS framework aims to address the above mentioned challenges. It
is a software stack that operates on top of Social Networking Sites (SNS). SocIoS
provides an abstraction layer for combining data and functionality from a multitude
of underlying social media platforms as well as a set of analytical tools for leveraging
that functionality. At the core of the SocIoS project, lies the SocIoSAPI. It constitutes
a single access point for a number of popular social networks exposing operations
that encapsulate their functionality.

3 Analysis of Past and Current API Representations

As also reported in Sect. 2, there are several efforts towards the definition of an effi-
cient and shareable formalism to describe IoT online services. However, as most of
IoT services are nowadays callable via RESTful interfaces, the main research line
consists in defining new formalisms for the representation of such interfaces, with
a focus on sensors and devices. As a consequence, formalisms for API description
have been proposed, also to answer the need to a common representation for sen-
sors’ interfaces. In this section, we are going to describe the main actors in the API
description scenery and to compare them to each other and to the WSDL standard,
widely used in the past for web services definition.

3.1 Web Application Description Language (WADL)

The Web Application Description Language (WADL) [20] is a machine readable
formalism for the description of HTTP based web-services, based on XML. While
Sun Microsystems submitted it to the World Wide Web Consortium (W3C) in 2009,
there is still no plan to actually standardize it [19] In respect toWSDLdocumentation,
WADL description are lighter and more straightforward, in order to better adapt to
modern web-services interfaces, which generally employ REST. The structure of a
WADL document is indeed very simple:

• The core element of the description is represented by the Resources tag, which
exposes a base property to point out the base address of the services.
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• The Resources tag contains a collection of Resource, each representing the single
services which can be accessed from the base address. In particular, the name of
the service is identified by the path attribute.

• Within a resource, methods are defined via the Method tag, exposing a name
attribute (to state the type of HTTP request issued) and an id with the exact name
of the called service.

• Each Method describes a Request and a Response. Both of them contain para-
meters (param tag), with at least a name and a type, but which can also expose
information on the obligatoriness or cardinality of the parameter. Furthermore, if
the parameter can only be chosen from a predefined set of values, the option tag
can be used to enumerate them.

The hierarchical model used to obtain the WADL description of the web service
can be rapidly parsed to obtain the information required to build the service call.
Also, the entire document is much smaller and simpler than a WSDL counterpart.
Consider the example provided in listing 1 (published by theW3C itself), describing
a search service exposed by Yahoo: it counts less than fifty lines of code (header
included), and a human reader could easily understand it. Obviously, being sim-
pler than WSDL, WADL is also less flexible and offers less functionalities. Table1
provides a comparison between the two languages.

1 <? xml v e r s i o n = " 1 . 0 " ? >
2 < a p p l i c a t i o n x m l n s : x s i = " h t t p : / / www . w3 . o r g / 2 0 0 1 / XMLSchema− i n s t a n c e "
3 x s i : s c h e m a L o c a t i o n = " h t t p : / / wad l . d ev . j a v a . n e t / 2 0 0 9 / 0 2 wad l . x s d "
4 x m l n s : t n s = " u r n : y a h o o : y n "
5 xm l n s : x s d = " h t t p : / / www . w3 . o r g / 2 0 0 1 / XMLSchema "
6 xm l n s : y n = " u r n : y a h o o : y n "
7 xm l n s : y a = " u r n : y a h o o : a p i "
8 xm l n s = " h t t p : / / wad l . d ev . j a v a . n e t / 2 0 0 9 / 0 2 " >
9 < g r amma r s >
10 < i n c l u d e
11 h r e f = " N ew s S e a r c hR e s p o n s e . x s d " / >
12 < i n c l u d e
13 h r e f = " E r r o r . x s d " / >
14 < / g r amma r s >
15 < r e s o u r c e s b a s e = " h t t p : / / a p i . s e a r c h . y a hoo . com / N ew s S e a r c h S e r v i c e /

V1 / " >
16 < r e s o u r c e p a t h = " n ew s S e a r c h " >
17 <me t hod name= "GET" i d = " s e a r c h " >
18 < r e q u e s t >
19 < pa r am name= " a p p i d " t y p e = " x s d : s t r i n g "
20 s t y l e = " q u e r y " r e q u i r e d = " t r u e " / >
21 < pa r am name= " q u e r y " t y p e = " x s d : s t r i n g "
22 s t y l e = " q u e r y " r e q u i r e d = " t r u e " / >
23 < pa r am name= " t y p e " s t y l e = " q u e r y " d e f a u l t = " a l l " >
24 < o p t i o n v a l u e = " a l l " / >
25 < o p t i o n v a l u e = " any " / >
26 < o p t i o n v a l u e = " p h r a s e " / >
27 < / p a r am >
28 < pa r am name= " r e s u l t s " s t y l e = " q u e r y " t y p e = " x s d : i n t "

d e f a u l t = " 10 " / >
29 < pa r am name= " s t a r t " s t y l e = " q u e r y " t y p e = " x s d : i n t " d e f a u l t

= " 1 " / >
30 < pa r am name= " s o r t " s t y l e = " q u e r y " d e f a u l t = " r a n k " >
31 < o p t i o n v a l u e = " r a n k " / >
32 < o p t i o n v a l u e = " d a t e " / >
33 < / p a r am >
34 < pa r am name= " l a n g u a g e " s t y l e = " q u e r y " t y p e = " x s d : s t r i n g " / >
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35 < / r e q u e s t >
36 < r e s p o n s e s t a t u s = " 200 " >
37 < r e p r e s e n t a t i o n med i aTyp e = " a p p l i c a t i o n / xml "
38 e l e m e n t = " y n : R e s u l t S e t " / >
39 < / r e s p o n s e >
40 < r e s p o n s e s t a t u s = " 400 " >
41 < r e p r e s e n t a t i o n med i aTyp e = " a p p l i c a t i o n / xml "
42 e l e m e n t = " y a : E r r o r " / >
43 < / r e s p o n s e >
44 < / me t hod >
45 < / r e s o u r c e >
46 < / r e s o u r c e s >
47 < / a p p l i c a t i o n >

Listing 1 An example of a WADL description for the Yahoo News Search application

3.2 RESTful API Modeling Language (RAML)

The RESTful API Modeling Language (RAML) [24] is a vendor-neutral and open
specification language built on YAML [3] and JSON for describing RESTful APIs.
First proposed in 2014 by the RAML Workgroup, it has been taken in considera-
tion by theOpenApi consortium, together with other API specification languages, for
standardization. Similarly to other languages for the description or REST and REST-
like interfaces, RAML specification tries to be as simple as possible and to offer a
lightweight description of web-services. However, it also supports the definition of
patterns and data type inheritance, in a fashion very similar to object-oriented lan-
guages. The structure of a RAML document is composed of nodes, each describing
a peculiar element of the API interface:

• Title and Description respectively contain a string label which identifies the ser-
vice and a human-friendly description of it. The Description, in particular, should
provide directions for the use of the service.

• The baseURI and baseURIParameters nodes represent fixed elements of every
service call. In particular, baseURI defines the base for URIs of all resources. Often
used as the base of the URL of each resource. Instead, baseURIParameters defines
all the named parameters which are used in the base URI.

Table 1 A comparison between WSDL and WADL

WSDL WADL

Complex design Simple design

Difficult to read from a human point of view. Easy to read and implement

Supports all HTTP verbs and several other
protocols (e.g. SMTP)

Only supports HTTP

Accepts XML parameters only Parameters types are not limited to XML

W3C recommendation Not standardised

Authorization mechanisms available No authorization
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• The types node can be used to define new data types (named types), which can
be also declared inline (unnamed types) or in external libraries. Both named and
unnamed types need to declare a schema or type node (they aremutually exclusive
and their use depends on the RAML version used), which can refer to one of the
built-in data types provided byRAML, or to another named type defined elsewhere.

– Object types are a particular built-in type that can declare additionalproperties,
so they can be used to define complex parameters

• A Resource is identified by its relative (to the baseURI node) URI, and it is
identified with a slash. It can be defined at root level (top-level resource) or nested
within another resource. Its three main components are represented by:

– a Method node containing the list of parameters needed to call the specific
service described by the resource (via the mutually exclusive queryParame-
ters or queryString nodes), the description of the header and of the response
expected from the method call.

– A Resource Type that the current resource inherits
– A list of Traits that apply to all the methods described by the resource, which
can be overridden by the specific method.

• Resource Types and Traits are at the core of the inheritance schema implemented
by RAML, and contribute to the re-use of code and to its consistency and mainte-
nance.AResource Type specifies a generic resourcewhosemethods and properties
can be inherited by actual resources definitions. Traits are instead applied to all
the methods exposed by resources, and define characteristics that they share.

• Most REST APIs have one or more mechanisms to secure data access, identify
requests, and determine access level and data visibility. The securitySchemas
node describes the security schemas definitions supported by the API.

RAML tends to be a little more complex than WADL, as it also supports inheri-
tance and code re-use. Also, it can be difficult to read for users who have small or
no experience at all with YAML, but are instead more experienced in XML-based
documentation. This is not a real problem, as after a very short time using it, users
can definitely learn how it is structured and use it seamlessly.

Listing 2 presents a RAML description of the Yahoo News Search application.
As in the WADL representation, in which responses were defined in external XML
documents, here we suppose that external RAML files are available for inclusion
(via the !include command).
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Table2 provides a three-way comparison among WSDL, WADL and RAML.
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Table 2 Comparison between WSDL, WADL and RAML

Design Reading and
implementa-
tion

Protocols Parameters Standard Authentication Reuse
support

WSDL Complex Difficult HTTP and
others

XML W3C Yes Data types
extension

WADL Simple Easy HTTP XML,
JSON

No No Data types
extension

RAML Medium Requires
knowledge of
YAML

HTTP XML,
JSON,
YAML
built-in

No Yes (Schemas) Inheritance

3.3 API Blueprint

API Blueprint [4] is a documentation-oriented web API description language, built
upon the Markdown syntax [17], which is a plain-text syntax for formatting doc-
uments that can be immediately translated in HTML pages via the Markdown tool.
An API Blueprint document is a plain text Markdown document describing a Web
API, structured into logical sections. Such section have a specific location within the
documentation, can be nested and, while completely optional, if present they must
follow the Blueprint formalism. The language reserves some keywords to identify
the section types, so that they cannot appear as the identifying names of a section.
As an instance, HTTP verbs (GET, POST, DELETE...) are keywords in Blueprint.
Therefore, a section is composed of:

• A Keyword with the Identifier of the section (its unique name);
• A section’s description, which is any arbitrary Markdown-formatted content fol-
lowing the section definition. It can contain reserved keywords, as it is treated as
a comment to the section.

• Content specific for the described section
• Nested sections

Also, it is possible to distinguish between two main categories of sections:Abstract
sections need to be extended as they cannot be used directly; Section Basics are
instead directly usable to build sections. Among Abstract sections, the language
defines:

• A Named Section represents the base of all other API Blueprint sections, as it
is composed by an identifier, a description and nested sections, which can be
alternatively substituted by specific formatted content;

• An Asset Section represent the base for all atomic data in Blueprint, as it is
described by a pre-formatted code block.

• A Payload Section represents the payload transferred as part of an HTTP request
or response.
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Section Basics define the main building blocks of the API Blueprint documenta-
tion, and they are represented by:

• The Metadata Section which is composed of key-value pairs separated by a
semicolon. They provide metadata annotations which are tool specific.

• The API name & overview section is the first header in a Blueprint document, as
it presents the name and description of the API. It inherits from Named Section.

• TheResource group section, identified by theGroup keyword, represent a group
of resources, thus it may include one or more Resource Sections.

• A Resource Section represents an API resource, specified by its URI. The for-
malism allows for four different kinds of Resource section instantiations:

1. A simple URI template;
2. An identifier followed by the URI template in square brackets;
3. An HTTP request method followed by a URI template;
4. An identifier followed by An HTTP request method and a URI template, in

square brackets.

In the last two cases, the remainder of the Resource section follows the specifics of
the Action Section. A Resource section must contain at least one Action Section,
an it can contain additional optional sections, such as the Attributes Section.

• The Attribute Section describe attributes of a resource, an action or a payload.
Named attributes can be referenced by other sections. They are defined via the
Attributes keyword, followed by an optional MSON (Markdown Syntax for
Object Notation) Type. If omitted, the attribute is considered as an object and
defines a structured data type containing more attributes.

• TheActionSection can be introduced by either anHTTP requestmethod, an action
name followed by an HTTP request method enclosed in square brackets, or by an
action name followed by an HTTP request method and URI template enclosed in
square brackets. It is always nested within a Resource Section and it provides the
definition of at least one HTTP transaction as performed with the parent resource
section. One and only one Parameter section can be defined within an Action,
while optional Attributes defined in the action are included as input of the nested
Request sections. Multiple Request and Response Sections may be nested in the
Action section.

• A Parameter Section describes the URI parameters in a Markdown list item. It
defines the parameter name, default value, type and list of possible values the
parameter can assume (using the Members optional keyword). Each parameter
can be required or optional

The language is very simple to read, even for non experts, and the use of the Mark-
down syntax surely helps. The specification supports the use of JSON and XML
types for HTTP responses and requests, via Schema Sections, which describe how
JSON and XML data structure should be formatted.
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Table 3 Comparison between WSDL, WADL, RAML and Blueprint

Design Reading and
implementa-
tion

Protocols Parameters Standard Authentication Reuse
support

WSDL Complex Difficult HTTP and
others

XML W3C Yes Data types
extension

WADL Simple Easy HTTP XML,
JSON

No No Data types
extension

RAML Medium Requires
knowledge of
YAML

HTTP XML,
JSON,
YAML
built-in

No Yes (Schemas) Inheritance

Blueprint Simple Easy—
Requires
knowledge of
markdown
syntax

HTTP MSON,
JSON,
XML

No No Named
Attributes
can be
reused in
different
sections

Listing 3 provides the Blueprint version of the Yahoo News Search API we have
used in previous section, while Table3 provides a comparison among all the for-
malisms described so far.



Towards an Integrated Internet of Things: Current Approaches and Challenges 25

4 Swagger (Now as OpenAPI)

Swagger [26] is the former name of both an API specification language and of a
framework implementation based on it, which aims at providing a standard represen-
tation for APIs, together with a both human and machine readable documentation.
Originally developed for Wordnik [7] to support the Wordnik Developer and its
underlying API, it was acquired by SmartBear which, in 2015, founded the Ope-
nAPI Initiative, under the sponsorship of the Linux Foundation. SmartBear donated
the Swagger specification to the new group, which renamed it as the OpenAPI
Specification. RAML and API Blueprint are also under consideration by the group.

One of the strong points of the documentation is the ample use of JSON: files
describing the RESTful API in accordance with the Swagger specification are repre-
sented as JSON objects and conform to the JSON standards. Being YAML a superset
of JSON, YAML parsers are able to understand Swagger documents. Also, the adop-
tion of the JSON standard does not limit the type of attributes which can be defined
in the API interaction.

The Swagger specification is based on nested objects. The root document, called
Resource Listing is basically a collection of Resource Objects, each providing the
path to a resource reachable through the API. The Resource Listing also provides
information on the Swagger and API versions, additional information (via the Info
Object), and supports Authorization (Authorization Object).

The resources declared via the Resource Listing are described by a correspondent
API Declaration. An API Declaration provides information about an API exposed
on a resource. In particular, it exposes the root URL serving the API (basePath)
and the relative path to the resource (resourcePath). Authorization schemes can be
defined, as for Resource Listings, via Authorizations Objects.

The core of an API Declaration is represented by theAPI Object, which describe
one or more possible operations possible on a single path. Each API Object provides
the path to the operation, its description and list of Operation Objects.

An Operation Object describes a single operation on a path. It contains the dec-
laration of the called method (an HTTP verb), a unique id to identify the operation
(nickname), and a list of parameters, expressed via Parameter Objects. Response
Messages are described via Response Message Objects instead, which contains a
response code and a message.

Parameter Objects describe a single parameter to be sent in an operation. Each
object declares a type, which can be chosen among the values “path”, “query”,
“body”, “header” and “form”, and a name which strictly depends on the type and on
the path to the operation.

Listing 4 reports aSwagger-based representation of theYahooNewsSearchAppli-
cation, while Table4 extends previous Table3 by adding Swagger to the comparison.
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Table 4 Comparison between WSDL, WADL, RAML, blueprint and swagger

Design Reading and
implementa-
tion

Protocols Parameters Standard Authentication Reuse
support

WSDL Complex Difficult HTTP and
others

XML W3C Yes Data types
extension

WADL Simple Easy HTTP XML,
JSON

No No Data types
extension

RAML Medium Requires
knowledge of
YAML

HTTP XML,
JSON,
YAML
built-in

No Yes (Schemas) Inheritance

Blueprint Simple Easy—
requires
knowledge of
markdown
syntax

HTTP MSON,
JSON,
XML

No No Named
attributes
can be
reused in
different
sections

Swagger Medium Medium–
JSON is not
always
immediately
readable

HTTP XML,JSON,
XML

No Yes Objects can
be reused in
several
locations

5 Analysis of Existing APIs

In order to obtain a coherent, machine readable representation of existing sensors’
APIs, described via any of the formalisms already presented in Sect. 3, it is necessary
to actually discover and analyse such APIs. Several approaches are possible, but their
feasibility and efficiency need to be taken in serious consideration.

Obviously, the most effective approach would be to analyse an already existing
machine readable and standardized representation of the published APIs, and then
to convert it to one of the preferred formalisms. This is, as an instance, the method-
ology applied in the FP7 mOSAIc project [23], in which an API parser was built
to retrieve information on the existing API calls and to implement a Dynamic Dis-
covery Service for Cloud platforms [6]. However, the parsing tool was only able
to analyse already formatted and standardized representations of APIs, either pro-
vided in a semantic-based language such as OWL [21] or OWL-S [5], or in the
very common (when the mOSAIc project was running) WSDL format. As of today,
such an approach would be extremely limited and limiting: first of all, semantic
descriptions of APIs are not common at all, even less in the IoT domain; second,
even WSDL description of APIs and services are slowly but steadily disappear-
ing. WSDL descriptions of web services have been deprecated almost everywhere:
just consider that Amazon, among the pioneers and main stakeholders of the Cloud
Computing era, have deprecated the WSDL descriptions of their historical Amazon
Web Services in favour of new RESTful interfaces. This does not mean that WSDL
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Fig. 2 Example of WSDL document (excerpt)

is going to disappear, since its support to services composition and discovery can-
not be provided by current RESTful interfaces as they are. However, while being
extremely useful to identify APIs and automatically call web services, WSDL has
proved to be too slow and computational consuming, since clients need to analyse
long and complex XML documents, and then format the request message follow-
ing the very precise structure described in them. The same happens to servers each
time they reply to a received request. Just consider the very small (in comparison
to the whole document) WSDL excerpt reported in Fig. 2, describing just one of the
complex parameters that can be exchanged via SOAP in and API request made to
a former Amazon web service. Considering the high volume of traffic that servers
need to manage continuously and the very limited computational capabilities owned
by mobile devices, which are becoming the main access points to on-line services
as of today, the shift towards a lighter and faster way to define APIs was inevitable.
This is event truer for smart devices and sensors that not only have a very limited
computational power, but also need to save as much energy as possible due to the
very limited batteries they own.

In an ideal world, RESTful interfaces would be accurately described and/or a
machine readable definition thereof would be publicly available. In such a utopistic
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Fig. 3 Description of request and response of Samsara API

scenario, it would be possible to automatically analyse the Natural Language or
machine readable descriptions of RESTful services and automatically produce the
service calls to exploit a specific functionality, and then read the answer appropriately.
Even considering the very different semantics used in the available interfaces, it
would be possible to produce the “wrappers/adapters” needed to translate the inputs
and outputs for each specific vendor endpoint. Developers have several tools at their
disposal to automatically produce machine readable descriptions of their RESTful
services: API Workbench for RAML [2] is just an example. Nevertheless, while
we have the technologies and the standards (or at least proposals of standards) to
provide such descriptions, in a real world scenario the situation is far from ideal.

In some, very rare cases, textual descriptions of the input and output parameters
of the POST and GET calls of REST interfaces are present. As an instance consider
the description provided at [25] and reported in Fig. 3 for commodity. In the reported
case, Request and Response are inserted into a HTML table, with a description of
the parameters in natural language. In such a situation very simple analysis of the
descriptions, offered in structured and static HTML pages, can be driven and the
necessary information can be retrieved. This is, however, a very simplistic and not
generalizable approach, for two obvious reasons:

1. If a crawler was built to analyse such a page, it would be programmed ad-hoc
for its HTML structure, and it would be absolutely useless for a different one.
Knowing the HTML structure of each documentation page of different APIs
represents an almost unsatisfiable requirement. Furthermore, a different crawler
would have to be developed.

2. Having a structured description of the APIs is still rare as it represents a very
small minority of the actual cases.

Indeed, most of the times the pages, even when showing a definite structure, are
dynamic: the descriptions integrated into web pages are produced at run time through
scripting code client/server side (e.g. JavaScript/PHP). Such a code is not accessible
via a simple page crawling, thus making it impossible to analyse the descriptions
automatically. This is the case of theAPI provided byYahooWeather [27]. The sam-
ple Request and Response code of the API reported on this page, whose screen-shot
has been reported in Fig. 4 is indeed automatically generated by selecting the desired
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Fig. 4 Page describing Yahoo weather API

options on the very same page. This means that, except from the page template, no
other information can be retrieved from the structural analysis of the HTML source.
It would be theoretically possible to analyse each possible input contemplated by the
form used to build the call to the server side script, in order to retrieve all possible
outputs. But, that would require a an additional, not trivial effort which could also
be rendered useless if there were free forms, with no options to actually select.

Another, unfortunately, very common scenario is represented by descriptions built
up of undocumented JSONstring examples, used as input or output of the calls, where
the name of the called service is just one of the passed parameters. That is the case,
for example, of the already cited REST API described in [27]. In such cases, Natural
Language Processing techniques can be used to analyse the on-line documentation
and determine either where the parameters description is, or in which point of the
web-pages the JSON example is reported. Then, it is possible to analyse both the
parameters and the JSON string, by using string-based matching techniques, making
it possible to understand the meaning of each parameter and of the function call in
general. Again, the success of such a technique depends from how the documentation
page has been produced, and if the displayed JSON is actually available for a web
crawler/parser.

6 Authorization and Authentication Issues in API
Aggregation

The paradigmof offering a service through a high available restful interface facilitates
the software artefacts integration and interoperability: to perform an action using a
web service’s API, you need to select a calling convention, send a request to its
endpoint specifying a method and some arguments, and will receive a formatted
response. In this chapter we have even pointed out that the further step of creating an
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APIs aggregator may even more enable the development of more efficient software,
howeverwhen it comes to this solution there is a critical aspect thatmust be addressed
in this field that is the authorization and authentication mechanism. In respect to
WSDL representation, in which there is a distinct part of the structure dedicated to
the authentication and authorization process, the current restful API representations
do not provide it, the reason for this feature can be found in the way a developer
accesses to the web services.

Many if not every single API method requires the user to be logged in to access
the services. At present there is only one way to accomplish this: users should be
authenticated using the specific application’s Authentication API, through this end
point, a developer can retrieve an application API Key, that is essentially an authen-
tication token, but the developer must send a request to the end point specifying an
username and a password. Once these tokens are retrieved they could be used in
all the following requests. An easy solution for using the API aggregator once the
various tokens are retrieved by the user, is to store them all so that the API aggregator
should be able to automatically call different vendor’s API. However even though
the tokens are stored, some of them have a limited time frame, so tokens could even
change after each request.

Another way to support the use of the API aggregator and to let it handle every
step of the API request and response process it could be to allow the aggregator
to automatically create a send request for every services’ Authentication API and
retrieve every single API Key and use them accordingly to the service that has to be
called. For the API aggregator to create the custom request and to obtain the token
the user has to provide the various usernames and passwords, but this specific step
may arise various security issues:

• The user credentials must be sent in a secure and reliable way.
• The API aggregator could store the users’ credentials, but this solution assumes
that a number of features must be granted, such as security, reliability and confi-
dentiality.

• TheAPI aggregatormay not save the users’ credentials requesting themon demand
according to the service to be called; however the aggregator must ensure that in no
way possible the credentials are stored, not even temporarily, and that they cannot
be retrieved by third party applications and machines.

7 Conclusion

In this chapter we have tried to determine and summarize the main technologies
available, as of today, to represent and share APIs, which are or can be exploited to
represent IoT interfaces.Wehave seen that, despite the existence of several candidates
for a correct and shareable representation of such IoT APIs, in a real world scenario
they are still hardly used, as the most relevant vendors tend to just propose non
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standardized description of their RESTful interfaces. Also, we have stressed the fact
that an automatic analysis of current non formal description would be unfeasible.

At the end of the day,we currently have necessary technologies to actually develop
an integrate IoT framework, thanks to the several formalisms which are available for
APIs definition. However, the lack of extensive use of such formalisms and the fact
that they are not standardized yet (except for WADL), surely represent an obstacle
to outcome.

References

1. Aloi, Gianluca, GiuseppeCaliciuri, Giancarlo Fortino, RaffaeleGravina, P. Pace,WilmaRusso,
and Claudio Savaglio. 2017. Enabling iot interoperability through opportunistic smartphone-
based mobile gateways. Journal of Network and Computer Applications 81: 74–84.

2. API workbench. http://apiworkbench.com. Accessed 8 Feb 2017.
3. Ben-Kiki, Oren, Clark Evans, and Brian Ingerson. 2005. Yaml ain’t markup language (yaml)

version 1.1. yaml. org, Tech. Rep.
4. Blueprint,A. P. I. Format 1A revision 8. https://github.com/apiaryio/api-blueprint/blob/master/

API%20Blueprint%20Specification.md, 05–22.
5. Burstein, Mark, Hobbs Jerry, Lassila Ora, Mcdermott Drew,Mcilraith Sheila, Narayanan Srini,

Paolucci Massimo, Parsia Bijan, Payne Terry, Sirin Evren, Srinivasan Naveen, and Sycara
Katia. 2004.OWL-s: Semanticmarkup forweb services. http://www.w3.org/Submission/2004/
SUBM-OWL-S-20041122/.

6. Cretella, Giuseppina, and Beniamino Di Martino. 2013. Semantic and matchmaking tech-
nologies for discovering, mapping and aligning cloud providers’s services. In Proceedings of
the 15th international conference on information integration and web-based applications and
services (iiWAS2013), 380–384.

7. Davidson, Sara. 2013. Wordnik. The Charleston Advisor 15(2): 54–58.
8. Fortino, Giancarlo, Antonio Guerrieri, and Wilma Russo. 2012. Agent-oriented smart objects

development. In Proceedings of the 2012 IEEE 16th international conference on computer
supported cooperative work in design (CSCWD), 907–912.

9. Fortino, Giancarlo, Roberta Giannantonio, Raffaele Gravina, Philip Kuryloski, and Roozbeh
Jafari. 2013. Enabling effective programming and flexiblemanagement of efficient body sensor
network applications. IEEE Transactions on Human-Machine Systems 43(1): 115–133.

10. Fortino, G., A. Guerrieri, W. Russo, and C. Savaglio. Towards a development methodology
for smart object-oriented iot systems: A metamodel approach. In 2015 IEEE international
conference on systems, man, and cybernetics, 1297–1302, Oct 2015.

11. Fortino, G., W. Russo, and C. Savaglio. Agent-oriented modeling and simulation of iot net-
works. In 2016 federated conference on computer science and information systems (FedCSIS),
1449–1452, Sept 2016.

12. Fortino, G. A. Guerrieri, W. Russo, and C. Savaglio. Integration of agent-based and cloud com-
puting for the smart objects-oriented iot. In Proceedings of the 2014 IEEE 18th international
conference on computer supported cooperative work in design (CSCWD), 493–498,May 2014.

13. Giancarlo Fortino, Antonio Guerrieri, Michelangelo Lacopo, Matteo Lucia, andWilma Russo.
2013. An agent-based middleware for cooperating smart objects, 387–398. Berlin Heidelberg:
Springer.

14. Gravina, Raffaele, Parastoo Alinia, Hassan Ghasemzadeh, and Giancarlo Fortino. 2017. Multi-
sensor fusion in body sensor networks: State-of-the-art and research challenges. Information
Fusion 35: 68–80.

15. Inter-iot. http://www.interiot.eu. Accessed July 2017.
16. Iot european project initiative. http://iot-epi.eu/projects. Accessed July 2017.

http://apiworkbench.com
https://github.com/apiaryio/api-blueprint/blob/master/API%20Blueprint%20Specification.md
https://github.com/apiaryio/api-blueprint/blob/master/API%20Blueprint%20Specification.md
http://www.w3.org/Submission/2004/SUBM-OWL-S-20041122/
http://www.w3.org/Submission/2004/SUBM-OWL-S-20041122/
http://www.interiot.eu
http://iot-epi.eu/projects


Towards an Integrated Internet of Things: Current Approaches and Challenges 33

17. John Gruber. Markdown: Syntax. http://daringfireball.net/projects/markdown/syntax.
Accessed 24 June 2012.

18. Kardara, Magdalini, Vasilis Kalogirou, Athanasios Papaoikonomou, Theodora Varvarigou,
and Konstantinos Tserpes. 2014. Socios api: A data aggregator for accessing user generated
content from online social networks. In International conference on web information systems
engineering, 93–104. Springer.

19. Lafon, Y. 2009. Team comment on the web application description language submission. http://
www.w3.org/Submission/2009/03/Comment. Accessed August 2011.

20. Marc J Hadley. Web application description language (wadl). 2006.
21. McGuinness, Deborah L., Frank Van Harmelen, et al. 2004. Owl web ontology language

overview. 10(10).
22. Miorandi, Daniele, Sabrina Sicari, Francesco De Pellegrini, and Imrich Chlamtac. 2012. Inter-

net of things:Vision, applications and research challenges.AdHocNetworks 10(7): 1497–1516.
23. Petcu, Dana, Beniamino Di Martino, Salvatore Venticinque, Massimiliano Rak, Tamás Máhr,

Gorka Esnal Lopez, Fabrice Brito, Roberto Cossu, Miha Stopar, Svatopluk Šperka, and
Vlado Stankovski. Experiences in building a mosaic of clouds. Journal of Cloud Computing:
Advances, Systems and Applications 2(1): 12.

24. RAMLWorkgroup.2015. Raml-restful apimodeling language. http://raml.org/ 2015. Accessed
10 Feb 2017.

25. Samsara web-Site. https://www.samsara.com/api. Accessed 8 Feb 2017.
26. Swagger Team. 2014. Swagger restful api documentation specification 1.2. Technical report,

Technical report, Wordnik. https://github.com/wordnik/swagger-spec/blob/master/versions/1.
2.md.

27. Yahoo weather API. https://developer.yahoo.com/weather/. Accessed on 8 Feb 2017.

http://daringfireball.net/projects/markdown/syntax
http://www.w3.org/Submission/2009/03/Comment
http://www.w3.org/Submission/2009/03/Comment
http://raml.org/
https://www.samsara.com/api
https://github.com/wordnik/swagger-spec/blob/master/versions/1.2.md
https://github.com/wordnik/swagger-spec/blob/master/versions/1.2.md
https://developer.yahoo.com/weather/


Energy Harvesting in Internet of Things

Cheuk-Wang Yau, Tyrone Tai-On Kwok, Chi-Un Lei
and Yu-Kwong Kwok

Abstract Powering billions of connected devices has been recognized as one of the
biggest hurdles in the development of Internet of Things (IoT). With such a volume
of tiny and ubiquitous smart physical objects in this new Internet paradigm, power
cables or sizable battery packs are no longer a viable option to bring them online for
years and decades. Energy harvesting, which enables devices to be self-sustaining,
has been deemed a prominent solution to these constraints. This chapter provides a
comprehensive review of IoT devices, from their roles and responsibilities, to the
challenges of operating them autonomously in heterogeneous environments. The
concepts, principles and design considerations for energy harvesting are introduced
to aid researchers and practitioners to incorporate this key technology into their next
applications.

1 The Internet of Things Landscape

The rapid growth of the Internet during the past decades gradually transformed the
way humans exchange information. From websites and emails to various forms of
social media, the proliferation of the Internet has accelerated the migration from
face-to-face and paper-based interaction to electronic communication via computing
devices, such as personal computers and smartphones. Despite the evolution in the
form of interaction, the majority of popular Internet applications nowadays concen-
trate on digitizing human-to-human communication, as well as reducing the commu-
nication overhead and latency. This paradigm can be interpreted as the human-driven
Internet. On the contrary, the trend of Internet of Everything (IoE) involves a para-
digm shift from the human-driven Internet to the data-driven Internet, and has been
gaining momentum worldwide [39, 78, 118]. According to Evans [33], the vision
of IoE refers to the utilization of environmental data collected by intelligent things
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to improve various processes of people, through leveraging the established and the
latest Internet infrastructure and technologies.

The concept of things in this vision, also known as Internet of Things (IoT), has
been considered to be the vital pillar of IoE among the wide variety of definitions
proposed by the academia and the industry [1, 33, 39]. The things, which are smart
physical objects embedded with computational power, sensors and actuators, serve a
major role in this paradigm, thanks to their capability to connect the physical world
to the Internet. This chapter addresses the challenges of powering the billions and
even trillions of connected things in the near future, as well as the opportunities for
adopting energy harvesting technologies to tackle such challenges.

1.1 Overview of Internet of Things

The “Internet of Things” originated as a marketing term in 1999 to envision the future
of incorporating radio-frequency identification (RFID) technology into the Internet,
according to Ashton [5]. With the advance of information technology in various areas,
the scope of IoT has vastly expanded and led to numerous debate on its definition
since then. Although there is not a unified definition of IoT [9, 39], its general concept
can be described with the one proposed by the European Technology Platform on
Smart Systems Integration (EPoSS) [29], “a worldwide network of interconnected
objects uniquely addressable, based on standard communication protocols.” Based
on this definition, IoT can be further interpreted from the Internet and the Things
perspectives. In this context, Internet can be any public or private computer network
based on the standard Internet Protocol (IP), while the Things refer to objects that
bridge the physical and digital worlds, and possess Internet connectivity.

Connecting the Things to the Internet initiates a shift from the human-driven
Internet to the data-driven paradigm. In the human-driven Internet, humans play
the primary role in supplying and consuming information from the Internet in most
applications, such as websites, emails and social media. Such information, often in
the form of text, image, video and audio, is in general supposed to be perceived by
humans, and hence to facilitate human-to-human (H2H) communication [65]. The
development of the human-driven Internet can be considered as a progression of H2H
interaction modes with drastically improved efficiency of long-distance communi-
cation, rather than a fundamental transformation of humans’ interaction modes with
the surroundings. The Things may ultimately become the first-class citizens in the
data-driven Internet, as they are capable of achieving large-scale automatic environ-
mental sensing, control and machine-to-machine (M2M) communication with their
embedded electronics.

In this IoE-inspired paradigm depicted in Fig. 1, the Things are responsible for
acquiring an unprecedentedly large volume of data from the natural and built envi-
ronment. The collected data can be analyzed and visualized as meaningful infor-
mation using Internet services. Such visualized data and insights can assist humans
to improve public policies, as well as everyday business and household decisions.



Energy Harvesting in Internet of Things 37

Fig. 1 Illustration of the
data-driven Internet
paradigm
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In addition, computers may utilize the acquired data to optimize the processes
autonomously [78]. Eventually, the Things may also be able to respond to the environ-
ment with their embedded actuators, according to the devised decisions and policies.
A feedback loop can hence be formed to enable more effective understanding and
efficient management of the surroundings. It is anticipated that with IoT technologies,
the manual and often labor-intensive tasks in the loop, such as taking measurements
and controlling machines, can be accurately and automatically accomplished by the
Things, and thus precious human resources can focus on formulating high-level deci-
sions and policies based on data and analytics.

1.2 The Heterogeneous Nature

Heterogeneity marks the most critical characteristic of IoT. As implied by the afore-
mentioned definition and the generalized model for the data-driven Internet, IoT
covers a wide spectrum of existing and next-generation applications, ranging from
the enterprise level to the consumer grade. IoT applications are designed to facili-
tate automated and more intelligent processes in different domains, including but not
limited to transportation, logistics, health care, emergency services, utilities, agricul-
ture, building and environmental management [9, 39]. Such applications have already
been extensively studied by researchers, and common examples include “smart city”,
“smart building”, “smart home” and mobile health systems [54, 78, 117, 118].

In spite of the difference in the nature of IoT applications, the vast majority of
them share a common collection of enabling technologies, as depicted in Fig. 2. IP
networks, in particular wireless networks that allow Things to operate everywhere
untethered, serve as the foundation of IoT. On top of IP networks, there are four
building blocks for IoT applications, including radio-frequency identification, wire-
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Fig. 2 Enabling
technologies of Internet of
Things
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less sensor and actuator network, cloud analytics and data visualization [39]. The
former two construct cyber-physical interfaces, while the latter two compile high-
level and human-comprehensible information from raw data.

Radio-frequency identification (RFID) technology allows computers to identify
a unique physical object with an attached “tag” [114]. The tag consists of an antenna
and small memory (typically a few kilobytes) to store the properties about the object,
for example, the identifier and the price of a product in a retail store. When a tagged
object is placed in a close proximity to a RFID reader, the tag is activated and its
information can hence be retrieved or updated. RFID tags have no or very limited
computational power for reading and writing the memory only. This technology has
already been extensively used in many industrial applications, from supply chain
management to contactless access control and payment cards. Since RFID tags have
no capability to sense or interact with the physical world independently, they are
regarded as the “passive” Things in the IoT paradigm.

The Things other than RFID tags can be generalized as nodes in wireless sensor
and actuator network (WSAN), or wireless sensor network (WSN), which have been a
popular research area [25, 35]. Such nodes, also commonly termed as IoT devices, are
embedded systems with constrained but considerable computational power compared
to the passive RFID tags. They can be fixed or portable devices, including sensor
nodes installed on rooftop of buildings and wearable fitness monitors, that equip
the standalone operating capability, Internet connectivity, as well as input and output
peripherals for sensing and interacting with the environment and humans [39]. These
constrained nodes that enable autonomous sensing and control are the elementary
components in IoT applications, and hence they will be the core of the discussion in
this chapter.

Cloud analytics and data visualization make use of cloud computing for processing
the tremendous amount of raw data generated by the Things using statistical methods,
machine learning and other computational intelligence algorithms, and eventually
presenting them as insights for consumption by humans [39, 64]. As these tasks
may involve huge amount of computational power, they are often assigned to high-
performance computer clusters in data centers [17], which are often remote to the
location where the IoT applications are deployed.
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The enabling technologies introduced above show that heterogeneity exists in
every aspect of the IoT ecosystem, due to diverse application requirements, device
standards, communication protocols and other factors. As a consequence, interoper-
ability should be the first principle in designing and maintaining IoT applications.
This is especially essential in mission-critical applications, such as power grids and
security-related systems, which compatibility with legacy devices, reliability and
resiliency are of the utmost importance.

1.3 The Client-Gateway-Server Model

Despite the heterogeneous nature, the system architecture of IoT applications can
be abstracted using the proposed Client-Gateway-Server model, which is extended
from the well-known client-server computing paradigm. The classical client-server
model describes the relationship of resource flow between a client as the service
requester, and a server as the service provider [56]. Using the World Wide Web as
an example, a web browser acts as a client to request a web page from a web server,
then the server responds the page to the browser for displaying on the screen. The
underlying communication between the web browser and the server is in the form of
data packets routed across the IP network.

The previous discussion stated that IoT can be seen as a progressive paradigm
shift from the established human-driven Internet. Thus, in the Client-Gateway-Server
model illustrated in Fig. 3, IoT devices and the cloud servers in data centers act as
clients and servers, respectively, similar to the above World Wide Web example. For
instance, in a hypothetical “smart thermostat” application, the thermostat as an IoT
device, would periodically measure the room temperature and report it in a request
over the Internet to the cloud, where intelligent processes take place to optimize
the temperature setpoint for energy-saving and thermal comfort purposes. The new
setpoint calculated on the server would be passed back to the thermostat as a response,

Fig. 3 The client-gateway-
server model for the system
architecture of IoT
applications

Server
Data processing in the cloud

Gateway
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IoT devices as cyber-physical interface
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M2M Communication Protocol



40 C.-W. Yau et al.

and the thermostat would control the heating, ventilation and air-conditioning system
accordingly.

The extra Gateway layer in between the Client and Server layers differentiates
this newly proposed model from the classical one. The significance of this additional
layer shall be emphasized due to the heterogeneous nature of connectivity in IoT
devices. Unlike conventional Internet-connected devices like personal computers
and smartphones, IoT devices (e.g. the “smart thermostat” in the above example)
are much more resource-constrained, in terms of computational power and energy
budget (i.e. battery life). As a result, many of these devices cannot afford to have a
standard IP networking stack equipped. Instead, IoT devices may employ other M2M
communication protocols of proprietary or open standards, such as Bluetooth, ZigBee
[53] and Modbus [103], to enable data exchange with Internet servers through the use
of gateway devices. Gateway devices in this context refer to wireless base stations
or equivalent systems, which are responsible for performing protocol conversion to
translate the packets in specific M2M protocols to standard data packets compatible
with IP networks, such that the data can be routed upstream to the server, if not
bi-directionally, via the regular Internet infrastructure. It should be noted that an
IoT device may simultaneously acts as a client and a gateway for neighboring or
companion devices. This usually happens with the adoption of mesh networks [57],
and in case of connecting wearable devices to smartphones via Bluetooth [36].

1.4 Key Challenges of Internet of Things

The envisioned future of IoT presents a series of challenges yet to be solved, in both
technical and social aspects. The key challenges can be prioritized into two classes.
The top-priority challenges concern about the technological feasibility of IoT, which
can be further divided into subproblems in the Internet and Things perspectives.
The challenges regarding the Internet include network capacity, quality of service
(QoS) considerations, M2M and information exchange protocols at different levels
[39], and most of these areas are under active research. Compared to the network-
related issues, the challenges in energizing the Things have been considered to be the
bottleneck to realize IoT [21, 47], because the rate of improvement in battery and
other energy storage technologies has been falling much more behind the continuous
increase in the power requirements in various applications of growing complexity.
This mismatch leads to the main theme of this chapter on examining possible solu-
tions in powering IoT devices. The key challenges of relatively lower priority include
the reliability and social acceptance of IoT, which should focus on addressing the
security and potential privacy issues associated with this emerging Internet paradigm
[49]. Other than these issues, Stankovic presented a comprehensive survey of IoT
research problems in [92].
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2 Energy Consumption of Internet of Things

Computational power is built upon electric power. Through referencing to the Client-
Gateway-Server model introduced in Sect. 1.3, this section firstly examines the sit-
uation of energy consumption in IoT layer by layer, and then discusses the implied
challenges in realizing IoT and some possible solutions.

Cloud servers reside on the top of the three-layer model. These servers are often
virtual machines hosted on clusters of high-performance computers, located at data
centers with high bandwidth Internet links distributed around the world [17]. The
data centers are undoubtedly connected to the power grid with uninterruptible power
supply to support the high energy demand of the clusters, and to ensure service
reliability and resiliency [38]. More recently, the industry works towards committing
to a complete adoption of renewable energy to achieve their sustainability goals,
through purchasing the “green” electricity from the grid and generating on their own
near the data centers [15, 106].

Gateways, in particular for the standalone base stations that serve for the conver-
sion between IP and M2M protocols, are usually required to be fixed in close prox-
imity to other upstream network equipment, such as routers and switches. Therefore,
gateways can be powered in the same way as their neighboring equipment, possi-
bly through the power grid or other standalone renewable energy systems. Hence,
supplying electricity to standalone gateways is not a big concern in most scenarios.

Among the two types of Things, passive RFID tags are “self-powered” when
their antennae are energized by RFID readers. In contrast to the fixed sever and
gateway assets, power supply for the other category of Things, autonomous IoT
devices with embedded computational power, is the toughest part among the three
layers. Given that they may be deployed everywhere, neither using power cords nor
replacing batteries regularly is a practical option for billions of such devices. Thus,
the discussion in the rest of this chapter shall concentrate on this class of devices.
Before introducing the possible power supply solutions, it is necessary to identify
the energy consumption characteristics of IoT devices.

2.1 Internet of Things Device Architecture

As defined in Sect. 1.2, IoT devices refer to the broad category of embedded systems
in the IoT ecosystem that have direct or indirect Internet connectivity, and the capa-
bility to interact with the physical world through on-board sensors and actuators.
Although heterogeneity exists in such devices due to the diversity in the nature of
applications, protocols, hardware and software design, the general architecture for
IoT devices can be illustrated by Fig. 4 from the systems perspective.

Any IoT device, similar to a WSN node [25], can be considered as an integration
of four subsystems, namely the processor, network interface, input and output (I/O)
peripherals, as well as power supply. These four subsystems are of a system-level
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Fig. 4 General IoT device
architecture
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description, and they may not be four actual hardware parts in a practical device. It is
not uncommon for manufacturers to integrate two or more of these subsystems into
a single chip, which is known as a system on a chip (SoC).

In this architecture, the processor and I/O peripherals give the Things attributes to
an IoT device. The processor often refers to a microcontroller unit (MCU) composed
of a microprocessor aggregated with memory, timer, digital and analog I/O ports, etc.
It serves as the core of an embedded system that runs software for resource manage-
ment, scheduling and task execution, including the control of the I/O peripherals and
the network interfaces. The I/O peripherals act as the cyber-physical interface that
interact with the environment and humans, via various types of sensors and actuators.
Examples include temperature sensors, accelerometers, motors, touch screens, etc.
These peripherals have wired interface with either the processor’s analog I/O ports,
or digital ones if the peripherals have built-in analog-to-digital (mainly for sensors)
and digital-to-analog (mainly for actuators) converters. The Internet attributes of an
IoT device are provided by its network interface, which is responsible for communi-
cating the processor to a gateway as described in Sect. 1.3, through wired or wireless
connection. Since all these three subsystems require electric power to operate, the
power supply subsystem is responsible for delivering power to maintain the device’s
operation, and for managing the energy source (e.g. mains power, battery, capacitor,
etc.) to ensure safety and guarantee the designed lifetime.

2.2 Device Classification

The Terminology for Constrained-Node Networks (RFC 7228) published by the Inter-
net Engineering Task Force (IETF) in 2014 [14] introduces classification schemes
of IoT devices based on computational capabilities and energy limitations. However,
the scheme for energy limitation classification simply separates devices into four
classes by their power supply options, as tabulated in Table 1, rather than the energy
consumption constraints during operations.

Jayakumar et al. also proposed another energy-related taxonomy for IoT devices
in [47]. According to their work, IoT devices can be divided into five types with
regard to their power and longevity requirements, as shown in Table 2. Although this
longevity-based classification differentiates the ranges of device lifetime regarding
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Table 1 Classes of energy limitation for constrained devices in RFC 7228 [14]

Class Type of energy limitation Example power source

E0 Event energy-limited Event-based harvesting

E1 Period energy-limited Battery that is periodically recharged or
replaced

E2 Lifetime energy-limited Non-replaceable primary battery

E9 No direct quantitative limitations
to available energy

Mains-powered

Table 2 IoT device classification proposed by Jayakumar et al. [47]

Description Examples Energy source Lifetime

Type I Wearable
devices

Smartwatches Fitness
monitors

Rechargeable
battery

Several days

Type II Set-and-forget
devices

Home security sensors
Water leak sensors

Battery 5–10 years

Type III Semi-permanent
devices

Structural monitors
Parking space sensors

Battery >10 years

Type IV Battery-less
devices

RFID tags
Smart cards

Passively
powered

–

Type V Powered devices Home appliances (e.g.
refrigerators)

Power outlet –

its application requirement, neither this scheme nor the RFC 7228 helps analyze the
energy consumption pattern of an IoT device.

Therefore, a basic analytical framework for characterizing the energy consump-
tion of IoT devices is formulated based on the Internet and Things attributes in the
aforementioned device architecture. Since energy consumption of an electrical load
is the integral of instantaneous power consumption over a given time interval, the
IoT device energy consumption should be evaluated from both the time-domain and
power-domain. The time-domain can be described by the operating mode of a device,
while the power-domain can be considered in terms of the network interface power
usage, which is typically much more significant than that of the processor and I/O
peripherals [47]. It is anticipated that this analytical framework can aid the design
and implementation of effective power supply solutions for IoT devices.

2.3 Device Characterization by Operating Mode

It is assumed that any application running on an IoT device can be modeled as the
operating cycle illustrated in Fig. 5. When the application starts in each cycle, the
processor wakes up from a low-power “sleep” mode to the “active” mode. Sen-
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sors then operate to take measurements (for devices with sensors). Next, the device
connects to the gateway for transmitting the measurement data to the server as a
request, and checks if there are any commands for the device to execute from the
server response. After that, the actuators operate according to the received com-
mands (for devices with actuators). At the end of the task sequence, the device turns
to the power-saving “sleep” mode as it becomes idle. This model is purposed to
outline the distinctive processes that lead to significant energy impact in the IoT
device applications only. In practice, the processes may be executed concurrently, in
a slightly different order, or on top of an operating system [43], instead of running
sequentially as illustrated in Fig. 5. Further implementation details in hardware and
software aspects shall be discussed in Sect. 4.

According to this operating cycle model, the operating modes for IoT devices can
be classified into four patterns: Time-triggered and event-triggered modes form the
basis [51], and the always-on and event-blocking modes are then derived. In order to
focus on describing the general operating mode patterns, it is also assumed that the
power level only toggles between the high-power “active” level, Pactive, and the low-
power “sleep” level, Psleep, in this time-domain discussion. Moreover, duty cycle is
an important concept of expressing the behavior of toggling between the two power
levels. As shown in Eq. 1, the duty cycle D refers to the ratio of active duration,
tactive, to the total cycle duration that is the sum of tactive and sleep duration, tsleep.
Assuming that tactive is constant, the higher the duty cycle (i.e. shorter tsleep), the
more frequent the device wakes up to execute the task sequence.

D = tactive

tactive + tsleep
(1)

The time-triggered mode refers to periodic wake up of the device as shown in
Fig. 6. Devices operating in this mode execute an operating cycle at fixed or varying
duty cycles. Since the duty cycles are scheduled by the processor in either case,
the energy consumed by the device can be approximated by the processor with
relative ease as it can keep track of the scheduling [32]. This operating mode is

Fig. 5 Operating cycle
model for IoT devices

Wake up

Sensor operations

Network operations

Actuator operations
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common for autonomous devices in which human intervention is not involved, such
as environmental sensor nodes that perform measurements and transmit measured
data to a server regularly [2].

The event-triggered mode describes a device that is required to wake up to respond
to an external event, such as the detection of a change in the environment by the
device’s sensor, as illustrated in Fig. 7. Since such external events occur sporadically
with randomness, it may not be possible for the processor to predict the wake up
in advance, and hence energy consumption estimation for this operating mode is
infeasible in most cases. This type of operating mode can be found in autonomous
devices including motion-activated security alarms and structural health monitoring
sensor nodes activated during an earthquake [22], as well as in human-operated
devices that activate upon a button push [16].

The always-on mode can be considered as a special case of the time-triggered
mode, in which the device keeps repeating the task sequence and never goes to sleep
(i.e. a duty cycle fixed at 1), as shown in Fig. 8. This continuous mode facilitates
autonomous devices to achieve real-time streaming of sensor data to the server, as
well as human-operated devices which stays active to await user input, and to output
updated information to the user. As the device never sleeps, the power consumption
is considered to be constant in general.

The event-blocking mode depicted in Fig. 9 postulates a special case between
the event-triggered and the always-on modes. Usually found in human-operated
devices like wearable devices, they are activated in response to an external event as
in the event-triggered mode. The major difference between autonomous and human-
operated devices is that the latter needs to wait for human input in a significantly
longer and variable duration (seconds or longer), compared to the quick sensor polling
in the former (often shorter than one second). As a consequence, this operating
mode is characterized by increased and unpredictable energy consumption due to
the extended and dynamic operating duration per cycle.

Fig. 6 Time-triggered
device operating mode

Psleep

Pactive

t

P

Fig. 7 Event-triggered
device operating mode
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Fig. 8 Always-on device
operating mode
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Fig. 9 Event-blocking
device operating mode
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2.4 Device Characterization by Connectivity

Based on the device architecture and the above operating cycle model, the three
subsystems, including processor, I/O peripherals and network interface need to be
powered up for operation as soon as the device wakes up. Among these subsystems,
the network interface usually dominates the device’s energy consumption [47]. Thus,
the power-domain characterization of the IoT device energy consumption will focus
on the communication technologies they use.

Both wired and wireless communication technologies are possible solutions for
IoT devices to realize Internet connectivity, although wireless links are often preferred
to enable untethered operations in remote locations. It is worthwhile to note that
contrary to the human-driven Internet usage that desire low latency, high data rate
networks for web browsing and video streaming applications, IoT device network
traffic is typically characterized as very small volume in each transmission, delay-
tolerant (except for some video surveillance and real-time sensing applications), and
lower data rate is also acceptable for a majority of applications, in favor of energy-
efficient networks to prolong battery life [65]. No matter using wired or wireless
communications, the main role of the network interface subsystem in the device
architecture is to handle network connection, with the ultimate aim to transfer data
bits between the device and the gateway through a physical medium, such as copper
wire, optical fibers, air, etc. This low-level bitwise communication is achieved by a
transceiver, which is probably the most power-consuming hardware in an IoT device
as it is required to radiate signals into air, or to drive signals in long cables.

2.4.1 Wireless Connectivity

Wireless networks can be classified based on their range and coverage, as well as their
network topologies. For range and coverage, a network can be generally described
as either a Wireless Personal Area Network (WPAN), Wireless Local Area Network
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(WLAN) or Wireless Wide Area Network (WWAN) [65]. WPANs typically refer to
short-range networks that cover within 10 meters, with Bluetooth as the most well-
known technology. WLANs such as Wi-Fi, provide coverage of about 100 meters
for use in an office or apartment. WWANs commonly include cellular networks that
offer city-wide coverage.

Apart from the transmitting and receiving power, network topology also affects
the device energy consumption. Wireless networks can typically be considered as
either a star or a mesh. In the star topology, each device in the network, also known
as a node, communicates with the gateway, also called the sink, via a point-to-point
connection. Although this is a straightforward approach with predictably low latency,
as well as the ease in design and implementation, the gateway can be a single point
of failure in the system. Also, when considering the energy consumption aspect, it
may incur higher peak power requirement of the radio transceiver than that of the
mesh topology, provided that they have the same gateway and number of devices
in a network. A mesh network is typically formed by multiple devices and one or
more gateways. In contrast to the star topology, some mesh devices may serve as
an intermediate gateway, known as a router, to relay the network traffic between the
gateway and its neighboring devices, and this is called a multi-hop network [57].
Despite its complexity and potentially increased latency, this more flexible network
configuration can reduce a transceiver’s peak power of a device, since a node can
communicate with another nearby node, instead of initiating radio transmission with
the gateway located farther away. However, the multi-hop operations have another
implication on the energy consumption profile. As a device may also act as a router,
it needs to handle the additional, and probably unforeseeable, network traffic from
its neighboring nodes. The overhead incurred may have considerable energy impact,
depending on the technology and network configuration, and such nodes may not be
clearly characterized by any of the aforementioned operating modes.

Some prevalent wireless M2M communication technologies in the IoT era, includ-
ing the existing and forthcoming ones, will be briefly introduced in the following,
with a focus on their ranges, data rates and network topology. Table 3 surveys various
commercially available wireless M2M transceivers and provides a general idea on
their relative power usage, by comparing their transmitting (Tx) and receiving (Rx)
current consumption levels.

Bluetooth Low Energy (Bluetooth LE or BLE) is an example of low-power WPAN
that operates in the 2.4 GHz unlicensed industrial, scientific and medical (ISM) band
with a maximum data rate of 1,000 kbps, and a typical range of tens of meters [36].
BLE adopts a master-slave type of star topology, which enables IoT devices such as
smartwatches and other kinds of wearable devices, to connect to a smartphone that
serves as a gateway to the Internet via cellular network or Wi-Fi.

ZigBee is a low-rate WPAN (LR-WPAN) technology that is built on top of the
IEEE 802.15.4 Medium Access Control (MAC) layer protocol, with a typical range
of about 10–100 m [53]. This allows low-power IoT devices, typically sensor and
actuator nodes, to operate under star or mesh topology with a maximum data rate of
250 kbps in the unlicensed band, using the 868 MHz, 915 MHz or 2.4 GHz spectrum
[57]. Apart from ZigBee, there are also other IEEE 802.15.4-based protocols under
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Table 3 Examples of commercially available wireless M2M transceivers for IoT devices

Technology Transceivera Current consumption (mA)

Tx Rx

Bluetooth LE Atmel SAM B11b [7] 3 (0 dBm) 4

Nordic Semiconductor
nRF51822b [72]

8 (0 dBm) 10

Texas Instruments
CC2640b [98]

6 (0 dBm) 6

ZigBee Atmel SAM R21
seriesb [8]

14 12

Silicon Labs EM35x
seriesb [91]

31 (+3 dBm) 27

Texas Instruments
CC2630b [97]

6 (0 dBm) 6

Wi-Fi Espressif Systems
ESP32b [31]

120 (0 dBm) 90

Texas Instruments
CC3200b [96]

229 59

Cellular u-blox SARA-U2
seriesc [104]

215 (GPRS) –

580 (HSDPA)

460 (HSPA)

u-blox TOBY-L100c

[105]
800 (LTE) –

LoRa Semtech SX1272c

[87]
28 (+13 dBm) 10

SigFox Atmel ATA8520Dc [6] 33 (+14.5 dBm) 10

LEO satellites Iridium 9603c [46] 145 39

1300 (Peak) 156 (Peak)
aSorted in alphabetical order
bSoC embedded with MCU and transceiver
cStandalone transceiver

active development and standardization, including IPv6 over Low-power WPAN
(6LoWPAN) and Thread [20, 65].

Wi-Fi is the most commonly adopted WLAN technology based on the IEEE
802.11 standards. Operating in the 2.4 and 5 GHz ISM bands, Wi-Fi is designed to
provide high speed (10 Mbps up) wireless links for devices to access to the Internet
in the range of about 100 m, via access points (APs) as gateways [53] using a star
topology. Despite higher power requirements of the transceivers as shown in Table 3,
deploying IoT devices with Wi-Fi has a distinct advantage that these devices can uti-
lize the well-established Wi-Fi APs in buildings and cities, hence reducing additional
costs on new gateway infrastructure [101].

Conventional cellular networks using Global System for Mobile Communica-
tions (GSM), General Packet Radio Service (GPRS), Long Term Evolution (LTE)
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technologies provide mobile access to the Internet as WWANs using licensed spec-
trum. Since cellular networks are designed to optimize for high-quality voice and
high-throughput data transmission with considerations for hand-off between cell
towers, they require high power transceivers, and thus not a suitable choice for IoT
devices in general. In view of these disadvantages, the Third-Generation Partnership
Project (3GPP) completed standardization work of three tracks of cellular low-power
WAN (LPWAN) in 2016: Extended Coverage GSM (EC-GSM), LTE enhancements
for Machine-Type Communications (LTE-M) and Narrowband IoT (NB-IoT) [30].
These three emerging technologies are designed to cater for IoT applications with
low-cost and low-power requirements, and they can fully leverage the existing GSM
and LTE spectrum and base station infrastructure for rapid network deployment (only
software upgrade is required) [37]. Nokia suggested that these cellular IoT technolo-
gies can offer a long communication range up to 35 (EC-GSM) or 100 (LTE-M and
NB-IoT) kilometers, with the maximum data rate of 140 kbps (EC-GSM), 170 kbps
(NB-IoT) or 1 Mbps (LTE-M) [71]. Although there is no commercial transceiver
available to date, it has been claimed that the transceiver modules based on the above
technologies will cost as low as USD 5 per unit, and they can last for 10 years under
battery operations [30, 71, 113].

LoRa and SigFox are emerging proprietary LPWAN technologies using the unli-
censed spectrum in the sub-GHz band [58]. Similar to the cellular IoT technologies,
they offer low-power and low-cost transceivers, enabling IoT devices to achieve
long-range communication with gateways kilometers apart with a star topology.
This reduces the need of a large number of gateways to drive down the infrastructure
costs [82].

Satellite M2M communications is an interesting class of connectivity that pro-
vides global coverage for IoT devices in remote locations, out of the reach of any
of aforementioned M2M communication technologies [42]. Traditionally, access-
ing satellite Internet on the ground and on aircrafts requires a dish or phased array
antenna pointing at communication satellites in the Geostationary Earth Orbit (GEO)
at about 36,000 km above the equator, which implies prohibitive power and size
requirements for off-the-grid, battery-powered IoT devices [27]. Instead of accessing
Internet directly, current satellite M2M applications rely on satellite constellations
in the Low Earth Orbit (LEO), which compose of a network of satellites orbiting at
an altitude of 2,000 km or below in different orbital planes, to provide relatively low
latency (compared to GEO) and low bandwidth message transmission via dedicated
ground stations [62]. New LEO Internet constellations consist of hundreds to thou-
sands of satellites are also in active development, and these massive constellations
aim to provide high bandwidth and true global coverage [42, 69]. It is foreseeable that
future autonomous IoT devices may be able to adopt relatively low-cost, low-power
and small-sized transceivers to achieve Internet access via such LEO constellations.
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2.4.2 Wired Connectivity

Although wireless communication is often preferred, as the ubiquitous nature of
such devices renders technical or economical infeasibility of expanding the wired
infrastructure coverage, the importance of wired communication in the IoT paradigm
should not be undermined. In some enterprise, mission-critical applications, wired
networks offer the advantages of enhanced reliability, security, higher data rate and
immunity to radio interference. Examples of wired communication technologies
include Ethernet, serial communication (e.g. EIA-232 and EIA-485) [63], power-line
communication [41, 61] and Modbus [26]. Except for Ethernet, the other technologies
require additional gateways to allow IoT devices to access to the Internet.

2.5 Power Supply Options

The above analytical framework suggests that significant variety exists in the energy
consumption of IoT devices, according to their operating modes and connectivity.
Therefore, power supply options have to be considered thoroughly when designing
an IoT device, such that its power requirements can be satisfied. In general, the power
supply subsystem of an IoT device is required to deliver power to meet the device’s
demand from an external source (e.g. mains electricity or standalone generators), an
internal energy storage (e.g. battery or capacitor), or a combined approach that uses
an external source for recharging the storage. As processors and numerous transistor-
based parts are required to operate at a stable voltage, commonly being 5 V, 3.3 V or
1.8 V DC, it is needed to regulate the input source before distributing power to these
components. Moreover, if the device adopts an internal energy storage, its charging
and discharging has to be managed to ensure operational safety and performance.
These functions are achieved in a power management unit as illustrated in Fig. 10,
with the power flow directions between the supply and loads (processor, I/O periph-
erals and network interface) indicated. Four classes of power supply approaches
will be examined, including tethered power transfer, energy storage, wireless power
transfer and energy harvesting. It has to be emphasized that although the four classes
of power supply approaches are introduced independently, they are not mutually
exclusive. Instead, practical IoT devices often involve hybrid use of power supply
options within the same class or in different classes. For instance, energy storage
is routinely paired with power transfer or energy harvesting techniques to extend
device lifetime.

2.5.1 Tethered Power Transfer

Tethered power transfer is a collective term for describing electric power transfer
methods that involve the use of a cord connecting an external power source, for
example, a mains power socket, to the device. If mains power from the grid (typically
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Fig. 10 Power supply flow in IoT devices

ranged from 100 to 240 V AC, depending on countries) is used on an IoT device, a
bulky AC-DC converter is essential to rectify the AC power to DC, and to step down
the voltage to the required level, as mentioned earlier. Apart from consuming the grid
power directly, it is also possible for devices to adopt an alternative approach that
utilizes DC power distribution. This can be achieved with as simple as using a pair
of conducting wires extended from the rectified DC output of a central transformer,
as well as more complex DC “nanogrid” standards, such as Power over Ethernet and
USB Power Delivery [73]. Although tethered power transfer may not be possible
for many IoT devices, for the same reasons as wired communication, tethered power
transfer remains as a reliable solution to cope with high power demand, such as
real-time video-streaming surveillance cameras, and recharging the energy storage
of portable and wearable devices.

2.5.2 Energy Storage

Embedding an energy storage is the most popular approach in the power supply of
IoT devices, given that devices are often located out of the reach of power cables. An
energy storage can be categorized as either expendable or rechargeable. Expendable
storage mainly refers to primary batteries that are non-rechargeable, and are mainly
used in disposable and very low-power IoT devices for limited lifetime. Recharge-
able storage consists of two major types, including secondary batteries, also known
as rechargeable batteries, as well as capacitors. Since they are rechargeable, they can
be used with power transfer or energy harvesting techniques to extend the operat-
ing lifetime. Commonly used types of energy storage are tabulated in Table 4 with
their important parameters, including single-cell nominal operating voltage, typical
recharge life cycles and volumetric energy density (physical size is a more criti-
cal factor than weight in most terrestrial applications). Among the different types
of storage listed, lithium ion battery is the dominating rechargeable energy storage
option in portable and wearable consumer electronics, electric vehicles and a wide
spectrum of industrial applications, due to its high cell voltage and energy density
properties [112]. More recently, lithium iron phosphate batteries and supercapactiors
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Table 4 Characteristics of expendable and rechargeable energy storage [45, 48, 77, 83]

Energy storage Cycle life Nominal voltage Energy density

V Wh/L

Primary batteries

Alkaline – 1.5 461

Lithium metal – 3.0 546

Silver oxide – 1.55 530

Secondary batteries

Nickel-metal
hydride (NiMH)

500–1,000 1.2 430

Lithium ion (Li-ion) >1,000 3.7 570

Lithium iron
phosphate (LiFePO4)
[45, 48]

>2,000 3.3 210

Supercapacitors
[48, 77]

>100,000 2.7 4.4

have received attention and been considered as a new generation of energy storage
for embedded systems and IoT devices [59, 80] despite their lower energy densities,
since they offer better cycle life and electrical characteristics compared to traditional
battery chemistries.

Lithium iron phosphate (LiFePO4) batteries are also a type of lithium ion (Li-
ion) batteries with different cathode chemistry from the commonly referred Li-ion
batteries which mainly use lithium cobalt oxide (LiCoO2) or lithium manganese
oxide (LiMn2O4) [112]. It is reported in [59, 112] that LiFePO4 is a safer, more
environmentally benign option with significantly longer cycle life compared to Li-
ion batteries. The enhanced safety attributes to the thermal stability of the LiFePO4

cathode material, compared to LiCoO2 and LiMn2O4 [119]. In addition to its safety
and longevity merits, LiFePO4 cells also have a favorable nominal voltage at around
3.3 V and a flat discharge curve, compared to the wide discharge voltage range from
4.2 to 3.7 V in Li-ion batteries [45]. This means that there exists a possibility for
LiFePO4 batteries to power 3.3 V devices directly to eliminate the overhead of an
extra voltage regulator.

Supercapacitors, also known as ultracapacitors and electric double-layer capaci-
tors (EDLC), inherit the electrical properties of capacitors like high power density
and theoretically unlimited recharge cycles, but with significantly higher capacitance
in the order of hundreds of millifarads to dozens of farads [77]. Compared to sec-
ondary batteries, the energy density of supercapacitors is substantially lower, and the
self-discharging rate (leakage current) is much higher. Hence, supercapacitors are
typically used in ultra-low power IoT devices, or in a hybrid manner with batteries
to cope with high pulse load of radio transceivers [48].
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2.5.3 Wireless Power Transfer

Wireless power transfer (WPT) refers to the transfer of electric power from a charging
node, which serves as the power source, to a power receiving node, which is an IoT
device in this context, without any physical contact between the nodes. According to
Xie et al. [116], there are three categories of WPT technologies, including inductive
coupling, electromagnetic (EM) radiation and magnetic resonant coupling.

Inductive coupling is a mature centimeter-range WPT technology that works by
magnetic field induction. This technology can be found in wireless toothbrush and the
Qi wireless charging pads for portable electronic devices [116]. Due to its extremely
short range and requirement for accurate alignment between the charging and power
receiving nodes, inductive coupling is considered to be only viable for eliminating the
need for power cords when recharging the batteries of portable- and wearable-type
IoT devices, rather than other autonomous devices.

EM radiation WPT relies on an antenna to emit and receive power in the form of
EM waves on the charging and power receiving nodes, respectively. Two types of
EM radiation WPT, namely the omni-directional and the unidirectional types, can
be classified according to the direction of receiving the radiated energy. The omni-
directional type receiving node only requires a tiny antenna to receive incoming
waves from any direction. The receiver antenna can convert low-power propagating
EM waves in the ISM frequency bands, in the range of centimeters to several meters,
to energize devices with ultra-low power requirement. Passive RFID tags discussed
in Sect. 1.2 are common examples utilizing EM waves emitted by the RFID reader
to transfer power to the tags, in order to facilitate their data exchange processes.
Low-power, autonomous IoT devices, such as sensor nodes can also potentially be
powered by omni-directional radiation. On the other hand, the unidirectional type
requires line-of-sight transmission. Unidirectional radiation WPT is usually designed
for high-power, kilometer-range applications with the use of large-scale microwave or
laser beam receiver. Thus, the unidirectional type cannot be considered as a possible
power supply option for IoT devices.

Magnetic resonant coupling is a WPT technology developed more recently. First
introduced in 2007 by Kurs et al. [52], this relatively new technology relies on non-
radiative magnetic resonance induction to improve efficiency and power level in the
meter-range drastically, compared to the two aforementioned omni-directional tech-
nologies. Once this technology becomes mature in the future, it can potentially benefit
to more stable and effective power supply for various types of IoT devices, such as
realizing battery-less autonomous sensor and actuator networks, and simultaneous
fast recharging of multiple devices’ batteries.

2.5.4 Energy Harvesting

Energy harvesting represents the extraction of energy from the ambient environment
and its conversion to electricity. Since many IoT applications, for example, envi-
ronmental monitoring and building automation, require autonomous devices with
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limited energy storage size to be deployed to locations beyond the reach of tethered
or wireless power transfer infrastructure, in situ energy harvesting has been deemed a
promising power supply solution to prolong the lifetime of such constrained devices,
and to reduce cost and enhance safety by using small-capacity energy storage like
LiFePO4 batteries and supercapacitors. In the next section, the general principles and
sources of energy harvesting will be examined. Design considerations for adopting
energy harvesting in IoT devices will also be covered in Sect. 4.

3 Energy Harvesting Principles

Energy harvesting (EH), also known as energy scavenging, refers to the conversion
of ambient energy from the natural or artificial environment into electricity. As dis-
cussed in Sect. 2, while various types of wireless M2M communication technologies
have already been put in place to support billions of IoT devices, providing reliable
power supply for the autonomous devices deployed in remote locations remains as
a major hurdle. Given its ability to generate electricity and replenish energy storage
on site, EH is considered to be a prominent solution to this bottleneck, such that
the lifetime of these devices can be extended from months to years and decades, and
ultimately enable their self-sustaining operations. In this section, the commonly used
EH technologies, and the principles required to understand the design and operations
of EH-powered systems will be introduced.

3.1 Energy Harvesting Technologies

Diverse technologies of EH transducers can be used in converting different forms of
energy into electricity. In general, EH transducers for autonomous IoT devices can
be classified as radiant, mechanical, thermal or magnetic type [77], according to the
form of energy in which the source exists. The following provides an overview of
commonly adopted transducers, and Table 5 shows their applicability in IoT devices
found in the literature. Working principles and technical details of transducers can
be found in [79].

Radiant energy, mainly the propagating electromagnetic waves of different wave-
lengths, can be harvested as electricity. Photovoltaic (PV) cells, also widely known
as solar cells, can convert visible light into electricity using the photovoltaic effect.
Solar and indoor light energy harvesting has been a common approach for power-
ing autonomous sensors [19, 74, 81, 120]. Radio-frequency (RF) energy harvesting
generates electricity by using an RF antenna to capture energy from radio signals
[75, 108], in a way similar to EM radiation WPT introduced in Sect. 2.5.

Mechanical energy can be used to generate electricity. Motions in natural and
artificial environments can be converted into electrical energy with three transduc-
tion mechanisms: Piezoelectric, electromagnetic and electrostatic [10]. Piezoelec-
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Table 5 Examples of energy harvesting transducers for IoT devices

Energy Transducer Possible application scenario

Radiant Photovoltaic Solar-powered wireless sensor
node [74, 81]

Indoor light-powered wireless
sensor node [19, 120]

Radio-frequency Wi-Fi signal-powered digital
temperature meter [108]

Radio signal-powered wireless
sensor node [75]

Mechanical Piezoelectric Vibration-powered wireless
structural health monitor [70]

Electromagnetic Vibration-powered wireless
sensor node [99]

Wind-powered wireless sensor
node [74]

Electrostatic Vibration-powered battery
charging [100]

Thermal Thermoelectric Human body heat-powered
wearable sensor [55]

Thermal gradient-powered
wireless sensor node [28, 94,
111]

Magnetic Coil Current transformer-powered
wireless sensor node [86]

tric generators use piezoelectric materials, such as lead zirconate titanate (PZT) and
polyvinylidene fluoride (PVDF), to convert mechanical strain into electric power.
Vibrations generated by machines and human walking can be harvested by piezo-
electric generators [70, 93]. Electromagnetic transducers generate electricity using
Faraday’s law of electromagnetic induction. Wind turbines are examples of this type
of transducers [74]. Electrostatic transduction refers to the conversion of mechanical
energy into electricity as the capacitance of a variable capacitor changes when its
charged plates displace under vibrations [100].

Thermal energy, which refers to a temperature difference in this context, can
be harvested using a thermoelectric generator (TEG). TEGs are solid state devices
that utilize the Seebeck effect to generate electricity when they are subjected to a
temperature gradient [10]. Example applications include powering wearable devices
[55], terrestrial [28, 111] and satellite [94] sensor networks.

Magnetic energy harvesting is possible via harnessing electricity from varying
magnetic fields using coils. This can be applied to extracting electrical energy from
AC power cables using current transformers. This technique has a large potential
to aid power utilities to deploy sensors along the grid for condition monitoring of
overhead and transmission lines in a non-invasive manner [86, 121].
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3.2 Energy Source Characterization

Section 3.1 suggests that various EH technologies can be employed to capture energy
from the natural and artificial environment. As summarized in [93, 109] and shown in
Table 6, EH sources have very low power output in essence. Apart from its amplitude,
the harvestable energy from an energy source is also constrained by its temporal
availability. According to Kansal et al., an EH source can be characterized by its
controllability and predictability [50].

Intuitively, controllability refers to the ability whether the application designer
can control the energy yield from a source, including its occurrence and magni-
tude. Natural sources, such as sunlight, wind and tides, are obviously uncontrollable
sources. Artificial sources like indoor lighting and RF, may be either controllable or
uncontrollable. For example, if an RF transducer attempts to harvest the background
EM waves emitted by cell towers in the surroundings, this source is considered as
uncontrollable since the application designer has no authority to control the radio
transmission of the cellphones. On the other hand, in case of the heat dissipated from
the radiator of a compressor unit can be treated as controllable, since it is known
that a certain amount of energy will be available as soon as the unit starts. Hence, a
controllable source also implies a predictable one.

Predictability concerns about whether the behavior of a source, which mainly
refers to its availability and magnitude, can be practically modeled with reason-
able accuracy. Sunlight is a predictable source, since its amplitude and long-term
availability at a certain location is fixed and can be calculated according to the well-
understood celestial mechanics of Earth and the Sun, and its short-term fluctuations
in the prediction can also be complemented with weather forecast. On the contrary,
unpredictable sources involve uncertainties and random events, such as mechani-
cal vibration due to earthquakes and strain induced by impact between objects and
structural failure.

Table 6 Typical power densities of common energy harvesting sources [93, 109]

Source Harvestable power density (µW/cm2)

Light

Solar 100,000–15,000

Artificial 10–100

Vibration and motion

Human body 4

Industrial 100–200

Thermal gradient

Human body 30

Industrial 1,000–10,000

Radio-frequency

Cell tower 0.1
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Fig. 11 Classification of energy sources according to controllability and predictability

Based on the controllability and predictability criteria, an energy source can be
characterized in these two dimensions with four classes as illustrated in Fig. 11 and
discussed below, with example scenarios listed in Table 7.

Class 0 energy sources are uncontrollable and unpredictable. An uncontrollable
and unpredictable source means that its occurrence can neither be controlled by the
application designer nor predicted by the EH system without complex models, as
discussed above. This category contains natural sources, including vibration during
earthquakes, and rarely occurring man-made sources subjected to randomness, such
as vibration caused by the impact forces between vehicles in a traffic accident, where
the patterns are difficult to formulate. This kind of sources are considered impractical,
if not impossible, to be harvested to power up IoT devices operating under the
more energy-intensive time-triggered, always-on and event-blocking modes. Class
0 sources are of an unstable nature without repetitive patterns. However, there exists
the possibility that Class 0 sources can be used as the power supply, at the same time
as an interrupt signal, for some event-triggered devices.

Class 1 refers to partially controllable sources. A partially controllable source
refers to one that its availability cannot be fully controlled by the application designer.
This category of sources includes RF energy incurred by spontaneous transmission
associated with cellphone usage as mentioned earlier. Energy harvesting may be
possible under this sort of scenarios, but the amount of energy extractable may be
considerably smaller than fully controllable sources. Therefore, only ultra-low power
IoT devices operating under the time-triggered and event-triggered modes may adopt
this class of sources. Special power management strategies may be needed for such
devices, for instance, wake up only if the energy storage level is sufficient for the
device to operate for one complete cycle.
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Table 7 Example scenarios of energy harvesting for IoT devices with Classes 0–3 energy sources

Scenario EH transducer Operating mode

Class 0 Impact-activated structural
sensors

Piezoelectric Event-triggered

Class 1 Low-power environmental
sensors

RF Time-triggered

Class 2 Solar-powered irrigation
system

Photovoltaic Time-triggered

Class 3 Power transmission cable
monitoring sensors

Current transformer Always-on

Class 2 sources are uncontrollable but predictable. In contrast to Class 0, Class
2 sources can be forecast with simple models or based on historical patterns, and
thus can be practically harvested with higher reliability on energy yield. Most of the
natural, renewable energy sources, including solar, wind and tidal energy fall into this
category. For example, solar and wind energy of a certain time at a location can be
predicted using seasonal observation data supplemented by weather forecast. Given
its higher energy yield, this type of energy sources can potentially replenish charges
in devices’ energy storage faster and support wider range of operating modes with
higher duty cycles.

Class 3 describes fully controllable sources, which are ideal sources in the sense
that their availability and output can be determined in advance of device design.
Examples of energy sources include the heat and vibrational energy come from the
compressors of air-conditioning systems and other machines. In this case, the yield
of energy harvesting can be effectively approximated for powering various types of
IoT devices of all operating modes. In addition, designs without energy storage are
possible with proper modeling of the devices’ energy consumption.

3.3 Energy Harvesting Architectures

There are two typical types of architectures for EH-powered systems, known as
Harvest-Use and Harvest-Store-Use [93]. They provide the basis of device design
that enable the utilization of the small power output from EH sources with different
availability patterns.

The Harvest-Use architecture directs the electrical energy from the EH unit, which
consists of the transducer and a power converter, to power the electrical load as
depicted in Fig. 12. Since energy storage is absent in this architecture, it is necessary
for the EH unit to supply power to the load on its own. In other words, the power
delivered to the load has to be higher than the load’s minimum power requirement at
all time during operations. This contributes to the major disadvantage of the Harvest-
Use architecture and renders it an impractical architecture for Classes 0–2 energy
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sources discussed in Sect. 3.2, as it is sensitive to variation in the EH unit’s power
output. This architecture may only be useful for certain applications adopting Class
3 energy sources.

In contrast to the Harvest-Use architecture, the Harvest-Store-Use architecture
introduces an energy storage device in between the power flow from the EH unit to the
load, as illustrated in Fig. 13. The energy storage, typically one or more rechargeable
batteries or supercapacitors, enables continuous operations of the load in two ways.
First, the storage can serve as an energy buffer to maintain stable power delivery
to the load in case of a temporary drop in the EH unit’s power output. Second,
the storage can be an energy reservoir to allow the use of Classes 1 and 2 energy
sources. For instance, the storage can be recharged with solar energy harvesting
during daytime, and supply power to the load at night. Applications with Classes 0
and 3 sources may also favor this architecture as the storage, probably a capacitor,
can buffer the harvested energy and stabilize the power output to the load over the
operating duration.

3.4 Energy Neutrality

The main purpose of adopting EH in IoT devices is to utilize the tiny amount of
electricity generated by the transducers to extend the service life of the devices, and
ideally to achieve self-sustaining, “perpetual” operations from the energy point of
view. Accomplishing self-sustainability requires the concept of energy neutrality,
which means that the harvested energy always equals or exceeds the energy usage.
The energy neutrality requirements and implications of the two previously introduced
EH architectures, Harvest-Use and Harvest-Store-Use, will be discussed using the
mathematical models proposed by Kansal et al. [50] with some simplification. The

Fig. 12 Harvest-Use energy
harvesting architecture Energy Harvesting Unit

Load

Fig. 13 Harvest-Store-Use
energy harvesting
architecture

Energy Harvesting Unit

Energy Storage

Load
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power output of an energy harvesting unit and the power consumption requirement
of the load at time t are notated as Pharvest (t) and Pload(t), respectively.

For an EH system adopting the Harvest-Use architecture without an energy stor-
age, as mentioned in Sect. 3.3, requires that the EH power output always equals or
exceeds the power input requirement to achieve energy-neutral operation, as denoted
in Eq. 2.

Pharvest (t) ≥ Pload(t) ∀ t (2)

Due to the lack of an intermediate energy storage, at the time when Pharvest (t) <

Pload(t), the system cannot be powered up and the harvested energy is wasted. On
the other hand, if Pharvest (t) > Pload(t), the excess energy cannot be used as well.

For the Harvest-Store-Use architecture, in which an energy storage is present, the
criteria for energy neutrality become different. The storage, with an initial energy
E0, serves as both a buffer to deliver electric charges to the load at times of low
harvester output, and as a reservoir to store excess charges. Thus, assuming an ideal
energy storage with infinite capacity and no leakage, the condition for energy-neutral
operation of this architecture can be modeled as Eq. 3.

E0 +
∫ T

0
Pharvest (t)dt ≥

∫ T

0
Pload(t)dt ∀ T ∈ [0,∞) (3)

This idealistic model enables an EH system to achieve energy-neutral operation
even at the time that Pharvest (t) < Pload(t), as long as the storage is charged and is
capable of delivering power to the load.

However, a practical energy storage is not ideal, where it has a finite capacity E ,
an efficiency η lower than 100% and energy leakage at the rate of Pleak(t). Under
these circumstances, the modeling for energy-neutral operation becomes Eq. 4.

E ≥ E0 +
∫ T

0
ηPharvest (t) − Pload(t) − Pleak(t)dt ≥ 0 ∀ T ∈ [0,∞) (4)

This model implies that when designing an EH system using the Harvest-Store-
Use architecture, it is essential to consider the constraints of the EH unit and the
storage, apart from satisfying the requirements of the load demand profile, in order
to guarantee energy neutrality. In addition, the introduction of the energy storage to
the system opens up possibilities that an IoT device’s performance can be improved
at runtime, for instance, increasing the device operating duty cycle to utilize the
excess harvested energy in the storage [93].

4 Designing Energy Harvesting for Internet of Things

The general architectures and principles related to the energy consumption of IoT
devices and EH techniques have been studied in Sects. 2 and 3. Deriving from those
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Fig. 14 Suggested development life cycle for IoT applications

concepts, some practical design considerations and guidelines for adopting EH in
IoT devices will be provided in this section, with a focus on autonomous wireless
sensing devices. Since such type of IoT devices resemble many design features of
wireless sensor network (WSN) nodes, and embedded systems in general, literature
in these fields will be examined comprehensively to aid the explanation of the design
process.

Similar to software engineering, the IoT application development life cycle con-
tains three iterative and tightly coupled phases, namely development, deployment
and maintenance [13]. This engineering process requires interdisciplinary effort that
involves expertise in both domain and technical knowledge [76], in order to map
business requirements to application solutions that operate with IoT devices and
cloud services. Figure 14 outlines a suggested design and implementation workflow
for EH integration in IoT devices using a top-down approach, inspired by the estab-
lished approaches for embedded system and IoT application development life cycle
[11, 76, 115].

The rest of this section will focus on addressing the important issues primarily
related to EH incorporation in developing an IoT device from the systems, hardware
and software perspectives. The design process of an energy harvesting Wi-Fi sensor
node prototyped by the authors, as shown in Fig. 15, will be used as an example for
illustrating the suggested workflow.
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Fig. 15 Energy harvesting Wi-Fi sensor node prototype

4.1 System Design Perspective

As suggested in Fig. 14, the system design perspective includes the initial develop-
ment stages of gathering abstract application requirements, refining technical speci-
fications and designing system architecture.

The top-level design objectives of any system are determined by some abstract
requirements. In this context, requirements can be considered as either functional or
non-functional [11]. Intuitively, functional requirements represent the basic functions
of the system concerned, in other words, what the system has to do in order to
solve a particular problem. Non-functional requirements refer to other factors that
impose constraints on the system design and implementation, such as project budget,
deployment location, environmental and legal compliance.

Upon analyzing the abstract requirements, it is necessary to translate them into
more concrete technical specifications that can accurately and precisely document the
verifiable attributes and behaviors of the system [11], most critically being its required
inputs and outputs, physical constraints of the deployment location, allowable phys-
ical dimensions and cost. In other words, the technical specifications describe the
system’s external interface with the environment and the customer requirements. For
applications that desire to adopt EH in IoT devices, it is also necessary to survey the
intended deployment site to identify potential candidates of EH sources at this stage,
by understanding the surrounding environment and measuring the variation patterns
of solar irradiance, wind speed, thermal gradient, background RF signal intensity,
etc.

Based on the technical specifications compiled, a system architecture, which gov-
erns how the system should be designed and implemented, needs to be created to
define the hierarchy of interaction between smaller subsystems and components. In
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contrast to the technical specifications, the system architecture focuses more on the
internal organization of the system. On the IoT device level, the architecture proposed
in Sect. 2.1 may assist designers to analyze the required power and data flow between
subsystems to achieve the desired inputs and outputs. Through establishing the sys-
tem architecture, the design team may collectively decide the networking protocols,
negotiate the choice of development frameworks or platforms, as well as reach con-
sensus on the application logic and the application programming interfaces (APIs)
for information exchange between services, in order to ensure that the mandatory
requirements in the technical specifications can be met.

On the system architecture level, there are two areas that entail extra attention
when adopting EH in IoT devices: Application logic and network protocols used.
As explained in Sect. 2.3, the operating mode is crucial in determining the energy
consumption of an IoT device. Thus, designers have to analyze the requirements
and specifications to devise the operating mode with the minimal possible energy
consumption, and the needed parameters, such as the operating duty cycle in time-
triggered devices, and the exact conditions for activating event-triggered devices.
Network communication also constitutes to a significant energy consumption impact,
as discussed in Sect. 2.4. Hence, low-power networks should be of a high priority
when making the decision about selecting protocols, provided that the physical limi-
tations of the deployment site and budget constraints can be satisfied. Apart from the
transceiver power considerations (i.e. physical and data link layer protocols), appli-
cation layer protocols should also be selected to further reduce data transfer overhead
and hence energy consumption. For instance, the Constrained Application Protocol
(CoAP) and MQ Telemetry Transport (MQTT) are options with reduced overhead,
compared to conventional Hypertext Transfer Protocol (HTTP) [3]. In addition, con-
nection and data transmission timeout should also be configured, so as to avoid the
device repeatedly retrying and draining an excessive amount of energy in the event
of network failure.

The aim of the aforementioned example design shown in Fig. 15 involves demon-
strating temperature and humidity monitoring in a laboratory via the Internet using a
self-powered sensor node. As only hourly measurement was needed in this applica-
tion, the node can be configured in the time-triggered operating mode with a low duty
cycle. Since the laboratory was already equipped with Wi-Fi APs, it was planned
to utilize this infrastructure instead of investing in additional networks, despite its
relatively high transceiver power requirement outlined in Sect. 2.4. Harvesting solar
energy using a PV panel next to the laboratory’s window was considered as the only
viable EH option to sustain the operations of the Wi-Fi transceiver on the node. To
further reduce power requirement, the node was designed to adopt MQTT to trans-
mit the measured data to a cloud service, where the data logging and visualization
applications are hosted. The hardware architecture of the prototype is illustrated in
Fig. 16.

The establishment of a system architecture facilitates the separation of concerns,
where the subsequent detailed design tasks can be partitioned and assigned to differ-
ent developers according to their areas of expertise [11]. It is considered that for an
IoT application development cycle, the detailed design tasks can be categorized into at
least four types, namely device hardware, embedded software, network infrastructure
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Fig. 16 Block diagram of the energy harvesting Wi-Fi sensor node prototype

(i.e. gateways and upstream IP networks) and server-side services, as shown in
Fig. 14. With regard to the above four areas, Sects. 4.2 and 4.3 will primarily focus
on addressing the detailed issues in implementing EH on IoT devices in the device
hardware and embedded software aspects, while the rest of detailed design types are
related to areas beyond the IoT devices and deemed out of scope of this chapter.
Before deploying the application, the detailed design will eventually be integrated as
a complete solution, tested and validated against the specifications to ensure that the
solution satisfies the requirements, and any necessary modifications shall be made
iteratively.

4.2 Device Hardware Perspective

Minimizing the power usage of an energy-harvesting IoT device is the key to achiev-
ing energy-neutral operation. Although the choice of network communication trans-
ceiver may be restricted by the application requirements, low-power processors with
sleep mode options, and low-power I/O peripherals should always be preferred. After
selecting the main components for the device, auditing the energy consumption pat-
tern of the device per operating cycle is necessary, as there are actually variations
in power consumption within a cycle, as opposed to the simplified two-state model
introduced in Sect. 2.3. Typically, the power consumption within a cycle can be mod-
eled with four distinct states at different times of the device operation [66]. More
complex power consumption modeling methods can also be found in [43, 110].
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Figure 17 illustrates the power consumption variation during an operating cycle
with the four states. At t0, the device wakes up with its processor and I/O peripher-
als switch from sleep to normal operating mode. This process that consumes Pwake

typically takes only a short time, and then at t1, the network interfaces also starts and
attempts to establish a connection with the gateway, and operates in the “receiving
mode” consuming Pr x . At the same time, the processor can also obtain required sen-
sor data and perform any needed computations to process the data until t2. After fin-
ishing the sensor operations and local computations, the network interface switches
to the higher power “transmitting mode” consuming Ptx at t2 to complete the nec-
essary transmission. Upon successful transmission, the network interface switches
back to the receiving mode and waits for the response from the server, and then the
device performs the required actuator operations. When the device completes all these
scheduled tasks, it turns to the sleep mode again by hibernating the processor, I/O
peripherals and network interface to achieve the minimal power consumption level
Psleep. In reality, instead of maintaining constant power levels, those states might have
slightly varying instantaneous power consumption, especially for Ptx and Pr x where
short, higher-power bursts may take place occasionally during network activity.

4.2.1 Power Consumption Profile

The above paragraph introduces the variation of system-wise power consumption
level, due to the heterogeneous configurations and conditions of different components
in the system. This leads to the need of formulating a power consumption profile to
estimate the overall energy consumption throughout an operating cycle. In practice,
this can be accomplished by measuring the operational characteristics of a prototype
device or through computer simulation to recognize patterns of how components
change their modes during the cycle [66]. With a proper power consumption profile,
the energy requirements of an IoT device, in particular the energy consumption per
operating cycle, Ecycle, can be evaluated using Eq. 5. Different active power states
(e.g. Pwake, Pr x and Ptx illustrated in Fig. 17) and their corresponding durations
within each cycle should be taken into account in the summation of the equation.

Ecycle = Esleep + Eactive = Psleep tsleep +
∑

Pactive tactive (5)

Fig. 17 Illustration of
device power consumption
during an operating cycle
(not in scale)
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The Wi-Fi sensor node prototype consists of an Espressif Systems ESP8266 SoC,
which embeds a 32-bit MCU and Wi-Fi transceiver, and a DHT22 digital temperature
and humidity sensor, as shown in Fig. 16. The current consumption (with constant
3.3 V power supply) during the node’s operations with the required program code
was inspected using an oscilloscope, as shown in Fig. 18. The power consumption
profile of the node is tabulated in Table 8. It should be noted that the operating cycle
model of the prototype node is not identical to the one illustrated in Fig. 17. Instead of
waking up with a low power consumption, the Wi-Fi transceiver attempts connection
to an AP at the beginning, and thus a power surge can be observed in Fig. 18.

4.2.2 Energy Harvesting Transducer and Storage Size Calculation

The power consumption profile establishes the basic energy requirements of the
device in active and sleep phases. Next, the EH transducer and storage sizes (assuming
a Harvest-Store-Use architecture) should be selected, in order to fulfill the specified
device lifetime, cost and size requirements, as well as to satisfy the energy neutrality
constraint introduced in Sect. 3.4 to avoid unexpected device downtime or failure.
The EH source power output, and hence the amount of harvestable energy can be
estimated using the methodologies that have been studied in the literature [44, 79].
The minimum required capacity of the energy storage can then be approximated by
putting the device energy consumption and the amount of harvestable energy into

Fig. 18 Current consumption of an operating cycle of the Wi-Fi sensor node prototype
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Table 8 Power consumption profile of the Wi-Fi sensor node prototype

Stage Durationa Approximate power Energy consumption

Sleep 3591 s 190 µW Esleep = 682 mJ

Active 8320 ms Eactive = 2.35 J

Wake up 320 ms 860 mW 273 mJ

Sensor and network
operationsb

8000 ms 260 mWc 2.08 J

Full cycle ∼3600 s Ecycle = 3.03 J
aAverage value
b Pr x and Ptx are similar in this case
cCompensated for high power bursts during transmission

balance. Sufficient design margins should be added, such that the device can survive
even in the worst-case scenario, when the EH source in use becomes unavailable for
an extended period [50].

For instance, according to Table 8 and Eq. 5, the prototype node consumes approx-
imately 3.03 × 24 = 72.72 J daily to operate as designed to measure and transmit
ambient temperature and humidity every hour. Generally speaking, in order to achieve
energy neutral operations, the PV panel and energy storage have to be sized in the
way that they can harvest and store 72.72 J plus the incurred energy leakage every day
on average. Moreover, to ensure that the prototype node can sustain during cloudy
days, which is common in the deployment location in Hong Kong, a larger energy
storage is also needed to act as an energy reservoir. For this application, a 0.7-Wh
LiFePO4 battery is paired with a PV panel rated at 1 W, which was tested to be only
able to harvest solar energy at around 6 mW on an average day. Assuming that the
PV panel is capable of recharging the battery at this rate for 4 hours each day, the
harvested energy (6 mW × 4 h × 3600 s = 86.4 J) can marginally achieve the energy
neutrality goal. On the other hand, the 0.7-Wh battery, which is ideally equivalent to
a storage of 2520 J when fully charged, can also power the prototype node for about
a month (2520 J ÷ 72.72 J/day = 34.6 days). This example outlines a simple method
for estimating the size requirements of EH transducers and energy storage, based on
the power consumption profile of an IoT device.

4.2.3 Design Considerations of Power Management Unit

In general, the average EH transducer output current (and also the voltage for many
transducers) is very small in nature, such that it is impossible for charging an energy
storage directly with the transducer current, or delivering such unstable power to an
IoT device for direct consumption. Any practical EH system would require a power
management unit (PMU) to perform power conversion and energy management. In
the practical design of an IoT device, PMU usually exists as a dedicated integrated
circuit (IC) package, such as Texas Instruments’ bq25570 [95] used in the prototype
node. The PMU IC interfaces the EH transducer and energy storage for managing
the power flow. It is also common for PMUs to provide energy availability indication
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to the processor. Figure 19 shows that the PMU possesses several roles in turning the
intermittent power from an EH transducer, to stable power consumed by the load. In
the following, each of these features will be briefly introduced.

EH transducers may output DC (e.g. PV and TEG) or AC (e.g. RF and piezoelec-
tric) power. AC transducer current has to be first rectified to DC typically through a
diode rectifier. The most critical role for the PMU is to use a switching-mode DC-DC
boost converter to step up the millivolt-scale input voltage to a higher level, or a buck
converter to step down the voltage, such that the harvested power can be converted
to an appropriate DC voltage level. This is usually aided with maximum power point
tracking (MPPT), which is a technique for maximizing power transfer by adjusting
the power flowing from the transducer to the boost converter at an optimal point [80].
The stable output power from the boost converter is then used to charge the attached
energy storage, which is a rechargeable battery, supercapacitor or a hybrid use of
both, through an internal battery management system (BMS). The BMS is responsi-
ble for managing and protecting the charging and discharging of the storage, mainly
through monitoring whether the storage voltage level exceeds or drops below safety
thresholds. Since the nominal voltage of the energy storage may not be the same as
the required voltage level of the processor, I/O peripherals and network interface,
a switching-mode output voltage regulator is needed to further regulate the voltage
level before distributing power to these components. Moreover, the PMU may also
provide load switching capability to allow power-gating, which means that some of
the loads (e.g. sensors and actuators) can be disconnected from the power supply
when they are not needed to operate, through controlling by the processor [4, 47].
Since such loads contribute to some considerable energy impact in the long term,
eliminating these energy overheads can potentially reduce the energy storage and
even EH transducer requirements for cost saving and a simpler design.

The selection of a suitable PMU for integrating EH in an IoT device is a crucial
step, as different PMUs might have different ranges of allowable input power, boost
converter and BMS threshold level parameters that are optimized for certain types or
models of EH transducers. There are several key reference parameters for application
designers to look for and to design around during the development process.

Transducer Power Management Unit

AC-DC Rectification

DC-DC Conversion

Maximum Power Point Tracking

Battery Management

Output Voltage Regulation

Load Isolation and Power Gating

Load

Energy
Storage

Intermittent
Power

Stable
Power

Controlled
Charging

Fig. 19 Roles of power management unit in energy harvesting systems
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Input Voltage Range The allowable voltage range to keep the PMU operating,
in particular the DC-DC boost converter. This must be
compatible with the output voltage of the selected EH
transducer. If the input drops below the minimum input
voltage, the PMU would be switched off.

Cold Start Voltage This refers to the minimum voltage to start the PMU from
its power-off state. The cold start voltage is often signif-
icantly higher than the minimum input voltage. Design-
ers need to ensure that the device is able to restart in this
mode, in the event of temporary loss of the EH source.

Maximum Input Power The maximum power generated by the selected EH trans-
ducer should not exceed this limit.

MPPT If the MPPT setting of the PMU is fixed, it is necessary
to make sure that it is close to the optimal point of the
selected EH transducer. Otherwise, designers need cal-
culate and re-program the MPPT setting accordingly, in
order to maximize energy extraction from the transducer.

Quiescent Current The current consumed by the PMU itself. It has to be
taken into account in the calculation of the aforemen-
tioned power consumption profile.

Energy Storage Voltage The PMU disconnects the storage if it is above or below
the configured threshold voltages for safety purposes.
These settings should be compatible with the energy stor-
age in use to ensure that the storage is properly protected
during operation.

Regulated Output If the PMU does not provide the sufficient regulated out-
put voltage and current for the consumption of proces-
sor, I/O peripherals and network interface, an additional
voltage regulator might be necessary for the loads to
draw power from the storage directly. The discharging of
the energy storage must be monitored of to avoid safety
issues, such as undervoltage and overcurrent.

4.3 Embedded Software Perspective

Self-sustainability can hardly be achieved with low-power hardware alone. Embed-
ded software that runs on the devices also plays a critical role in facilitating their
energy-neutral operations. Software-based power management strategies that asso-
ciate with EH integration involve two areas in general, energy prediction and load
adaptation [84].

Energy prediction through forecasting the future EH intake level is an essential part
for devising power management strategies in EH-powered systems. Obviously, this
is only applicable to predictable EH sources, mainly the Class 2 sources with quasi-
cyclic patterns like solar and wind power. Through recognizing the current and future
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Table 9 Examples of energy prediction algorithms for energy harvesting systems

Predictor Brief description

Exponentially Weighted Moving
Average (EWMA) [50]

Divides a harvesting cycle into multiple time slots, and
compensates the unusual fluctuations to smoothen the
estimated value by applying an EWMA filter. Historic data
does not need to be stored to reduce memory usage

Weather Conditioned Moving
Average (WCMA) [12]

Improves EWMA filtering by taking the result in the past
few days into account, so as to compensate for
weather-affected fluctuations

Machine learning of
weather forecast [88, 89]

Applies machine learning to analyze and predict future
energy availability based on weather forecast. This is not
practical to be implemented on constrained devices

SunCast [60] Provides a distribution of short-term sunlight prediction
values. This is not practical to be implemented on
constrained devices

Pro-energy [18] Utilizes past observations to predict short-term (a few to
30 min) and medium-term (a few hours) availability

energy availability of both the device energy storage and EH source, the device can
perform load adaptation to alter its operations to ensure energy neutrality throughout
its lifetime. Several energy prediction algorithms surveyed from the literature are
briefly described in Table 9.

Load adaptation techniques provide lifetime extension and performance maxi-
mization through altering a device’s operating duty cycle (mainly for time-triggered
devices). For example, when the detected energy level becomes low, the device will
reduce its duty cycle to conserve energy, and increase it back again when sufficient
energy is available. On the other hand, the device can also tune up the duty cycle to
improve its performance [50] (e.g. to reduce the data measurement interval from one
hour to 30 min), when the available energy is in excess. These techniques can gen-
erally be classified by two approaches, namely Energy-Reserve-Only and Harvest-
Aware [84]. Energy-Reserve-Only load adaptation only considers the energy level in
the storage, while the Harvest-Aware approach also takes the predicted EH availabil-
ity into account to make more optimal adaptation decisions. Figure 20 shows some
examples of load adaptation techniques that can be found in the literature.

Load Adaptation

Energy-Reserve-Only

Nano-RK [32]

LQ-Tracker [107]

Leakage-Aware Duty Cycling [122]

Harvest-Aware

EWMA-based [50]

Lazy Scheduling [67]

Hierarchical Control [68]

Fig. 20 Examples of load adaptation techniques for energy harvesting systems [84]
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4.4 Summary of Design Considerations

The central idea of the proposed design workflow is that EH adoption in IoT devices
requires to be considered at the early stage of the development life cycle. The key steps
involving EH integration from the systems perspective include identifying possible
EH sources in the deployment site, and minimizing the device power consumption
by adopting low-power communication technologies and appropriate device oper-
ating modes. As for the device hardware perspective, using low-power hardware
components and profiling the device’s power consumption are the most crucial parts.
Profiling power consumption helps size the EH transducer and energy storage appro-
priately, such that both self-sustainability goals and application requirements can be
satisfied. From the embedded software perspective, EH systems may also require
power management strategies, including energy prediction and load adaptation tech-
niques introduced in Sect. 4.3, to further optimize their energy usage. Some major
design considerations are summarized below, in terms of the four subsystems of the
device architecture proposed in Sect. 2.1.

Processor • Use low-power MCU with ultra-low power sleep modes.
•Minimize the active duration per operating cycle to achieve the lowest
possible duty cycle.
• Avoid demanding computations on the device, and perform them in
the cloud instead.
• Adopt software-based power management strategies, such as energy
prediction and load adaptation techniques, to maximize the device
energy efficiency.

I/O • Use low-power sensors and actuators.
• Apply power-gating techniques to isolate I/O devices when they are
unused.

Network • Adopt low-power M2M communication technologies and energy-
efficient network protocols whenever possible.
• Use low-power network transceivers, and adjust their power levels
appropriately to further reduce energy consumption.
• Configure connection and data transmission timeout settings to pre-
vent unexpected power drain during network failure.

Power • Profile the power consumption of the device accurately.
• Size EH transducer and energy storage appropriately to satisfy both
device energy requirements and application constraints, such as phys-
ical dimensions and cost.
• Include reasonable design margins during EH transducer and energy
storage selection.
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• Take both energy storage cycle life and degradation into account,
and make sure that the storage can sustain the operations of the device
safely throughout the designed lifetime.
• Select a suitable PMU and configure it properly to match the char-
acteristics of the EH transducer in use.
• Ensure that the device can recover from scenarios of temporary loss
of EH source.

5 Conclusions and Future Development

Internet of Everything (IoE) has become an inevitable technological trend, but pow-
ering the forthcoming billions of connected devices effectively remains a major
challenge. Starting from the ultimate visions of IoE, this chapter firstly defines the
distinguishing characteristics of Internet of Things (IoT), which is the vital pillar
of IoE. The energy-related challenges of realizing IoT with distributed devices are
examined through an extensive survey of machine-to-machine communication tech-
nologies and power supply options. Moreover, this chapter presents a comprehensive
approach to analyze the energy consumption of IoT devices, and hence to illustrate
the possibility for these devices to adopt energy harvesting (EH), which is deemed a
prominent solution to tackle the energy-related challenges.

From concepts and principles to design considerations, this work attempts to
bridge the gap between the state-of-the-art research and practical engineering needs,
via establishing conceptual architectures and providing guidelines for designing EH-
powered, self-sustaining and autonomous IoT devices. It can be foreseen that inte-
grating EH technologies would be a pivotal research topic in the IoT arena, with
regard to the demand of scaling up the coverage of devices to realize the envisioned
future of IoE. Apart from enabling researchers and practitioners to apply the intro-
duced techniques to IoT applications that make homes and cities smarter, it is hoped
that this work lays the foundations for future research and development in two areas:
Energy harvesting middleware and applications beyond Earth.

5.1 Energy Harvesting Middleware

The current approach of integrating EH in IoT devices requires significant additional
effort in every aspect of the system, especially from the hardware and software per-
spectives, as discussed in Sect. 4. This inevitably incurs extra costs and complexity
in designing and implementing EH-powered devices. It would be more desirable for
developers to adopt EH, if a middleware layer is built into the commonly used IoT
development frameworks and platforms for both devices and cloud servers. In the
context of devices, middleware refers to the abstract layer that lies between hardware
and the application logic [13], typically being the operating system that run on the
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microcontroller, such as Contiki [23] and RIOT [85]. Through integrating the afore-
mentioned power management strategies into the operating system environment,
developing EH-powered IoT devices can be accelerated with increased convenience.
On the other hand, server-side EH middleware is also a possible new direction of
development. Conventionally, the EH power management algorithms are computed
solely on the embedded devices, which rendered more complex energy level and
EH availability prediction impractical on the constrained devices. With the new IoT
paradigm, a new approach can be adopted to shift such demanding computations to
the cloud. Energy policies for individual IoT devices devised on the cloud can then be
implemented on the devices through over-the-air update. Although some researchers
have already endeavored to propose similar ideas for devices [24] and servers [89],
further standardization and integration effort is needed to consolidate this concept
systematically, and to ensure that the implementation works across heterogeneous
IoT devices and platforms.

5.2 Applications Beyond Earth

Although the EH-powered IoT devices concerned in this chapter are purposed for var-
ious terrestrial applications, they resemble quite many design constraints and features
of orbiting satellites, interplanetary probes and landers: Both have to be self-powered
to operate autonomously for extended period of time, and post-deployment battery
replacement and hardware repairs are impossible, despite the fact that spacecrafts
need to survive in even more hostile radiation and thermal environments [34]. In
preparation for the upcoming voyage to Mars and other destinations in the solar
system, it is believed that low-cost autonomous sensors will play a vital role in
scouting missions to survey the surface environment in advance of manned missions
[102]. Self-powered, autonomous systems are also indispensable for picosatellites,
also known as CubeSats [40], to reach out further in deep space. It is hoped that the
proliferation of the EH-powered, tiny IoT devices can help improve lives on Earth,
and also to foster the development of the counterparts that assist mankind to explore
and settle in other new worlds in our universe.
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1 Introduction

The vision of the Internet of Things (IoT) describes a future where many everyday
objects are interconnected through a global network. They collect and share data
of themselves and their surroundings to allow widespread monitoring, analyzation,
optimization, and control [27]. Until recently this was merely a vision, but in recent
years this has slowly developed into a reality. Ever decreasing prices, dimensions,
and energy requirements of electronics now allow tiny devices to unobtrusively mea-
sure their surroundings. Many devices use low-energy communication technology
to send those measurements to other, more powerful components, such as bluetooth
gateways, mobile phones, or WiFi hotspots. Devices are increasingly incorporating
long-range wireless technologies such as LoRa1 or existing 2G and 3G networks.
Local edge processors, hubs, or internet services in turn analyze and process IoT sen-
sor data to create new knowledge, which can be used to act back on the environment
through actuators. In short, the IoT can be seen as a giant cyber-physical control
loop. In that context, the term “Machine-to-Machine communication” (M2M [9]) is
often used to describe such a setting.

Different incarnations of IoT systems for varying use cases have been created
over the years by companies and research institutions. Smart Homes are one exam-
ple of such IoT systems [30]. In other areas, similar developments are underway,
such as Connected Cars [20], Smart Cities [31], Demand Side Management [22],
Smart Grids [11], or Smart Factory systems [24].

While local processing of the data generated by these systems is possible and
a reasonable approach for use cases where low latency is required, cloud based
platforms are used for processing and analyzing larger data sets [7]. As a result, over
one hundred [29] such platforms have been created over the last few years. Some
examples include AWS IoT,2 FIWARE,3 OpenMTC,4 and SmartThings5.

These platforms come in various shapes and sizes. While standardization efforts
are ongoing, there are nogenerally agreed-on standards for IoTat this time [8].Rather,
development of these platforms has often taken place in silos [38]. These different
environments have influenced not only the choice of concepts and technology, but
also the choice of terminology. As a result, the platform landscape has become very
heterogeneous. At the same time, however, all these solution do roughly the same
things: they allow connecting different devices, accessing and processing their data,
and using the knowledge gained through this activity to create automated control.

The heterogeneity of these approaches creates an issue for someone who has to
select one of these solutions. Finding the right platform for a use case becomes very
time consumingwhen each solution uses different technologies and terminology.You
have to read and understand the descriptions and documentation of each platform to

1https://www.lora-alliance.org/.
2https://aws.amazon.com/en/iot/.
3https://www.fiware.org/.
4http://www.openmtc.org/.
5http://www.smartthings.com/.
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make a decision. This requires not only time, but also the technical knowledge to be
able to understand and compare the different concepts.

A reference architecture which maps to existing architecture descriptions and
offers a unified terminology helps in this selection process. Not only does it allow
for easier comparison between platforms, but it also provides a useful framework as a
starting point for new developments. Therefore, we define in the next section an IoT
reference architecture based on existing platforms. The IoT reference architecture is
kept purposely abstract to make it applicable in a wide range of situations. It was
first introduced in our former work by Guth et al. [17]. The work at hand extends
that previous work by a refinement of the description, the extension of the analysis
to eight IoT platforms, and a more extensive survey on related work.

The remainder of this paper is structured as follows: In Sect. 2 we present our
reference architecture. We describe the different components and the possible ways
they communicate. In Sect. 3 we compare our architecture against eight existing
platforms to show that it is generally applicable. To deepen and clarify the differences
between the considered platforms we extended our previous work by describing the
mapping of our reference architecture onto more IoT solutions. We also provide
a summarized comparison, illustrated within Table1. In Sect. 4 we investigate the
differences of our reference architecture to other existing approaches. Finally, we
summarize, conclude, and outline possible future work in Sect. 5.

2 Reference Architecture

This section presents an IoT reference architecture (Fig. 1) which (i) offers a unified
terminology and (ii) maps to existing architecture descriptions. We start by defining
all components shown in Fig. 1 starting from the bottom. To clearly distinguish
between the concepts presented in this work and similar or equal concepts presented
in the considered platforms and related work, we accentuate the elements of the IoT
reference architecture presented in this work by italics.

2.1 Sensor

A Sensor is a hardware component which captures information on the physical
environment by “respond[ing] to a physical stimulus (as heat, light, sound, pressure,
magnetism, or a particular motion)” [25]. For instance, by measuring the humidity
within a room, a Sensor positioned within that room captures the humidity level
of the room. Sensors transmit the captured information using electrical signals to
Devices, to which they are connected to. This connection can be established (i) by
wire or (ii) wirelessly. Wired connection includes an integration of Sensors into a
Device. A Sensormaybe configured using software, but cannot run software by itself.
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Fig. 1 IoT reference
architecture based on [17]

Sensor Actuator

Device

Driver Driver

Gateway

IoT Integration Middleware (IoTIM)

Application

2.2 Actuator

An Actuator is a hardware component which manipulates the physical environment.
Actuators receive commands from their connected Device and translate these elec-
trical signals into some kind of physical action. For instance, an Actuator turning
on or off a ventilation within a room acts on the physical environment by influenc-
ing the humidity of the room. Similar to Sensors, the connection to the device can
be established (i) by wire or (ii) wirelessly, whereby a wired connection includes
the integration into a Device. Furthermore, an Actuator may be configured using
software, but cannot run software by itself.

2.3 Device

A Device is a hardware component which (i) is connected to Sensors and/or Actu-
ators by wire or wirelessly or (ii) even integrates these components. Devices have
a processor and storage capacity to run software and to establish a connection to
the IoT Integration Middleware. For instance, the outdoor module of the Netatmo
weather station6 represents a Device with integrated Sensors. Thus, Devices are the
entry point of the physical environment to the digital world. A Driver is software
running on theDevice enabling uniform access to heterogeneous Sensors and Actua-
tors.Devices are either (i) self-contained or (ii) connected to another, bigger system.
The IoT Integration Middleware represents such a system.

6https://www.netatmo.com/product/weather/weatherstation.

https://www.netatmo.com/product/weather/weatherstation
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2.4 Gateway

In case a Device is not capable of directly connecting to further systems, it is con-
nected to a Gateway. A Gateway provides required technologies and mechanisms to
translate between different protocols, communication technologies, and payload for-
mats. It forwards communication betweenDevices and further systems. For instance,
the indoor module of the Netatmo weather station (see footnote 6) is a Device with
integrated Sensors, acting as a Gateway for the outdoor module of the Netatmo
weather station. When the Gateway receives a message in a proprietary binary for-
mat from the Device, it translates the binary format into a more common format,
such as JSON, and forwards the data to the intended system over IP, for example.
If necessary, the Gateway may likewise translate commands sent from systems to
Devices into communication technologies, protocols, and formats supported by the
respective Device.

2.5 IoT Integration Middleware

The IoT Integration Middleware (IoTIM) serves as an integration layer for different
kinds of Sensors,Actuators,Devices, andApplications. It is responsible for (i) receiv-
ing data from the connectedDevices, (ii) processing the received data, (iii) providing
the received data to connected Applications, and (iv) controlling Devices. An exam-
ple for processing is to evaluate condition-action rules and sending commands to
Actuators based on this evaluation. A Device can communicate directly with the
IoT Integration Middleware if it supports an appropriate communication technol-
ogy, such as IP over Ethernet or WiFi, a corresponding transport protocol, such as
HTTP or MQTT, and a compatible payload format, like, e.g., JSON. Otherwise, the
Device communicates over a Gateway with the IoT Integration Middleware. The
IoT Integration Middleware is not limited to the functionality described above. It
may comprise all kinds of functionality that are required by a certain cyber-physical
system, for instance, a time-series database or graphical dashboards. Additionally,
the management of Devices and users as well as the aggregation and utilization of
received data may be performed. For instance, the SmartThings5 platform can be
used with the Netatmo Devices. Typically, an IoT Integration Middleware can be
accessed using APIs, for example, HTTP-based REST APIs.

2.6 Application

The Application component represents software which uses the IoT Integration Mid-
dleware (i) to gain insight into the physical environment and/or (ii) to manipulate
the physical world. It does so by requesting Sensor data or by controlling physical
actions usingActuators. For instance, a software system that controls the temperature
of a building represents an Application connected to an IoT Integration Middleware.
An Application can also be another IoT Integration Middleware.
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2.7 Summary

This section presented the reference architecture consisting of six component types.
When implementing the architecture, components can be omitted. This might be
the case, if the platform is only used to measure changes of the physical world. For
instance, a platform gathering the CO2 level within the air, may have no Actuators
connected, if the system is only used tomeasure and collect the data.Another example
for omitted components are platformswith connectedDevices capable of the required
technologies to communicate directly with the IoT Integration Middleware, so no
Gateway is needed for an appropriate message exchange.

3 Comparison of IoT Platforms

In this section, the IoT reference architecture is mapped onto four open-source plat-
forms and four proprietary IoT solutions. The selected open-source platforms are
FIWARE (see footnote 3), OpenMTC,7 SiteWhere,8 and Webinos.9 The proprietary
solutions are AWS IoT (see footnote 2), IBM’s Watson IoT Platform,10 Microsoft’s
Azure IoT Hub,11 and Samsung’s SmartThings (see footnote 5). During the com-
parison the component’s functionality and their naming are the key areas that are
compared with the reference architecture. The comparison of each platform will be
described in detail. Additionally, a composite comparison is presented, where the
main aspects are discussed. This section extends our previous analysis presented
by Guth et al. [17] by a detailed analysis of four more platforms: Webinos, IBM’s
Watson IoT Platform, Microsoft’s Azure IoT Hub, and Samsung’s SmartThings.
Moreover, we refined our previous analysis of FIWARE, OpenMTC, SiteWhere,
and AWS IoT [17] in terms of a more detailed reference architecture mapping. In
addition, we added a detailed comparison table of the platforms in Sect. 3.9.

3.1 FIWARE

The architecture and themapping of the open-source platformFIWARE (see footnote
3) onto our IoT reference architecture is shown in Fig. 2. FIWARE is funded by the
EuropeanUnion and the EuropeanCommission. It provides an enhancedOpenStack-
based12 cloud, where its capabilities and Catalogue is hosted. The FIWARE Cata-

7http://www.open-mtc.org/.
8http://www.sitewhere.org/.
9http://www.webinos.org/.
10http://www.ibm.com/internet-of-things/.
11https://azure.microsoft.com/de-de/suites/iot-suite/.
12https://www.openstack.org/.

http://www.open-mtc.org/
http://www.sitewhere.org/
http://www.webinos.org/
http://www.ibm.com/internet-of-things/
https://azure.microsoft.com/de-de/suites/iot-suite/
https://www.openstack.org/
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Fig. 2 FIWARE architecture based on [12]

logue contains Generic Enablers (GEs), representing a rich library of components.
Within the architecture in Fig. 2, only the GEs of the IoT part are shown. FIWARE
only distinguishes between Devices and NGSI13 Devices. Since the FIWARE doc-
umentation describes that devices may have integrated sensors and actuators, all
device components are comprised by ourDevice, Sensor, and Actuator components.
Devices can communicate directly with the IoT Back-End or via a Gateway, which
is positioned within the IoT Edge. Both the IoT Gateway and the IoT NGSI Gateway
enable and manage the communication of devices with the IoT Back-End. Con-
sequently, the IoT Edge represents the Gateway of our IoT reference architecture.
The IoT Back-End and the Data Context Broker provide the main functionality of
FIWARE, and therefore they are encapsulated by our IoT Integration Middleware.
The documentation of FIWARE describes how further applications can be connected
through the Data Context Broker to the platform. Although the application compo-
nent is not represented in the FIWAREarchitecture diagram, based on this description
we therefore position our Application component on top of the Data Context Broker.

13Next Generation Service Interfaces [28].
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In regards to FIWARE, our IoT reference architecture covers each component of
the architecture. As described above, the definition of the device component differs
from ours and, hence, the Sensor, Actuator, and Device components partly overlap.
Nevertheless, there is still an appropriate mapping to our definition.

3.2 OpenMTC

Figure3 shows the architecture of OpenMTC (see footnote 7), which is an open-
source, cloud-enabled IoT platform, and its comparison against our IoT reference
architecture. OpenMTC is composed of the following components: The Front- and
Back-End, the Sensors & Actuators component beneath the Front-End, the con-
nectivity between the Front- and Back-End, Applications positioned on top of the
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A Detailed Analysis of IoT Platform Architectures... 89

Back-End and on the right side of the Front-End, as well as a component to con-
nect Other M2M Platforms to the Back-End. Obviously, the Sensors & Actuators
component represents our Sensors and Actuators. The documentation of OpenMTC
further describes that the Sensors & Actuators components along with the lowest
level of the Front-End, which enables communication, represent Devices equivalent
to our reference architecture. The Core Features and Connectivity components of the
Front-End, the connectivity between the Front- and Back-End, as well as the Con-
nectivity component of the Back-End provide all required functionality to enable
the communication between a device and the middleware, such as message transla-
tion. Consequently, those components represent our Gateway. Since the OpenEPC
component (offering connectivity between the Front- and Back-End) provides fur-
ther functionality, such as applying rules and filtering, it is encompassed by the IoT
IntegrationMiddleware aswell. Additionally, the IoT IntegrationMiddleware encap-
sulates the Connectivity, Core Features, and Application Enablement components of
the OpenMTC Back-End. Those components provide the main functionality of the
platform. The Application Enablement components provide all functionality to con-
nect further applications to the middleware. Hence, the Applications and OtherM2M
Platform components are covered by the Applications component of our reference
architecture.

Considering OpenMTC, its architecture can be mapped onto our IoT reference
architecture. Nevertheless, the Device, Sensor, and Actuator components, as well as
the Gateway and IoT Integration Middleware are partly overlapping, which is still
appropriate to the definition of our reference architecture.

3.3 SiteWhere

Figure4 shows the architecture and the mapping of the open-source IoT platform
SiteWhere (see footnote 8) onto our reference architecture. The Data from Devices
and Commands to Devices components are comprised by the Device component of
our reference architecture. Furthermore, they also represent our Sensor and Actuator
components, since they are not explicitly depicted within the architecture. As the
devices can communicate via diverse protocols with the platform, the concept of a
Gateway is present between the devices and the platform [32], but not pictured as a
separate component. The main functionality of the platform is provided by the Site-
WhereTenant Engine, including the Device Management and the Communication
Engine. Consequently, those components are comprised by the IoT Integration Mid-
dleware of our reference architecture. The REST APIs and Integration component
enables the connection of further Applications to the platform.

Considering the architecture of SiteWhere, each component of our IoT reference
architecture is represented. Even though, some components are overlapping, our
definition of the IoT reference architecture components still holds.
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3.4 Webinos

TheWebinos (see footnote 9) middleware and architecture is an open-source middle-
ware for the IoT and mobile devices, sponsored by the European Union FP7 project.
The aim of Webinos is to provide a secure framework for personal devices to com-
municate and for individuals to publish data to third-parties and to other individuals.
As such it takes a different approach to an IoT platform by being centered around the
person. The mapping of the Webinos approach onto our IoT reference architecture
is shown within Fig. 5. The main components of the Webinos architecture are the
Personal Zone Hub (PZH), and the Personal Zone Proxy (PZP). The PZH provides
the Gateway, where each Device connects to. The PZH also provides local commu-
nications between devices by acting as a messaging hub. In this regard it performs
the functions of our IoT Integration Middleware. The PZH does not inherently sup-
port any Applications to run locally, but it provides the APIs that allow third-party
applications to be built and to communicate with devices, which is a core function
of the IoT Integration Middleware layer in our architecture. Each device runs a local
component, the PZP, that aggregates sensor data and actuator commands and com-
municates with the PZH. One unique aspect of Webinos is that when multiple PZPs
(on multiple devices) have connected to the same PZH, they can then communicate
in a peer-to-peer fashion. The PZP and PZH sync to allow this to happen.
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Each component of our IoT reference architecture is represented in the Webi-
nos system. Because the PZH and PZP overlap in function, the separation into our
reference architecture is more complicated. However, there is a clear mapping that
certain components are performing Gateway and IoT Integration Middleware func-
tions, as depicted in the diagram. As an example, because the PZPs can communicate
in a peer-to-peer fashion without the PZH acting as an intermediary, we must assign
some of the Gateway functionality to the PZP. Each PZP is deployed on a Device.
Once again, the Webinos system does not explicitly call out the difference between
Devices, Sensors, and Actuators, but there is full support for both sensors and actu-
ators in Webinos and, therefore, it supports the reference architecture.

While the reference architecture does not explicitly deal with the person-centered
approach of Webinos, we can clearly map each person’s Webinos system to an indi-
vidual instance of the reference architecture.

3.5 AWS IoT

Figure6 shows the architecture of AmazonWeb Services IoT (see footnote 2) (AWS
IoT) and its mapping onto our reference architecture. AWS IoT is a managed cloud
platform for the IoT, pursuing the concept of Things instead of devices. Since AWS
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uses Things synonymous to devices with integrated sensors and actuators, the Things
component is covered by our Device, Sensor, and Actuator components. Further-
more, aGateway component is not represented within the architecture, but following
the documentation [2], it is located between the Things and Message Broker com-
ponents. The Message Broker, Thing Shadows, Thing Registry, Rules Engine, and
the Security & Identity components provide the main functionality of the platform.
Hence, they represent the IoT Integration Middleware component of our IoT refer-
ence architecture. Our Application component encapsulates the already integrated
data processing services, such asAWSLambda orAmazonKinesis, and, additionally,
the IoT Applications component, which enables the connection of further applica-
tions.

Considering AWS IoT, each component of our IoT reference architecture is repre-
sented. Even thoughAWS follows a different concept of devices, it is still appropriate
to our definition of the components.

3.6 IBM Watson IoT Platform

Figure7 shows the architecture of IBM’s cloud-based Watson IoT Platform
(see footnote 10). Within the figure, Devices, Sensors, and Actuators are not rep-
resented. Since the Connect component takes care of the connection of Devices to
the platform, theDevice, Sensor, andActuator components of our terminology partly
cover the Connect component. Furthermore, the Connect component is responsible
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for a corresponding message translation, hence, it is encompassed by our Gateway
component. The Connect component also provides further event handling function-
ality, thus, it is covered by our IoT Integration Middleware as well. In addition, the
Analytics, Risk Management, and Information Management components provide
the core functionality of the platform, thus, they are covered by the IoT Integration
Middleware of our terminology. The Bluemix Open Standards Based Services com-
ponent and the Flexible Deployment component build the basis of the platform. The
IoT Industry Solutions and Third Party Apps components are encompassed by our
Application component, since they enable the connection of further applications.

With consideration to the IBMWatson IoT Platform, our IoT terminology can be
mapped onto it. Even though theDevice, Sensor,Actuator, andGateway components
are not represented in particular, they are part of the Connect component.

3.7 Microsoft Azure IoT Hub

The Azure IoT Hub (see footnote 11) is a managed, cloud-based service, provided
by Microsoft. Its architecture and the mapping onto our IoT reference architecture
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is shown in Fig. 8. The main component is the IoT Hub, where all remaining compo-
nents are connected to. Since Microsoft only separates between IP-capable and Per-
sonal Area Network (PAN) Devices, those map to our Device, Sensor, and Actuator
components. IP-capable devices may communicate directly or via a Cloud Protocol
Gateway with the IoT Hub, whereby PAN Devices additionally need a Field Gate-
way to perform localmanagement services, such asmanaging access and information
flow. Hence, the Cloud Protocol and the Field Gateway are covered by our Gateway
component. The core functionality of the solution is provided by the IoT Hub, the
Event Processing and Insight, the Device Business Logic, Connectivity Monitor-
ing, and the Application Device Provisioning and Management components, hence,
they are covered by our IoT Integration Middleware. Furthermore, the Application
Device Provisioning and Management component also enables the connection of
further Applications.

With regard to the Microsoft Azure IoT Hub, each component of our IoT refer-
ence architecture is represented. Some components are overlapping and, again, it is
not further distinguished between Devices, Sensors, and Actuators, but this is still
appropriate to the definition of our IoT reference architecture components.
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3.8 SmartThings

SmartThings (see footnote 5) is an IoT platform provided by Samsung for a smart
home environment. The architecture and the corresponding mapping with our IoT
reference architecture is shown in Fig. 9. It is composed of three core elements,
namely the Device Type Handlers, the Subscription Processing, and the Application
Management System including the SmartApp Management and Execution, where
all further components are connected to. SmartThings combines Sensors, Actua-
tors, Devices, Users, and Things within one component. They further distinguish
between this composed component and another Clients (-Devices) component. Since
Clients (-Devices) may also contain Sensors and Actuators, both components are
covered by our Device component, with the Sensor and the Actuator components
partly overlapping. Since the Device Type Handlers translate event-messages into a
normalized SmartThings event, and the Hub Connectivity and the Client Connectiv-
ity enables the connection of Devices to the platform, those components represent
the Gateway. The core functionality of the platform is provided by the Subscrip-
tion Processing and the Application Management System, including the SmartApp
Management & Execution components. Consequently, they cover the IoT Integra-
tion Middleware of our reference architecture. The Event Stream, Web UI, Core
APIs, External System, and Physical Graph components represent possibly con-
nected Applications to the platform.
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Sensors & Actuators & Devices & 
Users & Things

Core APIs

Hub Connectivity

SmartApp Management & Execution
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Clients (-Devices)

External
System

Physical
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Sensor & Actuator

Fig. 9 SmartThings architecture based on [33]
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Regarding SmartThings, our IoT reference architecture covers each component
of the architecture. As described above, the Sensor, Actuator, and Device compo-
nents are overlapping, since SmartThings uses them within composed components.
Nevertheless, this is appropriate to our definition.

3.9 Summary of the Comparison

Reflecting each comparison described above, our introduced IoT reference architec-
ture is represented within each considered platform. Table1 shows a summarized
overview of the comparison: The rows are defined by the components of our refer-
ence architecture and the columns display each considered IoT platform, whereby
the table cells indicate each component of the IoT platformmatching to our reference
architecture components.

Only the architecture of OpenMTCand SmartThings represent a Sensor andActu-
ator component. All remaining platforms, besides theMicrosoft Azure IoTHub, just
mention those components within their documentation. TheDevice component is not
represented within the architecture of OpenMTC and the IBMWatson IoT Platform,
butmentionedwithin the documentation. The remaining platforms represent aDevice
componentwithin their architecture. Furthermore, the platforms FIWARE,AWS IoT,
and the Microsoft Azure IoT Hub further distinguish the concept of “Intelligent”
Devices, which have already some kind of logical functionality included. Following,
those “Intelligent” Devices are covered by ourDevice,Gateway, and IoT Integration
Middleware components, respective to the level of integrated logical functionality.
Since those differences within the definition and granularity of the IoT platforms’
components are present, we mapped them onto our clearly separated components,
to clarify the concept and the used granularity. Besides SiteWhere and AWS IoT, all
platforms represent the concept of ourGateway within their architectures. Neverthe-
less, the documentations of SiteWhere and AWS IoT also embrace the functionality
of our Gateway. Obviously, each platform represents the core functionality, i.e., our
IoT Integration Middleware within the architecture. The differences lie in the gran-
ularity and the number of the components comprising the functionality of the IoT
Integration Middleware. Furthermore, each platform enables the connection of fur-
ther Applications. FIWARE does not represent a corresponding component within
its architecture, but it is mentioned within the documentation.

4 Related Work

In this section, the IoT reference architecture is related to previously published IoT
architectures, architecture reference models, domain models, and taxonomies.

Bauer et al. [5] describe seven functional components between a device and
an application layer as part of an IoT reference architecture. The components are
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the Management, Service Organization, IoT Process Management, Virtual Entity,
IoT Service, Security, and Communication. The Communication component can be
mapped onto the Gateway of the presented IoT reference architecture in this work,
while the remaining components build the IoT Integration Middleware, respectively.
In contrast to our work, the Sensor, Actuator, Device, and Application components
are not specifically defined.

Fremantle [14] introduces an IoT reference architecture comprising of five layers.
The device layer encompasses Devices, Sensors, and Actuators, but does not detail
the latter two in particular. The relevant transports layer abstracts the same concept as
ourGateway. The aggregation/bus layer as well as the event processing and analytics
layer correspond with our IoT Integration Middleware. Thus, they provide the core
functionality of an IoT platform. Finally, further Applications as presented in this
work are subsumed by Fremantle as client and external communications. Since this
IoT reference architecture lacks unambiguous definitions of all components it does
not pursue our goal to provide a clear terminology to understand commonalities and
differences of diverse IoTplatforms, it is less effective than our reference architecture.

Cisco [10] introduces a seven-layered IoT referencemodel. TheDevices, Sensors,
and Actuators as presented in this work are comprised in the Physical Devices and
Controllers of Cisco’s referencemodel, while theGateway layer equals their Connec-
tivity concept. TheEdge (Fog)Computing,DataAccumulation, andDataAbstraction
layer corresponds to the IoT Integration Middleware of our IoT reference architec-
ture, whereas the Application layer corresponds roughly to the combination of the
components IoT Integration Middleware and Application. Finally, the capability to
connect arbitrary Applications to the IoT Integration Middleware is reflected by the
concepts Collaboration and Processes by Cisco. Since the concepts introduced by
Cisco are not unambiguously defined in their referencemodel, the concepts presented
in this work can be used to exactly determine the meaning of Cisco’s concepts by
mapping the reference model by Cisco onto our IoT reference architecture.

The three-layer architecture by Zheng et al. [37] contains similar concepts as those
outlined in our reference architecture and is also basis for the works byWu et al. [35],
Atzori et al. [4], and Aazam et al. [1]. Gathering data from and acting on the physical
world is described by the abstract concept of a Perception Layer and correspondswith
the combination of our Sensors, Actuators, and Devices. Pre-processing of gathered
data and transmission to an integrating middleware is covered by the Network Layer,
which corresponds to the interplay of Device andGateway in our IoT reference archi-
tecture. The Application Layer is also a more coarse-grained concept and reflects the
core functionality of the platform. Thus, it maps onto our IoT Integration Middle-
ware and Applications. Further approaches by Atzori et al. [3, 4] and Xu et al. [36]
are similar layered architectures and grasp the field of IoT from a service-oriented
architecture (SOA) perspective. While they focus on the design of IoT architectures,
they lack a clear and unambiguous definition of the concepts, which they introduce
and rely on. Neither of these works map their introduced concepts onto existing
technologies and platforms, which is one contribution of our work.

Kim et al. [21] investigated diverse IoT applications and abstracted a generic
platform model from them. They introduce the concept of Things, which are closely
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related toDevices as presented in this work. Gateways provide connections to a Plat-
form in cases that Things cannot communicate directly with the Platform. Service
Users as well as Service and Software Providers are connected to the Platform by
RESTful APIs. In cases where no complex data processing is required on the Plat-
form, a Service Use can also connect directly to devices, e.g., to gather metering data.
All components of this model are covered of our reference architecture, besides the
user.

The IoT Reference Model discussed by Krčo et al. [23] is based upon the IoT
Domain Model by Haller et al. [18]. The concepts Augmented Entity, User, Device,
Resource, and Service are introduced. A definition of these concepts is given but it
is not abstract and unambiguous enough for mapping different IoT platforms upon
each other to foster their understanding. For instance, on the one hand, a device is
described as a hardware component, which integrates sensors and/or actuators and
is, therefore, responsible for monitoring and interacting with real-world objects. On
the other hand, a device is also capable of connecting to further IT systems. This
example shows that the concept of a device is only roughly defined, thus, it is unclear
if the device may also takes on the role of a gateway or if such an indirection is not
foreseen, which implies that devices always communicate directly with the platform.

Mineraud et al. [26] review 39 existing IoT platforms according to six criteria
including for instance data ownership or developer support. Concerning the archi-
tecture, they distinguish between cloud-based and local IoT platforms, but they do
not provide a detailed analysis of the architectures as we do.

A high-level taxonomy for the components of an IoT platform is introduced by
Gubbi et al. [16]. It contains the components hardware,middleware, and presentation.
Hardware covers sensors, actuators, and embedded communication hardware, while
middleware covers on-demand storage and computing tools for data analytics, and
presentation provides visualization and interpretation tools. However, the taxonomy
is very coarse-grained and not detailed enough to foster a clear understanding of the
introduced concepts, which leads to possibly diverse interpretations.

5 Conclusion

The IoT is slowly turning from vision into reality: IoT platforms play a central role
within this evolution by providing significant building blocks. A lack of standard-
ization and development in silos has led to a heterogeneous platform landscape. We
argue that, as a result of this heterogeneity, comparing and selecting one of these
platforms is a difficult task. Not only do they use different concepts and technolo-
gies, but also the terminology is not clearly defined. Many concepts and parts of
these platforms are described with synonyms or homonyms, or differ in granularity.

To help with these problems, we introduced an IoT reference architecture which
is based on existing platforms. We defined each component and described the com-
munication between them. These components do not necessarily have to stay sepa-
rated, but can be combined.We compared our reference architecture to eight existing
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platforms, four of which are open-source. We showed that the components of our
architecture map to those of the existing platforms. When comparing or evaluat-
ing these different platforms, our IoT reference architecture can be a useful tool.
Besides, it may be useful by providing a common basis on which to base new IoT
platform designs.

Future work could present a technical definition of the reference architecture.
Furthermore, this work will build the basis for a decision support approach, which
provides a selection of IoT platforms based on user-given preferences. This will help
a user to determine a suitable IoT solution for his case.
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Fog Computing: A Taxonomy, Survey
and Future Directions

Redowan Mahmud, Ramamohanarao Kotagiri and Rajkumar Buyya

Abstract In recent years, the number of Internet of Things (IoT) devices/sensors has
increased to a great extent. To support the computational demand of real-time latency-
sensitive applications of largely geo-distributed IoT devices/sensors, a new comput-
ing paradigm named “Fog computing” has been introduced. Generally, Fog comput-
ing resides closer to the IoT devices/sensors and extends the Cloud-based computing,
storage and networking facilities. In this chapter, we comprehensively analyse the
challenges in Fogs acting as an intermediate layer between IoT devices/sensors and
Cloud datacentres and review the current developments in this field. We present a
taxonomy of Fog computing according to the identified challenges and its key fea-
tures. We also map the existing works to the taxonomy in order to identify current
research gaps in the area of Fog computing. Moreover, based on the observations,
we propose future directions for research.

1 Introduction

Fog computing is a distributed computing paradigm that acts as an intermediate layer
in between Cloud datacentres and IoT devices/sensors. It offers compute, networking
and storage facilities so that Cloud-based services can be extended closer to the IoT
devices/sensors [1]. The concept of Fog computing was first introduced by Cisco
in 2012 to address the challenges of IoT applications in conventional Cloud com-
puting. IoT devices/sensors are highly distributed at the edge of the network along
with real-time and latency-sensitive service requirements. Since Cloud datacentres
are geographically centralized, they often fail to deal with storage and processing
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Fig. 1 Fog computing
environment

demands of billions of geo-distributed IoT devices/sensors. As a result, congested
network, high latency in service delivery, poor Quality of Service (QoS) are experi-
enced [2].

Typically, a Fog computing environment is composed of traditional networking
components e.g. routers, switches, set top boxes, proxy servers, Base Stations (BS),
etc. and can be placed at the closer proximity of IoT devices/sensors as shown in
Fig. 1. These components are provided with diverse computing, storage, networking,
etc. capabilities and can support service-applications execution. Consequently, the
networking components enable Fog computing to create large geographical distribu-
tions ofCloud-based services. Besides, Fog computing facilitates location awareness,
mobility support, real-time interactions, scalability and interoperability [3]. Thereby,
Fog computing can perform efficiently in terms of service latency, power consump-
tion, network traffic, capital and operational expenses, content distribution, etc. In
this sense, Fog computing better meets the requirements with respect to IoT appli-
cations compared to a solely use of Cloud computing [4]. However, the concept of
Fog computing is very much similar to the existing computing paradigms. In this
chapter, we elaborately discuss the fundamental differences of Fog computing with
other computing paradigms. Here, we also analyse different aspects of Fog comput-
ing including corresponding resource architecture, service quality, security issues,
etc. and review recent research works from the literature. We present a taxonomy
based on the key properties and associated challenges in Fog computing.Wemap the
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existing works to the taxonomy to identify innovative approaches and limitations in
this field. Based on the observations, we also propose potential future directions so
that further improvement in Fog computing can be achieved. The rest of the chapter
is organized as follows. In Sect. 2, we discuss the differences of Fog computing with
other related computing approaches. After that, we describe the challenges of Fog
computing and propose our taxonomy in Sects. 3 and4, respectively. From Sects. 5
to10, we map the existing research works to the proposed taxonomy. In Sect. 11, we
analyze research gaps and present some promising directions towards future research
in Fog computing. Finally, we summarize the findings and conclude the paper.

2 Related Computing Paradigms

With the origination of Cloud computing, computation technology has entered to
a new era. Many computation service providers including Google, Amazon, IBM,
Microsoft, etc. are currently nurturing this popular computing paradigm as a utility.
They have enabled cloud based services such as Infrastructure as a Service (IaaS),
Platform as a Service (PaaS), Software as a Service (SaaS), etc. to handle numer-
ous enterprise and educational related issues simultaneously. However, most of the
Cloud datacentres are geographically centralized and situated far from the prox-
imity of the end devices/users. As a consequence, real-time and latency-sensitive
computation service requests to be responded by the distant Cloud datacentres often
endure large round-trip delay, network congestion, service quality degradation, etc.
To resolve these issues besides centralized Cloud computing, a new concept named
“Edge computing” has recently been proposed [5].

The fundamental idea of Edge computing is to bring the computation facilities
closer to the source of the data.More precisely, Edge computing enables data process-
ing at the edge network [6]. Edge network basically consists of end devices (e.g.
mobile phone, smart objects, etc.), edge devices (e.g. border routers, set-top boxes,
bridges, base stations,wireless access points etc.), edge servers, etc. and these compo-
nents can be equipped with necessary capabilities for supporting edge computation.
As a localized computing paradigm, Edge computing provides faster responses to the
computational service requests andmost often resists bulk raw data to be sent towards
core network. However, in general Edge computing does not associate IaaS, PaaS,
SaaS and other cloud based services spontaneously and concentrate more towards
the end devices side [7].

Taking the notion of Edge and Cloud computing into account, several computing
paradigms have already been introduced in computation technology. Among them
Mobile Edge Computing (MEC), Mobile Cloud Computing (MCC) are considered
as the potential extensions of Cloud and Edge computing.

As an edge-centric computingparadigm,MEChas already created significant buzz
in the research domain. MEC has been regarded as one of the key enablers of modern
evolution of cellular base stations. It offers edge servers and cellular base staions to
be operated combinedly [8]. MEC can be either connected or not connected with
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distant Cloud datacentres. Thus along with end mobile devices, MEC supports 2 or
3 tire hierarchical application deployment in the network [9]. Besides, MEC targets
adaptive and faster initiation of cellular services for the customers and enhances
network efficiency. In recent times, significant improvement in MEC has been made
so that it can support 5G communications. Moreover, it aims at flexible access to
the radio network information for content distribution and application development
[10, 11].

MCC is another recent trend in computation. Due to the proliferation of smart
mobile devices, nowadays end users prefer to run necessary applications in their hand
held devices rather than traditional computers. However, most of the smart mobile
devices are subjected to energy, storage and computational resource constraints [12].
Therefore, in critical scenarios, it is more feasible to execute compute intensive appli-
cations outside the mobile devices compared to execute those applications locally. In
this case, MCC provides necessary computational resources to support such remote
execution of offloaded mobile applications in closer proximity of end users [13, 14].
In MCC, most often light-weight cloud servers named cloudlet [15] are placed at
the edge network. Along with end mobile devices and Cloud datacentres, cloudlets
develop a 3 tire hierarchical application deployment platform for richmobile applica-
tions [9]. In brief, MCC combines cloud computing, mobile computing and wireless
communication to enhance Quality of Experience (QoE) of mobile users and creates
new business opportunities for both network operators and cloud service providers.

LikeMECandMCC, Fog computing can also enable edge computation. However,
besides edgenetwork, Fog computing canbe expanded to the core network aswell [3].
More precisely, both edge and core networking (e.g. core routers, regional servers,
wan switches, etc.) components can be used as computational infrastructure in Fog
computing (Fig. 2). As a consequence, multi-tire application deployment and service
demand mitigation of huge number of IoT devices/sensors can easily be observed
through Fog computing. In addition, Fog computing components at the edge network
can be placed closer to the IoT devices/sensors compared to cloudlets and cellular
edge servers. As IoT devices/sensors are densely distributed and require real-time
responses to the service requests, this approach enables IoT data to be stored and
processed within the vicinity of IoT device/sensors. As a result, service delivery
latency for real-time IoT applications will be minimized to a great extent. Unlike
Edge computing, Fog computing can extend cloud based services like IaaS, PaaS,
SaaS, etc. to the edge of the network as well. Due to the aforementioned features,
Fog computing is considered as more potential and well structured for IoT compared
to other related computing paradigms.

3 Challenges in Fog Computing

Fog computing is considered as the promising extension of Cloud computing para-
digm to handle IoT related issues at the edge of network. However, in Fog computing,
computational nodes are heterogeneous and distributed. Besides, Fog based services
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Fig. 2 Computation domain of Cloud, Fog, Edge, Mobile Cloud and Mobile Edge computing

have to deal with different aspects of constrained environment. Assurance of security
is also predominant in Fog computing. Analysing the features of Fog computing from
structural, service oriented and security perspectives, the challenges in this field can
be listed as follows:

• Structural issues

– Different components from both edge and core network can be used as potential
Fog computing infrastructure. Typically these components are equipped with
various kinds of processors but are not employed for general purpose computing.
Provisioning the components with general purpose computation besides their
traditional activities will be very challenging.

– Based on operational requirements and execution environment, the selection of
suitable nodes, corresponding resource configuration and places of deployment
are vital in Fog as well.
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– In Fog computing, computational nodes are distributed across the edge net-
work and can be virtualized or shared. In this case, identification of appropriate
techniques, metrics, etc. for inter-nodal collaboration and efficient resource pro-
visioning are important.

– The structural orientation of Fog computing is compatible for IoT. However,
competency assurance of Fog computing in other networking systems such
as Content Distribution Network (CDN), vehicular network, etc. will be very
challenging.

• Service oriented

– Not all Fog nodes are resource enriched. Therefore, large scale applications
development in resource constrained nodes are not quite easy compared to con-
ventional datacentres. In this case, potential programming platform for distrib-
uted applications development in Fog are required to be introduced.

– Policies to distribute computational tasks and services among IoTdevices/sensors,
Fog and Cloud infrastructures are required to be specified. Data visualization
through web-interfaces are also difficult to design in Fog computing.

– In Fog computing, the Service Level Agreement (SLA) is often affected by
many factors such as, service cost, energy usage, application characteristics,
data flow, network status etc. Therefore, on a particular scenario, it is quite
difficult to specify the service provisioning metrics and corresponding Service
Level Objectives (SLOs). Besides, it is highly required to retain the fundamental
QoS of the Fog nodes for which they are actually designed.

• Security aspects

– Since Fog computing is designed upon traditional networking components, it is
highly vulnerable to security attacks.

– Authenticated access to services and maintenance of privacy in a largely dis-
tributed paradigm like Fog computing are hard to ensure.

– Implementation of security mechanisms for data-centric integrity can affect the
QoS of Fog computing to a great extent.

In addition to aforementioned challenges service scalability, end users QoE, context-
awareness, mobility support are very crucial performance indicator for Fog comput-
ing and very difficult to deal with in real-time interactions.

4 Taxonomy

Figure3 represents our proposed taxonomy for Fog computing. Based on the iden-
tified challenges from Sect. 3, the taxonomy provides a classification of the existing
works in Fog computing. More precisely, the taxonomy highlights the following
aspects in Fog computing.
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• Fog Nodes Configuration. The computational nodes with heterogeneous architec-
ture and configurations that are capable to provide infrastructure for Fog computing
at the edge of the network.

• Nodal Collaboration. The techniques for managing nodal collaboration among
different Fog nodes within the edge network.

• Resource/Service Provisioning Metric. The factors that contribute to provision
resources and services efficiently under different constraints.

• ServiceLevelObjectives. TheSLOs that have been attained bydeployingFog com-
puting as an intermediate layer betweenClouddatacentres and enddevices/sensors.

• Applicable Network System. The different networking systems where Fog com-
puting has been introduced as extension of other computing paradigms.

• Security Concern. The security issues that have been considered in Fog computing
on different circumstances.

Proposed system and corresponding solutions in the existing works generally
covers different categories of the taxonomy. However, as this taxonomy is designed
based on the associated features of Fog computing, it does not reflect the relative
performance of the proposed solutions. Actually, the reviewed existingworks consid-
ers diverse execution environment, networking topology, application characteristics,
resource architecture, etc. and targets different challenges. Therefore, identification
of the best approach for Fog computing in terms of structural, service and security
aspects is very difficult.

In the following sections (from Sects. 5 to10), we map the existing works in Fog
computing to our proposed taxonomy and discuss different facts in detail.

5 Fog Nodes Configuration

Five types of Fognodes and their configurations have beenmentioned in the literature:
namely servers, networking devices, cloudlets, base stations, vehicles.

5.1 Servers

The Fog servers are geo-distributed and are deployed at very common places for
example; bus terminals, shopping centres, roads, parks, etc. Like light-weight Cloud
servers, these Fog servers are virtualized and equipped with storage, compute and
networking facilities. There are many works that have considered Fog servers as
main functional component of Fog computing.

In some papers based on the physical size, Fog servers are termed asmicro servers,
micro datacentres [16, 17], nano servers [18], etc.whereas otherworks categorizeFog
servers based on their functionalities like cache servers [19], computation servers,
storage servers [20], etc. Server based Fog node architecture enhances the computa-
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tion and storage capacity in Fog computing. However, it limits the pervasiveness of
the execution environment.

5.2 Networking Devices

Devices like gateway routers, switches, set-top boxes, etc. besides their traditional
networking activities (routing, packet forwarding, analog to digital signal conver-
sions, etc.) can act as potential infrastructure for Fog computing. In some existing
works, the networking devices are designed with certain system resources including
data processors, extensible primary and secondarymemory, programming platforms,
etc. [21, 22].

In other works, apart from conventional networking devices, several dedicated
networking devices like Smart gateways [23], IoT Hub [24] have been introduced as
Fog nodes. Distributed deployment of networking devices helps Fog computing to
be ubiquitous although physical diversity of the devices significantly affects service
and resource provisioning.

5.3 Cloudlets

Cloudlets are considered asmicro-cloud and located at themiddle layer of end device,
cloudlet, and Cloud hierarchy. Basically cloudlets have been designed for extending
Cloud based services towards mobile device users and can complement MCC [12].
In several works [25, 26], cloudlets are mentioned as Fog nodes. Cloudlet based
Fog computing are highly virtualized and can deal with large number of end devices
simultaneously. In some cases, due to structural constraints, cloudlets even after
deploying at the edge act as centralized components. In this sense, the limitations
of centralized computation still remain significant in Fog computing which resist to
support IoT.

5.4 Base Stations

Base stations are very important components in mobile and wireless networks for
seamless communication and data signal processing. In recent works, traditional
base stations equippedwith certain storing and computing capabilities are considered
suitable for Fog computing [27, 28]. Like traditional base stations, Road Side Unit
(RSU) [29] and small cell access points [30], etc. can also be used as potential Fog
nodes.

Base stations are preferable for Fog based extension of Cloud Radio Access
Network (CRAN), Vehicular Adhoc Network (VANET), etc. However, formation of
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a dense Fog environment with base stations is subjected to networking interference
and high deployment cost.

5.5 Vehicles

Moving or parked vehicles at the edge of network with computation facilities can
serve as Fog nodes [31, 32]. Vehicles as Fog nodes can form a distributed and highly
scalable Fog environment. However, the assurance of privacy and fault tolerance
along with desired QoS maintenance will be very challenging in such environment.

6 Nodal Collaboration

Three techniques (cluster, peer to peer and master-slave) for nodal collaboration in
Fog computing have been specified in the literature.

6.1 Cluster

Fog nodes residing at the edge can maintain a collaborative execution environment
by forming cluster among themselves. Clusters can be formed either based on the
homogeneity of the Fog nodes [26] or their location [31]. Computational load bal-
ancing [33] and functional sub-system development [34] can also be given higher
priority while forming cluster among the nodes.

Cluster based collaboration is effective in exploiting capabilities of several Fog
nodes simultaneously. However, static clusters are difficult to make scalable in run-
time and dynamic formation of clusters largely depends on the existing load and the
availability of Fog nodes. In both cases networking overhead plays a vital role.

6.2 Peer to Peer

In Fog computing Peer to Peer (P2P) collaboration among the nodes is very common.
P2P collaboration can be conducted in both hierarchical [21] and flat order [35].
Besides based on proximity, P2P collaboration between Fog nodes can be classified
as home, local, non-local, etc. [18]. Through P2P collaboration not only processed
output of one node appears as input to another node [36] but also virtual computing
instances are shared between the nodes [25].
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Augmentation of Fog nodes in P2P collaboration is quite simple and nodes can be
made reusable. However, reliability and access control related issues are predominant
in P2P nodal collaboration.

6.3 Master-Slave

In several works, master-slave based nodal collaboration has been mentioned elabo-
rately. Through master-slave based collaboration generally a master Fog node con-
trols functionalities, processing load, resource management, data flow, etc. of under-
lying slave nodes [16].

Besides, master-slave based approach along with cluster and P2P based nodal
interactions can form a hybrid collaborative network within the Fog computing envi-
ronment [22, 29]. However, in real-time data processing due to this kind of functional
decomposition, the master and the slave Fog nodes require high bandwidth to com-
municate with each other.

7 Resource/Service Provisioning Metrics

In existing literature of Fog computing many factors including time, energy, user-
application context, etc. have been found playing important roles in resource and
service provisioning.

7.1 Time

In Fog computing paradigm, time is considered as one of the important factors for
efficient resource and service provisioning.

Computation time refers to the required time for task execution. Computation
time of an application largely depends on resource configuration where the applica-
tion is running or the task has been scheduled [20] and can be changed according to
the existing load. Besides, task computation time helps to identify the active and idle
periods of different applications which significantly influences resource and power
management in Fog [18].

Communication time basically defines the networking delay to exchange data
elements in Fog computing environment. In the literature it has been discussed in 2
folds: End device/sensors to Fog nodes [37], Fog nodes to Fog nodes [20]. Required
communication time reflects the network context which assists selection of suitable
Fog nodes for executing tasks.

Deadline specifies the maximum delay in service delivery that a system can toler-
ate. In some papers deadline satisfied task completion has been considered as impor-
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tant parameter for measuring QoS of the system [30, 32]. Basically service delivery
deadline plays a significant role in characterizing latency sensitive and latency tol-
erant applications.

In addition, the impact of other time based metrics like data sensing frequency of
end device/sensors, service access time inmulti-tenant architecture, expected service
response time, etc. can be investigated for efficient service and resource provisioning
in Fog computing.

7.2 Data

Among data-centric metrics, input data size and data flow characteristics are found
very common in Fog computing literature.

Data size points to the amount of data that has to be processed through Fog com-
puting. In several works, data size has been discussed in respect of computational
space requirements of the requests [35]. Besides, bulk data collected from distributed
devices/sensors can contain the features of Big Data [22] as well. In this case, provi-
sioning resource and service according to the data load can be an effective approach.
Moreover, data size plays an important role in making decision about either local or
remote processing of the corresponding computational tasks [38].

Data flow defines the characteristics of data transmission. Data flow through out
the Fog computing environment can be event driven [16] or real time [36] and can
influence resource and associated service provisioning to a great extent. Besides,
sudden change in data flow sometimes promotes dynamic load balancing among the
nodes [33].

Moreover, the effectiveness of heterogeneous data architecture, data semantic
rules, data integrity requirements can also be studied for resource and service provi-
sioning in Fog computing.

7.3 Cost

In certain cases, cost related factors form both service providers and users perspective
become very influential in Fog resource and service provisioning.

Networking cost in Fog computing environment is directly related to the band-
width requirements and associated expenses. In several works data uploading cost
from end devices/sensors and inter-nodal data sharing cost have been considered as
the elements of networking cost [28] whereas in other works, experienced network
latency due to bandwidth issues has been termed as networking cost [39].

Deployment cost is basically associated with the infrastructure placement related
expenses in Fog computing environment. In some papers cost-effective infrastructure
deployment has been considered supportive for efficient resource and service pro-
visioning. Infrastructure deployment cost can be discussed in terms of both placing
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Fog nodes in the network [40] and creating virtual computing instances in Fog nodes
[28].

Execution cost refers to the computational expenses of Fog nodes while running
applications or processing tasks. Although in other computing paradigms execution
cost is widely used in resource provisioning and billing, in Fog computing this
metric has been used in very few works. In these works total execution cost has been
calculated in terms of task completion time and per unit time resource usage cost
[39].

In addition to aforementioned costs, expenses related to security safeguards, the
maximum price that an user is willing to pay for a service, migration costs can also
be considered for resource and service provisioning in Fog computing.

7.4 Energy Consumption and Carbon Footprint

In severalworks, energy related issues have been given higher priority in provisioning
Fog resources and services. The energy consumption of all devices in home-based
Fog computing environment [34] and the energy-latency tradeoff in different phases
of Fog-Cloud interaction [41] have been highlightedwidely in theseworks. In another
work, carbon emission rate of different nodes in respect of per unit energy usage have
been considered for resource provisioning purposes [42].

As end devices/sensors are energy-constrained, energy aspects of end compo-
nents for example residual battery lifetime, energy-characteristics of communication
medium can also be investigated in provisioning Fog resources.

7.5 Context

Context refers to situation or condition of a certain entity in different circumstances.
In Fog based research works user and application level context have been discussed
for resource and service provisioning.

User context such as user characteristics, service usage history, service relinquish
probability, etc. can be used for allocating resources for that user in future [43]. Users
service feedback for example Net Promoter Score (NPS) and user requirements [44]
can also be used for service and resource provisioning purposes [45]. In other works
users density [27], mobility [31] and network status [19] have also been considered
for service provisioning.

Application context can be considered as operational requirements of different
applications. Operational requirements includes task processing requirements ( CPU
speed, storage, memory) [23, 29, 46], networking requirements [24, 25], etc. and can
affect resource and service provisioning. In other works current task load of different
applications [26, 35] have also been considered as application context.
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Moreover, contextual information in Fog computing can be discussed in terms of
execution environment, nodal characteristics, application architecture, etc. and along
with the other contexts they can play vital roles in provisioning resource and services.
Therefore, it is essential to investigate the impact of every contextual information
in-detail.

8 Service Level Objectives

In existing literature, several unique Fog node architecture, application programming
platform, mathematical model and optimization technique have been proposed to
attain certain SLOs. Most of the attained SLOs are management oriented and cover
latency, power, cost, resource, data, application, etc. related issues.

8.1 Latency Management

Latencymanagement in Fog computing basically resists the ultimate service delivery
time from surpassing an accepted threshold. This threshold can be the maximum
tolerable latency of a service request or applications QoS requirement.

To ensure proper latency management, in some works efficient initiation of nodal
collaboration has been emphasized so that the computation tasks through the collab-
orated nodes can be executed within the imposed latency constraints [30]. In another
work, computation task distribution between the client and Fog nodes have been con-
ducted with a view to minimizing the total computation and communication latency
of service requests [20].

Besides, in another work architecture of low-latency Fog network has been pro-
posed for latency management [37]. The basic intention of this work is to select that
node from the Fog network which provides lowest latency in service delivery.

8.2 Cost Management

Cost management in Fog computing can be discussed in terms of Capital Expenses
(CAPEX) and Operating Expenses (OPEX).

The main contributor of CAPEX in Fog computing is the deployment of cost of
distributed Fog nodes and their associated networks. In this case, suitable placement
and optimized number of Fog nodes play a significant role inminimizing the CAPEX
in Fog computing. Investigating this issue, a Fog computing network architecture
has been proposed in [40] that minimizes the total CAPEX in fog computing by
optimizing the places and numbers of Fog node deployment.
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In another work [28], Fog nodes have been considered as virtualized platforms for
launching VMs. Execution of data processing operations in these VMs are not free
of cost and the cost can be varied from provider to provider. Therefore, it is feasible
to exploit cost-diversity of different Fog nodes/ providers for minimizing OPEX in
Fog computing. In respect to this fact, a solution to find suitable set of Fog nodes for
hosting VMs has been proposed in that paper which aims to minimize the OPEX in
Fog computing.

8.3 Network Management

Network management in Fog computing includes core-network congestion con-
trol, support for Software Define Network (SDN)/ Network Function Virtualization
(NFV), assurance of seamless connectivity, etc.

Network congestion mainly occurs due to increasing overhead on the network.
As in IoT, end devices/sensors are highly distributed across the edge, simultaneous
interactions of end components with Cloud datacentres can increase the overhead
on the core network to a great extent. In such case network congestion will occur
and degrade the performance of the system. Taking cognizance of this fact, in [23]
a layered architecture of Fog node has been proposed that provides local processing
of the service requests. As a consequence, despite of receiving bulk service requests,
Clouds get consized version of the requests which contribute less to the network
congestion.

Virtualization of conventional networking system has already drawn significant
research attention. SDN is considered as one of the key enablers of virtualized net-
work. SDN is a networking technique that decouples the control plane from network-
ing equipment and implements in software on separate servers. One of the important
aspects of SDN is to provide support for NFV. Basically, NFV is an architectural
concept that virtualizes traditional networking functions (network address translation
(NAT), firewalling, intrusion detection, domain name service (DNS), caching, etc.)
so that they can be executed through software. In Cloud based environment SDN
and NFV is quite influencing due to their wide range of services. Being motivated by
this, in several research works [16, 29, 38] new network structures of Fog computing
have been proposed to enable SDN and NFV.

Connectivity ensures seamless communication of end devices with other entities
likeCloud, Fog,Desktop computers,Mobile devices, end devices, etc. despite of their
physical diversity. As a consequence, resource discovery, maintenance of communi-
cation and computation capacity become easier within the network. Several works
in Fog computing have already targeted this issue and proposed new architecture of
Fog nodes e.g. IoT Hub [24] and Fog networking e.g. Vehicular Fog Computing [31]
for connectivity management and resource discovery. Besides, for secured connec-
tivity among the devices a policy driven framework has also been developed for Fog
computing [25].
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8.4 Computation Management

Among the attained SLOs, assurance of proper computational resource management
in Fog computing is very influential. Fog computing resource management includes
resource estimation, workload allocation, resource coordination, etc.

Resource estimation in Fog computing helps to allocate computational resources
according to some policies so that appropriate resources for further computation can
be allocated, desired QoS can be achieved and accurate service price can be imposed.
In existing literature, resource estimation policies are developed in terms of user
characteristics , experienced QoE, features of service accessing devices, etc. [17, 43,
45].

Workload allocation in Fog computing should be done in such a way so that
utilization rate of resources becomemaximized and longer computational idle period
get minimized. More precisely, balanced load on different components is ensured.
In a Fog based research work [20], scheduling based workload allocation policy has
been introduced to balance computation load on Fog nodes and client devices. As a
consequence overhead on both parts become affordable and enhance QoE. In another
work [41] a workload allocation framework has been proposed that balances delay
and power consumption in Fog-Cloud interaction.

Coordination among different Fog resources is very essential as they are hetero-
geneous and resource constrained. Due to decentralized nature of Fog computing,
in most cases large scale applications are distributively deployed in different Fog
nodes. In such scenarios without proper co-ordination of Fog resources, attainment
of desired performance will not be very easy. Considering this fact, in [36] a directed
graph based resource co-ordination model has been proposed for Fog resource man-
agement.

8.5 Application Management

In order to ensure proper application management in Fog computing, efficient pro-
gramming platforms are very essential. Besides the scalability and computation
offloading facilities also contribute significantly in application management.

Programming platform provides necessary components such as interfaces,
libraries, run-time environment, etc. to develop, compile and execute applications.
Due to dynamic nature of Fog computing, assurance of proper programming support
for large-scale applications is very challenging. In order to overcome this issue, a
new programming platform named Mobile Fog [21] has been introduced. Mobile
Fog offers simplified abstraction of programming models for developing large-scale
application over heterogeneous-distributed devices. In another paper [36], besides
coordinating resources during applications execution, a programming platform based
on distributed data flow approach has also been designed for application development
in Fog computing.
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Scaling points to the adaptation capability of applications in retaining their service
quality even after proliferation of application users and unpredictable events. Scaling
techniques can also be applied in application scheduling and users service access.
To support scalable scheduling of data stream applications, architecture of a QoS-
aware self adaptive scheduler [26] has been recently proposed in Fog computing.
This scheduler can scale applications with the increasing of both users and resources
and does not ask for global information about the environment. Moreover, due to
self-adaptive capability of the scheduler, automatic reconfiguration of the resources
and placement of applications in a distributed fashion become easier. Besides, based
on distance, location and QoS requirements of the service accessing entities, an
adaptive technique for users service access mode selection has also been proposed
in Fog computing [27].

Offloading techniques facilitate resource constrained end devices in sending their
computational tasks to some resource-enriched devices for execution. Computational
offloading is very common inmobile cloud environment. However, recently, as a part
of compatibility enhancement of Fog computing for other networking systems, com-
putation offloading support for mobile applications in Fog computing have been
emphasized in several papers. In these papers offloading techniques have been dis-
cussed in terms of both distributed computation of mobile applications [35] and
resources availability [39].

8.6 Data Management

Data management is another important SLO that is highly required to be achieved for
efficient performance of Fog computing. In different research works data manage-
ment inFog computing has beendiscussed fromdifferent perspectives. In [23, 44] ini-
tiation of proper data analytic services and resource allocation for data pre-processing
have been focused for data management policy in Fog computing. Besides, low-
latency aggregation of data coming from distributed end devices/sensors can also be
considered for efficient data management [22]. Moreover, the storage capability of
end devices/sensors are not so reach. In this case, storage augmentation in Fog com-
puting for preserving data of end entities can be very influential. Therefore, in [39]
besides application management, storage expansion in Fog computing for mobile
devices have also been discussed as integral part of data management.

8.7 Power Management

Fog computing can be used as an effective platform for providing power manage-
ment as a service for different networking systems. In [34], a service platform for
Fog computing has been proposed that can enable power management in home based
IoT network with customized consumer control. Additionally, Fog computing can
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manage power usage of centralized Cloud data centres in certain scenarios. Power
consumed by Cloud datacentres largely depends on type of running applications. In
this case, Fog computing can complement Cloud datacentres by providing infrastruc-
ture for hosting several energy-hungry applications. As a consequence energy con-
sumption in Cloud datacentres will be minimized that eventually ensures proper
power management for Cloud datacentres [18]. Moreover, by managing power in
Fog computing emission of carbon footprint can also be controlled [42].

9 Applicable Network System

Fog computing plays a significant role in IoT. However, in recent research works
the applicability of Fog computing in other networking systems (mobile network,
content distribution network , radio access network, vehicular network, etc.) have
also been highlighted.

9.1 Internet of Things

In IoT, every devices are interconnected and able to exchange data among themselves.
IoT environment can be described from different perspectives. Besides specifying
IoT as a network for device to device interaction [21, 24, 36], in several Fog based
researchworks this interaction have been classified under industry [46] and home [34]
based execution environment. Moreover, Wireless Sensors and Actuators Network
[16], Cyber-Physical Systems [28], Embedded system network [20], etc. have also
been considered as different forms of IoTwhile designing system and servicemodels
for Fog computing.

9.2 Mobile Network/Radio Access Network

Mobile network is another networking system where applicability of Fog computing
has been explored through several research works. Basically, in these works much
emphasize has been given on investigating the compatibility of Fog computing in
5Gmobile networking [30, 33, 37]. 5G enables higher speed communication, signal
capacity and much lower latency in service delivery compared to existing cellular
systems. Besides 5G, Fog computing can also be applied in other mobile networks
like 3G, 4G, etc. Moreover, in another work [41], power-delay tradeoff driven work-
load allocation in Fog-Cloud for mobile based communication has been investigated
in detail. Radio Access Network (RAN) facilitates communication of individual
devices with other entities of a network through radio connections. Cloud assisted
RAN named CRAN has already drawn significant research attention. In order to
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complement CRAN, the potentiality of Fog computing based radio access network
has also been explored in [38].

9.3 Long-Reach Passive Optical Network/Power Line
Communication

Long-Reach Passive Optical Network (LRPON) has been introduced for support-
ing latency-sensitive and bandwidth-intensive home, industry, and wireless oriented
backhaul services. Besides, covering a large area, LRPONs simplify network con-
solidation process. In [40], Fog computing has been integrated with LRPONs for
optimized network design.

Power-line communication (PLC) is a widely used communication method in
Smart Grid. In PLC, using electrical wiring both data and Alternating Current (AC)
are simultaneously transmitted. Fog computing enabled PLC in electric power dis-
tribution has been discussed elaborately in [22].

9.4 Content Distribution Network

Content Distribution Network (CDN) is composed of distributed proxy servers that
provide content to end-users ensuring high performance and availability. In several
Fog based research works [19, 42], Fog nodes are considered as content servers to
support content distribution through Fog computing. Since Fog nodes are placed in
distributed manner across the edge of the network, Fog based content services can
be accessed by the end users within a very minimal delay. As a consequence, high
performance in content distribution will be easier to ensure.

9.5 Vehicular Network

Vehicular network enables autonomous creation of a wireless communication among
vehicles for data exchange and resource augmentation. In this networking sys-
tem vehicles are provided with computational and networking facilities. In several
research works [29, 31, 32] vehicles residing at the edge network are considered as
Fog nodes to promote Fog computing based vehicular network.
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10 Security Concern

Security vulnerability of Fog computing is very high as it resides at the underlying
network between end device/sensors and Cloud datacentres. However, in existing
literature, security concerns in Fog computing has been discussed in terms of users
authentication, privacy, secured data exchange, DoS attack, etc.

10.1 Authentication

Users authentication in Fog based services play an important role in resisting intru-
sion. Since Fog services are used in “pay as you go” basis, unwanted access to the
services are not tolerable in any sense. Besides user authentication, in [25], device
authentication, data migration authentication and instance authentication has also
been observed for secured Fog computing environment.

10.2 Privacy

Fog computing processes data coming from end device/sensors. In some cases, these
data are found very closely associated with users situation and interest. Therefore,
proper privacy assurance is considered as one of the important security concerns
in Fog computing. In [31] the challenges regarding privacy in Fog based vehicular
computing have been pointed for further investigation.

10.3 Encryption

Basically, Fog computing complements Cloud computing. Data that has been
processed in Fog computing, in some cases has to be forwarded towards Cloud.
As these data often contains sensitive information, it is highly required to encrypt
them in Fog nodes. Taking this fact into account, in [23], a data encryption layer has
been included in the proposed Fog node architecture.

10.4 DoS Attack

Since, Fog nodes are resource constraint, it is very difficult for them to handle large
number of concurrent requests. In this case, performance of Fog computing can be
degraded to a great extent. To create such severe service disruptions inFog computing,
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Denial-of-Service (DoS) attacks can play vital roles. By making a lot of irrelevant
service requests simultaneously, Fog nodes can be made busy for a longer period of
time. As a result, resources for hosting useful services become unavailable. In [24],
this kind of DoS attack in Fog computing has been discussed with clarification.

11 Gap Analysis and Future Directions

Fog computing resides at closer proximity of the end users and extends Cloud based
facilities. In serving largely distributed end devices/sensors, Fog computing plays
very crucial roles. Therefore, in recent years Fog computing has become one of the
major fields of research from both academia and business perspectives. In Table1, a
brief summary of some reviewed papers from existing literature of Fog computing
has been highlighted. Although many important aspects of Fog computing have been
identified in the existing literature, there exist some other issues that are required to be
addressed for further improvement of this field. In this section, the gaps from existing
literatures along with several future research directions have been discussed.

11.1 Context-Aware Resource/Service Provisioning

Context-awareness can lead to efficient resource and service provisioning in Fog
computing. Contextual information in Fog computing can be received in different
forms, for example;

• Environmental context : Location, Time (Peak, Off-peak), etc.
• Application context : Latency sensitivity, Application architecture, etc.
• User context: Mobility, Social interactions, Activity, etc.
• Device context: Available resources, Remaining battery life time, etc.
• Network context: Bandwidth, Network traffic, etc.

Although several Fog based research works have considered contextual informa-
tion in estimating resources, many important aspects of contextual information are
still unexplored. Investigation of different techniques to apply contextual informa-
tion in resource and service management can be a potential field towards Fog based
research.

11.2 Sustainable and Reliable Fog Computing

Sustainability in Fog computing optimizes its economic and environmental influence
to a great extent. However, the overall sustainable architecture of Fog computing is
subject to many issues like assurance of QoS, service reusability, energy-efficient
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Table 1 Review of state-of-art in Fog Computing

Work Fog nodes Nodal col-
laboration

Provisioning
metrics

SLOs Applicable
network

Security
concerns

Lee et al.
[16]

Servers Master-
Slave

Data (flow) Network
management

IoT –

Aazam et al.
[17]

Servers – Context
(user)

Resource
management

IoT –

Jalali et al.
[18]

Servers Peer to Peer Time
(computing)

Power
management

CDN –

Zhu et al.
[19]

Servers – Context
(user)

Application
management

CDN –

Zeng et al.
[20]

Servers Peer to Peer Time (com-
munication,
computa-
tion)

Resource
management

IoT –

Hong et al.
[21]

Network
devices

Peer to Peer Data (size) Application
management

IoT –

Nazmudeen
et al. [22]

Network
devices

Master-
Slave

Data (size) Data
management

PLC –

Aazam et al.
[23]

Network
devices

– Data (size) Network
management

IoT Data
encryption

Cirani et al.
[24]

Network
devices

– Context
(application)

Network
management

IoT DoS attack

Dsouza et
al. [25]

Cloudlets Peer to Peer Context
(application)

Network
management

IoT Authentication

Cardellini et
al. [26]

Cloudlets Cluster Context
(application)

Application
management

IoT –

Yan et al.
[27]

Base
stations

Cluster Context
(user)

Application
management

RAN –

Gu et al.
[28]

Base
stations

Peer to Peer Cost
(deploy-
ment,
communica-
tion)

Resource
management

IoT –

Truong et al.
[29]

Base
stations

Master-
Slave

Context
(application)

Network
management

Vehicular
network

–

Oueis et al.
[30]

Base
stations

Cluster Time
(deadline)

Latency
management

Mobile
network

–

Hou et al.
[31]

Vehicles Cluster Context
(user)

Resource
management

Vehicular Privacy

Ye et al. [32] Vehicles – Time
(deadline)

Application
management

Vehicular –

Oueis et al.
[33]

Base
stations

Cluster Data (flow) Resource
management

Mobile
network

–

Faruque et
al. [34]

Network
devices

Cluster Energy con-
sumption

Power
management

IoT –

(continued)
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Table 1 (continued)

Work Fog nodes Nodal col-
laboration

Provisioning
metrics

SLOs Applicable
network

Security
concerns

Shi et al.
[35]

Network
devices

Peer to Peer Context
(application)

Application
management

Mobile
network

–

Giang et al.
[36]

Network
devices

Peer to Peer Data (flow) Application
management

IoT –

Intharawijitr
et al. [37]

Servers – Time (com-
munication,
computa-
tion)

Latency
management

Mobile
network

–

Peng et al.
[38]

Base
stations

Peer to Peer Data (size) Network
management

RAN –

Hassan et al.
[39]

Network
devices

Cluster Cost
(execution,
communica-
tion)

Application
management

Mobile
network

Privacy

Zhang et al.
[40]

Cloudlets Peer to Peer Cost
(deploy-
ment)

Cost
management

LRPON –

Deng et al.
[41]

Network
devices

Peer to Peer Data (Size) Application
management

Mobile
network

–

Do et al.
[42]

Network
devices

– Energy con-
sumption

CO2
management

CDN –

Aazam et al.
[43]

Servers – Context
(user)

Resource
management

IoT –

Datta et al.
[44]

Network
devices

Peer to Peer Context
(user)

Data
management

Vehicular
network

–

Aazam et al.
[45]

Servers – Context
(user)

Resource
management

IoT –

Gazis et al.
[46]

Network
devices

– Context
(application)

Resource
management

IoT –

resource management etc. On the other hand, reliability in Fog computing can be
discussed in terms of consistency of Fog nods, availability of high performance
services, secured interactions, fault tolerance etc. In the existing literature a very
narrowdiscussion towards sustainable and reliable Fog computing has beenprovided.
Further research in this area is highly recommended for the desired performance of
Fog computing.
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11.3 Interoperable Architecture of Fog Nodes

Generally, Fog nodes are specialised networking components with computational
facilities. More precisely, besides performing traditional networking activities like
packet forwarding, routing, switching, etc., Fog nodes perform computational tasks.
In some scenarios where real time interactions are associated, Fog nodes have to
perform more as a computational component rather than a networking component.
In other cases, networking capabilities of Fog nodes become prominent over com-
putational capabilities. Therefore, an interoperable architecture of Fog nodes that
can be self customized according to the requirements is very necessary. In existing
literature although many unique Fog nodes architecture have been proposed, the real
interoperable architecture of Fog nodes are still required to be investigated.

11.4 Distributed Application Deployment

Fog nodes are distributed across the edge and not all of them are highly resource
occupied. In this case, large scale application deployment on single Fog node is not
often feasible. Modular development of large scale applications and their distributed
deployment over resource constrained Fog nodes can be an effective solution. In
existing literature of Fog computing several programming platforms for distributed
application development and deployment have been proposed. However, the issues
regarding distribute application deployment such as latency management, dataflow
management, QoS assurance, edge-centric affinity of real-time applications etc. have
not been properly addressed.

11.5 Power Management Within Fog

Fog nodes have to deal with huge number of service requests coming from end
devices/sensors simultaneously. One of the trivial solutions is to deploy Fog nodes in
the environment according to the demand. However, this approach will increase the
number of computationally active Fog nodes to a great extent, that eventually affects
total power consumption of the system. Therefore, while responding large number
service requests, proper power management within Fog network is very necessary.
However in existing literature, Fog computing have been considered for minimizing
power consumption in Cloud datacentres. Optimization of energy usage within the
Fog network are yet to be investigated. Moreover, in order to manage power in
Fog environment, consolidation of Fog nodes by migrating tasks from one node to
another node can be effective in some scenarios. Investigation towards the solutions
of optimal task migration can also be a potential field of Fog based research.
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11.6 Multi-tenant Support in Fog Resources

Available resources of Fog nodes can be virtualized and allocated to multiple users.
In the existing literature, multi-tenant support in Fog resources and scheduling the
computation tasks according to their QoS requirements have not been investigated
in detail. Future researches can be conducted targeting this limitation of existing
literature.

11.7 Pricing, Billing in Fog Computing

Fog computing can provide utility services like Cloud computing. In Cloud com-
puting typically users are charged according to the horizontal scale of usage.
Unlike Cloud computing, in Fog vertical arrangement of resources contributes to
the expenses of both users and providers to a great extent. Therefore, the pricing and
billing policies in Fog generally differ significantly from the Cloud oriented policies.
Besides, due to lack of proper pricing and billing policies of Fog based services, most
often users face difficulty in identifying suitable providers for conducting SLA. In
such circumstance, a proper pricing and billing policy of Fog based services will
surely be considered as potential contribution in field of Fog computing.

11.8 Tools for Fog Simulation

Real-world testbed for evaluating performance of Fog based policies is often very
expensive to develop and not scalable in many cases. Therefore, for preliminary eval-
uation of proposed Fog computing environments many researchers look for efficient
toolkit for Fog simulation. However, till now very less number of Fog simulator
are available (e.g. iFogSim [47]). Development of new efficient simulator for Fog
computing can be taken into account as future research.

11.9 Programming Languages and Standards for Fog

Basically Fog computing has been designed for extending Cloud based services such
as IaaS, PaaS, SaaS, etc. to the proximity of IoT devices/sensors. As the structure
of Fog differs from Cloud, modification or improvement of existing standards and
associate programming languages to enable Cloud-based services in Fog are highly
required. Moreover, for seamless and flexible management of large number connec-
tions in Fog, development of efficient networking protocols and user interfaces are
also necessary.
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12 Summary and Conclusions

In this chapter, we surveyed recent developments in Fog computing. Challenges in
Fog computing is discussed here in terms of structural, service and security related
issues. Based on the identified key challenges and properties, a taxonomy of Fog
computing has also been presented.Our taxonomy classifies and analyses the existing
works based on their approaches towards addressing the challenges.Moreover, based
on the analysis, we proposed some promising research directions that can be pursued
in the future.
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Challenges and Opportunities in Designing
Smart Spaces

Yuvraj Sahni, Jiannong Cao and Jiaxing Shen

Abstract In the past decade, research in Internet of Things and related technologies
such as Ubiquitous Computing has fueled the development of Smart Spaces. Smart
space does not just mean interconnection of different devices in our surroundings but
an environment where the devices respond to human behavior and needs. To achieve
this vision, services that are based on user’s intents and their high-level goals should
be provided. However, existing works mostly focus on providing context-awareness
based services. In the past, smart space developers focused on providing technology-
centric solutions but this approach failed to achievewidermarket adoptionof products
as users either did notwant the solutions at first place or they just could not understand
how it worked. Therefore, researchers and smart space developers have now shifted
towards the user-centric approach for developing smart spaces. It is non-trivial to
develop user-centric smart spaces as developers have to consider factors such as user
requirements, behavior etc. apart from usual technical challenges. In this work, we
take a comprehensive look at the challenges in developing user-centric smart spaces
for two different smart space scenarios: Smart Home and Smart Shopping. We give
four user-centric criteria to compare these two smart spaces. At the end, we also
provide some future research directions for developing Smart Spaces.
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1 Introduction

Internet of Things has become more than a marketing buzzword now. Cisco has
predicted that global market of Internet of Things will be 14.4 trillion dollars by
2022. Internet of Things envisions a future where all the objects around us will be
connected to each other. This vision is shared by many other interrelated research
paradigms such as Ubiquitous Computing, Pervasive Computing, Cyber-Physical
Systems, wireless sensor networks etc. The objective of all these research areas
is to make our lives more comfortable by using devices with communication and
computation capability that are connected to each other to sense our surroundings.

However, these areas do not focus much on the emotional and social side of
connectivity. This means that the solutions provided by these technologies just strive
for providing automation rather than also helping in connecting people with each
other.Due to the proliferation of numerous tech gadgets such as smartphones, laptops,
smart watches etc. we are beginning to lose touch with our natural surroundings and
even alienating us from other people. Therefore, we need technologies that will allow
people to be emotionally attached to their surroundings and help in developing the
social connection with other people. This implies that we not only need to connect
objects in our surroundings with each other but also people with other people and
people with other objects. Internet of Everything is based on the same objective
of extending networked connection of objects to include people, process, and data.
Cisco defines Internet of Everything as intelligent connection of people, process,
data, and things that creates new capabilities, richer experiences and unprecedented
economic opportunity for business, individuals, and countries [5, 11]. Figure1 shows
the interconnection of people, data, processes and things in Internet of Everything.

Instead of just focusing on technological aspects of an application, researchers are
now trying to use knowledge from multiple disciplines such as sociology, psychol-
ogy, philosophy, architecture etc. to design an application. Researchers want to use

Fig. 1 Interconnection of
people, process, data, and
things
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the knowledge of human emotions, social connections, and interaction between sur-
rounding devices and humans with each other to provide improved services to users.
Smart Spaces is one such application which tries to make our surroundings smarter
by utilizing the knowledge from multiple disciplines. Many IoT applications such as
Smart Home, Smart Building, Smart HealthCare, Smart Parking, Smart Retail etc.
can be classified as a type of Smart Space. All of these applications are somehow
interconnected as there is sharing of data between each other. No matter what the
approach is for designing each application, final objective of each application is to
improve user’s life by providing better services. Although the specific details might
be different but the challenges such as interoperability, scalability, security, privacy,
etc. are also common for every application. Since these applications are so closely
related, it makes sense to understand them together.

In this paper, we give an overview of Smart Spaces in general and then study in
detail about two important applications i.e. Smart Home and Smart Shopping. We
look at drawbacks in current solutions and classify the reasonswhy these applications
are not being widely accepted by users. According to our analysis, we found that
if smart space developers want to have wider market adoption of their technologies
then they should shift their focus from technology-centric view to user-centric. Smart
space developers should not compromise on some essential features such as low cost,
high security, reliability, flexibility and robustness, and easy manageability to enable
wider market adoption. In coming future, all the smart spaces will be combined with
each other so, it is important to understand the difference various smart spaces in order
to combine them. Therefore, we have also given four user-centric criterias (type of
stakeholders, number of users, dynamicity of smart space, and user’s requirement) to
compare smart home and smart shopping application. After analyzing the challenges
and drawbacks in smart spaces, we also provide some future research directions for
developing smart spaces.

The rest of the paper is as follows. Section2 gives a generic overview of Smart
spaces. Sections3 and 4 discuss in detail about Smart Home and Smart Shopping
application respectively. Section5 discusses the difference between Smart Home and
Smart Shopping. Finally, in Sect. 6 some research directions for developing smart
spaces are provided.

2 Overview of Smart Spaces

Smart Space is any surrounding environment that adapts itself to human behavior and
needs by utilizing the data obtained from the interaction between objects and humans.
The “objects” here refer to all the devices that are present in our surrounding which
may include wearables, smartphones, laptops, or any other device capable of sensing
and/or actuation. The objects and users within a smart space can be either stationary
or mobile. By using the data from various social networks and other devices in the
surroundings, we can analyze and obtain the contextual information and data related
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to user behavior and requirements. Once we know the user requirements we can use
it to provide personalized services and make the lives of users more comfortable.

The development of smart spaces requires knowledge from multiple disciplines
such as computer science, psychology, sociology, architecture etc.We need to collect
data from sensors and other sources, analyze this data to find some useful features
related to human behavior, exchange this data with heterogeneous devices and then
configure the devices and systems accordingly. Interactive user interfaces are also
one of the most important components to be included in smart space as they make it
easier tomanage the smart spaces. User-friendly interfaces are required to display the
result obtained from different sources of data and enable the interactionwith different
devices and systems. These interfaces also open new opportunities for exchanging
data among users and enable better collaboration among individuals.

Technical challenges such as interoperability, resource discovery, scalability, big
data analytics, openness, robustness, security, and privacy are common for every
smart space scenario [48]. Interoperability is a major research challenge that needs
to be resolved to allow interaction between devices or users located within and
across different smart spaces. European Research Cluster on the Internet of Things
(IERC) defines four types of interoperability i.e. technical, syntactical, semantic, and
organizational interoperability [51]. Technical interoperability is related to hard-
ware/software components and communication protocols that enable machine to
machine communication. Syntactical and semantic are related to format, syntax, and
meaning of data. Organizational interoperability is about overall ability to commu-
nicate and exchange data between two different organizations. Smart spaces need to
support the capability to add new devices, users to the existing system and also allow
different smart spaces to exchange data with each other. Smart Space is a dynamic
environment that consists of a large number of devices and users interacting with
each other. Some of the scenarios that need to be handled while managing a smart
space are:

• Addition or removal of devices: Since all the devices interact with each other
to provide a comfortable environment, addition or removal of a device will at
least require informing the other devices about the change in the configuration of
network. Addition or removal of devices will lead to changes in the connectivity
and coverage of the network. There is a possibility that addition of new device
may make an old device redundant or outdated so the old device would have to be
removed. On the other hand, if any functionality was being commonly handled by
the removed device and another device, then the other device will have to change
its configuration accordingly.

• Changing the configuration of a device: A device configuration could be changed
with time. This change could be either with hardware or software. This change
might make some devices incompatible for data exchange which will hamper the
functionality of the whole system. Therefore, changes in one device will reflect in
all the network and other devices will have to configure themselves accordingly.

• Reconfiguring the Smart Space according to the user: Nowadays, the services
being provided are usually personalized. Each user has different preferences and
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therefore the user has tomodify the settings of devices according to his/her require-
ments. This problem can be resolved if the smart space can recognize the user and
remember the users’ settings. So the next time if the same user enters the smart
space, device settings are changed automatically [10].

• Handling multiple users’ requirement simultaneously: In the previous point, we
made the assumption that there is only user present in the smart space. But usually,
within a home building or office, there are multiple individuals that are present
at any single time. Since each user might have different preferences, it is very
difficult to adapt the smart space such that it is suitable for every user. This is an
ongoing research challenge to resolve the conflict arising due to multiple users’
requirement [39].

Although the technical issues are important in developing smart spaces but if
the researchers want their technological solutions to be widely used by everyone
they need to change their approach. Therefore, in recent years, researchers have
changed their approach from technology-centric to user-centric. Researchers are
focusing more on the requirements of users rather than just thinking about the new
technological solutions they can provide. Previousmethod of just pushing technology
into the market did not work so well as users either did not want the solutions at first
place or they just could not understand how it worked. We have outlined some of the
non-technical issues below that need to be taken into consideration while developing
smart spaces.

1. User Profile: It is important to understand whether the smart space is intended
to be used by a specific set of users or the solutions provided are applicable for
everyone [3]. For e.g.: Ambient assisted living is a smart space application that
is usually designed for elderly people and it has to be different from smart space
that is designed especially for young kids. This example illustrates the difference
in age but in fact, users could be different in terms of habits, social needs, physical
and mental health etc.

2. User’s Knowledge about Smart Space: Usually an average user has very little
understanding of what is smart space, what are the functions of different devices,
and how to configure those devices according to their requirements. In [38, 55],
the experience of users operating smart devices in a natural home environment
has been studied and it was observed that users cannot fully understand the system
behavior so they have to try some hacks to configure the system settings. This
kind of situation leads to user frustration.

3. User-Device Interaction: User interfaces for devices within smart spaces must be
interactive, simple to use, require low effort for understanding, and most impor-
tantly usable by all kinds of users [3]. Yang and Newman [55] analyzed the
use of Nest thermostat in natural home settings, it was revealed that good inter-
face design leads to better engagement. Researchers have tried various types of
interfaces such as gestures, audio-visual, brain-computer interface. Nowadays,
researchers are trying to create interfaces that enable people to interact with their
natural surroundings. For e.g. in [25] an interactive interface called “time home
pub” has been designed that uses table, whiskey glass, MP3 player as main com-
ponents for interacting with surroundings.
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4. Balance between User-device control: It is important to decide howmuch control
should be given in the hands of users. We could either have a case where users
directly control the space around themor another scenariowhere devices passively
monitor the users’ behavior and needs and then configure the space accordingly.
It has been found that if users feel out of control or do not understand the working
of devices while using autonomous technologies then they impose limitations on
the level of automation [39]. This means they might set the settings of a device
manually rather than depending on it. Mennicken et al. [39] suggests that it is
better to consider in terms of collaboration between users and devices rather than
control. In this case, both user and devices exchange useful information with each
other in order to make any decision.

3 Smart Home

Smart home is a residential area that automatically adapts itself according to resi-
dent’s requirements and allows them to access and control their surroundings that are
being monitored using various sensors and other devices. Various kinds of sensors
embedded in wearables, smartphones, and surrounding devices collect data related
to physical environment, human behavior, and human activities. This data is then
analyzed to automatically adapt the physical environment and provide a range of
personalized services to humans that help in improving their living experience [13].
Different individuals use smart home services for various objectives but we can
classify them into four main types as shown in Fig. 2.

According to a study done in [35], average US citizen spends 15.6hours inside
a home. Since this is almost 2/3rd of our daily time, it becomes essential to pro-

Fig. 2 Classification of
smart home services
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vide functionalities that can enhance our comfort while staying inside a home. These
functionalities can include providing remote access and control of various appliances
within a home, automatically adapting HVAC systems according to physical envi-
ronment and other contextual information, providing improved security by allowing
access to authorized individuals, monitoring the health conditions of inhabitants and
sending an alert in case of abnormal situation (fall detection, heart attack etc.), or
setting the entertainment systems according to your emotions [4, 54]. In reference
[42], authors provide a list of twenty-two services such as smart memories, smart
bed, smart table, smart bathroom, smart wardrobe etc. that can be included in a smart
home. Authors in [50] use computing technologies to transform normal surfaces
inside a home such as a fridge door, kitchen walls, notice boards into smart surfaces
that can help us in efficiently organizing our home life. IEEE has created a virtual
home, IoT Home of the future, that shows the technologies and functionalities that
can be included in a smart home in coming future [26]. Researchers have also created
real smart homes such as Mavhome [15], Georgia tech aware home [29], House_n
[49] to demonstrate the possible functionalities that could be included in future smart
homes.

Most of the services developed for smart home try to enhance our comfort level.
Even though comfort and convenience are a priority while developing smart homes,
we cannot ignore the damage that could be done to our natural surroundings by
over-utilizing the resources like energy. Therefore, there is always a debate between
comfort vs energy i.e. whether we should prefer energy-conserving environment or
use functionalities that maximize our comfort [39]. This leads to another point of
view for smart homes where the focus is on saving energy and money by utilizing
energy management systems that also help in reducing the carbon footprint [54]. The
basic idea is to use smart meters and other interfaces that inform the user about the
total energy being consumed and provide possible solutions that will help in saving
the power and money for inhabitants. Energy management systems can be used to
program (either automatically or manually) the appliances inside the home such that
they are not used at the time of peak electricity price, and they get switched off when
not in use or when total power consumption exceeds a threshold. These settings are
dependent on the kind of household and their energy demands.

Out of all the smart home applications, ambient assisted living (AAL) has received
the most attention by researchers working in this area. AAL aims to make the lives
of people with special demands such as elderly, handicapped etc. more comfortable
by enabling them to live independently at home [30]. Factors such as increasing
aging population, high cost of professional health care personnel, increasing burden
on professional health care personnel, and increasing demand of people to continue
living independently at their current place of residence has prompted researchers
to put more emphasis on this application [46]. It is very challenging to provide a
comfortable life for elderly as they generally face issues like the decline in physical
activity, vision, hearing, cognitive functionality, and even many age-related diseases
such as Alzheimer, Parkinson, Arthritis etc. [46]. Some of the important techniques
required for helping the elderly and other such individuals are human activity recog-
nition (to detect daily life patterns) [14], planning (to help plan activities especially
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for patients suffering from dementia), anomaly detection (to detect wandering pat-
terns or hazardous behavior) [12, 17], identity detection [21] and indoor localization
(to track and provide location based services), context modeling (to provide context
based services) etc. [46].

While designing solutions for AAL, researchers should take into account the
special requirements of the specific individual and continuously monitor whether
their current situation or illness affects their capability to use provided technology
[23]. According to a study done in [23], it is seen that these individuals, especially
elderly, care about connecting and communicating with their peers and other family
members. Other important finding from studies done in [4, 23, 30, 46] is that elderly
people do not accept modern IT technologies easily. There is also a social stigma
attached to using these solutions that it makes them look dependent and in need of
professional health care [23]. So they often try to hide the wearables or other sensory
devices in their surroundings. Elderly people need technologies that are unobtrusive
and adaptable according to specific individuals and context [30].

In recent years, researchers have come up with many innovative solutions that
help in solving issues related to AAL. In [33], authors propose some guidelines
in adapting the prompting strategies (auditory, pictorial, video or light) according
to the cognitive profile of the patients suffering from Alzheimer’s Disease. Since
privacy and unobtrusiveness is an important concern for individuals [13], authors in
[1] implement a device called vital radio that uses reflection of low power wireless
signals off human body to track breathing without violating privacy or using any
contact with human body. The technology has reached a point where we can even
help in saving a life. Authors in [6] show a case study where it is revealed that life of
a patient could have been saved from heart attack by analyzing real-time data from
combination of multiple sources such as changes in activities, data from body worn
and surrounding sensors, data from medical devices etc.

Apart from AAL application, we have plethora of smart home devices emerging
in the market. Every major company including Google, Microsoft, Samsung, Apple,
Amazon etc. are introducing devices that promise to automatically adapt our sur-
roundings and make our homes smarter. According to report by IControl Networks
that surveyed 1600 consumers [41], 90% of consumers purchase smart home prod-
ucts for increased personal and home security, 70% for saving energy and money,
and entertainment being the new emerging factor for buying smart home products.
Another interesting trend observed is that 60% people prefer devices that can adapt
themselves automatically. It shows that people are ready for smart homes, however,
the adoption of the smart home devices is still very low. In [55], study was done
to determine problems faced by residents using intelligent systems like NEST ther-
mostat. It was revealed in [55] that users face problem understanding the learning
behavior ofNESTand in somecases userswere even annoyedby the adaptive changes
done by Nest. This issue leads to users taking over the control of devices instead of
relying on automation done by devices. We identified four major reasons behind low
acceptance of smart home products by users which are lack of consideration of user
profile, high cost, high complexity, and lack of trust. Each of these issues has been
explained in detail in the following subsections.
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3.1 Lack of Consideration of User Profile

As mentioned before, most of the research in smart home has been focused towards
health related users and even then it is an ongoing research challenge to determine
the user attributes for designing home health care technologies [9]. As for other
types of users, a lot of research is required to obtain specific and differentiating
characteristics [54]. Users differ in terms of age, gender, profession, socio-cultural
beliefs, acceptance of technology, physical and mental health, social needs, daily
routine, social relationships etc. An individual also changes with time, so a smart
home system that works now may not work in near future due to change in user with
time [39]. Looking at these differences, it is apparent that designing a smart home
even for a single person is very challenging as it needs to be very flexible and meet
such varied demands. Usually, smart home consist of multiple individuals that share
the space and devices with each other so the chances of conflict are much higher as
each individual has its own preference. We have described four criteria below that
will help in determining the type of users and the solutions they prefer.

Diversity of users based on age
Most of the smart home services are designed for people who have been staying
in their homes for long time [4]. Even though young people have more acceptance
towards technology, they cannot take full advantage of these services because most
young people prefer to live in rented homes due to affordability factor and their choice
of living. According to PwC, 60% of population will live in rented homes in London
[43] therefore, the smart home services need to be made more flexible and cheaper.
Young people need smart home services that aremodular and independent so that they
can use these services even in their new homes without worrying about integration
issue. Next group of users belongs to the category of families having children. Apart
from affordability and flexibility, this group of users is also concerned with energy
savings, and security of their home and people inside it. They are interested in services
that can help them in monitoring the activities of their children or to get the energy
and cost information. The third category of users is older age people who usually live
alone in their homes. One important challenge regarding elderly people is that they
do not easily accept new technology. So technological solutions that use smartphones
or new gadgets might not be the best choice for them as they may not know how to
operate that and are not very eager to learn new technologies [4].

Physical and Mental Health
A smart home solution that is suitable for an average individual will definitely not
work for someone who is suffering from an illness or physical disability. Users with
special needs have different types and stages of illness so they need solutions that
are suited according to their individual context [9]. Authors in [33] show how differ-
ent patients suffering from Alzheimer’s Disease need different prompting strategies
according to their cognitive profile. So, even though two individuals may suffer from
the same disease, their stage and experience will determine what kind of solution is
best suited for them.
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Attitude towards smart home automation
Most of the users believe that automating the functionalities in the house will lead to
peace of mind and convenience for them [8]. However, everyone does not share the
same view as there are some group of users who think that automating functionalities
inside the house will make them lazy or they will lose control of their own house [4].
Different users have different philosophical beliefs and cultural differences which
makes it difficult to provide a solution that can work for everyone. For example,
affluent people who can afford the smart home solutions usually prefer comfort while
middle and lower class familieswant to savemoney and energy.Another class of users
is technophileswho have positive attitude towards adoption of technologies. In recent
years, do-it-yourself (DIY) technologies have emerged that allow users to program
the smart home solutions themselves. Such solutions are good for technophiles but
average user will not adopt them easily as they have very minimal understanding of
smart home technologies.

3.2 High Cost

Even if a smart home solution meets the demand of an individual, it never comes at
a low cost. Cost here is associated with both time and money. Current smart home
solutions are expensive which is the major reason behind limited market adoption.
Most smart home systems are outsourced and they are not affordable for average
households. Users can have cheaper systems by utilizing do-it-yourself (DIY) tech-
nologies that also offer more flexibility but user needs to have sufficient technical
knowledge to use them and they have to devote lot of time [52]. Another issue with
current smart home systems is that they require some structural changes in the house
which again costs money and time [8]. People who stay at rented houses cannot
afford to make these structural changes so they usually do not adopt them. In coming
future, more people will live in rented houses so these issues need to be resolved to
allow more adoption of smart home solutions [43].

3.3 High Complexity

Users want to adopt smart home solutions to make their life more comfortable and
convenient, however, if the solutions are complex for them to understand then they
will be more annoyed than comfortable [8]. Users want solutions that can be easily
managed and controlled. Interactive interface plays a major role in allowing users to
achieve this objective. The interface should be simple enough to be understandable
by any user irrespective of age or technical background. A study of experiences of
users using home automation technologies was done in [8] and it revealed that users
did not like that they had to explain the working of smart devices to anyone new to
the home. Authors in [31] design context based notification system that is efficient
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and less disruptive than traditional notifications by smartphone. Such systems make
it easier to view and control the devices. It is often observed that smart home devices
are usually managed by just one person in the house who is most likely a technophile
or one of the elder member. One of the main objectives of smart home technologies is
to improve social connection and emotionally connect users to their surroundings and
this is definitely not achieved in the current scenario. In [20], authors propose a game-
based collaborative system that uses gamification mechanisms such as points, levels
etc. to engage all members in a house to collaboratively manage the devices [20].
Another complaint that is received by smart home users is that they cannot customize
their systems and thus they have no control over their own houses. Although DIY
technologies do help in customizing the houses but they cannot be used by everyone
[52]. Smart home users cannot understand the learning process of devices which is
frustrating for them as they think they are not in control [55]. This situation is made
worse by the fact that sometimes smart home devices do not respond or function
in an undesired manner. They always need the help of outsider or someone with
technical knowledge in the house to control these devices [8]. Repair is another
issue that creates a problem for smart home users. The systems are so complex for
them that they require the help of consultants to do even minor repair or changes in
configuration [8].

3.4 Lack of Trust

If the users do not trust the smart home solutions then no matter how smart the
solutions are, they will not be adopted. Data collected by sensors in the smart home
contains a lot of personal information such as location, behavioral data, daily routines
etc. which should be kept private and secure. Smart homes are designed to provide
remote access and control to individuals which is appealing to users but if the system
is not secure then people with evil motives can use it to their advantage. Hackers
can remotely use the system to manipulate our physical environment. Therefore, it is
important that devices in the smart home can only be used by authorized individuals
[13]. Another important point to consider is to keep the data confidential so that
privacy of users is maintained. The third factor that leads to lack of trust among smart
home users is unreliability of devices. Smart home users often face situations where
the devices start adapting in an undesired manner or they become unresponsive [8,
55]. In future smart homes, devices will make autonomic decisions based on learning
the human behavior and sometimes this might lead to undesired behavior. Authors in
[18] use the concept of autonomic computing to resolve misunderstanding situations
that may arise in futuristic home scenarios.
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4 Smart Shopping

Over the last decades, the advances of pervasive computing and data analytics are
increasingly transforming regular shopping malls into another smart space, where
customers’ shopping behaviors can be captured and analyzed, and thus lead to amore
user-friendly shopping environment. According to the research results in [47], smart
shopping is to minimize the expenditure of time, money, or energy to gain hedonic
or utilitarian value from the shopping experience.

There are two aspects, user-oriented and shop-oriented, in smart shopping.Most of
current works focus on users’ aspect, which can also be classified into two categories.
The first category is to understand customers’ shopping behaviors; the other category
is to enhance customers’ shopping experience. Detailed classification is illustrated
in Fig. 3.

4.1 User-Oriented Smart Shopping

4.1.1 Enhance Shopping Experience

Brick andMortar stores have been facing unrelenting competition from online retail-
ers. An enhanced shopping experience is often perceived as a decisive factor in
regaining market share. A lot of research efforts have been put into this perspective.

Wang et al. in [53] modeled retail transaction data for personalized shopping rec-
ommendation.While an integrated approach for cost-effective development of innov-
ative in-shop-experience applications leveraging the Internet of Things, HTML5 and
Pervasive Display Networks is proposed in [37]. Mahashweta et al. [16] proposed a
novel recommender system that helps users in shopping for technical products. The

Learn to question
Personalised recommendation

Collect shopping data
Tracking
Gesture recognition

Find optimal shop location
Profile shops

User-oriented

Shop-oriented

Enhance  shopping
 experience

Understand 
shopping behavior 

Fig. 3 Classification of smart shopping
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suggestions are generated by leveraging both user preferences and technical product
attributes. WeShop [32] is a mobile application which uses social data to help cus-
tomers navigate the decision process in the store. The authors found that uncertainty
about a product can act as a barrier to purchase for a customer. The more confident
a customer is about a product, the more likely he or she is to purchase it. At the core
of the experience is the use of social profile data as a form of context to provide a
tailored experience aimed at reducing customer uncertainty.

4.1.2 Understand Shopping Behavior

Retailers are dying to know more about their customers and have a better under-
standing of customers’ shopping behaviors which is critical for market adoption
and product promotion. Existing works mostly focus on how to collect customers’
shopping data, tracking, and recognize their gestures.

For data collection, TagBooth [36] is an innovative system to detect commodities
motion and further discover customers’ behaviors, using COTS RFID devices. The
authors exploited the motion of tagged commodities by leveraging physical-layer
information, like phase and RSS, and then recognize customers’ actions like picking,
toggling events. Another work is a real-time data collection system proposed in [56],
which is based on the following queries.

• To discover the path of a given length (defined by the number of sectors) shared
by the largest portion of buyers.

• To find out the path with as many sectors as possible, subject to a predefined
threshold of support.

• To find out sectors where buyers visit frequently but seldom purchase any products
in these sectors.

For tracking customers, Harikrishna et al. proposed a video analytics solution for
tracking customer locations in retail shopping malls [45]. In the work, they presented
a computer vision based system for tracking customer locations by recognizing indi-
vidual shopping carts inside shopping malls in order to facilitate location based ser-
vices. Customers’ traces offer researcher insights about their behaviors. Toshikazu
[28] proposed a concept of KANSEI modeling from the aspects of users needs in
information service. The key issue is to computationally describe human informa-
tion processing process from the following aspects; (1) intuitive perception process,
(2) subjective interpretation of their situations, (3) knowledge structure of service
domain, (4) feature of behavior pattern, and (5) decision making process. Figure4
illustrates the schematic model of KANSEI.

SangJeong Lee et al. presented a customer malling behavior modeling framework
for an urban shopping mall in [34]. The framework utilizes customers’ smartphones
to derive a holistic understanding of customer behaviors from physical movement to
service semantics and proposed a multi-level structure of customer behavior model
as shown in Fig. 5.
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Fig. 4 Schematic model of
KANSEI [28]

Fig. 5 Multi-level structure
of customer behavior
model [34]

For recognizing customers’ gestures, some researcher used WiFi to sense cus-
tomers’ behaviors in a retail store, since video surveillance can not be used due to
high cost and privacy concerns. Zeng et al. [57] showed that various states of a cus-
tomer such as standing near the entrance to view a promotion or walking quickly to
proceed towards the intended item can be accurately classified by profiling Channel
State Information (CSI) of WiFi. Also Meera et al. [44] demonstrated that reliably
inferring customers’ in-store interactions and behaviors by just observing their hand
and foot movement inside a store. The hand gestures and locomotive pattern of the
customer is identified by appropriatelymining the sensor data from shoppers personal
smartphone and wearable devices (like smart watches).

4.2 Shop-Oriented Smart Shopping

Numerous research focus on user aspects, only a few of them try to model shops.
ShopProfiler [24] is a shop profiling system on crowdsourcing data. First, they
extracted movement patterns from customer trajectories. Then localized shops
through WiFi heat map. And lastly they categorized shops by designing an SVM
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classifier in shop space to support multi-label classification and infer brand name
from SSID by applying string similarity measurement.

Karamshuk et al. used a data-driven approach to find the optimal location for a
new retail store in [27]. They exploited check-in data from Foursquare and mined
two features to predict the popularity of retail stores. The two general signals are
geographic, where features are formulated according to the types and density of
nearby places, and user mobility, which includes transitions between venues or the
incoming flow of mobile users from distant areas.

4.3 Immature Techniques

Smart shopping is not that prevalent currently, as some fundamental techniques are
immature and cannot be applied to large real scenarios. For example, accurate indoor
positioning system require specialized equipments. Cheap as WiFi-based localiza-
tion systems are, they can only derive coarse-grained location information. Another
example is CSI-based gesture recognition. CSI is utilized to recognize customers’
gestures, but it does not work when there is a lot of customers, which poses a strong
assumption against reality.

5 Discussion

Researchers are trying to make everything in our surroundings smart by introducing
a different variety of sensors and devices but currently different smart spaces do
not really interact with each other. Our needs and behavior are influenced by every
small thing that we interact with in our surrounding. This includes all the devices and
people at our home, office or any other place. Therefore, if we want to implement a
true “Smart” system, then we need to use data from multiple smart spaces. Different
smart spaces not only need to share data but interact with each other. We give an
imaginary scenario below where three different smart spaces (Smart Home, Smart
Parking, and Smart Shopping) interact with each other. This scenario shows how our
life will become more comfortable if multiple smart spaces can share the data and
interact with each other. Interaction of different smart spaces will drastically change
our way of living.

Let’s say there is a scenario where you take your car and go towards Shopping
mall to buy some clothes for an upcoming party. Smart Parking application will
monitor your trajectory and calculate the time to destination. Based on your pre-
vious preference, a parking spot will be reserved for you at the shopping mall and
smart parking application will guide you to that particular spot once you reach your
destination. At the same time, sensors in your smart home monitor and predict your
future requirements. Wearable sensors and sensors on your smartphone analyze your
current situation and since you are at a shopping mall, you get a notification that you
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Table 1 Difference between smart home and smart shopping application

Difference criteria Smart home Smart shopping

Type of stakeholders 1(Household inhabitants) 2 (Shop owner and customer)

Number of users Less than 10 Greater than 1000 per week

Dynamicity of smart space Low High

User’s requirement Personalized surroundings Personalized recommendation

might need to buy some grocery items as they are almost finished. You select this noti-
fication and you get a detailed list of items that need to be bought. Within the shopping
mall, smart shopping application will give you personalized recommendations and
guide you to make your shopping experience more efficient and enjoyable.

In the coming future, not just these three applications but all the smart spaces that
one can imagine such as home, office, hospital, shopping mall, parking lot etc. will
interact with each other. There are three main technical challenges that need to be
tackled to develop such an integrated system. First one is interoperability to allow
sharing of data between heterogeneous systems. Second is scalability so that system
is robust enough to add and removedevices/users. Finally, security and privacy cannot
be ignored as the interaction of different smart spaces will require access to personal
information that should be kept secure.

We analyzed two important smart spaces, Smart Home and Smart Shopping,
independently in Sects. 3 and 4 respectively. However, as stated above, we need to
think in terms of whole integrated systems rather than individual smart spaces. Even
though most of the technical challenges are common for these two smart spaces
there are many small differences that should be considered while designing them.
We have outlined four main differences (Table1) below between Smart Home and
Smart Shopping application. The four differences given below can also be utilized
to differentiate other applications.

1. Type of Stakeholder: While developing any technological solution for a smart
space, we need to consider who will use the technological solution and what are
their requirements. Userswho are interested in the smart space solutions are called
stakeholders. For any smart homeapplication,wehave just one type of stakeholder
i.e. household inhabitants. However, these household inhabitants can be further
classified into many categories such as children, young people, families, elderly,
physically disabled individuals, mentally disabled individuals etc. In Sect. 3, we
classified objectives of smart home users into four categories which are comfort
and convenience, security, energy conservation, and healthcare. On the other
hand, for a smart shopping application, we have two type of stakeholders: i.e.
Shop owners and customers. Shop owners are interested in increasing their sales
so they want to know different marketing strategies and other useful information
that will help them in attracting more customers. While customers want to get
the best value for their money and a personalized experience while shopping.
Customers are also interested to know the latest update on their favorite products
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that are launched into themarket. Use of technology can help achieve the objective
of both the stakeholders but it is important that these solutions are unobtrusive
for customers.

2. Number of Users: Scalability is an ongoing research challenge in developing smart
spaces. The number of users in a smart home is in the order of tens at maximum
while for a smart shopping scenario this number is definitely larger. For super
stores like Walmart, this number is around 100,000,000 customers per week [7].
According to Gartner, by the year 2022 number of devices within a single home
could be 500 [22]. Currently, we do not have an exact number of devices for
smart shopping application but if the number of customers is any indication then
the number of devices should at least be in the range of thousands for stores like
Walmart. With such huge difference in the number of users and devices for these
applications, it is clear that a solution for a smart home cannot be directly applied
for smart shopping application.

3. Dynamicity of Smart Spaces: Configuration of a smart space can be changed by
addition, removal, or change of devices or users in the system. A smart space
should be robust enough to recover from any change in its current configuration.
Difficulty in developing a smart space directly depends on how dynamic it is.
Smart home application is not as dynamic as Smart Shopping. In the case of a
smart home, once the systems are configured according to user’s requirement they
are seldom changed later on. Few changes are done when devices are replaced
or new user is added but these changes are minimal. However, for a smart shop-
ping application, there is always a constant change in the number of users. The
mobility of users in smart shopping scenario is also higher as compared to smart
home scenario. There are higher chances of device damage in smart shopping
application as the number and types of users utilizing the devices is higher.

4. User’s Requirement: Smart Home users want their surroundings to adapt accord-
ing to their behavior and requirements. For example automatic adaption of light-
ing or HVAC system within a home. This is called personalized setting of smart
home environment. Now if a smart home consists of multiple inhabitants then
everyone wants to set the devices according to their own choice which leads to
conflict. In case of Smart Shopping scenario, such a conflict does not occur as
users are not interested in personalizing the surrounding environment. Customers
in smart shopping application are interested in receiving personalized recommen-
dation for shopping. Shop owners collect data related to their customers and use
it for personalized marketing of products. In both cases, users want personalized
services but the type of service required is entirely different. Smart space devel-
opers should consider type of user’s requirement while integrating multiple smart
spaces.
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6 Future Directions for Research in Smart Spaces

Today we have tons of products in the market that are being branded as “Smart”
devices. However, when these “Smart” devices are used in a practical environment
they do not meet the expectations of users [39]. This is why researchers are now
testing their solutions in real situations instead of laboratory settings. In previous
sections, we analyzed the drawbacks in Smart Home and Smart Shopping application
and even compared these two applications. This section points out some research
directions for smart space developers. As it has been mentioned earlier that smart
space development requires effort from multiple disciplines so we do not cover
all possible research directions. Many issues such as policy-making, legal, ethical,
philosophical etc. have not been considered in this section.

1. Improved Sensing Technology: Sensing is the fundamental towards development
of smart spaces. We use a wide variety of sensors to monitor our physical envi-
ronments, activities, health signs, and for many other purposes. Authors in [19]
classify sensing devices being used in the smart home into three categories i.e.
Wearable devices, Direct environment components, and infrastructure mediated
system. If we want everything around us to be smarter then we need sensors that
have lesser weight, smaller size, and longer battery power and transmission range.
Energy harvesting could be a solution to low battery issue but current solutions
are not sufficient. Research efforts are required to develop new ways of sensing
that are more comfortable and less obtrusive [1]. Issues like absorption of electro-
magnetic energy by human tissue will be an important concern in coming future
as the number of sensing devices around us will be very large [46].

2. Beyond Human Activity Recognition: Usually the services provided to users in a
smart space are based on the current context and situation. Context and situation
awareness is done based on the recognition and prediction of human activities
from sensor data [14]. This is not sufficient though because a smart space means
the surrounding environment is adapted based on user’s behavior and require-
ments. Therefore, researchers should work towards recognition of high-level goal
or intent of users [39]. Research is required to develop new algorithms that can
predict human emotions, behavior, comfort and eventually their intent in a natural-
istic environment. Another area that needs attention is recognition and prediction
of critical events based on collected sensor data [14]. This is important because
users are more interested to know about anomalies and critical events rather than
regular events [14, 39].

3. Interactive Interfaces: Designing interfaces for human-device interaction will
continue to be an important issue in coming future. One interesting topic in this
research area is to design interfaces for elderly and physical or mentally disabled
individuals. Interfaces for these special individuals should be designed differently.
One of the major reason for the limited adoption of smart space solutions espe-
cially among these individuals is the social stigma attached to using special care
facilities [46]. Therefore, they need interfaces that are not only easier to use but
also they look more natural and hence are invisible. Interfaces should be designed
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such that they can be used by anyone irrespective of their technical background or
any other difference. Even though devices are being made to autonomously adapt
themselves, humans will still be somehow involved in decision-making process.
Future interfaces should be designed not only to allow management of devices
but also enable collaboration between devices and humans.

4. Interoperability: Use of heterogeneous devices is common for developing a smart
space. There are solutions available to handle technical interoperability challenge
that occurs due to the difference in communication protocol and standard being
used. However, in coming future, we will have multiple smart spaces interacting
and sharing data with each other. This means we need interoperability solutions
not only to allow transmission of data between completely different systems but
also to understand the data being transmitted so that decision-making can be
done based on the shared data. Semantic and organizational interoperability will
continue to be major challenge at least in coming future [40, 51]. Research efforts
are required to develop a standardized architecture for developing smart spaces.

5. Robustness: A smart space is a dynamic environment where users come in or
go out, and the behavior and requirement of any particular user changes with
space and time. Even the devices in a smart space can be added, removed, or
changed based on requirement. Both devices and users could be mobile or static
at any time. Basically, the condition of both users and devices changes with time.
In coming future, the systems will become even more complex so research is
required to develop systems that are flexible and robust enough to adapt to such
dynamicity. If any system is not robust then it is not reliable for the user to use it.
Failure of systems such as fire-alert or other safety system installed in a building
could also be life threatening for user [48].

6. Security and Privacy: Systems in coming futurewill support autonomous adaption
featurewhichmeans theywill have data related to user behavior and requirements.
Such personal data should not be allowed to fall into the hands of unauthorized
entities. Therefore, it is important to address issues such as data authentication,
data integrity, data confidentiality etc. In order to protect the privacy of users,
researchers have proposed that users should have control over which data is being
collected, who is using it and where is it being stored [2]. This solution may not
work in coming future as we will have sensors everywhere around us collecting
data and since multiple smart spaces will be combined, it will be difficult to
have control over who will use it and how. New innovative solutions are required
that can address security and privacy issues even for complex and scalable smart
spaces that will be developed in coming future.
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small portion of urban data is being exploited for gaining better insights and optimiz-
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of sources, such as sensors and public data sources. Secondly, the platform provides
mechanisms for homogenizing the data coming fromvarious networks and protocols.
Finally, it provides facilities to develop, deploy and orchestrate novel, added-value
Smart City data analytic services. To demonstrate the practical feasibility of the pro-
posed solutions and showcase their benefits for the variety of involved stakeholders,
SMART-FI will be piloted in three cities: Malaga (Spain), Karlshamn (Sweden), and
Malatya (Turkey).

1 Introduction

A concept long developed, the idea of a connected city [12, 23]—in which our daily
lives are augmented by automated technology—is fast becoming a reality. Captured
within the Internet of Things umbrella, Smart Cities expose large amounts of urban
smart devices to interconnect them and exploit their capabilities, and use digital tech-
nologies to optimize the efficiency of municipal processes in order to reduce costs
and, most importantly, improve the wellbeing of their citizens [25, 31]. While there
is no a single accepted definition, the common contemporary understanding of a
Smart City assumes a coherent urban development strategy to manage various city’s
infrastructural assets and municipal services enhancing citizen’s lives and making
cities better and sustainable places. These complex and crucial challenges are not
only at the technological level, but also addresses sociological and political aspects.
Therefore, there is a necessity of having an infrastructure to manage the varying
density of data in devices and services using them. Future Internet applications will
manage Big Data to include people interacting with the physical world providing
facilities for smart cities. In this sense, the importance of ICT role in the Smart City
vision is obvious and it ranges from collecting and analyzing data, predicting and
optimizing business processes, as well as facilitating communication between differ-
ent city services and automated management of infrastructure. Unfortunately, at the
moment, small portion of the available city data is being exploited for gaining better
insights and optimizing Smart City processes. This is mainly due to current chal-
lenges that hinder city-scale data analytics solutions including: (i) lack of common
data formats, (ii) lack of scalable infrastructure to manage volume, variety, velocity,
and veracity of data in urban smart devices, (iii) insufficient support for developers to
use, deploy and interoperate services, and (iv) lack of holistic ecosystem that enables
the citizens to be agnostic of the technologies behind the solutions, and at the same
time allows them to take advantage of such solutions.

Smart Cities have the potential to serve as a platform unleashing generation of
values which rise from the abundance of currently untapped human, societal and
ICT capital reaching beyond physical city boundaries. In this chapter, we introduce
a novel Smart City platform that is being developed in the context of SMART-
FI.1 The SMART-FI platform will facilitate analyzing, deploying, managing and

1The SMART-FI project: http://smart-fi.eu/ project.

http://smart-fi.eu/
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interoperating Smart City services by exploiting aggregated open data from smart
cities. SMART-FI uses smart cities data to provide services on top of FIWARE
infrastructure. The main aim of the proposed platform is to develop a set of facilities
to provide: (i) methodologies to homogenize heterogeneous Smart City and Open
Data, (ii) models and tools for developing data analytics services that can be used to
predict patterns and make recommendations, and (iii) mechanisms for data analytics
services deployment and orchestration. The SMART-FI solution is intended for a
variety of Smart City stakeholders, such as service developers and their users, all
citizens, city representatives and anyone who wishes to benefit from smart cities
data.

Remainder of this chapter is organized as follows. In Section 2, we present moti-
vating scenarios based and SMART-FI pilots. Section3 discusses the related work.
In Sect. 4, we introduce the SMART-FI ecosystem for smart cities, discuss its main
objectives and relation to FIWAREplatform. Section5 gives an overview of SMART-
FI Smart City platform and presents its main components. Section6 presents the
evaluation strategy of SMART- FI solutions. Finally, Sect. 7 concludes the chapter,
discusses the expected impact and gives an outlook of the future research.

2 Motivation

To better motivate our work and the stringent need to offer a comprehensive Smart
City platform, that enables seamless integration, aggregation and analytics of diverse
city data, in the following we present three motivating scenarios derived from
SMART-FI’s pilot cities.

2.1 Application Scenarios

SMART-FI will test its feasibility on real smart city scenarios. The project has three
cities to run its pilots:Malaga, Spain (UrbanTransportation),Malatya, Turkey (Smart
Society Services) and Karlshamn, Sweden (Urban Energy).

Malaga case study—The use case to be piloted in Spain is based on Malaga city.
According to the IDC Smart Cities Index Ranking,2 Malaga is one of the top five
“smartest” city in Spain, with population over 570,000. Malaga has lead the Spanish
ranking because is currently an Urban Lab and R&D hub3; the city is pioneer in the
development of an eco-efficient and sustainable city project based on the optimal
integration of renewable energy.

2https://www.idc.com/.
3http://www.urbanlabmalaga.es.

https://www.idc.com/
http://www.urbanlabmalaga.es
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CityGO application is being developed within SMART-FI project in order to
offer a smart mobility solution that aims at providing recommendations, such as the
best route to get usual destinations within a city, depending on diverse real-time
conditions, promoting healthy and environmental care behaviours. Concretely, the
CityGO application promotes transportation diversity in the Malaga City through
the citizen cooperation using their smartphones and GPS. Further, by utilizing city-
wide sensor network and open data from the Malaga City it can get information
on urban transportation such as how many parking spaces are available. Based on
this data the application calculates the usual daily paths/itineraries, providing also
valuable information to the municipality to take decisions about transport regulation.
A calculation is further enhanced with daily itineraries and frequency, enabling it
to provide predictive information on people’s regular transportation habits. The user
gets recommendation about the best itinerary based on real time information: such
as choosing a bus, rent a bicycle or use the car. It gives that information proactively,
reducing the level of user involvement. The CityGO application will help addressing
transport problems such as traffic and parking congestion, and pollution in cities,
and the stress associated to these. The usability of an application with such features
supports economic development as could attracts tourists in a given city. Finally,
CityGO is expected to increases city’s livability as it can contribute to developing
healthier and less stressful living environment.

Malatya case study—Malatya4 is a metropolitan area in Turkey with its popula-
tion over 750,000. In order to provide better connections and increase cooperation
between the city authorities and its residents, Malatya Metropolitan Municipality
started its Smart City Initiative that promotes the use of government facilities using
the largest possible number of smart applications and implementing projects on
four main domain: society, mobility, governance and environment. With the ultimate
goal of being connected, providing optimum resource management and an immense
opportunity for providers of smart solutions, Malatya have been awarded by The
World e-Governments Organization of Cities and Local Governments (WeGO) with
its ICT focused smart city projects including MAKBIS,5 Malatya Intelligent City
Automation System.

The aim of the SMART-FI use case in Malatya, piloted through MalatyaInsight
application, is to have a better understanding of citizens’ needs and priorities while
providing high quality, transparent and responsive services for citizens and an oppor-
tunity for developers to develop innovative applications. This application is geared
towards the “Smart Society” and it is based on governance services, integration and
participation processes. It will facilitate participation, inputs, and ideas from a wide
range of stakeholders in the city. Based on this, the MalatyaInsight application aims
to provide an open data portal based on SMART-FI and a mobile interface that pro-
vides accurate, normalized and real information about several governance services
and investment projects in Malatya. It also provides accurate business industry data
for citizens, enabling them to participate by providing comments, ratings, demands

4http://www.malatya.bel.tr.
5http://www.malatyagelisiyor.com/proje/16/33/makbis.aspx.

http://www.malatya.bel.tr
http://www.malatyagelisiyor.com/proje/16/33/makbis.aspx
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and complaints related to the business, as well as getting personalized recommenda-
tions based on the time, location, their historical records and interested keywords for
both citizens and tourists in Malatya. The MalatyInsight will be the first open data
portal for Malatya, promoting and enabling a development of a society with better
living conditions.

Karlshamn case study—In Karlshamn we have two independent use cases that
address public transport and smart buildings, both focused on urban energy sector.
Karlshamn is a small municipality in the south east of Sweden with some 31,000
inhabitants. The activities will specifically address the needs confronted by smaller
municipalities.

The first application to be developed is related to public transportation. The appli-
cation, BlekingePublicTransit, will use data collected from buses in real-time to col-
lect, analyse and present for two categories of users, the traffic planner and private
persons using the transportation services. Services to enable more efficient travelling
and use of resources for both parts will be tested and presented. Some examples of
services are “when is the next bus coming” for the traveller or “is there sufficient
space between the buses” to create an efficient flow for the traffic planner. In all, this
kind of services will provide incentives for the traveller as well as the traffic operator
to move in the direction of more efficient energy consumption.

The second application, SmartBuilding, is related to smart buildings where a new
technology to collect data from buildings, such as power consumption, air quality
and person movement will be used. The data will be presented both for the building
manager and the people using the office space in order to make better data-driven
decisions and provide inputs for more efficient use of energy and change of user
behavior. Some examples of services are the possibility to measure energy consump-
tion in each electricity outlet to visualise for the user or adjusting the room climate to
meet personal preferences as people are entering the room. The implementation of
this use case evaluates this approach in a limited scale regarding the energy consump-
tion. The principles though are applicable in a much larger scale. With equivalent
systems and components, most buildings in a large city could be optimized regarding
all the electrical functions, such as e.g. heating, ventilation, lighting and security sys-
tems. For instance, by unifying the data from lighting control systems, thermostats
and other sensors the application will enable automatically adjusting building set-
tings according to real-time usage patterns, leading to energy savings, improved air
quality, and an increase in overall efficiency.

Based on the described case studies, at the moment some of the biggest challenges
for municipalities is formulating a coherent responses to exploit the opportunities
of the available urban data, thus preventing harnessing the potential benefits. This
is mainly due to heterogeneity of data sources and formats, a lack of data analytics
capabilities and suitable tools for intuitive development of intelligent Smart City
applications.
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3 Related Work

In this section, we present related work containing research efforts and projects, at
different levels, as regards the main functionality provided by SMART-FI: (i) Data
normalization, (ii) Data analytics, and (iii) Service orchestration.

As stated in the Digital Agenda for Europe [21], generating value at different
stages of the data value chain will be at the center of the future knowledge economy.
Good use of data can bring opportunities also to more traditional sectors such as
transport, resources management, health, agriculture or manufacturing. However,
the process of opening data is a necessary but complex task for cities. Norms such as
UNE 178301:2015 (Smart Cities. Open Data) [2] are proposing ways of measuring
the maturity of a city opening their data. Even though, these norms can be used
to guide the process of opening data, they do not propose methodologies to reach
maximum maturity levels. Instead they are usually mostly focusing on providing
semantics to sensor data methods [34].

Linked Open Data (LOD) has gained significant momentum over the past years
as a best practice of promoting the sharing and publication of structured data on the
semantic Web [11]. In the last few years, several works tried to focus on Semantic
Web technologies for extending and integrating smart city data systems. Seman-
tic Web technologies enable to put into practice the Open Government Data (OGD)
principles of transparency, participation and collaboration, in the purpose to integrate
citizen within the smart city paradigms [1, 7, 10]. Public authorities and local gov-
ernments started to share their open data sets. Km4Cityn [8] provided the process
adopted to produce the ontology and the big data architecture for the smart city
knowledge base and showed the mechanisms of data verification, reconciliation and
validation. Consoli et al. [17] understanding the importance of a good data model
in smart city applications, provided a platform that exhibits a consistent, minimal
and comprehensive semantic data model for the city based on the Linked Open Data
paradigm. They used W3C standards and good practices of ontology design in order
to solve data management and representation issues. However, most of these large
volumes of data sets are not semantically interoperable, thus making it practically
challenging to generate a cocherent knowledge base for smart cities.

Regarding opening data silos and architectures for public authorities and semantic
to heterogeneous open data sets and USDL languages, EU have funded several ini-
tiative projects like SOA4ALL,6 OPEN-DAI7 and OPTIMIS.8 The SOA4All project
provides a comprehensive global service delivery platform that integrates comple-
mentary and revolutionary technical advances into a coherent and domain indepen-
dent service delivery platform including SOA, Web 2.0 and Semantic Web Tech-
nologies. Open-DAI (Opening Data Architectures and Infrastructures of European
Public Administrations) aims to make data and platforms available for digital public
services on cloud computing infrastructures. Open-DAI represents a new model in

6http://cordis.europa.eu/fp7/ict/ssai/docs/fp7call1achievements/soa4all.pdf.
7http://open-dai.eu/.
8http://optimis-project.eu/project.

http://cordis.europa.eu/fp7/ict/ssai/docs/fp7call1achievements/soa4all.pdf
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both new PAs services implementation and cloud model deployment. OPTIMIS is
aimed at enabling organizations to automatically externalize services and applica-
tions to trustworthy and auditable cloud providers in the hybrid model. OPTIMIS
delivered a specification and toolkit that is used to construct next-generation cloud
architectures also for cities.

With respect to the data analytics, various underlying data processing frame-
works, especially for streaming and batch analytics exist. Among the seminal papers,
Agrawal et al. [3] and Cuzzocrea et al. [19] explored the possibility of running
database management systems (DBMS) in a Cloud environment, concluding that
there is not a one-size-fits-all solution, due to the trade-off between scalability and
query expressiveness. The availability of huge amount of daily produced Smart City
data fosters the exploration of new data analytics approaches which should sim-
plify the ingestion, transformation, and consumption of data by possibly neglect-
ing (or hiding) the complexity of managing a scalable and distributed processing
system. Supported by concrete case studies, Hashem et al. [22] nicely highlight
the tied relationship that exists between Cloud computing and Big Data. The for-
mer provides the underlying engine that enables several classes of distributed data-
processing platforms (e.g., batch processing, stream processing), whereas the lat-
ter might utilize distributed and fault-tolerant storage technologies based on Cloud
resources in order to simplify the management and processing of data. Moreover,
some research efforts envision and conceive a conceptual architecture that tightly
combines the requirement of data analytics and the potentialities of Cloud comput-
ing. It results a model named Cloud-based Analytics as a Service or Data Ana-
lytics as a Service. For example, Domenico Talia [32] discussed the complex-
ity and variety of data types and processing power to perform analysis on large
datasets. Therefore, he proposed three Cloud-based service models that support their
execution: data analytics software as a service, where an analytic application or
task is offered as a service, data analytics platform as a service, where analytic
suites or frameworks are offered hiding the cloud infrastructure, and data analyt-
ics infrastructure as a service, where virtualized resources enable the storage and
processing of Big Data. This idea is exploited also in other research papers, e.g.,
[20, 36], among which the one by Zulkernine et al. [36] presents a conceptual archi-
tecture for Cloud-based Analytics-aaS, which however includes only a preliminary
implementation, lacking the details of how to process the massive dataset. Other
research contributions focus more on the scalable execution of user-defined func-
tions (UDF) among a large and distributed set of computing nodes, which can be
acquired or released as needed, encompassing the on-demand resource principle
of Cloud computing. Nowadays, two opposite approaches are commonly adopted:
batch processing and stream processing [27]. The former stores all the data, usually
on a distributed file system, and then operates on them on the basis of different pro-
gramming models, among which the well-known MapReduce. The latter processes
all the data on-the-fly, i.e., without storing them, so it can produce results in a near
real-time fashion. A plethora of frameworks is available to process the data follow-
ing one or the other approach: examples of batch processing frameworks are Apache
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Hadoop9 (an open-source implementation ofMapReduce) and Apache Tez.10 Exam-
ples of stream processing frameworks are Apache Storm [33], Apache Flink,11 IBM
Infosphere [9], and Amazon Kinesis.12 Finally, there have been several initiatives in
European Union under 7th Framework Programme and Horizon 2020. The SUPER-
SEDE13 project proposes a feedback-driven approach to the life cycle management
of software services and applications, with the ultimate purpose of improving users’
quality of experience. Decisions on software evolution and runtime adaptationwill be
made upon analysis of end-user feedback and large amount of data monitored from
the context. An integrated platform will articulate the methods and tools produced
in the project. MARKOS14 project uses data analytics techniques for the analysis
of software sources, and the support to consume these data, migrated to a RDF/S
repository and accessing through SPARQL Endpoints. All of these solutions could
be used to execute data analytics processes. However, there is a lack of tools to
generate/accelerate elastic data analytics services that utilize these frameworks to
handle large-scale data to offer new analytics under micro services models. Most
of the time, the developer has to write all analytics functions, service interfaces and
complex configurations for elasticity.

With respect to service orchestration is the integration of more than one service to
work together. Service composition will create apps generated in form of orchestra-
tors or adaptors with new functionalities to be remotely accessed (SaaS orMashups),
which could be deployed in infrastructures (Clouds). The incremental construction
of Future Internet apps through the adaptation and orchestration of reusable services
specified with interfaces is an error-prone task. It is possible to assist developers
with automatic procedures and tools supplied by model-based software adaptation.
But, in most cases it is impossible to modify the realization of services to adapt
them, since their internal implementation cannot be inspected/modified. Due to the
services’ black-box nature, theymust be equippedwith external interfaceswith infor-
mation about their functionality. Interfaces of services of a system do not always fit
and some features of these services may change at run-time [13], so they require an
adaptation [16, 29] to avoidmismatching, detected with monitoring [1]. It is required
to study the compatibility of services [5, 35], considering their evolution [4]. Current
solutions for service integration and interoperability are divided between restrictive
[6, 14, 28, 30] and generative [15, 18, 26]. The former approaches are focused on
restricting the system to a desired subset of interaction traces. Generative ones create
new possibilities (traces), which were not originally available in the system. Instead
of restricting to avoid failed interactions, they support new communications so as to
make every possible interaction successful. Furthermore, some of the recent funded
EU projects concentrate on providing techniques for the adaptation and integration

9http://hadoop.apache.org/.
10https://tez.apache.org/.
11https://flink.apache.org/.
12https://aws.amazon.com/kinesis/.
13https://www.supersede.eu/.
14http://www.markosproject.eu.
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issues including modeling and design techniques such as MODACLOUDS15 and
ARTIST.16 Another approach taken by projects like SUPERSEDE and SOA4ALL17

approaches in a different way by providing techniques of composition for orchestra-
tion and the integration through an Enterprise Service Bus. Among recent research
studies CLOUDSOCKET18 and IOT.est19 provides a third of line approach for the
orchestration, i.e. composition, of business services based on re-usable IoT service
components and the abstraction of the heterogeneity of underlying technologies to
ensure interoperability by providing workflow engines and integrated frameworks
respectively. SMART-FI approach is building on the existing solutions to produce
methods for deploying and integrating existing or new services and applications, for
producing more advanced applications with the composition and orchestration of
simpler ones (mashups of services). As a result a marketplace will be generated by
the project and third-party applications giving value to the public data.

4 SMART-FI Ecosystem for Smart Cities

4.1 Smart City Ecosystem Requirements

Recently, the EU has been promoting the Smart City digital single market20 to have
digital technologies to serve citizenswith the goal to havebetter public services, better
use of resources and less impact on the environment. SMART-FI is expected to play
a major role in small but embryonic smart cities by implement the three use cases (cf.
Sect. 2). Although the three cities, piloting the SMART-FI solutions, are not so big
considering the number of inhabitants, they are facing many economic, ecological
and societal challenges that with the help of technology could be overcome. In the
following, we present the main smart city ecosystem requirements derived from the
aforementioned use cases and discuss them in the broader context of SMART-FI
ecosystem.

Given the scope and diversity of the involved stakeholders and the potential impact
of future Smart Cities, it is clear that a comprehensive ecosystem, spanning beyond
mere technical solutions, e.g., a platform is required. Such ecosystem should be
complete enough to serve people’s needs offering amarketplace to use data fromcities
(i.e. transportation, energy, smart society data, etc.), and use data analytics services
so that the third party could reuse these. Additionally, a Smart City ecosystem should
contain a structured roadmap and a set of guidelines on how to realize, implement

15http://www.modaclouds.eu/.
16http://www.artist-project.eu/.
17http://projects.kmi.open.ac.uk/soa4all/.
18https://www.cloudsocket.eu/.
19http://cordis.europa.eu/project/rcn/99934_en.html.
20https://ec.europa.eu/digital-single-market/en/smart-cities.
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and deploy these services in practice. The system should be intuitive enough and
unobtrusive to use as this is for people who are familiar with solutions but yet they
deserve simple and user friendly apps.

On the other hand, a suitable Smart City platform should be capable to satisfy a
set of technical requirements. Based on the presented use cases in Sect. 2, we have
derived a set of such requirements that include: (i) A data normalization solutions
that allow integrating the variety of data coming from various sources (e.g., sensors,
public services and open data), in different data formats and via different protocols.
(ii) A structured support for Smart City application developers, in order to lower
the barrier of application development and facilitate development of data analytics
services that serve as reusable building blocks for complex Smart City applications.
(iii) A generic, extensible and scalable platform infrastructure, that allows easier
handling of volume, variety, velocity, and veracity of urban data.

Therefore, it seems evident that interacting with the virtual and physical environ-
ment at different levels, is a way to describe the SMART-FI ecosystem considering
the smart city areas where the platform aims to provide value. There is an obvious
need to have an infrastructure highly scalable to manage the varying density of data
in urban smart devices and services, including people interacting. The current data
sources heterogeneity or even the lack of common data formats prevents the uptake of
innovative cross-domain smart city applications and the SMART-FI platform focuses
on addressing these issues.

4.2 Overview of SMART-FI Approach

Smart Cities are considered open innovation ecosystems, and the SMART-FI ecosys-
tem aims to facilitate interaction between technology, governing institutions and cit-
izens in order to enable exploiting the opportunities of the Future Internet and smart
urban environments. The smart city concept does not limit its range of action to just
providing better services. It is tightly correlated with many other aspects associated
with the city ecosystem and its stakeholders. Hence, the availability of a platform
which enables the support of capabilities beyond service exploitation and optimiza-
tion is perceived as a unique opportunity for the definitive acceptance of the smart
city phenomena. The consideration of issues related to citizen participation, SME
involvement and entrepreneurship support are just a few examples of key aspects
to be prioritized. For example, today most people use smartphones to interact with
the world they live in to plan, schedule and organize their lives; all this information
is available right within the palm of a hand. Citizens would like to have accurate
and real-time personalized solutions from information regarding immediate or even
near-future traffic, mobility patterns, participating through comments in city invest-
ment projects, or rating a specific touristic place, or other services relevant for their
daily life.
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The SMART-FI approach is expected to help deploying and interconnecting ser-
vices setting up the right technology and using real open data from diverse sources,
mainly from public administrations, but also from other third-party services or
devices. The aim is to provide services on top of FIWARE, an standard open IoT plat-
form recognized at EU level, that facilitates the development of smart applications
and with an environment where cities can publish their open data. SMART-FI main
goal is to create a platform and a set of facilities to deploy and interoperate services by
exploiting aggregated open data from smart cities. The project will provide method-
ologies to homogenize heterogeneous open data and data services, perform analysis
and aggregation of data analytics services to predict patterns andmake recommenda-
tions, as well as to facilitate services deployment and composition by orchestrating
different services and applications. Additionally, the SMART-FI solution aims at
supporting local authorities, public transport operators and other organisations to
optimize the services provided supporting the concept of a smart city. Thus, opening
a path to allow opportunities for third parties to offer services.

This is the reason why in smart city ecosystem, a platform needs to support
interaction between humans and devices in three consecutive activities: collecting,
communicating and using information. First, the approach in SMART-FI is to collect
information through city sensors, mobile devices or directly from different services
to capture data such as location, routes, parking availability, or even temperature,
sound, location etc. Secondly, it communicates that data using different networks.
And finally, it interprets data to understand what has happened and what is likely to
happen next, making predictions and recommendations for citizens.

4.3 FIWARE Platform and SMART-FI Ecosystem

As previously mentioned, SMART-FI will produce a set of facilities aligned to
FIWARE platform. As an open source platform, supported by companies, universi-
ties and research institutions, the FIWARE platform will play a key role in the cities
of the future.21 Its massive adoption may help to speed up the replication of key
components for setting up and consolidating the smart city ecosystem. The FIWARE
cloud and software platform is a good catalyst for an open ecosystem of entrepre-
neurs aiming at developing state-of-the-art data-driven applications. This ecosystem
is formed by application developers, technology and infrastructure providers and
entities who aim to leverage the impact of developing new applications based on the
data they produce and publish. In this context cities will play a unique role, espe-
cially those implementing Smart City strategy, which open up their data to facilitate
the creation of applications built by developers that form part of this ecosystem.
FIWARE enables quick and easy application development because they make use of
prefabricated components known as generic enablers in its cloud, sharing their own
data as well as accessing open data from cities.

21https://www.fiware.org/tag/smart-cities/.

https://www.fiware.org/tag/smart-cities/
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In SMART-FI platform will uses several FIWARE generic enablers, such as
CKAN, COSMOS, IDM, Cygnus and Orion Context Broker. For example, CKAN is
intended for data publishers, e.g., national and regional governments, companies and
organizations that want to make their data open and available. IDM covers a number
of aspects involving users’ access to networks, services and applications, includ-
ing secure and private authentication from users to devices, networks and services,
authorization and trust management, user profile management, privacy-preserving
disposition of personal data, Single Sign-On (SSO) to service domains and Iden-
tity Federation towards applications. IDAS enable connecting IoT devices/gateways
to FIWARE-based solutions, by translating IoT-specific protocols into a standard-
ized NGSI context information protocol. Finally, Wirecloud GE builds on cutting-
edge end-user development, RIA and semantic technologies in order to offer a next-
generation end-user centred web application mashup platform aimed at leveraging
the long tail of the Internet of Services.

5 Smart-FI Platform

In this section, we present SMART-FI platform architecture overview. The SMART-
FI platform is the central facility of the SMART-FI ecosystem that serves as one of
the main building blocks and a cornerstone for developing a sustainable SMART-FI
ecosystem. It enables developing, managing and interoperating Smart City data ana-
lytics services, in order to facilitate exploiting Smart City open data and optimizing
various city sectors, such as transportation, governance services and urban energy.
The main objective of the SMART-FI platform is to allow horizontal integration of
open city data and data analytics services by providing a set of generic component
and mechanism that will enable development of higher-level, added-value Smart city
applications and services.

As discussed in Sect. 4.3, the SMART-FI platform is based on the FIWARE and
it utilizes its several components. However, it goes one step beyond by developing
generic components and mechanisms based on microservices technologies, in such a
way that other Smart City platforms could seamlessly adapt and incorporate SMART-
FI components to suit their needs. Also, the supported facilities could be extended
in a future, in a simple way, for instance, in order to include a more complex service
for data mining, or for service deployment using cloud providers.

Figure1 shows the SMART-FI platform architecture overview. The SMART-FI
platform follows a layered architecture with the main layers including: (i) Data
normalization, (ii) Data analytics micro services, and (iii) Services orchestration.

At the physical level, we consider the data sets are coming from different sources,
such as public services, devices, and the possible smart physical infrastructure
installed in specific cities. FIWARE would be our intermediate piece in order to
acquire the data and services. The main FIWARE Generic Enablers and components
are depicted in Fig. 1 (they were described in more details in Sect. 4.3).



SMART-FI: Exploiting Open IoT Data from Smart Cities in the Future Internet Society 165

Services orchestration

SM
A

R
T-

FI
 P

la
tfo

rm
SMART-FI Smart City Applications

Data analytics microservices

Data normalization

Service
Market Place

FI
W

A
R

E

Open Data 
Portal /CKAN

Governance
&

Elasticity

COSMOS
(HDFS)

CYGNUS

Orion Context 
Broker IDMIDAS

Wirecloud GE

Service
handling

Realtime data 
analytics

Batch
Analytics

Normalized
data stream Open

datasets
IoT/Sensor

Data

Databases/
Silos

Analytics
data stream

Service
management

Service
delivery

Fusion & 
Serving

Data handlingData
processing

Data
presentation

Smart City Physical infrastructure Public Services

Fig. 1 SMART-FI platform architecture overview

At the SMART-FI platform facilities level, three layers represent the main com-
ponents, as well as a Governance and Service Market Place. Each facility is capable
to perform a set of processes to get its main goal. Here we describe briefly the main
flow that will be detailed for each component in Sect. 5.1. Heterogenous data sets
will be managed in the Data normalization component. It generates data sets with
access rules and a normalized schema, based on urban ontologies, which are stored in
semantic data store. Next, these normalized data streams are used by the Data analyt-
ics microservices and Service orchestration components. The data analytics services
enable the development and management of data analytic services in Smart Cities,
providing elastic data analytic services to analyse the aggregated data for predictions
and recommendations, as well as developing and managing the called Micro Data
Analytic Services (MiDAS). With the Service orchestration facility, mechanisms
for deploying and integrating existing or new services and applications will be pro-
vided, obtaining more advanced and complex applications (mashups of services) and
creating a marketplace that considers the FIWARE Lab and third-party applications.

At the application level, our platform will create SMART-FI services to be used
for Smart City Applications.
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5.1 Core Platform Components and Mechanisms

5.1.1 Data Normalization in Smart Cities

In order to efficiently create new public services, the vast city data sets should be
homogenized and normalized to create urban ontologies where data services will
based on. For this purpose, SMART-FI platform uses Linked Data technologies and
the Linked USDL language, in order to give structure and semantics to urban envi-
ronment and smart city related heterogeneous open data sets and data-as-a-services,
generating SPARQL Endpoints. This will enable the development of third-party
applications taking advantage of data increasing their exploitation and advanced use
by citizens.

Figure2 shows the general component architecture for the Data Characterization
and Normalization process in SMART-FI. Data Characterization provides a concise
and succinct summarization of the given collection of data. Generally SMART-FI
considers cities data streams including Open Data Portals, Open Data Sets and Ser-
vices, Internet of Things (IoT) and Sensor data sets and silos of legacy databases as
data input streams. The main components of the Data Normalization layer include:
(i) Data Handling, (ii) Data Processing and (iii) Data Presentation components.
Next, we discuss the first two component in more details.

DataHandling layerwill receive heterogeneous data sets via the InputHandler and
apply pre-processing to produce a list of data sets with access rules and a schema. The
data will reside in semantic data stores. During the data processing period, Metadata
processing, SPARQL based Query processing and Linked Open and Linked Sensor
Data processing techniques will be applied using several different Urban Ontologies
to create Urban Environment Ontology and the Data Presentation layer will provide
Data Services to both Analytics components and Service Orchestration components.

Data processing layer will homogenize the data using urban ontology definitions
and will provide a uniform data format. SMART-FI Data Normalization components
will ease the discovery, the standards based normalized data sharing and reduce
redundancy by also adding value to build ecosystems around cities data and contents.
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This component also includes Linked Data processing capabilities which is one of
the best means for publishing and interlinking structured data for access by both
humans and machines via the use of the RDF (Resource Description Framework)
family of standards for data interchange and SPARQL for query. Here SPARQL-
based solutions will be used to facilitate the discovery compared to conventional
search mechanisms.

5.1.2 Data Analytics Microservices for Smart Cities

Whereas the data normalization resembles the bloodstream of the SMART-FI plat-
form, the data analytics represents its vital organs. Generally, the main purpose of
Smart City data analytics services is enabling transforming the city data into disrup-
tive innovation building blocks for the Smart Cities of the future, based on micro
services technologies. To this end, this part of the platform provides models and
components that allow for developing and managing value-added data analytic ser-
vices in Smart Cities. Its purpose is twofold: First, it provides advanced models for
programming generic, elastic data analytic services, in order to facilitate analyzing
the aggregated data for predictions and recommendations. Second, it implements
tooling support for developing and managing such Micro Data Analytic Services
(MiDAS).

Figure3, shows the architecture overview of the micro data analytics services that
are capable to support both online and offline Smart City data analytics in a uniform
way. The overall data analytics architecture of SMART-FI platform is based on the
Lambda architecture [24] It comprises three main layers: Realtime Data Analytic
Layer, Batch Analytics Layer and Fusion and Serving Layer. The most important
components of the data analytics are the micro data analytics services (depicted as
shaded boxes in Fig. 3) include: (i) Batch view function, used to precompute static
(slow-changing) partial aggregate views. (ii) Stream transformation function, used to
compute realtime window deltas (realtime delta views). (iii) Fusion function, used to
combine partial aggregate with realtime delta views and serve the results proactively
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or on-demand, enabling push or pull based interaction. Subsequently, we describe
these components in more details, mainly focusing on the Realtime Data Analytic
Layer. The components depicted as shaded boxes in Fig. 3 represent the computed
data views. They are not directly exposed to users and serve as inputs to the Fusion
functions. We describe SMART-FI’s approach to realizing the Fusion functions in
more detail in the next section.

In our platform the we provide a novel model for realtime data analytics, which
treats the data streams as first class citizens. In general, there is one-to-one mapping
between MiDAS and data streams. A MiDAS is a logical entity identified by an ID
(e.g., URI) and its model is characterized by the following main three elements:

• Stream data: the sequence of events that constitutes the stream. Every new event
is handled by the Stream Processing component that triggers the update of the
downstream MiDAS, i.e., the streams in a dependent relationship with the current
one. The events in a stream can be volatile or temporary stored.

• Stream Transformation function: this is a stateless function defined by the user,
which transforms the incoming events in new events, according to the contract
definition. The transformation function is automatically managed by the execution
environment to support elastic scaling, runtime governance and QoS.

• MiDAS contract: Generally, the contract defines the type of the stream and encap-
sulates its most important properties, such as operational mode (i.e., window-
based, partition-based mode), side effects and SLAs. Therefore, MiDAS contract
can be seen as complex data type in a type system, which is related to the data
transformation function.

5.1.3 Services Orchestration in Smart Cities

Since it is not possible to predict all the services and application that will emerge
in the Smart Cities of the future, cities need an environment that enables innova-
tion and layering of multiple services (data services, analytics services, etc.) on a
common infrastructure. This should also allow the introduction of new elements and
re-use of existing resources. To ensure the right service is delivered with the right
quality and performance to the right users, a mechanisms enabling careful planning,
orchestration and assurance is required. By facilitating orchestration and integration
of different public services, several business and Smart City functionalities, coming
from different services, are exposed to the end users as a single service endpoint or
as a comprehensive Smart City application.

To this end, SMART-FI platform provides methods and tools for deploying and
integrating existing or new services and applications, for producing more advanced
applications with the composition and orchestration of simpler ones (mashups of
services). In order to provide assurance, SMART-FI also aims to create amarketplace
that will be generated or enriched considering the Store in FIWARE and third-party
applications giving value to the public data.
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For this purpose, SMART-FI platform provides model-based techniques to facili-
tate the interoperability among applications and methodologies for orchestration and
adaptation to create an integrated service development, implementation, deployment
and management framework to ensure the governance on the creation and operation
of services and their testing procedures. SMART-FI will also support: (i) discovery
of added-value combinations of service components and automatically composing
and refining these to the needs of the user, (ii) delivery of these composed services at
the right time and right place across different platforms and devices in a qualitative
and dependable way, and (iii) use of rigorous and lightweight model-based tech-
niques to facilitate interoperability among applications running in an isolated based
on orchestration and adaptation methodologies.

Figure4 shows the basic architecture of service orchestration in SMART-FI plat-
form. It has three different layers when enabling different set of data and analytics
services to be provided for the use of smart city based applications. Service Handling
is responsible for handling output data stream and services that may come from nor-
malized data services or data analytic services. It comprises different characteristics
of Service Discovery, Service Composition and Service Mashup delivery. Service
Management is responsible for the mediation of services, business rules and Enter-
prise Service Bus (ESB) management. The Mediation Service here is a middleware
component responsible for providing interoperability among different communica-
tion protocols and among different data models. For the effective ServiceDelivery
all services all combined in the Registry and Repository. Composed and integrated
services are delivered to the application layer through the Marketplace component.

SMART-FI platform offers generative techniques based on integration services to
make them pervasive and transparent to the user. Based on intuitive natural-language
queries and user profile, mechanisms will infer the requirements and preferences and
discover services to provide the desired functionality. Services will be automatically
orchestrated on -demand to fulfill functional and QoS requirements. Mashups will
be performed by users of the platform using the provided service orchestration and
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mediation capabilities. Service orchestration and exposure process is going to be
achieved with the usage of Enterprise Service Bus (ESB) services. ESB service
designers will be used to ease the life of smart city professionals to manage two
service endpoints and transform the result into a new data or service. Mediator and
sequence based components will used for message mediation and flow construction
and holding and transferring the series of mediators respectively.

6 Evaluation Strategy

To evaluate the SMART-FI platform the project will create a criteria-based evalua-
tion plan. This evaluation planwill contain the criteria for the evaluation, the variables
to bemeasured, the tools to be used, themechanisms for doing the evaluation, and the
procedures for gathering the evaluation data. The evaluation strategy will not only be
used to validate the pilot implementations against their requirements, but it will also
be used to validate the overall SMART-FI platform, e.g., in terms of the quality of
its components and long-term sustainability. By clarifying individual criterion, their
priorities and converting those into measurable values, the evaluation process will
guarantee continuously quantifying the progress of the SMART-FI project towards
achieving its main objectives (cf. Sect. 4) and long-term sustainability.

All the criteria defined in the evaluation plan will be described in detail and
supplemented with lists of questions. This will form the baseline for a criteria-based
assessment and a checklist to be used for each delivery related to the end product.
The criteria-based assessment will contribute with a measurement of quality in a
number of essential areas. These areas are derived from ISO/IEC 9126-1 Software
engineering—Product quality22 and, among others, include usability, sustainability
and maintainability. Each of these areas comes with a set of sub-characteristic (e.g.
changeability), which further will be divided into attributes. To be able to evaluate a
degree to which the quality attributes are met, target values for quality metrics will
be derived and specified.

As the SMART-FI platform will contain open data sets, public API’s and source
code, the evaluation will be performed from users of such components, such as
operators and developers. The evaluation process is designed to be continuous and
iterative, and all iterations will end with compiling software evaluation reports to be
able to constantly improve the platform as long as the SMART-FI project is running.
This will be vital in validating whether the SMART-FI platform comply with the
various characteristics or show the different qualities that are expected. If the defined
characteristics are satisfied and the target values are reached, the SMART-FI platform
can be considered to be a general and sustainable solution with good usability and
maintainability.

22http://www.iso.org/.
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7 Conclusion and Future Impact

In this chapter we have introduced the work currently being done in SMART-FI
project. Since the project is still at an early stage of development, the main focus was
on presenting the vision and general approach of SMART-FI platform and ecosys-
tem for Smart Cities of the future. We presented the preliminary architecture, main
components and facilities of SMART-FI Smart City platform for data collection,
aggregation and analytics. We have discussed how SMART-FI platform is able to
analyze open data and enable making personalized recommendations for citizens
and public utility operators by facilitating development of data analytics mecha-
nisms. Embracing the smart city paradigm, the platform will bring up opportunities
for third parties to offer services. SMART-FI feasibility will be tested on three real
smart city scenarios. One of the main objective of SMART-FI platform is to deliver
its facilities in a generic and loosely coupled manner, enabling other Smart City plat-
forms or ecosystems to seamlessly use SMART-FI facilities, and to allow the future
extension with new facilities that could be beneficial for future smart cities.

SMART-FI aims to make the open data from Smart Cities ready to be used, but at
the same time it hides the technical complexities of data integration and analytics. In
the near future we expect Smart City stakeholders to reap the benefits of SMART-FI
platform by exploiting its technological advancements in data collection, data ana-
lytics and service orchestration for Smart Cities. For example, having normalized
data coming form a variety of Smart City data sources will enable better vertical and
horizontal integration of different Smart City sectors. Further, SMART-FI’s support
for developing and managing micro data analytics services will enable easier devel-
opment of generic and reusable data analytics components that can serve as building
blocks for complex Smart City prediction and recommendation applications. Finally,
the presented platform will provide runtime support for Smart City services orches-
tration and management of elasticity concerns, thus effectively relieving application
developers and operators frommuch of the burden currently faced when dealing with
Smart City applications.

Since we expect that these benefits of the SMART-FI platform will have a signif-
icant effect already in a near future, we recognize a need for a long-term roadmap
and comprehensive methodology for sustainable development of future Smart Cities.
Benefits in the long term are ensured, as SMART-FI aims to increase citizen engage-
ment, citizen participation in decision making process within Smart Cities. Munic-
ipalities will provide better public services and all that will foster strengthening the
economic power of the city by fostering the development of new and innovative
services and products to its citizens. For example, opening of the data generated by
cities will foster new relationships between citizens and their government. A solu-
tion such as SMART-FI presents an immense opportunity to use published data in a
meaningful way resulting in better insights and services for citizens, reaching across
different Smart City sectors and even beyond the cities’ physical boundaries.
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A Case for IoT Security Assurance

Claudio A. Ardagna, Ernesto Damiani, Julian Schütte
and Philipp Stephanow

Abstract Today the proliferation of ubiquitous devices interacting with the external
environment and connected bymeans ofwired/wireless communication technologies
points to the definition of a new vision of ICT called Internet of Things (IoT). In
IoT, sensors and actuators, possibly embedded in more powerful devices, such as
smartphones, interact with the surrounding environment. They collect information
and supply it across networks to platforms where IoT applications are built. IoT
services are thenmade available to final customers through these platforms. Needless
to say, IoT scenario revolutionizes the concept of security, which becomes evenmore
critical than before. Security protection must consider millions of devices that are
under control of external entities, freshness and integrity of data that are produced
by the latter devices, and heterogeneous environments and contexts that co-exist in
the same IoT environment. These aspects make the need of a systematic way of
assessing the quality and security of IoT systems evident, introducing the need of
rethinking existing assurancemethods to fit the IoT-based services. In this chapter, we
discuss and analyze challenges in the design and development of assurance methods
in IoT, focusing on traditional CIA properties, and provide a first process for the
development of continuous assurance methods for IoT services. We also design a
conceptual framework for IoT security assurance evaluation.
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1 Introduction

On 21st October 2016, a security incident of the Internet of Things (IoT) gained
wide public attention: an attack tool named Mirai used IoT devices to launch a
massive Distributed Denial-of-Service (DDoS) attack against Dyn,1 which affected
the availability of large online platforms such as Twitter, Amazon, Tumblr, Reddit,
Spotify and Netflix.2 More than 100,000 devices had been taken over by the botnet
and used to attack the most prominent services of the Internet, reportedly at volumes
of up to 1.2 Tbps. The vulnerabilities exploited to compromise IoT devices such as
cameras and network video recorders were simple and well-known [1]: firstly, the
infected devices were shipped with publicly known factory-default administration
accounts. Secondly, the default configuration for OpenSSH daemons running on
these devices allowed TCP forwarding. Although this configuration bug has been
reported since 2004 [2], a large number of IoT devices deployed in 2016 still have
this vulnerability, allowing attackers to misuse the devices as SOCKS proxies to
carry out DDoS attacks. Despite unprecedented in scale, this incident reveals only a
small fraction of security issues and challenges that IoT face.

IoT systems form the technical backbone to delivery IoT services. While IoT ser-
vices are not based on revolutionary new technologies, such examples show that the
way inwhich they are deployed imposes fundamentally new threats and consequently
challenges on assuring their functionality and security.

First, the Internet of Things comprises a vast amount of connected devices with
specific purposes, such as cameras, sensors, and actuators. For the majority of these
devices, cost pressure, short time to market, and their limited functionality pro-
hibit extensive development of security mechanisms. This intrinsic insecurity results
in large-scale deployments of connected devices with homogeneous platforms and
mostly no remote update capabilities—an Internet of Unpatchable Things serving as
an ideal target for long-lasting botnets and easy entry points into otherwise protected
networks.

Second, ownerships and responsibilities are scattered in IoT services. The pro-
posed example stresses clearly how no entity in the chain, from devicemanufacturing
over roll-out to operations, is in charge of preventing third parties from implementing
large-scale attacks on the IoT infrastructure. In contrast to enterprise IT where clear
perimeter protection is in place and expert staff is in charge of running operations
securely and reliably, IoT devices are often found in private households and public
places, and operatewithout anymaintenance for years. Vulnerabilities and backdoors
are rarely discovered at all, and in case they are, it is unlikely that owners have the
knowledge, resources, and motivation to fix them.

Third, riskmanagement is also fundamental in IoT services. Security-related risks
are the most obvious and urgent ones, but the combination of large-scale deployed
homogeneous platforms and scattered responsibilities also lead to legal risks, privacy
risks, and risks of violating defined business processes. For instance, if business

1https://dyn.com/blog/dyn-analysis-summary-of-friday-october-21-attack/.
2https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet.

https://dyn.com/blog/dyn-analysis-summary-of-friday-october-21-attack/
https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
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processes are based on data that are collected by IoT devices, which are not under
control of the enterprise, how reliable is information gained from the devices’ data?
Current approaches rely on the lawof large numbers and assume that if sensor data are
manipulated at all, only a small fraction of devices will be affected. This assumption
however does not hold in a real IoT system as indicated by attacks and scenarios
described above.

As of today, there is a lack in systematic assessing the quality and security of IoT
systems. Consequently, users willing to embrace IoT systems in their business are
facing the following questions:

• How can integrity of data provided by IoT systems and the reliability of business
decisions taken on that basis be assessed and controlled?

• When given the choice between IoT systems, how can users determine which one
matches best their requirements on security and quality?

• How can the risks of data loss, privacy breaches, and resulting liabilities be
controlled—when hosting IoT systems as well as when making use of them?

Assurance methods provide the answers to these questions: these methods aim
to validate whether a generic service adheres to a set of (security) requirements,
thereby increasing service consumers’ trust that the service is behaving as expected,
and enabling comparability. Yet, since IoT systems rely on distributed and heteroge-
neous components and devices, often deployed over heterogeneous infrastructures,
manually evaluating consumers’ requirements satisfaction is not feasible. Further-
more, an IoT system’s attributesmay change over time in away that is not predictable
or detectable by a consumer. Examples are configuration changes, patches applied
to service components or rather frequently expected failure of low-end embedded
systems, i.e. IoT devices on the perception layer, such as sensors.

Developing assurance methods for IoT systems therefore requires an approach
capable of continuously, that is, automatically and repeatedly detecting ongoing
changes and assessing their impact on consumer security requirements. Furthermore,
providing evidence that an IoT system satisfies a security requirement at a certain
point in time paves the way for security audits and security certification of IoT
systems, and requires a compositional approach where local evidence on the status of
given objects is composed to provide process-wide claims. Recent research initially
provided surveys on security challenges of IoT [3–7]. Other work proposed security
mechanisms on how to address these challenges, such as [8–14]. However, they fall
short of developingmethods to continuously evaluate whether an IoT system satisfies
a set of security requirements over time. This scenario points to the need of rethinking
the design, development and deployment of existing assurance methods [15].

In this chapter, we propose a framework to support research activities aimed
to design and implement methods enabling continuous and compositional security
assurance of IoT systems. To this end, after introducing the concepts of IoT and
security assurance (Sect. 2), we discuss general, novel security requirements of IoT
systems and outline corresponding approaches of current research (Sect. 3). Then,
we discuss challenges of continuously assuring security properties of IoT systems
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(Sect. 4), proposing some guidelines on the development of security assurance meth-
ods for IoT systems and the design of a conceptual framework for IoT security
assurance evaluation.

2 Background

Both the Internet of Things and security assurance terms lack of a precise and com-
monly accepted definition. In this section,we establish commongroundbydescribing
both terms in the context of this chapter.

2.1 Internet of Things

The Internet of Things (IoT) is a termused today to describe the increasing interweav-
ing of machines, their Operational Technology (OT), Information Technology (IT),
their physical environment, and the user. A somewhat more formal definition is pro-
posed by the ISO/IEC where IoT is an “[..] infrastructure of interconnected objects,
people, systems and information resources together with intelligent services to allow
them to process information of the physical and the virtual world and react” [16].

The Internet of Things refers to the interconnection of technical objects for the
sake of smart and data-driven applications interacting with the physical world. From
a technical perspective, IoT is rather an evolution, driven by miniaturization of pow-
erful embedded platforms, the development of lightweight protocols such as MQTT,
CoAP, and LWM2M, and the rise of data-heavy cloud applications [17]. From a soci-
etal perspective, however, IoT is about to foster a revolution: the way users interact
with applications is dramatically changed by mobile devices and embedded systems
ubiquitously integrated into the physical world. The rapidly growing amount of data
collected by these devices enables applications to apply advanced data processing to
make predictions and take decisions with impact in the physical world.

Although its undebatable advantages and promises, a canonical understanding of
IoT allowing for an unambiguous usage of the term is not available [18], resulting
in a scenario where terms such as IoT system, IoT service, and IoT application are
inconsistently used. In this chapter, we use the term IoT(-based) service describ-
ing a service delivered through an IoT system or environment. The origins of IoT
lie in the concept of pervasive computing (the term ubiquitous computing is often
used interchangeable), coined by Mark Weiser in this article “The computer for
the 21st century”: “The most profound technologies are those that disappear. They
weave themselves into the fabric of everyday life until they are indistinguishable
from it.” Weiser [19] The omnipresent interaction with hidden computers integrated
into everyday objects has been guiding several research areas since then, ranging
from human-machine-interaction over networking to security. Commercialization
was picking up with the advent of smartphones, cheap but powerful programmable
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embedded platforms such as the Raspberry PI or the Arduino, and affordable smart
home applications. In this context the term Internet of Things became increasingly
popular.

Today, despite the lack of an authoritative definition, we can sufficiently precisely
describe instances of IoT services by their properties. First they increase the com-
plexity of ICT systems extending them with a large number of highly distributed and
heterogeneous software, hardware, network and sensing components. Second they
consist of products and services that rely on distributed and heterogeneous compo-
nents and devices, often deployed over heterogeneous infrastructures which operate
under non-centralized ownership and control. Finally, they pose strong requirements
on performance and battery consumption. Such properties pave the way for a multi-
tude of novel applications, optimization, and use cases [17], such as: highly resilient
production environments, where data collected from a company’s IT and OT sys-
tems can be used to generate advanced risk profiles; smart factories and real-time
supply chains, where data sources and feedback loops along the whole supply chain
frommanufacturers to consumers allow for highly flexible production processes and
timely optimized manufacturing of individual demands; environment protection and
improved public safety, where IoT services can revise and optimize processes in
metropolitan areas, such as reducing traffic congestion and pollution; improved life
quality of individuals, where services are directly provided to individuals, such as
comprehensive health monitoring, diagnostics and even medication.

Al-Fuqaha et al. [20] made a step forward defining a 5-layered architecture for
IoT systems, also including the concepts of IoT service and application. At the first
layer (object layer) are physical sensors collecting and processing information. On
top of it (object abstraction layer) data produced by sensors are securely transferred
to middleware (service management layer) binding an IoT service with its requester.
The middleware supports IoT application programmers to work with heterogeneous
objects abstracting from the specific hardware platform. The services requested by
final customers are then delivered at application layer providing the entry points to
them for accessing smart services. Finally, IoT system activities and services are
monitored at the top layer of the architecture (business layer). It is within this layer
where assurance methods are deployed to evaluate the behavior of a system and
support decision making.

2.2 Security Assurance

In line with standards, security assurance can be defined as a way to gain confidence
of correct behavior of a system [21]. Security assurance is justifiable confidence
that a system will consistently demonstrate one or more security properties and thus
satisfies its security requirements, regardless of failures and attacks [15, 21]. This
confidence is based on evaluating evidence, that is, observable information of the
system.
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Security assurance methods describe how to collect and evaluate evidence to
determine satisfaction of security properties. While some assurance methods can be
used throughout the whole life cycle of a system, such as external reviews, others
can be mapped to specific phases of a system’s life cycle [22]:

• Assuring requirement collection: are the collected security requirements complete,
sound, and consistent?

• Assuring system design: does the system design satisfy defined security require-
ments?

• Assuring secure implementation: does the implementation of the system meets its
security requirements?

Providing assurance of implementation covers assuring satisfaction of security
requirements at development as well as at deployment time. During development,
static assurance methods which do not require executing the system can be used.
Examples for suchmethods are security testing techniques such as static code analysis
or code review. At deployment time, dynamic assurance methods are needed to
check fulfillment of security requirements while a system is running. Among them,
test-based assurance methods [15] produce evidence by controlling some input to
the system and evaluating the output, such as for instance calling an IoT service’s
CoAP API and checking responses; monitoring-based assurance methods [15] use
monitoring data as evidence collected from components involved in the delivery of,
for instance, an IoT service.Monitoring-basedmethods,while in generalmore costly,
are often used in scenarios where a testing-based approach only provides insufficient
evidence or is usually forbidden, for instance, when exploiting a vulnerability as
part of a security testing technique. Finally, hybrid assurance methods combine test-
based and monitoring-based evidence since monitoring or testing alone can only
cover parts of an IoT service’s behavior.

While assuring security of IoT services is evidently indispensable, design and
implementation of corresponding security assurance methods raise several research
challenges. In an attempt to systematically approach security assurance for IoT, we
identified the following concepts which need to be considered when developing
security assurance methods for IoT services.

Untrusted endpoint operation. IoT services build on a large number of het-
erogeneous embedded devices acting as data sources. Many are resource con-
strained, untrusted and unreliable and are operated by various owners, usually non-
professionals. As a consequence, even basic security requirements such as regular
software updates of endpoints do not hold.

Transparent service composition and delivery. From a service customer’s point
of view, an IoT service hides its distributed composition, that is, which and how
components involved in delivery of an IoT service collaborate is not discernible
for a service customer. Since multiple, potentially complex systems, such as cloud
services, take part in providing an IoT service, establishing a level of trust in the
overall IoT service, as well as specific outputs it delivers, depicts a hard challenge.
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This points to a scenario where local claims on specific objects and devices are
composed to provide a process-wide assurance evaluation of composite services.

Data-centric applications. While devices involved in IoT service delivery serve
as sensors or actuators, applications make use of advanced algorithms to analyze
data collected by the devices, for instance to infer environmental conditions, predict
traffic situations, control smart homes or adapt manufacturing processes. This has
various implications on security and privacy: while in the past the major focus of
security measures was endpoint and perimeter security, this focus now shifts to
trustworthiness of data processing chains. Also, as data collection and its usage are
decoupled, it becomes hard to assess privacy properties of data collected by a specific
device when used in varying contexts, that is, processed by different applications and
combined with other data sources.

Data Quality. In a complex IoT service, data quality can be considered from two
opposite points of view. On one side, data quality is at the basis of an accurate and
precise security assurance method; on the other side, assurance methods must be
used to evaluate the quality of data produced by IoT services.

Limited Resource and Heterogeneous Devices. IoT environments are composed of
billion of devices and sensors, several different networks, and data centers. Each of
these components has its own peculiarities, requirements, and limitations. A proper
assurance method for IoT must accomplish all of these components being flexible,
adaptive, and dynamically configurable.

Decentralization and Geographical Distribution. IoT environments are decen-
tralized and geographically distributed by nature. Assurance methods must adapt to
these peculiarities going even beyond the borders introduced by traditional distrib-
uted systems.

3 Challenges to IoT Security Assurance

In this section, we present challenges of continuously assuring security properties of
IoT services. To that end, we draw on the classical security goals—Confidentiality,
Integrity, and Availability—to describe security requirements of IoT service, also
pointing out mechanisms identified by recent research [23, 24] to meet these require-
ments. Drawing on these requirements and proposals, we discuss challenges to con-
tinuous security assurance of IoT services.

3.1 Confidentiality

Confidentiality refers to the property of an IoT service that any information in the
context of the service is only disclosed to authorized parties. This includes infor-
mation provided as input to the service, information processed and stored by the
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service as well as information produced as output by the service. Since IoT services
are composed of different independent systems interacting with each other, process-
ing information also includes communications between systems involved in service
delivery.

3.1.1 Providing Confidentiality

To provide confidential communications between resource constrained devices, the
constrained application protocol (CoAP) advocates usingDTLS [25]. However, Raza
et al. [9] argue that the DTLS protocol was originally designed for communica-
tions where the message length was not critical rendering DTLS unsuitable for
resource-constrained devices [9]. They therefore propose an adaption providing a
more resource efficient variant called CoAPs Lithe. In a different line of work, Raza
et al. [12] present an adaptation of the IPv6 Over Low-powerWireless Personal Area
Networks (6LoWPAN) [26], where they extend 6LoWPAN to use IPsec [27].

Some work aims to provide confidentiality of information at rest, in particular
information processed and stored by resource constrained devices at the perception
layer. Bagci et al. [8] propose an approach to efficiently store confidential data on
sensor nodes, while still allowing data processing on nodes. They argue that simply
encrypting data before usage as proposed by, for instance, Bhatnagar andMiller [28]
and Ren et al. [29] hinder in-network data processing. Further, Dofe et al. [10] use
basic message permutations to make hardware attacks, such as side-channel attacks,
on resource constrained devices harder.

3.1.2 Assuring Confidentiality

Assuring the confidentiality of data at rest, that is, temporarily or persistently stored
on a IoT service’s component, and data in transit, that is, data transferred between
different Iot service components, is hard since we are facing a heterogeneous set
of components involved in service delivery, which may change over time. Thus we
can assume that there are various security mechanisms implemented by different
applications in place aiming to provide data confidentiality, such as for instance
encryption of block devices using dm-crypt provided by Linux kernel and encryption
of data in transit using CoAP over DTLS [25] or Lithe [9].

Applying the challenges of accuracy, precision and completeness to confiden-
tiality translates to the following: each mechanism an IoT service deploys to pro-
vide confidentiality needs a suitable assurance method, leading to a set of required
assurance methods. This challenge further aggravates when considering that an IoT
service’s composition may change over time, also altering the set of deployed mech-
anisms to provide confidentiality. Thus we need to ensure that for a particular service
composition at time t the suitable set of assurance methods is selected and deployed.
Yet, if we cannot be perfectly sure that we have a set of assurance methods at hand to



A Case for IoT Security Assurance 183

allow for correct, precise, and complete reasoning about IoT service’s confidentiality,
then we need to devise a measure to describe our confidence as to what degree the
result of the assurance method is correct, precise, and complete.

Naturally, leaking the results of assessing whether an IoT service is satisfying the
security property confidentiality can cause serious security issues. Thus a suitable
security model for assurance methods is required. This challenges is further exac-
erbated by a particular data processing strategy which aims to process sensitive and
privacy-related data locally, that is, close to the sensor and not be forwarded to some
external application which provides data analytics within the IoT service [3]. For this
reason, a conflict exists between the intrinsic need of assurance methods to provide
their results beyond the local data processing layer and the strategy to keep sensitive
data local. To solve this conflict, mechanisms are needed to decide whether results
produced by assurance methods pose a security risk to the IoT service and, if so, how
to pre-process the data locally to lower the risk below an acceptable limit while still
providing sufficient information to allow for reasoning about confidentiality of the
IoT service.

3.2 Integrity

Integrity refers to the property of an IoT service to only permit authorized parties
modifications of any information involved in IoT service delivery. Data and commu-
nication integrity are among the most critical security properties of any distributed
and large scale systems [30]. The need of strong integrity guarantees is at the core of
trustworthy IoT services where heterogeneous systems and devices are used provid-
ing high volumes of data, which serve as input to advanced data analysis.Maliciously
altered data can lead to incorrect results of data analysis, paving the way for novel
attack scenarios such as adversarial machine learning [31, 32].

3.2.1 Providing Integrity

Implementing mechanisms to provide data and communications integrity of an IoT
service is a complex problem which requires configurations and algorithms working
at different layers of the IoT service stack. Existing techniques for data integrity
(and confidentiality) are often based on encryption techniques, such as Transport
Layer Security (TLS) or Internet Protocol Security [30]. A major problem with these
techniques in the IoT scenario is in the distribution of keys and certificates. Tra-
ditional solutions like the one based on public key infrastructures or proprietary
hardware/firmware with hard-coded credentials are difficult to apply in IoT envi-
ronments. The first approach does not fit large deployments, while low flexibility
of approaches based on hard-coded credentials make it difficult to manage scenar-
ios in which credentials are compromised and need to be updated. In [30], a spe-
cific approach based on Generic Bootstrapping Architecture (GBA) technology and
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Authentication and Key Agreement (AKA) protocol can be used to support commu-
nication and data security. Liu et al. [33] provide an analysis on authenticator-based
techniques for data integrity verification in IoT. The analysis starts from the claim
that data integrity, a fundamental aspect for data security, is inherently different in
IoT scenarios that merge the peculiarities of cloud and big data environments. Data
are in fact dynamic in nature and are composed of huge amount of very small chunks
that are frequently updated. This scenario points to the need of techniques for the
verification of dynamic data. Data integrity solutions must then support three main
aspects efficiency, security, and scalability/elasticity. Newe et al. [34] deal with the
problem of verifying data integrity in IoT using hardware implementations of crypto-
graphic hash algorithms (e.g., ASICs and FPGAs hardware platforms), and propose
an efficient high-speed FPGA implementation of the newly selected hash algorithm,
SHA-3. This approach aims to satisfy the need of efficiency and near real-time data
integrity checking.

Other techniques (e.g., [35]) propose the adoptionof block chain-based approaches
that have been used for integrity of crypto-currencies. Moreover, software-based
attestation protocols [14] have also been used to verify the integrity of a given smart
meter and its data. In sensor networks, different approaches to data integrity have
been introduced [36]. Among them, CoAPs Lithe [12] and 6LoWPAN/IPsec [12]
have been discussed in the previous section.

3.2.2 Assuring Integrity

Assurance methods for data and communication integrity should prove trustworthi-
ness of data along the whole IoT service delivery, clearly identifying liability for
erroneous or malformed data and communication distribution. Further, assurance
methods should keep the measurement overhead of integrity verification manage-
able in practice, especially with regard to devices with limited capabilities. Being
based on cryptographic approaches, assurance methods should support checking
compliance of traditional integrity solutions for unconstrained devices, as well as
lightweight counterparts for sensors and resource-constrained devices.

Moreover, continuous assurance methods should provide the ability to check
integrity in near real time, promptly detecting non-compliance of an IoT service.
They need also support the verification of data integrity at all layers of the IoT ser-
vice, allowing the integrate heterogeneous evidence with different levels of accuracy
and precision into their evaluation process.

A posteriori verification of assurancemethods’ results is also critical. Yet this goal
is difficult to achieve in an IoT service where the rate of node failures and events
(e.g., node join/leave) is expectedly rather frequent. A collaborative way of verifying
data integrity is thus needed to compensate for the high rate of changes in delivery
of an IoT service.
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3.3 Availability

Availability refers to the probability that an IoT service is operating as expected at
any given moment, ready to deliver its service to the service customer. In the context
of industrial applications of IoT services. Sadeghi et al. [3] point out that availability
is one of the most important security goals. The reason for this stems from potential
loss of productivity and thus revenue in case an industrial production system process
is delayed or even postponed as a result of IoT services’ unavailability.

Besides industrial applications of IoT services, there are further exemplary scenar-
ios which help illustrating that IoT services violating necessary availability require-
ments can entail undesired consequences. Consider, for example, a medical IoT
service which serves to measure blood glucose level of diabetes patients at defined
intervals and administer injections of insulin if required. The availability of this IoT
service is vital since missing insulin doses can seriously harm the patient.

3.3.1 Providing Availability

When considering the composition of an IoT service, frequent failure of low-end
embedded systems at the perception layer is rather expected. However, all devices
of an IoT service failing simultaneously is rather unlikely. Therefore, we can expect
partial failures, a standard notion used in distributed systems, leading to the require-
ment of fault tolerance [37]: Whenever components or communications between
components involved in delivery of an IoT service fail, the IoT service should be
capable of tolerating this failure and continue delivering the service as expected by
the service customer.

There are mature solutions to masking failures within distributed systems by
redundancy, that is, information redundancy, time redundancy, as well as physical
redundancy [37]. However, with regard to IoT services we face interaction between
different heterogeneous, potentially distributed systems, often deployed over hetero-
geneous infrastructures. Developing mechanisms to ensure high availability of IoT
services thus becomes a difficult challenge.

3.3.2 Assuring Availability

A naive approach to assure availability of an IoT service consists of decomposing
the service and choose suitable assurance methods to check availability of each
component. This implies that composition of an IoT services is known at the time
when an assurance method is applied. Alternatively, we may neglect actual service
compositions by defining an IoT service’s availability strictly based on the service
customer’s view. In this case, the service is available if it behaves as expected when
the customer is interactingwith it.Yet both perspectives appear rather simplisticwhen
considering that an IoT service’s components andbehaviormaychangeover time and,
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in particular, when factoring in that failures of low-end devices and communications
at the perception layer are somewhat expected. Therefore, when determining the
availability of an IoT service, we have to take uncertainty about assurance methods’
results into account. Therefore, a methodology is required to describe to what extent
we consider our statements about the availability of an IoT service to be correct as
well as complete.

Another challenge to be mastered when assuring availability lies in overhead
incurred by assurancemethods’ application. Naturally, continuously validating avail-
ability of an IoT service comes at a price, that is, will incur overhead on the IoT
service’s components. In context of resource-constrained devices of IoT services,
such as for instance sensors for environmental monitoring, continuously assuring
availability becomes a hard challenge. Thus, in order not to compromise availabil-
ity of an IoT service by assuring its availability, methods are required to efficiently
deploy required availability checks while retaining necessary accuracy of results.

4 Developing Continuous Security Assurance Methods

This section describes a process supporting the development of assurance methods
that continuously checkwhether an IoT service complieswith a defined set of security
requirements, and provides a first framework for IoT security assurance evaluation.

4.1 IoT Security Assurance Process

While it is conceivable to continuously assure security properties at any stage of
an IoT service’s life cycle, our focus lies on designing security assurance methods
to foster secure implementation, that is, checking compliance of an IoT service
with security requirements both at development and deployment time. The proposed
process is composed of five main stages as discussed in the following and shown in
Fig. 1.
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Fig. 1 Development stages of continuous assurance methods for IoT services
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(1) Define security property model. Security requirements derived from, for
instance, NIST SP 800-53 [38] or ISO27001:2013 [39] are generic and often times
inherently ambiguous, making automatic validation infeasible. Thus the support of
a continuous verification process checking whether an IoT service satisfies a set of
security requirements requires security property models that can be automatically
evaluated, thereby bridging the semantic gap.

Defining an IoT service’s security properties leads to the classical dilemma that
assessing non-functional properties ideally implies that any possible state of the IoT
service has to be checked in order to be certain that the property holds. Naturally,
this is hardly applicable in practice. Modeling security properties thus requires a
risk-based assessment, that is, needs to consider an IoT service’s assets as well as
the skills and resources of specific adversaries, that is, an attacker model.

(2) Design assurance method. The design of a proper assurance method and the
selection of the proper technology (e.g., testing, monitoring) at its basis often depend
on the specific IoT service and the considered security properties. Without a proper
design, the effectiveness of assurance methods would substantially decrease, also
hindering the soundness of the overall approach and the quality of the collected
results.

When IoT services are considered, testing and monitoring techniques need then
to be carefully managed to accomplish IoT requirements. IoT testing should depart
from the traditional view of testing-based verification. IoT systems are a mix of
technologies, components, and infrastructure with different life cycles, which do not
fit the traditional way of testing systems a priori in a lab environment. By contrast,
testing techniques can be used to verify specific components of IoT, enabling the
evaluation of specific aspects of IoT systems. Concerning monitoring techniques,
IoT systems pose strict requirements on their deployment. The assumption of a
complete monitoring of the whole system cannot be assumed in IoT environments.
Therefore, strategic deployments should be foreseen with optimized placement of
monitoring probes.

(3)Evaluate performance. The accuracy of results produced by a specific assurance
method depends on various factors, such as implementation, environment, usage of
external tools, and the like. Without experimental evaluation, it is hard to make a
statement on how well a specific continuous assurance method detects compliance
requirements violations.

A simulation manipulates an IoT service to mock violations of security require-
ments an assurance methods aims to detect. Property violation simulations are essen-
tial to experimentally analyze the performance of a specific assurance methods, that
is, howwell does the method work in detecting security property violations? It estab-
lishes the ground truth towhich results produced by assurancemethods are compared.
Simulation happens prior to the productive deployment of an assurance method, for
example, during integration testing or staging of the IoT service.
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(4) Measure overhead. The strict interpretation of continuous security assurance of
IoT services is hardly applicable in practice, since uninterruptedly assessing security
requirements’ satisfaction can incur intolerable overhead. This challenge further
aggravates when considering low-end, resource-constrained devices. There is then
the need to implement a measurement methodology that permits to reason about
the overhead incurred by repeatedly checking security properties of IoT services,
especially when facing multiple, concurrent, continuous assessments.

Analogous to performance evaluation, assessing the overhead of a specific, con-
tinuous assurancemethod can be conducted prior to its deployment.When also taking
performance evaluation into account, this allows to compare alternative assurance
methods, as well as alternative method configurations, based on performance and
overhead. This way the most suitable assurance method including its optimal con-
figuration can be selected.

(5) Secure assurance methods. Mechanisms seeking to increase trust and trans-
parency can leak critical information, which can be used by attackers to trace vul-
nerabilities of an IoT service. It is clear that results produced by assurance methods
which aim to detect violations of security requirements can contain critical informa-
tion. Thus, it is vital that the system implementing continuous security assurance of
IoT services is trustworthy as well.

4.2 A Framework to Support IoT Security Assurance

Figure2 shows a preliminary design of a conceptual framework to support IoT Secu-
rity assurance evaluation. The core of the framework is theAssuranceManager that is
responsible for assurance evaluation and management, including assurance of com-
posite IoT processes. To this aim, the Assurance Manager builds on local assurance
models,which are implemented as a set of assurancemechanismsbasedon testing and
monitoring agents, and used to collect assurance evidence (local claims) on the status
of a given object or sub-system under evaluation. On top of local assurance models,
the Assurance Manager provides functionalities for compositional assurance, where
process-wide claims are set up to drive the collection of local claims and their integra-
tion, according to a machine-readable composition model. The Assurance Manager
can finally interface with IoT middlewares (e.g., SOFIA—http://sofia2.com/home_
en.html) to support users and service providers in an assurance-aware deployment
of their applications (e.g., helping them in defining the IoT hooks that will be used
by the assurance mechanisms to collect evidence through the IoT middleware).

The Claims Parser is the component responsible for (semi-) automatically trans-
lating a set of assurance claims (either local claims or process-wide claims) and a
model of the (composite) service under evaluation into a given set of specific con-
figurations, which define the assurance mechanism behavior during assurance eval-
uation including how to connect them to the IoT hooks. Assurance claims specify
the assurance controls (tester, monitors) that are needed to achieve them, as well as

http://sofia2.com/home_en.html
http://sofia2.com/home_en.html
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Fig. 2 Conceptual framework to support IoT security assurance evaluation

their configurations. Furthermore, assurance claims are used to select and configure
assurance mechanisms with the Assurance Manager.

Upon selecting assurance mechanisms, Assurance Manager attaches the assur-
ance mechanisms to the hooks for evidence collection and local/process-wide claim
verification, using an IoT middleware. The framework must provide functionalities
for managing assurance both at development and deployment time, managing the
whole service lifecycle through configuring the Assurance Manager accordingly.

Finally, the Assurance Manager presents assurance results to users and third par-
ties through the definition of a set of standardized interfaces with common syntax
and semantics. Access to results can also be granted through dashboards to increase
the usability of the tools and mechanisms. An IoT security assurance framework
fosters the definition of a trustfully IoT environment able to attract critical services
with strong security and privacy requirements, exposing public APIs for assurance
management and for accessing the results of assurance evaluation.
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5 Conclusions and Future Work

In this chapter, we discussed the challenges involved in assuring security properties of
IoT services. To this end,we built on the three classic security goals—Confidentiality,
Integrity, and Availability—to derive security requirements of IoT services. We then
discussed research approaches that aim to meet these requirements and highlighted
the new issues emerging when continuously assessing the behavior of security mech-
anisms. Finally, we laid out a 5-stage process guiding the development of assurance
techniques to continuously check compliance of an IoT service against security
requirements, and proposed a first design of an IoT security assurance framework.

As part of future work, we will investigate domain-specific scenarios, such as
industrial IoT services and health care IoT services, to extract real-world security
and privacy needs. We will then develop suitable continuous assurance techniques
following the guidelines presented in this chapter.
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Study on IP Protection Techniques for
Integrated Circuit in IOT Environment

Wei Liang, Jing Long, Dafang Zhang, Xiong Li and Yin Huang

Abstract The growth of electronic chip technique has led to frequent occurrence of
intellectual property (IP) disputes. It seriously affects rapid and healthy development
of semiconductor industry. To address the disputes, many IP protection methods are
proposed in these years, such as IP watermarking. It is a novel technique to hide
secrets in IP core to prove original ownership. This chapter focuses on two issues:
how to hide secrets in IP circuit and how to authenticate IP ownership. Four types
of IP watermarking methods will be concretely introduced in this chapter. (1) FPGA
based IP watermarking technique. (2) FSM based IP watermarking technique. (3)
DFT based IP watermarking technique. (4) Self-recoverable dual IP watermarking
technique. The experiments show that the proposed schemes have low resource over-
head by comparing with other schemes. Meanwhile the resistance to attacks of the
watermark is encouraging as well.

1 Introduction

With the rapid development of internet of things (IOT), more and more transistors can
be integrated into a single chip. The number has exceeded 10 billion in 2015. In Fig. 1,
the complexity growth rate improves by 58% every year, but the productivity only
grows by 21%. There is an increasingly deeper gap between chip-making capacity
and design capacity. So, component based IP design method becomes prevalent due
to its high efficiency [1]. IP reuse technology belongs to this type of design method.
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Fig. 1 Production gap between manufacture capacity and design capacity

It can save design cost, shorten design cycle, reduce market risk. Nowadays, it is a
prevalent method in chip design.

Hardware device is the fundamental equipment in internet of things. So, the secu-
rity of hardware integrated circuit should be guaranteed as well as software in internet
of things. Nowadays, it is easy to reuse IP cores and manufacture various electronic
products. The reused IPs may be misappropriated and utilized unauthorizedly for
illegal profits. It directly leads to frequent occurrence of IP disputes every year [2].
Statistical data shows that financial loss caused by IP disputes achieves $50 billion
every year [3]. Besides, it also brings damage to enterprise reputation and cooperative
relationship. So, it is urgent to protect reused IPs from infringement. This subject
has attracted many concerns in academia and semiconductor industry.

IP protection techniques can be classified into four categories: tagging, finger-
printing, watermarking and hardware encryption [4].

(1) Tagging. This technique places an electronical “label” into a chip for reliable
and traceable identification. Marsh et al. [5] presented a tagging technique to protect
Application Specific Integrated Circuit (ASIC) IP cores. A secure “label” identify-
ing copyright information is placed into a chip. An “external receiver” is required to
detect this label. But this method can only deter adversaries due to independence of
the label. Besides, it might be damaged or removed. Another technique is physically
unclonable function (PUF). It utilizes unique physical characteristics in IC manufac-
ture to generate a radio frequency identification (RFID) “label”, which is integrated
into a chip to avoid cloning. The security is greatly enhanced, but expensive design
cost and working environment of RFID have hindered its development [6].

(2) Fingerprinting. It makes different users get IPs with different identities. The
uniqueness of IP fingerprinting realizes clear division of responsibility in IP disputes.
But it will generate many IPs with the same functionality and technical index, but
with different implementation. Lach et al. proposed an IP fingerprinting technique
[7]. It divides a design into a set of parts that have the same characteristics. Each
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part has several different implementations. IP module for embedding fingerprint is
generated by combining different implementations of these parts. But this technique
can only be realized at specific design level of very large scale integration (VLSI).
Its application is limited due to the low resistance against collusion attacks.

(3) Watermarking. As a widely-used technique, watermarking is firstly applied in
multimedia for copyright protection. In the field of VLSI, watermark is permanently
stored in design as an invisible code for IP protection. Guneysu et al. [8] presented
standard, protocol and design idea of reconfigurable digital watermark. Li et al. [9]
concretely introduced development of IP watermarking and classified it into four
categories at physical level, structural level, behavioral level and systematic level.

(4) Hardware encryption. Roy et al. [10] proposed an ending piracy of integrated
circuits. A secret key is hidden into circuit. A chip cannot pass the test procedure and
enter market if not activated. Besides, the authors also presented a bus based locking
and unlocking scheme to protect hardware IPs. Although this technique increases
hardware overhead (pins, area, etc.), it has good hiddenness and high security. But
the protection is effective only in chip manufacture and test. The traceability after
chip product being sold is not involved.

IP watermarking technique is a burgeoning interdisciplinary subject. It involves
theories in various field, including microelectronics, signal processing, coding theory,
cryptography, etc. So, it is of great significance and economical value to develop IP
watermarking techniques. We have proposed four watermarking schemes to protect
IP designs.

2 FPGA-Based IP Watermarking Technique

Field programmable gate array (FPGA) IP generally involves four design level,
respectively physical design level, structural design level, behavioral design level
and systematic design level. Many IP watermarking techniques are realized at these
design level, but IP watermarking techniques at physical design level are the most.
Kahng et al. presented to map a watermark into a set of constraints and embed-
ded the watermark using satisfiability (SAT)—a classical NP-complete constraint-
satisfaction problem. Yip et al. [11] authenticated a FPGA IP watermark by using
public key. Nie et al. [12] proposed a post-layout IP watermarking scheme. The post-
layout is abstracted into a graph using graph theory and topology theory. Searching
algorithm and optimization algorithm are used in watermark embedding. Khan et al.
[13] embedded watermark by rewiring circuit with one or more redundancy addi-
tion/removal steps. The watermarked circuit has the same functionality with that
of the original after removing these redundancies. If constraints such as timing are
satisfied, watermarked circuit could take the place of the original one. But, adding
a redundant connection may cause some new redundancies. In order to solve secu-
rity problem of FPGA based IP design, Wei Liang’s team [14–16] proposed several
effective and robust methods in watermark embedding and detection. Xu et al. [17]
mapped a watermark into positions and some watermark bits (0 and 1). These bits



196 W. Liang et al.

u1

x2

x1
f(x1...xn)

Redundant Logic 

I1

I2

O
O’

O0

Fig. 2 An example of redundant watermark embedding

are embedded into design in form of redundant logic circuits, as shown in Fig. 2. It
causes much less resource overhead. This method can insert more watermark than
existing methods due to watermark compression.

At behavioral design level, Raj et al. proposed a watermarking technique for IP
identification based on testing in SOC design [18]. It provides high watermark cov-
erage rate, but resistance against collusion attack and hardware overhead require
further improvements. Castillo et al. [19] proposed HDL based IP protection scheme
by watermarking lookup table (LUT) structure of FPGA. A watermark is inserted
between unused LUT and used LUT. However, watermark detection requires adding
extra logic. With specific input sequences, this logic will output the watermark data.
By comparing to scheme of Raj et al. [18], this scheme is more convenient in water-
mark extraction. But the added logic is vulnerable to be attacked or removed.

2.1 Secret Key Generation

Most FPGA based IP watermarking utilizes lookup tables (LUTs) structure. Gener-
ally, a secret key is required to determine watermark positions. As the key is sensitive
information in watermark embedding and extraction, it should be safely reserved.
Generally, the generation of secret key requires considering dispersity of positions.
It is proper to make the watermarks distribute evenly in the design with high robust-
ness. So, the secret key generation is divided into three steps: resource searching,
resource recording and key generation.

Resource searching. An FPGA device always includes configurable logic blocks
(CLBs). A CLB includes four slices and there are two LUTs in a slice (e.g. Virtex II
FPGA). Firstly, it is necessary to determine the number of unused LUTs in FPGA
design. All configurable logic blocks (CLBs) are read in this procedure. Each LUT
in CLB is traversed by “Z” shape until all of them are accessed.

Resource recording. During searching procedure, utilization of LUTs in FPGA
device is recorded with a two-dimensional table. “0” or “1” respectively denotes a
LUT is unused or used.
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Secret key generation. As shown in Fig. 3, recorded utilization of LUTs is recom-
bined as a linear list Upos. A block of continuous addresses is selected by random
number generator. The linear list stores data of unused LUTs. So, it is highly pos-
sible to select continuous addresses that are close to original design. The selected
addresses W pos are stored in a key file.

2.2 Watermark Embedding

For FPGA based IPs, the watermarks can be inserted into IP design manually. Namely,
some proper positions are searched in physical layout through the design tool (e.g.
Xilinx ISE). The watermarks are embedded by configuring the function in caption
of the selected positions. Another way utilizes programmable interface provided
by device manufacturer. The resource researcher and watermark embedder can be
programmed to implement watermarks in bitfile automatically.

A functional soft IP core is described by VHDL language. The design tool (e.g.
Xilinx ISE) allocates resources for the IP core. After that, the third-part synthesis or
simulation tools (e.g. Synplify and ModelSim) are utilized to map the IP and simulate
its functionality. Finally, the physical layout is generated. Constraints in this design,
such as timing and area should be set to optimize the design. The watermark positions
of LUTs are easily located with the secret key. The watermarks are then inserted into
these LUTs by configuring specific function. Besides, some redundant connections
are added to hide real watermark positions. Figure 4 shows procedure of FPGA based
IP watermark embedding and illustrates some critical steps.

2.3 IP Watermark Extraction

A watermarked IP design may be misappropriated in semiconductor market or ille-
gally used in some products by adversaries. IP owner can apply for a neutral third
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party to authenticate the suspected IP ownership. He submits the secret key to the
third-party institute and conducts watermark extraction. If a declared watermark is
extracted from the suspected IP, the ownership is proven.

Watermark extraction includes watermark locating, splitting, processing, as shown
in Fig. 5.

Watermark locating. Generally, IP core is delivered at a low design level (e.g.
physical layout) since the use of IPs at physical level is more convenient and easier.
So, watermark extraction will locate the watermark positions in Wpos and read LUT
contents in these positions.

Watermark splitting. The extracted sequence contains encrypted copyright infor-
mation and mutual mapping factor to reconfigure watermark. With the reserved
width, we split the sequence into several parts to reconfigure the original watermark.

Watermark processing. Original watermark is encrypted for better security. With
encryption key, the encrypted watermarks in above step can be decrypted. The
extracted watermark is compared to the declared watermark for verification. If two
watermarks are consistent, the ownership is proven.
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Table 1 IP watermarking performance indexes in resource utilization and growth

IP Device Length
of W

Non-watermarked design Watermarked design Growth
rate

L L-Num �L(%) L L-Num �L(%) �S(%)

DES Xc2v1000 32 3376 10238 32.98 3367 10240 33.04 0.266

STROM Xc2v1500 64 7308 15357 47.32 7382 15360 47.68 0.272

CACHE Xc2v2000 128 13234 21521 61.46 13236 21504 61.57 0.305

RS Xc2v4000 256 25956 46089 56.38 26024 46080 56.44 0.304

2.4 Experiments and Analysis

In this section, we will evaluate and analyze the proposed watermarking algorithm
in terms of resource overhead and ability against attacks.

2.4.1 Resource Overhead

In watermark embedding procedure, original watermark information is encrypted
by DES algorithm and then hashed. The data can be compressed by using Hash
algorithm. Consequently, despite the length of original watermark, the hashed result
is 128 bit constantly. The resource overhead will not increase when the length of
watermark bits is greater than 128.

Table 1 records some performance indexes in resource utilization and growth. W
denotes embedded watermark. L is the total number of utilized LUTs. L-Num repre-
sents the total number of LUTs in FPGA device. �L(%) denotes the rate of utilized
LUTs and �S(%) is the growth rate of utilized resource after watermark insertion.
The growth rate of utilized resource is constantly close to 0.3% after embedding
watermark, which satisfies the requirements of resource overhead. Since the pro-
posed algorithm utilizes unused LUTs for watermark insertion, the watermark will
cause resource overhead. However, the watermarked resources will not be accessed
when the system is running. Therefore, the power overhead will not increase. The
experiments show that the proposed algorithm has good performance on resource
overhead and power consumption.

To evaluate the features of low overhead and high watermark volume, we analyze
the resource distribution in original design and watermarked design. Xilinx Virtex II
XC2V2000 FPGA device is used in experiments. The RS IP core is selected as the
target IP design. Figure 6 shows the resource distribution. The proposed model can
improve the number of embedded watermark bits. The rate of resource utilization can
be also calculated. Meanwhile, we analyze the resource variation and the resource
aggregation is better.
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(a) Resource distribution of original RS 
IP design

(b) Resource distribution of watermarked
RS IP design

Fig. 6 Resource distribution of RS IP designs

2.4.2 Security Analysis

The security of IP core mainly reflects the ability of watermark withstanding mali-
cious tampering or attacks. The normal attack methods include removal attack, phys-
ical attack, forgery attack and collusion attack etc. The removal attack removes
the watermark directly by certain means. For the brute force attack, it searches the
inserted secret information by force. The forgery attack inserts the illegal watermark
to IP core which should not exist originally. The passive aggression represents that
the attacker who can detect the watermark and recognize every mark, but fails to
decipher the mark code. The security and performance analysis of proposed algo-
rithm in this paper is conducted under the illegal removal attack and noise attack
modes.

Ability against Reverse Analysis Attacks. In the proposed scheme, the water-
marks insertion can be implemented by configuration of logic function. It is difficult
for illegal attackers to get logic function in programmable logic circuit by reverse
analysis attacks. To perform reverse analysis attacks, they should firstly obtain all
configuration data of FPGA design. There are two ways to get configuration data
generally. One is to steal the bit stream and another one is to read configuration data
in RAM by using micro-probe.

With the way of stealing bit stream, attackers need to import the programmable
data in every time of system booting. The way makes it possible to analyze circuit
function from bit stream. In our proposed scheme, a stabilized power is used to
keep the information in storage nonvolatile. The configuration data is no need to
be imported again in system booting. In this case, the attackers cannot steal the bit
stream of IP circuit.
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Besides the way of stealing bit stream, attackers may use micro-probe to read
configuration information in RAM. Therefore, the RAM units and the output signal
in our scheme are set at the low level of chip. The attackers cannot probe related
configuration logic by micro-probe. Consequently, IP circuits with our proposed
watermark scheme has good ability against reverse analysis through stealing bit
stream, especially reverse analysis on layout.

The noises in above experiments are Gaussian noise. In following experiments,
we focus on noise attacks of GGD type and MSS type. The noise intensity is denoted
by P, 0<P<1. Figure 7c compares the proposed scheme with the method based on
one dimensional chaotic mapping (ODCM). The experimental results in Fig. 6c show
that the performance of ODCM against GGD noise attack is low with the increase of
P. The reason is that the position aggregation parameter becomes small after suffering
GGD noise attacks when P increases. In this case, the error probability of IP circuit
increases correspondingly. In Fig. 7d, when P becomes larger, our scheme has better
ability against MSS noise attack by comparing with that in literature [20].

Noise Attacks. The signals of the watermarked circuits with our scheme are not
in Gaussial distribution. Where ξ denotes the optimal threshold for attack of noises.
Using optimization methods in [21] when ξ = 0.2, 0.4, 0.6, 0.8, we compare the

(a) ξ = 0.2 (b) ξ = 0.4

(d) 0.8ξ =(c) 0.6ξ =

Fig. 7 When ξ = 0.2, 0.4, 0.6, 0.8, the performance of various algorithms in terms of resistance
to noise attack
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performance of resistance against noise attack. The performance after suffering noise
attacks can be obtained by using numerical method. Figure 7a shows a comparison
of OPCM [14] and TDCM scheme with that in literature [20]. With P < 0.6 and low
noise intensity, the security of two schemes are better than that in [20]. Figure 7b
shows the ability against noise attacks of our proposed two schemes are better than
the method based on one dimensional chaotic mapping when P > 0.9. In contrast, the
proposed method is superior to previously proposed approaches in terms of resistance
against noise attack.

3 FSM-Based IP Watermarking Technique

Finite state machine (FSM) based IP watermarking has also been widely studied.
Torunoglu et al. [22] utilized unused transitions in state transition graph (STG) for
watermarking. As shown in Fig. 8, some new transitions are added in original STG.
The watermark is indicated by creating a Euler path. Oliveira et al. [23] divided a
128-bit watermark into a set of bit fragments, as input sequence. A designer modifies
state in STG to insert watermark. To enhance the detectability of FSM-based IP
watermark, Abdel-Hamid et al. [24] added watermarks into FSM of sequential circuit.
This scheme generates various transition adding solutions under control of different
key. With initial state and input sequence of watermark, it is convenient to detect
watermark from output sequence. Cui et al. [25] proposed an adaptive watermarking
technique by modeling some closed cones in an originally optimized logic network
(master design) for technology mapping. IP watermark in this scheme achieves low
overhead and good resistance against attacks.

For complex logic circuit, STG is implemented by modifying some components
of circuit. Different with traditional modification of STG, addition of delay state
will not affect output value. If a watermark is implemented in this way, watermark
removal will be complex and time-consuming. It makes an alteration to state coding.
When value of state variable is not a watermark, new value of state variable will be
changed accordingly. By adding two transcoders, newly generated state variable will

Fig. 8 An example of FSM based IP watermarking
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1101000  1101110  1110101  1101100  1110111                 ...

Hash

      h              n              u              l              w                      ...

2      3       5       3       2       7       6       0       2       5       2      4      ...

010  011  101   011   010   111   110   000   010   101   010   100     ...

Signature:
ASCII code:

Group (3 bits):

Watermark:

1001110  1011010  1111100  0001010  1010100                   ...Digital digest:

Fig. 9 Watermark generation

change the output. Besides, its value changes as well for any input except a1, ..., am.
The transcoder is realized by a series of linear transformation. A variable set
X = {x1, ..., xi, ..., xj, ..., xn} is transformed as X′ = {x1, ..., xi, ..., xi ⊕ xj, ..., xn}.
Any function F : X → {0, 1} is mapped to F′ : X → {0, 1}k . A series of elementary
transformations finally realizes any linear transformation by adding two EXOR gates
and a gate in transcoder.

Consequently, a FSM-based watermarking scheme is proposed to protect reused
IP. When IP dispute occurs, IP owner extracts the maximal delay state set through
state transformation relations among circuit signals. Finally, it proves IP ownership.

3.1 Watermark Generation

Since only binary signals can be traced in IP design, a signature should be transformed
into a binary sequence. The generated sequence will be then disordered by using
a hash function. The digest is divided by three bits (left zero padding) and each
group denotes a decimal number (0–7). Let a signature be “hnulw…” and watermark
generation process is shown in Fig. 9. “0” in dotted rectangle is left zero padding.

3.2 Watermark Embedding

In this section, we introduce watermark insertion by modifying state delay informa-
tion in STG, as described in follow steps.

Input: a watermark W and an IP core
Output: watermarked IP core
Step 1: Traverse each state si ∈ S of STG with a sequence of inputs a1, ..., am and

collect a set of state transitions R (T ).



204 W. Liang et al.

Step2: Analyze all the state delay information in delay states R(T) and set an
appropriate threshold TN as criteria for selecting R’(T ). R’(T ) includes states suitable
for modification. Selection of TN depends on the type of an IP core.

Step3: Randomly select γ state delay values from R(T) by considering length of
a watermark and create a set of delay states R’(T ) for watermark insertion.

Step4: Analyze delay state values in R’(T ) at specific positions. Replace the last
number of each delay state value with a watermark fragment. This operation is
repeated until all watermark fragments are inserted. In this case, a watermarked IP
design is generated finally.

3.3 Watermark Extraction

When an IP dispute occurs, IP owner can apply to authenticate the ownership by
extracting watermarks from the suspected IP. The watermark is embedded into STG
of IP design. The concrete extraction procedure is illustrated as follows.

Input: a watermarked IP core
Output: digest of watermark W
Step1: Extract and analyze STG of the watermarked IP core.
Step2: Traverse each state si ∈ S in STG with a sequence of inputs a1, . . . , am

and obtain a set of state transitions, denoted by R (T ).
Step3: Obtain a set of delay states R(T)′ and analyze the watermarked STG.
Step4: Extract γ watermarked state delay information with random selection rule

used in watermark embedding. The last number can be extracted by analyzing state
delay information and transformed into binary sequence

Step5: Recombine the binary sequence through the reverse procedure of embed-
ding and finally get the embedded watermark digest.

Verification is implemented by comparing the extracted digest to the declared one.

3.4 Experimental Results

The proposed method has been tested on Xilinx VirtexII device XCV600 by water-
marking three public cores with 128 bits watermark: DES56, ALU, RSA. The per-
formances in the form of timing, SNR and resources are primarily verified. The test
results are shown in Table 2.

Table 2 reveals that DES core utilizes the most CLBs, while ALU the least for the
three cores. The core with the maximal delay is DES occupied the most resources,
followed by RSA, ALU. By comparison with methods in [26, 27], the proposed
method is not the best in terms of timing performance. While the SNR and the
occupied resource relative to original circuit are both lower. Therefore, the proposed
method has lower impact on circuit function, better security and resource overhead.
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Table 2 Performance comparison of different IP core physical layouts

Method Core Devices Used slices Timing(ns) SNR %
Resources

[26] DES XCV600 972 7.706 0.432 0.786

RSA XCV600 668 9.103 0.503 1.899

ALU XCV600 481 15.122 0.422 2.591

[27] DES XCV600 958 8.416 0.716 0.558

RSA XCV600 683 9.706 0.706 2.793

ALU XCV600 485 16.231 0.231 2.883

Our method DES XCV600 947 7.802 0.602 0.367

RSA XCV600 656 9.901 0.491 1.707

ALU XCV600 479 17.998 0.368 2.165

(a) Original DES design layout (b) DES design layout with 128 bitwatermark

Fig. 10 Original DES design layout and the layout with 128 bitwatermark

Figure 10 shows the experimental results for DES core. The physical layouts reveal
that, the watermarked layout in Fig. 10(b) has higher density of occupied resource,
but lower impact on circuit function in comparison with the original in Fig. 10(a).

4 DFT-Based IP Watermarking Technique

Digital watermarking applied in design-for test (DFT) has been extensively con-
cerned. Most of the DFT watermarking techniques focus on scan chains. In the
methods proposed by Fan et al. [28], the watermark generation is integrated in the
test module. Five possible methods for watermark hiding are presented. Since the
test circuit instead of the IP core is marked independently, it is vulnerable to removal
attacks. Saha et al. [29] proposed to watermark both the scan tree and single scan
chain, separately embedding the signatures of the owner of physical design tool and
that of the logic design tool. Cui et al. [30] proposed to insert watermark through
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Fig. 11 IP watermark implementation by reordering scan cells
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Fig. 12 Overview of multiple scan chains based IP watermarking scheme

reordering the scan cells in a single scan chain minimizing power overhead, as shown
in Fig. 11.

In this section, we introduce an IP protection method by watermarking multiple
scan chains in sequential circuit. This scheme adopts DFT test model in SOC design,
and uses an LFSR for pseudo random test vector generation. Let the structure of
multiple scan chains be M. The multiple scan chains M can be transformed into Mp

with the minimum correlation �
(
Mp

)
after exchange operations. Mp is suitable for

watermark embedding.
The overview of multiple scan chains based IP watermarking scheme in sequen-

tial circuit is described in Fig. 12. The copyright information is encrypted and trans-
formed using hash function with private key k. On basis of the minimum correlation
model and multiple scan chains, a watermarking logic circuit (WMC) is designed
to change states of specific registers in multiple scan chains for watermarking the
design. The watermark can be effectively detected without interference with normal
function of the circuit, even after the chip is packaged.
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4.1 Watermarking Architecture

A watermarking structure of multiple scan chains with minimum correlation is
introduced in this section. Figure 13 shows an example for watermarking multi-
ple scan chains. Assume that, the circuit under test consists of 6 scan cells si ,
i = 1, 2, . . . , 6, these cells are organized into two scan chains c1 = {s1, s2, s3}
and c2 = {s4, s5, s6}. In the watermark circuit, one input of XOR gate is connected
to one cell in multiple scan chains, and another controlled by watermark enable sig-
nal w_en and output of arbitration logic circuit (ALC). However, output of ALC is
under the control of states in LFSR.

4.2 Watermark Embedding

The signature, representing one’s identity, is encrypted and then hashed. The gen-
erated digital digest is inserted into IP core as watermark. Hash function H is a
transformation using x as input and the returned value is called hash value, denoted
by h, i.e. h = H(x). Since hash is a one-way function, given a value h, it is compu-
tationally impossible to calculate x by using H(x) = h.

A signature is hashed by MD5 for a 128-bit digest ξ . In preprocessing pro-
cedure, ξ is transformed into binary sequence < β1, β2, ..., βi...βn >. The chaos
system generates a key sequence κs < κs1, κs2, ..., κsj, ..., κsp >. The sequence <

β1, β2, ..., βi...βn > is mapped to a set of watermark fragments {< �1,�2, ...,�j, ...,

�p > |�j =< βk,...r >}. So, {γ (�j)|1 < j < p} is utilized to control register posi-
tions as a set of constraints. A scan chain with the minimum correlation < s1, s2, ...,

si, ..., sλ > is selected for watermarking. The arbiter logic circuit limits constraints
γ (�j) to positions of specific scan chains. Figure 14 shows an example of multiple
scan chains based watermarking scheme.

Fig. 13 The watermarking
architecture of multiple scan
chains
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Fig. 14 An example of multiple scan chains based watermarking

There are two modes, normal model and watermark model. In the normal mode
(w_en= 0), the circuit under test executes normal scan test and in watermark mode
(w_en = 1), a specific state shifted in ALC may cause 1, thus values of some cells in
multiple scan chains will be reversed and then be output. The IP identification could
be verified by comparing the output in normal mode and watermark mode for the
same input vector.

4.3 Watermark Extraction

When the IP core is suspicious to be misappropriation, the author could apply to the
third party for the verification of watermark by the following steps.

First of all, we read in the watermarked design and insert architecture of multiple
scan chains. LFSR is used for the generation of test vectors. At present, w_en = 1, the
watermark circuit is active. The test vectors are shifted in multiple scan chains. The
response vectors will be output through the combinational logic in the test circuit.
Therefore, the watermarked responses Rm could be detected at the scan output. Then
we set w_en signal as ‘0’, now the scan results become the original response R since
the watermark circuit is not active. Accordingly, given a specific input vector, by
comparing the response vector R and Rm, respectively before and after watermark, the
watermark positions will be found. After a series of transformations, the watermark
fragments distributed in the whole design are found. Using the stored sequence Rn(k),
the watermark fragments can be recombined as an extracted watermark Wm′. The IP
identity could be verified by comparing Wm and Wm′.
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4.4 Experimental Results and Performance Analysis

The proposed scheme by watermarking multiple scan chains with the minimum
correlation is implemented in VC on a 1.2 GHz Sun UltraSPARC-T1 machine. The
watermarking scheme is applied on sequential circuits from ISCAS’85, ISCAS’89
and ISCAS’99 benchmark suites. The performance analysis of the proposed scheme
will focus on resource overhead, resistance to attacks and comparison of experimental
results.

4.4.1 Resource Overhead

It is critical to evaluate the resource overhead after watermarking. We select five
circuits with the gate number over thousand for experiments. The zero delay models
in [31] are used for resource evaluation, through which the transition times will be
computed for reflecting the actual resource overhead. The experiment is conducted
by the following steps:

(1) Generate the pseudo random vectors by using LFSR and construct the optimal
scan architecture with the minimum correlation, and then output the test vectors;

(2) Load the test vectors in the circuit under test and record the transitions of
internal nodes, and then calculate peak power and average power;

(3) Partition the test point in sequential circuit according to the architecture of
multiple scan chains;

(4) Use LFSR for the generation of test vectors once again, and obtain the water-
marked response vectors; calculate the peak power and average power after water-
mark by recording the transitions of internal nodes during test.

As shown in Table 3, the cells number of combinational circuit and sequential
circuit are shown in column 2 and 3 respectively. The columns, “Pw”, “Pf ” and
“ΔK” are respectively the average power, peak power and the coverage rate of the
test nodes. The experimental results in Table 3 show: the average power and peak
power both reduce accordingly, while the coverage rate increase slightly. It proves
that the proposed scheme has the advantages of lower resource overhead and higher
coverage rate without affecting the normal circuit function.

4.4.2 Comparison of Experiments

The experiments are conducted on the multiple scan chains with the minimum cor-
relation. The comparison results of the proposed scheme with methods in [32, 33]
are shown in Table 4.

Assume that, �(Mp) is the minimum correlation of scan chains, Pc denotes the
probability of coincidence and �S represents the coverage rate of watermark detec-
tion. Table 4 shows that the proposed scheme has lower Pc than other methods, which
verify the stronger resistance of our scheme to attacks. The coverage rate of water-
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Table 3 The performance comparison of the original and watermarked circuit

Circuit Combinational
Logic N

Sequential
Logic C

Original Circuit Watermarked Circuit

Pw Pf �K(%) Pw Pf �K(%)

S5378 2779 179 3797 1968 84.56 3461 1876 90.11

S9234 5597 211 6785 3622 90.12 6123 3601 98.54

S13207 7952 669 10908 6471 82.16 9875 5947 88.34

S35932 16066 1728 41235 19677 89.64 32471 17983 91.44

S38584 19354 1546 20657 14906 92.82 18195 12876 96.01

Table 4 Comparison of watermarking methods

Circuit �(Mp) Proposed [33] [32]

Pc �S(%) Pc �S(%) Pc �S(%)

i7 18 2.17E-21 91.02 2.91E-21 86.49 7.52E-20 90.23

i9 19 1.02E-14 90.62 3.49E-14 85.07 1.05E-13 88.48

i2 22 1.91E-23 97.83 6.38E-23 83.24 2.64E-19 79.41

i8 15 5.77e-32 94.27 1.67E-32 88.36 2.60E-31 91.86

frg2 14 1.23E-19 92.06 6.02E-18 91.68 1.91E-19 70.77

alu4 25 1.93E-41 94.82 7.14E-34 79.91 1.70E-39 86.09

apex6 20 5.77E-33 99.15 3.06E-24 95.28 8.16E-31 93.62

rot 20 4.98E-26 100.00 8.75E-25 94.76 1.41E-21 87.71

x3 18 4.66E-36 95.37 8.08E-25 89.41 6.28E-35 71.44

k2 33 2.42E-32 96.53 3.24E-32 92.09 8.64E-32 83.57

mark detection �S s larger. Due to the architecture of multiple scan chains we use in
the scheme, the watermark has become more observable and testable. Therefore, the
proposed scheme has lower probability of coincidence Pc and better coverage rate
of watermark detection.

5 Self-recoverable Dual IP Watermarking Technique

Robustness is an important metric of IP watermarking technique. However, majority
of existing methods cannot recover impaired watermarks after suffered from attacks,
causing a failure of ownership authentication. In this section, we introduce an FPGA
based dual IP watermarking technique with ability of self-recovery. It authenticates
IP ownership even watermark is suffered from illegal attacks and causes lower water-
mark embedding overhead.
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5.1 Watermark Generation

IP circuits has two signals “0” and “1”. So, ownership information is firstly trans-
formed into contents that are suitable for circuit. This section generates dual IP
watermarks, respectively denoted by binary sequences s = s0s1s2...sn and s′ =
s′0s′1s′2...s′n. A watermark indicates ownership information (signature) of IP owner
and another watermark represents identity of IP user. In this case, dual IP watermarks
can authenticate IP ownership and monitor the use of IPs.

5.2 Watermark Embedding

Generally, the constraints in bitfile should be modified to limit location of water-
marked LUTs close to the functional LUTs. It avoids high resource occupation and
delay caused by long connections after inserting watermark. The detailed process
includes following steps.

(1) Breadth first search and depth first search methods are utilized to locate slices
in CLBs. For Virtex II FPGA, there are two LUTs in a slice, F and G. Whether a
LUT in a slice is used can be determined by values of F and G in LUT. The values
“0” and “1” respectively indicate unused and used. The coordinates of unused LUTs
are recorded for selection of watermark positions.

(2) The dual watermarks s = s0s1s2...sn and s = s′0s′1s′2...s′n are divided by 16
bits. Each group relates with a coordinate of LUT. So, an index table δ is created.
Here s is the primary watermark and s′ is the secondary watermark;

(3) An ordered pair (k, m) satisfying k ≤ m is selected to create a polyno-
mial f1(x) = a0 + a1x + ... + ak−1xk−1. Here the value of x can be 0, 1, 2, ..., m
and 2 ≤ k ≤ m. a0, a1, a2, ..., ak−1 is a sequence of randomly selected coefficients,
a0 = s, Hk = f1(ik), ik ∈ [0, m]. In this case, the reconfiguration information of one
signature is computed, denoted by H = {Hk|k = 1, 2, ..., m}. By the same way, we
get the reconfiguration information of another signature, denoted by H′ = {H′k|k =
1, 2, ..., m}. The H and H′ are reserved as parameters in watermark recovery.

(4) Select four hexadecimal numbers from one signature s = s0s1s2...sn. The
reconfiguration information of both signatures is decomposed into A × B + C. C
denotes the information being inserted in location (A, B). The insertion procedure
is then performed, namely changing the value at corresponding position in self-
constraint file of bitfile. For better security, embedded bits will be encrypted with the
private key key′. The reconfigurable information corresponding to key′ is H′. With the
same steps, the secondary watermarks can be also processed. Here the embedded bits
are encrypted with private key key. The reconfigurable information corresponding to
key is H.

(5) Each LUT implements 16 bits’ watermark by configuring specific logic func-
tions. Watermark embedding is finished until all watermark bits are inserted in redun-
dant attribute identifiers.
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5.3 Watermark Extraction

To authenticate the ownership of an IP, the embedded watermark should be also
extracted in this scheme. The extracted watermark will compare to the declared
one. If they are consistent, the ownership can be successfully authenticated. But if
the extracted watermark has some errors, the task of watermark recovery will be
activated. Dual IP watermark extraction includes following steps.

(1) Extract redundant attribute identifiers. If the watermarks are not impaired, we
can find all newly inserted redundant attribute identifiers in self-constraint file of
bitfile with private keys key, key’, and the reserved watermark locations.

(2) Reconfigure index table and mapping relation of redundant combinational
expression. With position parameter μ of embedded redundant attribute identifiers,
the index table and redundant combinational expression A × B + C can be computed.
Thus, we can get the positions of LUTs corresponding to the value of C in index
table.

(3) With the inverse process of watermark transformation, we can extract redun-
dant attribute identifier in index table and compute related logic expression. The
extracted information is transformed to get hashed value. If it matches that of origi-
nal signature, the IP is authentic.

5.4 Watermark Recovery

In traditional IP watermarking techniques, watermarks are difficult to recover if being
damaged by adversary. The ownership cannot be authenticated with an impaired
watermark. To address this issue, a watermark recovery scheme is proposed to
authenticate ownership after being suffered from attacks. It depends on the thought
of key reconfiguration in secret sharing mechanism. When IP dispute occurs, IP
owner can extract and recover impaired watermarks C1 and C2. Dual IP watermarks
s = s0s1s2...sn and s′ = s0s1s2...sn are mutually relevant. There are two cases in
watermark recovery. (1) If a part of watermark C1 is damaged, it can be recovered by
s′, namely C1 = E−1 (F (x2) , ρ). F(x2) is the main mapping function of s′. ρ denotes
self-recovery factor. (2) If another part of watermark C2 is damaged, s could recover
C2 by calculating C2 = E−1 (F (x1) , ρ). F(x1) is the main mapping function of s.

When IP watermark is impaired after suffering from attacks, watermark recovery
can be used to extract correct signature for successful IP authentication. The flow
of dual IP watermark recovery is shown in Fig. 15. Relevancy stream P is extracted
from watermark stream S′ and encoded as P′ = {f (xi)|i = 1, 2, ..., k}. Finally, P′
is utilized as sub-key for reconstructing original signature. Watermark M ′ can be
restored by reconfiguring f (x) and transformed into original watermark finally.
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Fig. 15 Flow of dual IP
watermark recovery Watermark stream S' Relevancy stream Pextract

map

encode

key k decrypt

Watermark M' Encoded stream P'

Encrypted watermark
C'= f(0) =a0

f(x) =a 0+a1x+...anxn-1

x=0

f(x1)        f(x 2)       …        f(x3)

Fig. 16 Evaluation and
comparison of watermark
recovery

5.5 Performance Evaluation

We conduct experiment to evaluate the resistance against removal attack. The length
of embedded watermarks is 512 bits. The results with impaired watermarks of 10,
20 and 40% are compared to method in [34]. The comparison is shown in Fig. 16.

After suffering from removal attack, successful recovery of 70% watermarks
is regarded as criterion of acceptability. In Fig. 16, with the increase of impaired
watermarks, watermark recovery leads to increase of resource and path delay. But
if there are 20% impaired watermarks, method in [34] cannot achieve the recovery
criterion. The more embedded watermarks are, the more occupation of LUTs is.
If impaired watermarks reach 40%, the proposed method has a high percentage to
recover impaired watermarks. But method in [34] cannot realize watermark recovery
in this case. So, the resistance against removal attack is encourage in the proposed
method.
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6 Conclusion

IC chip is the basic equipment in IOT environment. IP reuse technique brings conve-
nience, but also cause risk of copyright being infringed. Many watermarking schemes
are proposed to address IP protection problems. Reasonable IP watermark embedding
and extraction scheme provide protection at various design levels of IP designs. This
chapter introduces several types of IP watermarking techniques. It is focused on the
intellectual protection problem of the very large integration circuit and a novel algo-
rithm which is suitable for the IP protection of integration circuit has been proposed.
These techniques realize improvements on previous work and have great significance
to protect reused IPs in IC designs. They succeeded in reducing the power consuming
as well as largely increasing the watermark information concealment of the safety
modal. Thus, it indeed improved the resistance ability of the watermark algorithm
against the illegal attacks

Although the intellectual property core watermark technique has provided many
effective watermark algorithms for the research area of integration circuit secure
design in recent years, these achievements are still far away from maturation in
industrial application. Thus, more research and exploration is still required to find
the solution which has a high recognition by both academic and industrial fields.
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Cyber Defence Capabilities in Complex
Networks

Dragoş Ionicǎ, Nirvana Popescu, Decebal Popescu and Florin Pop

Abstract This chapter presents a quick overview about the existing cyber Defence
capabilities and cyber ranges in complex networks where operations testbeds meant
to bring improvements in cyber security training. The current chapter gives a brief on
the problem area where cyber developments within the Ministry of Defence (MoD)
are introduced alongwith the test range. The research goal is introduced aswell as the
study limitations and desired results. The chapter ends with some recommendations
and suggestions that the researcher came up with based on the results of the study
for complex networks.

1 Introduction

This chapter presents a quick overview about the existing Cyber Ranges and the
computer network operations testbedsmeant to bring improvements in cyber security
training. The current introductory chapter gives a brief on the problem area where
cyber developments within theMinistry of Defence (MoD) are introduced alongwith
the test range. The research goal is introduced as well as the study limitations and
desired results. Finally, a general idea about the research methodology is presented.
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Fig. 1 MoD future governance framework structure

The Problem Area
In its plans for cyber training and defence, the Ministries of Defence of several
countries considered its massive cost reduction for its operation, and its desire was
getting towards the field of digital resilience and cyber operations [1]. There are some
examples of governments, like UK Government and Netherlands Government, that
dedicated around e50 million to invest in the field of digital resilience and cyber
operations to be used to reinforce the kinetic weapon arsenal in 2016.
From the US Government perspective, that can be generalized, the strategy of a
well-prepared MoD’s cyber component has six objectives [2], presented in Fig. 1:

1. realize a cohesive approach and some good assessments from a cyber security
point of view;

2. increase the cyber security resilience of theMoDand other critical infrastructures;
3. development the MoD’s capabilities to execute cyber operations (both offensive

and defensive);
4. develop more intelligence capabilities in the cyber domain;
5. develop knowledge and acquire new and innovative capabilities in the cyber

security field;
6. develop national and international cooperation with another MoD’s or CSIRTs.

The chapter is organized as follow. Section2 presents the data manipulation chal-
lenges being focused on spatial and temporal databases, key-value stores and no-
SQL, data handling and data cleaning, Big Data processing stack and processing
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techniques. Section3 describes the reduction techniques: descriptive analytics, pre-
dictive analytics and prescriptive analytics. In Sect. 4 we present a case study focused
on CyberWater, which is a research project aiming to create a prototype platform
using advanced computational and communications. The future governance frame-
work structure of MoD will be the one above [3]. The first entity in the structure is
Cyber Command which will take over the cyber operations. The second entity will
be cyber operations that contains the intelligence capabilities, defensive capabilities
and offensive capabilities. The last entity is the Cyber Expertise Center that concen-
trates on the skills and the knowledge regarding the cyber operations in the MoD.
This entity then will provide a cyber test range (CTR).

The cyber test range will be one of the functionalities that supports cyber opera-
tions. A CTR can be considered as a “cyber shooting range”, comparable to a shoot-
ing range in the physical world, where military personnel can perform offensive and
defensive training and test their other skills.

The cyber security perspective from aMoDwith the CTR, can be easily applied in
the law enforcement cyber departments, but its function is not obviously determined
in terms of goals, objectives or specifications.

The current IT test environments in the MoD are not suitable for the CTR used
in the cyber operations because these environments are used for the availability and
capacity testing purposes as part of IT Infrastructure Library or ServiceManagement
processes [4].

The Research Goal
The research main goal is to design a roadmap for the development of a cyber test
range.

Following are some sub-goals that are derived from the main goal:

1. Delivering the definition for cyber operations, its capabilities and to establish the
activities that are conducted within cyber operations capabilities.

2. Acquiring knowledge about the use and developments in cyber test ranges and
to provide CTR business functions.

3. Determining the CTR business functions that support offensive, defensive and
intelligence capabilities. Business functions are a series of logically related ser-
vices performed together to obtain a defined set of results.

4. Identifying the technical and organizational requirement s for delivering the CTR
business functions.

5. Designing a timeline for the implementation of business functions and the tech-
nical and organizational requirements needed to deliver business functions. The
roadmap delivers the necessary input for the change management for the imple-
mentation of a CTR.

Research Scope
NATOuses the scale of DOTMPLFI (Doctrine, organization, training, material, lead-
ership and education, personnel, facilities and interoperability) to determine the func-
tionality of any capability. It is said before the current IT environments in MoD are
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not apt for the CTR, so that scale should be redefined, redesigned, developed, and
re-implemented.

This study concentrates on the organizational (including personnel) and technical
requirements. Without good organization to keep the CTR there is no CTR function.
The other requirements in the scale will be supportive for the organizational and
technical.

Fig. 2 Research methodology
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The Research Methodology
The research is conducted through the following methodology (that can be grouped
in five chapters of work, presented in Fig. 2):

1. Understand the main idea and the need of cyber operations and cyber test ranges.
2. Performan in-depth analysis to determine the functions and requirements applica-

ble to the MoD CTR.
3. Design a complex roadmap for the cyber test range based on the result of the

analysis phase.

2 Cyber Operations

Cyber (space) operations are defined as “the employment of cyberspace capabilities
where the main purpose is to achieve military objectives or effects in cyberspace or
through it”.
NATO uses the following definitions to describe the capabilities within Cyber Oper-
ations (see Fig. 3):

• Computer Network Operations (CNO)—Computer Network Operations
(with three components Computer Network Attack, Exploitation, and Protection)
focused to obtain unrestricted access to computer networks to disrupt or deny their
capabilities, or use them like a bot.

• Computer network Defence (CND)—Actions to protect against denial or destruc-
tion of information located in computers, computer networks or the networks
themselves.

• Computer network attack (CNA)—Action taken to deny/destroy information from
computers, computer networks.

• Computer network exploitation (CNE)—Action taken to make use of a computer
or computer network and the information located on them, to gain advantage.

Cyber operations are conducted through intelligence, offensive and defensive
capabilities. The Cyber Defence aims at protecting own networks and systems. The
Cyber offence aims at disrupting, denying, degrading, or destroying networks and
systems. The Cyber intelligence enables intelligence collection through networks
and systems [5, 6].

The activities conducted in the cyber-attacks (offensive) and intelligence are sim-
ilar and they aim at accessing the system to lead to a planned effect. These activities
consist of: recon, scan, access, escalate, exfiltration, assault, sustain, and obfuscate.

The activities conducted in the cyber Defence follow the life cycle of an incident
and consist of six main activities that are part of the NATO Framework: malicious
activity detection, attack termination, prevention or mitigation, dynamic risk damage
or attack assessment, cyber-attack recovery, timely decision making and the cyber
defence information management.
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Fig. 3 Cyber operations capabilities

Those activities are well explained in the figure below, and they are part of the
Cyber Defence Capability Framework released by NATO in 2010 (see Fig. 4), which
had the main goal to provide NATO and its Nations a well-documented standard for
cyber operations, to develop a better multinational cooperation in the cyber security
field, to coordinate cyber defence activities.

Developments in Cyber Test Ranges
Cyber test Ranges (CTR) are defined as not-real (virtual) environments used for
research, development, evaluation, and training purposes within the domain of the
cyber. The aim of the test ranges involves recreating real world situations but without
any harm to the real-world networks. According to the military views, the CTR can
be used to defend and attack infrastructures or military capabilities.

CTR requirements are demanding. They should replicate the networks and com-
puter systems, imitate the business operations, and produce generate realistic traffic
to conduct tests without harming the real environments. And they should be flexi-
ble to adapt their configuration with other test ranges for supporting the large-scale
experiments or exercises.

From military point of view, CTR can be understood as an environment that
offers partners the capacity to—even more successfully - guard and assault (or gain
intelligence information about) cyber critical infrastructures or military capacities.

Cyber comprises of numerous components that also are being seen in an unex-
pectedway [7]. Cyber component is putted in a complex network that is well resumed
in the following picture.

Case Studies
There is a various number of CTR that have been made operational or are still under
implementation. These CTR’s are good to extract the current or future characteristics
and objectives, and in this manner, to add to a superior comprehension of how are
cyber test ranges are designed for training purposes to fight against cybercrimes and
cyberterrorism.
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Examples:
1. TheUnited States CTR—TheUS is in the phase of implementing aNational Cyber
Test Range (NCR). This cyber range [8] will provide the infrastructure and software
tools for a secure testing capability to rapidly emulate large-scale complex networks
that simulate the depth and diversity of real-world networks. The implementation
started in 2008 and will service [9] both researchers and operational users.

Experimental Researchers will have:

• the capacity to quantify the progress of their analysis in detail;
• the appropriate classified or unclassified environment;
• experiments against sensible threats;
• the use of investigative approach to track and trace examinations and results.

Operational users will have:

• proper test and assessment of military and government net-driven frameworks or
systems to guarantee current and future guard against cyber attacks;

• fast evaluation of the Nation’s current and future cyber research programs;
• cyber security experimentation technologies for all ranges and communities;
• decreased time/cost for cyber tests.

In addition to NCR, the US cyber experts started developing in 2006 an infor-
mation operations (IO) range [10]. Its goal was to deliver an environment made of
procedures and structures which set up a sensible test, preparing, and practice envi-
ronment for creating and operationalizing IO capabilities and their related strategies,
methods, and procedures. The IO range go in this way speaks to actual battle targets,
frameworks, and circumstances, permitting clients to lead specialized and execution
affirmation testing for IO capacity framework certification [11].

2. NATO—NATOCooperative Cyber Defence Centre of Excellence (NATOCCD
COE) runs a cyber lab, as stated by the Director of CCD COE in an email corre-
spondence. The cyber lab aimed at operational users in support of technical courses
for training [12] and technical expertise. In this range are developed two impor-
tant exercises—Lock Shield (red team vs blue team exercise) and Cyber Coalition
[13] (exercise based on different scenarios that involves malware analysis, host and
network forensics, traffic analysis and reporting) [14].

3. The United Kingdom opened its cyber range in 2010 [15]. Their CTR “is able to
simulate a large infrastructures and global threats and evaluate how these networks,
whether military, civilian or commercial, respond to an attack to develop capabilities
that will make these networks more secure”.

Northrop Grumman delivers the test range facilities [16]. The cyber range has
four common uses:

• Training aimed at preventing falling victim to cyber-attacks and response training
aimed at improving the handling of cyber-attacks.

• To getting and understanding of the robustness of the IT-architecture and to under-
stand the consequences of additions or changes to the IT-architecture
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• To test and to benchmark IT-components.
• Research and development.

This Federated Cyber Range (FCR) [17], as it is called, is intended to permit
interoperability with other digital reaches to empower huge scale explores past the
extent of a solitary office beyond the scope of a single facility [18].

3 MoD Cyber Test Range

The expectations of the MoD business towards the CTR include the CTR business
functions that consist ofmany levels. The first level relates between the CTR business
functions with the cyber operations: the functions ease the execution of the cyber
operations. The second level is about specific business functions that support one of
the capabilities in the domain of cyber operations: defence, offense, or intelligence.

The generic business functions are business functions that support the daily oper-
ations and the enable the research and the development. The CTR, to support the
operations, try to present business functions that help the personnel to act and assess
effectiveness of the current capabilities in the cyber domain. Also, the CTR, to enable
the research and the development, attempt to present business functions that help the
researchers to carry out the researches into future cyber solutions and to research
more when the external solutions enrich the MoD.

The specific functions [19] are meant to support one of the three capabilities. To
illustrate that, one of the generic business functions is to enable the personnel to act in
the cyber domain; this function can be specified into training the personnel to endure
the cyber-attacks in the case of cyber defence. Moreover, these specific functions can
be specified into services and the CTR service components. This advantage of spec-
ification makes the activities supported by the CTR in one of the three capabilities.
That means the CTR grant an added value for each capability and each activity.

The technical and organizational requirements are crucial for the delivery if the
CTR business functions (see Fig. 5). The technical requirements include the ability
in designing IT environments but they should be scalable in assets and flexible in
positioning the configurations. Also, the security requirements are asserted. The
organization requirements include IT-staff that preserve and organize the CTR and
staff that attend the training and the experiments [20].

Fig. 5 CTR business functions
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Fig. 6 Cyber test range—Offensive business functions

Exercises are a critical component in cyber security operations as it consolidates
each part of cyber operations into a close genuine live action. The three capabilities
can also train each other when taking part in an integral exercise with red teams
(attackers) and blue teams (defenders), such as LockShield organized every year in
Estonia by CCDCOE (NATO).

Cyber defence/attack—describes the desires towards the CTR from a defen-
sive/offensive point of view. The detailed overview of the cyberDefence expectations
consists of three components [21]:

1. The business capacities went for supporting cyber defence/attacks.
2. A further specification of the capacities into CTR administrations pointed at

supporting cyber defence/attacks.
3. A breakdown of theCTR administrations into CTR administration segmentswent

for supporting cyber defence/attacks. The figures below (Figs. 6 and7) give the
realistic breakdown of the CTR desires from a Defence and offensive point of
view.
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Fig. 7 Cyber test range—defensive business functions
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4 Roadmap for the Cyber Test Range

This roadmap will last for the next five years, and it includes the delivery of the busi-
ness functions within the CTR and the needed technical and organization require-
ments.

To establish the roadmap requires two step. The first step is to identify the priority
for the CTR business functions according to the perspective of cyber operations
capabilities. The second step is to determine the various levels of the functionalities
within a business service and the necessary requirements to deliver the business
functions.

There are two variables that determine the priorities. The first variable is the
urgency (which is the need to use the bushiness quickly) and the second variable
is the complexity (which is to know the necessary requirements). Both variables
(their combination) represents the priorities for the business functions; high urgency
and low complexity functions should be conducted first, but low urgency and high
complexity should be done next. The most important priority is the function the
enable the personnel to act in the cyber domain [22]. The next priority is the ability
to research for external solutions for the cyber operations. The third priority is the
ability to use the CTR in response to cyber-attacks and use the CTR to carry out
cyber-attacks or intelligence operations. The least important priority is the business
functions which assess the current means and do research into future cyber solutions.

The CTR maturity model is designed to define the different eves of the function-
alities and determine the necessary requirements. The methodology for defining the
model test depends on three steps [23]:

1. To link the CTR requirements to the individual CTR services.
2. To abstract the requirements related to the CTR services to the level of CTR

business function.
3. To divide the requirements into different levels and link these requirements to

service levels for each business function.

Thematuritymodel hasfive levels that range fromverybasic to very advanced [24].
Each level has a general description. In each business function, the description of
functionalities is explained in each maturity level, and the needed requirements to
deliver the functionalities are defined in each maturity level.

In general, the roadmap presents the business functions and their timeframe. The
business functions start with ambition level and end with maturity level.

Also, it offers the requirements that deliver the business functions based on their
ambition levels [25].

More details are presented in Fig. 8.
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5 Conclusions and Recommendations

Following are some recommendations and suggestions that the researcher came up
with based on the results of the study.

1. Collaborate with the UKMoD about the Federated Cyber Range. Validate the NL
MoD approach towards the CTR in terms of business functions, requirements,
and roadmap and incorporate their lessons learned into the NL MoD approach
for the CTR.

2. Work with NATO, because there are also developments in the realization of a
’cyber test range functionality and examine other cooperation possibilities.

3. Collaborate with the Cooperative Cyber Defence Centre of Excellence because
they are very expert at preparing, facilitating, and conducting cyber Defence
exercises supported by a cyber lab.

4. Develop the CTR business function based on the descriptions and the CTRmatu-
rity levels under the supervision of the Taskforce Cyber and in cooperation with
the three cyber operations capabilities.

5. Acquire through the forthcoming Defence Cyber Expertise Centre the resources
(researchers and instructors) to conduct trainings and exercises and do research
and development.

6. Define the research questions with the knowledge institutions to research the pos-
sibilities for replicating live networks, the ability for organizing real live environ-
ments used in the CTR, the needed security to protect the sensitive information,
the risk and heath management, and the access from difference locations.

7. Define, design, and develop the DOTMPLFI measures.

References

1. Ottis, Rain and Lorents, Peeter. 2010. Cyberspace: Definitions and Implications. In 5th inter-
national conference on information warfare and security, (Dayton OH, US: Cooperative Cyber
Defence Centre of Excellence).

2. Wiener, Norbert. 1948. Cybernetics: Or control and communication in the animal and the
machine. Cambridge: The MIT Press.

3. Thill, Scott. March 17, 1948: William Gibson. 2011. Father of Cyberspace. Wired.com. March
2011. http://www.wired.com/thisdayintech/2011/03/0317cyberspace-author-william-gibson-
born/.

4. Kuehl, Dr Dan. 2009. From Cyberspace to Cyberpower: Defining the Problem. [book auth.]
Stuart H. Starr, and Larry K. Wentz Franklin D. Kramer. Cyberpower and National Security.
s.l.: Potomac Books, Inc., Vols. in Cyberpower and National Security, ed. Franklin D. Kramer,
Stuart H. Starr, and Larry K. Wentz.

5. Cornish, Paul, David Livingstone, Dave Clemente, and Claire Yorke. 2010. On cyber warfare.
London: Chatham House. November.

6. Andress and Winterfeld. 2011. Cyber warfare; techniques, tactics and tools for security prac-
titioners. New York: Elsevier.

http://www.wired.com/thisdayintech/2011/03/0317cyberspace-author-william-gibson-born/
http://www.wired.com/thisdayintech/2011/03/0317cyberspace-author-william-gibson-born/


Cyber Defence Capabilities in Complex Networks 231

7. USDepartment ofDefence. TheNationalMilitary Strategy forCyberspaceOperations.Decem-
ber 2006.

8. Ministry of Security and Justice. Cyber Security Beeld Nederland. December June 2012.
CSBN-2.

9. US Department of Defence. Joint Publication 3-0, Joint Operations. August 2011.
10. NATO. Allied Joint Doctrine for Information Operations. November 2009. AJP 3.10.
11. Mirkovic, Jelena, et al. 2010. The DETER project: Advancing the science of cyber security

experimentation and test. IEEE. 978-1-4244-6048-9/10.
12. West-Brown, et al. Handbook for computer security incident response teams (CSIRTs). (New

York: Carnegie Mellon University, 2003). CMU/SEI-2003-HB-002.
13. Benzel, et al. 2007. Design, Deployement and Use of the DETER Testbed. In DETER commu-

nity workshop on cyber-security and test, Boston, August 2007.
14. NC3A. 2010. Cyber Defence Capability Framework. December 2010.
15. BuxBaum, Peter A. 2011. Building a Better ’Cyber Range’. August 2011.
16. Sabo, Robert P. 2006. Standing Up the Information Operations Range. 2006.
17. Powell, Robert, Holmes, Timoty K. and Pie, Cesar E. 2010. The information assurance range.

ITEA Journal 31: 473–477.
18. UK Ministry of Defence. Defence Minister opens UK cyber security test range. Ministry

of Defence. http://www.mod.uk/DefenceInternet/DefenceNews/DefencePolicyAndBusiness/
DefenceMinisterOpensUkCyberSecurityTestRange.htm.

19. US Department of Defence. 2009. The Global Information Grid (GIG) 2.0. Concept of Oper-
ations. March 2009. Version 1.1.

20. Watson. Combat Readiness through Resilience in Hostile Cyber Environments.
21. Welshans. 2010. History of cyber testing and evaluation - A voice from the front lines. ITEA

Journal 31: 449–452.
22. Benzel, et al. 2009. Current Developements in DETER Cybersecurity Testbed Technology.
23. DARPA. National Cyber Range. http://www.darpa.mil/Our_Work/STO/Programs/National_

Cyber_Range_(NCR).aspx.
24. Defence Information Systems Agency. Department of Defence Information Assurance Range:

A Venue for Test and Evaluation in Cyberspace. August 2011.
25. NATO Cooperative Cyber Defence Centre of Excellence. CCD COE Training Courses -CCD

COE. http://www.ccdcoe.org/236.html.

http://www.mod.uk/DefenceInternet/DefenceNews/DefencePolicyAndBusiness/DefenceMinisterOpensUkCyberSecurityTestRange.htm
http://www.mod.uk/DefenceInternet/DefenceNews/DefencePolicyAndBusiness/DefenceMinisterOpensUkCyberSecurityTestRange.htm
http://www.darpa.mil/Our_Work/STO/Programs/National_Cyber_Range_(NCR).aspx
http://www.darpa.mil/Our_Work/STO/Programs/National_Cyber_Range_(NCR).aspx
http://www.ccdcoe.org/236.html

	Contents
	Introduction
	References

	Trends and Strategic Researches in Internet of Everything
	1 The Internet of Everything
	2 The Internet of Things
	2.1 Issues Around IoT

	3 Industrial Internet
	4 The Internet of People
	5 Conclusion
	References

	Towards an Integrated Internet of Things: Current Approaches and Challenges
	1 Introduction
	2 State of the Art
	3 Analysis of Past and Current API Representations
	3.1 Web Application Description Language (WADL)
	3.2 RESTful API Modeling Language (RAML)
	3.3 API Blueprint

	4 Swagger (Now as OpenAPI)
	5 Analysis of Existing APIs
	6 Authorization and Authentication Issues in API Aggregation
	7 Conclusion
	References

	Energy Harvesting in Internet of Things
	1 The Internet of Things Landscape
	1.1 Overview of Internet of Things
	1.2 The Heterogeneous Nature
	1.3 The Client-Gateway-Server Model
	1.4 Key Challenges of Internet of Things

	2 Energy Consumption of Internet of Things
	2.1 Internet of Things Device Architecture
	2.2 Device Classification
	2.3 Device Characterization by Operating Mode
	2.4 Device Characterization by Connectivity
	2.5 Power Supply Options

	3 Energy Harvesting Principles
	3.1 Energy Harvesting Technologies
	3.2 Energy Source Characterization
	3.3 Energy Harvesting Architectures
	3.4 Energy Neutrality

	4 Designing Energy Harvesting for Internet of Things
	4.1 System Design Perspective
	4.2 Device Hardware Perspective
	4.3 Embedded Software Perspective
	4.4 Summary of Design Considerations

	5 Conclusions and Future Development
	5.1 Energy Harvesting Middleware
	5.2 Applications Beyond Earth

	References

	A Detailed Analysis of IoT Platform Architectures: Concepts, Similarities,  and Differences
	1 Introduction
	2 Reference Architecture
	2.1 Sensor
	2.2 Actuator
	2.3 Device
	2.4 Gateway
	2.5 IoT Integration Middleware
	2.6 Application
	2.7 Summary

	3 Comparison of IoT Platforms
	3.1 FIWARE
	3.2 OpenMTC
	3.3 SiteWhere
	3.4 Webinos
	3.5 AWS IoT
	3.6 IBM Watson IoT Platform
	3.7 Microsoft Azure IoT Hub
	3.8 SmartThings
	3.9 Summary of the Comparison

	4 Related Work
	5 Conclusion
	References

	Fog Computing: A Taxonomy, Survey  and Future Directions
	1 Introduction
	2 Related Computing Paradigms
	3 Challenges in Fog Computing
	4 Taxonomy
	5 Fog Nodes Configuration
	5.1 Servers
	5.2 Networking Devices
	5.3 Cloudlets
	5.4 Base Stations
	5.5 Vehicles

	6 Nodal Collaboration
	6.1 Cluster
	6.2 Peer to Peer
	6.3 Master-Slave

	7 Resource/Service Provisioning Metrics
	7.1 Time
	7.2 Data
	7.3 Cost
	7.4 Energy Consumption and Carbon Footprint
	7.5 Context

	8 Service Level Objectives
	8.1 Latency Management
	8.2 Cost Management
	8.3 Network Management
	8.4 Computation Management
	8.5 Application Management
	8.6 Data Management
	8.7 Power Management

	9 Applicable Network System
	9.1 Internet of Things
	9.2 Mobile Network/Radio Access Network
	9.3 Long-Reach Passive Optical Network/Power Line Communication
	9.4 Content Distribution Network
	9.5 Vehicular Network

	10 Security Concern
	10.1 Authentication
	10.2 Privacy
	10.3 Encryption
	10.4 DoS Attack

	11 Gap Analysis and Future Directions
	11.1 Context-Aware Resource/Service Provisioning
	11.2 Sustainable and Reliable Fog Computing
	11.3 Interoperable Architecture of Fog Nodes
	11.4 Distributed Application Deployment
	11.5 Power Management Within Fog
	11.6 Multi-tenant Support in Fog Resources
	11.7 Pricing, Billing in Fog Computing
	11.8 Tools for Fog Simulation
	11.9 Programming Languages and Standards for Fog

	12 Summary and Conclusions
	References

	Challenges and Opportunities in Designing Smart Spaces
	1 Introduction
	2 Overview of Smart Spaces
	3 Smart Home
	3.1 Lack of Consideration of User Profile
	3.2 High Cost
	3.3 High Complexity
	3.4 Lack of Trust

	4 Smart Shopping
	4.1 User-Oriented Smart Shopping
	4.2 Shop-Oriented Smart Shopping
	4.3 Immature Techniques

	5 Discussion
	6 Future Directions for Research in Smart Spaces
	References

	SMART-FI: Exploiting Open IoT Data  from Smart Cities in the Future  Internet Society
	1 Introduction
	2 Motivation
	2.1 Application Scenarios

	3 Related Work
	4 SMART-FI Ecosystem for Smart Cities
	4.1 Smart City Ecosystem Requirements
	4.2 Overview of SMART-FI Approach
	4.3 FIWARE Platform and SMART-FI Ecosystem

	5 Smart-FI Platform
	5.1 Core Platform Components and Mechanisms

	6 Evaluation Strategy
	7 Conclusion and Future Impact
	References

	A Case for IoT Security Assurance
	1 Introduction
	2 Background
	2.1 Internet of Things
	2.2 Security Assurance

	3 Challenges to IoT Security Assurance
	3.1 Confidentiality
	3.2 Integrity
	3.3 Availability

	4 Developing Continuous Security Assurance Methods
	4.1 IoT Security Assurance Process
	4.2 A Framework to Support IoT Security Assurance

	5 Conclusions and Future Work
	References

	Study on IP Protection Techniques for Integrated Circuit in IOT Environment
	1 Introduction
	2 FPGA-Based IP Watermarking Technique
	2.1 Secret Key Generation
	2.2 Watermark Embedding
	2.3 IP Watermark Extraction
	2.4 Experiments and Analysis

	3 FSM-Based IP Watermarking Technique
	3.1 Watermark Generation
	3.2 Watermark Embedding
	3.3 Watermark Extraction
	3.4 Experimental Results 

	4 DFT-Based IP Watermarking Technique
	4.1 Watermarking Architecture
	4.2 Watermark Embedding
	4.3 Watermark Extraction
	4.4 Experimental Results and Performance Analysis

	5 Self-recoverable Dual IP Watermarking Technique
	5.1 Watermark Generation
	5.2 Watermark Embedding
	5.3 Watermark Extraction
	5.4 Watermark Recovery
	5.5 Performance Evaluation

	6 Conclusion
	References

	Cyber Defence Capabilities in Complex Networks
	1 Introduction
	2 Cyber Operations
	3 MoD Cyber Test Range
	4 Roadmap for the Cyber Test Range
	5 Conclusions and Recommendations
	References




