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Foreword

The steam locomotive was first developed by Richard Trevithick in 1804, but
several significant advances were made before its use on the Stockton and
Darlington Railway in 1825, closely followed by the first true intercity railway in
the world, between Liverpool and Manchester in 1830. George Stephenson and his
son Robert were intimately associated with these early railways, so perhaps
unsurprisingly, but not quite accurately, George Stephenson is known worldwide as
the father of the railways. The railway rapidly became the most important mass
transportation system because of its convenience, speed, efficiency, and considerable
economic advantage over other existing but much slower modes. Although many
improvements took place in the succeeding century, by the early 1960s, the railway
generally was in decline in competition with, principally, the automobile. But in
1964, the opening of Japanese Tokaido Shinkansen marked the entry into the world
of high-speed rail operating at high capacity and the rebirth of the railway. Modern
high-speed rail technology assembles the world’s advanced techniques in material
science, control science, advanced manufacturing, electrical science and computing,
which has made a big difference in safety, comfort, and speed compared with tra-
ditional railway technology, and has significantly changed people’s travel habits and
view of space and time.

The introduction of the railway to China was slow and tentative. A merchant
called Durand from Britain built the 500 m of track in Beijing in 1865 as a
demonstration. However, it was soon demolished by the Qing government as it was
said to “have scared the dragon” and was not good for Fengshui. After several other
abortive attempts, the first railway between Beijing and Jingzhang, about 200 km,
was opened in 1909. However, even a century later in the early 2000s, there was
still great gap between China and other developed countries in terms of per capita
railway mileage and overall technical level of railways. Although a high share of
goods and many people were transported by rail, capacity was a major constraint.
For example, at times such as the Spring Festival, the railway supply can hardly
match the enormous demand. To solve the problems, Chinese enterprises have set
out to introduce high-speed rail technology from Japan, Germany, France, and
Canada under the organization of the Ministry of Railways since 2004. And on the
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basis of that, they have developed their own high-speed rail system of research,
design, manufacture, construction, operation, and maintenance. In 2008, the
Beijing-Tianjin intercity line opened. After that, Wuhan-Guangzhou,
Beijing-Shanghai, and some other 350 km/h high-speed railway opened
successively. Nowadays, both the scale and the speed indicators of China’s
high-speed rail have reached an advanced level in world. The new high-speed line
length of 20,000 km now exceeds the total length of high-speed line in the rest
of the world combined and is due to top 38,000 km by 2025. In total, China now
has the second largest railway network in the world and the railway is firmly in
place as the preferred mode of transport over longer distances in China. The
achievements of the last 20 years or so have been phenomenal and deserve to be
understood and appreciated by wide audiences throughout the world. It is my hope
that this book will go some way to achieving this.

Professor Youtong Fang is an expert in the field of railway traction power, as
well as my old friend in this industry. The permanent magnet traction motor he
designed for the 350 km/h high-speed railway has been adopted, and the
energy-saving effect is remarkable according to the test results of the line. At the
same time, Prof. Fang participated in the organization of China’s high-speed rail
technology innovation. In 2010, Helen Zhang, the Chief Editor of Journal of
Zhejiang University-SCIENCE A: Applied Physics & Engineering (JZUS-A), who
has been concerned about the progress of high-speed rail technology in China,
invited Prof. Fang as a guest editor, soliciting the first special issue about Chinese
high-speed rail. Right during this period, the Yongwentai railway accident occurred
on July 23, 2011, which caused various international comments about the
high-speed rail technology of China. In December of the same year, under Prof.
Fang’ s organization, JZUS-A published the first special issue in English on China’s
high-speed railway technology, followed by another three special issues on
high-speed rail of China, which aroused considerable interest throughout the world.

In 2014, Prof. Fang invited me to visit the China CSR, Qingdao Sifang, China
Tonghao Group, Zhejiang University, and Beijing Jiaotong University. Also, we
took the high-speed train from Hangzhou to Beijing. By sharing viewpoints with
Chinese scholars, and from my perspective of studying railway for many years, I
wrote an article called “Background of recent developments of passenger railways
in China, the UK and other European countries,” in which I commented that the
high-speed train system has tremendous advantages in increasing the efficiency and
convenience of transport without adding to carbon generation. It consists of a brief
introduction to the history and comparisons of railways in the UK and China, a
description of rail speedup in the last few decades in the UK, and notes of current
high-speed trains. Similar brief details are given of high-speed train in Europe. Brief
mention is made of comparative railway safety. The development of high-speed rail
in China is discussed, and the UK high-speed development plan is briefly
introduced. Later during Prof. Fang’s visit to Britain, he talked to me about his plan,
to publish a book which is a compilation of recent studies on high-speed rail
technology in China from an international perspective, after getting the permission
from JZUS-A and authors. And the book will contribute to the international
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counterparts. He asked if I would like to write the preface for the book, and I readily
agreed.

This book involves not only a comparison of railway development in China and
abroad, such as Europe, the UK, and Japan, but also the strategic thinking of the
development of high-speed rail of China. Furthermore, this book introduces the
research on the some key technologies, covering various aspects of infrastructure,
vehicles, signals, materials, dynamics, traction power supply, transportation orga-
nization, and so on. Although it cannot cover everything, this book gives an
introduction of the research and technical work of Chinese scholars, which is very
helpful for foreign scholars and industry to understand the new technology of
Chinese high-speed rail. I hope that the publication of this book is able to attract
more foreign scholars to participate in China’s high-speed rail innovation,
especially at the moment when China’s high-speed rail is moving toward
international prominence. Furthermore, I hope that it will serve to spread
knowledge of China’s recent remarkable railway progress and achievements.

Imperial College London
January 2017

Roderick A. Smith
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Preface

In 1865, the British merchant Durand constructed China’s first railway in Beijing,
starting the research on railway technology in China. In 2002, the “China Star”
high-speed train achieved a top speed of 321 km/h in a test run. In just a few years,
research in this field is on a fast track and parallel study in the most developed
countries. A new era started in 2008, as symbolized by the first commercial
high-speed railway from Beijing to Tianjing. In about seven years, 19,000 km of
high-speed railway has been built in China, longer than the total length in the rest
of the world, demonstrating top-rank capability in both research and manufacturing.
There is no doubt that this advanced high-speed rail technology could not have been
achieved without the research of the overseas pioneers. At the same time, what
China now does in high-speed rail promotes development throughout the world. In
other words, academic exchange of high-speed rail technology between China and
other countries is of great importance to both China and the rest of the world.

In 2010, Mrs. Helen Zhang, Chief Editor of Journal of Zhejiang
University-SCIENCE A: Applied Physics & Engineering (JZUS-A), invited Prof.
Youtong Fang, Director of the High-Speed Railway Research Center in Zhejiang
University, to be the guest editor in chief for the first special issue of JZUS-A to
summarize cutting-edge high-speed railway technology in China. Up to now, three
special issues have been published on this topic, and these have aroused worldwide
interest.

Study of the high-speed train itself is at the core of this research, and recent
research in China has focused on the theory and practice of wheel–rail, fluid–
structure, and bow–net interactions. Wei-hua Zhang, Xue-song Jin et al. developed
high-speed rail wheel–rail dynamics, Yun-min Chen, Xue-cheng Bian et al. carried
out systematic study on subgrade settlement, Xue-ming Shao, Yao Zheng et al.
developed the computational fluid mechanics method for the high-speed train,
Weihua Zhang et al. analyzed the dynamic performance of the bow–net system,
Liang Meng et al. developed the catenary contact wire with higher strength and
higher conductivity, Limin Jia, Qinfen Lu, Xiaoyan Huang, Ping Tan, Gang Chen
et al. did excellent research on transportation organization, traction power, com-
munication signals, and train intellectualization. The international perspective is
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also highlighted by the comprehensive review on the development of the China
high-speed railway by Prof. Roderick A. Smith, the former Chief Scientific Advisor
to Department of Transport, Fellow of the Royal Academy of Engineering, and
Satoru Sone, Professor of Tokyo University, and Associate Director of the Japan
Railway Technology Association.

The three special issues summarized not only in-depth research, but also the
development route, especially charting the course of innovation that China has
followed in high-speed rail technology. If we could collect all this work in one
book, it would allow our international counterparts to better understand the research
of Chinese scholars, and further promote the academic exchange of ideas and
development. To this end, all the papers come from JZUS-A, and were reprinted in
this book with permission from JZUS-A and Springer, as well as all authors.

I would like to thank the copy editors of the book, Ms. Hanfeng Lin and Ms.
Xinxin Zhang. This book could not have been published without their hard work.
I am also really grateful to every author—this book is a product of your intelligence
and work. I also need to thank Prof. Roderick A. Smith for writing the foreword.

Finally, the publication of the book has also benefited from the support of the
Natural Science Foundation of China (51637009, U1434202, 51477149, 51577166,
51507152), the “One belt one road” development open research alliance of science
and technology, and the China Academy of West Region Development.

Qiushi Garden Youtong Fang
January 2017
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1 Overview

The shortage of railway transport capability has restricted the development of China’s
economy. High-speed rail is vital for the development of the passenger railway,
because of its huge transport capacity, safety, comfort, all-day operation, environ-
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mentally friendly operation, and its sustainability. Since 2004, the former China
Ministry of Railways has introduced and assimilated advanced technologies in other
countries, used this to improve the technologies of the construction of the high-speed
rail and train, and formed a nationwide cross-industry chain (Smith and Zhou 2014).

According to the China “Mid-long Term Railway Network Plan” (NDRC 2016),
by 2020, the national railway operational mileage will reach 120,000 km. The
double-track rate and electrochemical rate will reach 50 and 60%, respectively, and
passenger transport and freight transport will be separate on main lines, of which
the passenger dedicated line will reach 16,000 km. China’s high-speed rail network
covers a vast territory and experiences complex geographical, geological condi-
tions, and climate. The rapid development and unique network conditions of
China’s high-speed rail make higher demands on the high-speed rail technology
system, especially the high-speed train technology. These demands can be descri-
bed as three main factors:

1. As high-speed train manufacture and system integration capability improve, so
also must the corresponding design, optimization, experimental and evaluation
techniques, as well as other supporting techniques.

2. The basic theories of the high-speed train must be developed based on research
and must be suitable for the environmental conditions and operational
requirements in China.

3. It is difficult for the existing railway research system to satisfy the needs of
innovation, integrate domestic research resources, establish high-level research,
and exploit and experiment with platform and industry–study–research–appli-
cation in a combined industry alliance of the type needed to support systematic
introduction and operation.

Against this background, in February 2008, the Ministry of Science &
Technology and Ministry of Railways of China jointly published “China High Speed
Train Independent Innovation Joint Action Plan.” Under the support of this plan, on
December 3, 2010, the new generation of high-speed train CRH380AL, having
incorporated home-grown innovations, operated at 486.1 km/h high-speed rail test
speed on the Beijing–Shanghai line pilot segment. All the train’s performance
indices fully satisfied the design requirements, which demonstrated that China’s
high-speed train technology had firmly established itself as the world’s top level
high-speed train technology. By the end of 2011, the Beijing–Shanghai high-speed
rail was constructed and put into operation, representing, at that time, the world’s
longest mileage and highest technology standards with non-staged construction.

2 Innovation Achievements of China’s High-Speed Rail
Technology

The study and construction of high-speed rail in China have been going on for
nearly 20 years. The first stage was from 1990 to 2007, during which there were
five big accelerations in the development of the national rail, and the introduction
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and absorption of high-speed train technology from Germany, Japan, and France.
The second stage is from 2008 until now, and this is the stage of independent
innovation, the highlight of which is the launch of “China High Speed Train
Independent Innovation Joint Action Plan.” Supported by the Joint Action Plan, 25
key universities, 11 scientific research institutions, and 51 national laboratories and
engineering technology research centers in China carried out a wide range of
technical cooperation and exchange and quickly tackled the key technical problems,
so as to ensure the development of the new-generation high-speed train (MST
2012).

2.1 Basic Theory Study of the High-Speed Train

A high-speed train system dynamic theory was proposed, the study objective was
extended from the single carriage to the whole train, and the research scope was
extended from wheel–rail interface to wheel–rail, bow net, and fluid–structure in-
teraction. Corresponding research was carried out through non-linear dynamic
modeling, and bench and track testing.

On wheel–rail interaction, research was carried out on the wheel–rail profile, the
matching of materials and hardness, and the matching relation between lines and
high-speed trains, based on which the wheel–rail contact model under complicated
conditions was established, and corresponding numerical methods were proposed
and a high-speed train wheel–rail contact relation under system dynamics was put
forward (Zhao et al. 2014).

On train fluid–structure, based on high-speed train numerical calculation soft-
ware and a support platform, analysis was carried out on lateral wind dynamics and
aerodynamic moment in train operation, as well as in safety analysis.

For the train bow net, the platform constructions, like the mechanism of the arc
test rig and the pantograph vibration test rig, have been basically completed. The
preliminary design of pantograph and catenary geometry and dynamic character-
istics has been basically finished. The double-arc spacing calculation formula was
proposed for the high-speed bow net system on the Beijing–Tianjin and Wuhan–
Guangzhou Passenger Lines and ensured the stability of double arc at speeds under
380 km/h.

For train vibration and modal analysis, experiments were carried out on slab
track at 350 km/h on the Beijing–Tianjin Intercity High Speed Line, the Wuhan–
Guangzhou Passenger Line, and the Zhengzhou–Xi’an Passenger Line. These
examined the system vibration phenomenon and characteristics caused by the
periodical ratio relationship between wheel circumference, slab length, rail fixed
length, and bridge span length, and this provided the basis for the design and
structural optimization of the new-generation high-speed train. In addition, the
general high-speed train comfort simulation platform was established through
analysis of in-car comfort indices.

Sustainability Development Strategy of China’s High-Speed Rail 5



2.2 Design and Manufacturing Technologies
of the High-Speed Train

During construction and improvement of a digital collaborative simulation plat-
form, the technology architecture covering the design and experimental platform of
the train set assembly, and the design of the train body and bogie are formed.

The development of the high-speed bogie digital design platform, the experi-
mental platform, and the digital processing platform are completed; the batch
production capability of the high-speed train bogie is now achieved. The system
now uses a double-H welding bogie frame and bogie-integrated cast aluminum
alloy transition corbel, a hollow car axle, and an aluminum alloy gear box structure,
and this significantly reduces unsprung weight and wheel–rail dynamic interaction.
A high flexibility air spring, a two-point air spring control system, and an adjustable
length lateral rolling torsion bar device are adopted to improve the high-speed
operation quality of the bogie. An elastic suspension traction drive structure is
adopted to improve the comprehensive dynamic performance. Wheel-set guiding,
an air spring, and a traction motor emergency system ensure the safety and relia-
bility of the bogie.

According to the operational requirements of a high-speed train, aerodynamic
performance evaluation of 20 design schemes of train head was carried out, to help
finalize the design of the CRH380A series high-speed train head shape. The ex-
periments on the Wuhan–Guangzhou, and Zhengzhou–Xi’an high-speed lines
demonstrated that the total operational resistance of an eight-car train set at
350 km/h decreased 6.1%, the noise level decreased 7%, the tail lift force reduced
51.7%, and the lateral force reduced 6.1%, thus realizing the optimization design of
the new generation of high-speed train, which provides important support for train
head shape design.

The 1:8 model of the CRH380AL/BL series high-speed train and aerodynamic
noise evaluation of key components were accomplished in a high-speed train
aerodynamic acoustic wind tunnel. The adaptability of high-speed train aerody-
namic noise measurement technology was studied and fully validated that the noise
measured in the wind tunnel accurately reflects the train’s aerodynamic noise in
magnitude and frequency characteristics. The upgrading scheme for a pneumatic
acoustic wind tunnel has successfully passed systemic proof, and it is estimated that
the experimental speed in the wind tunnel will exceed 420 km/h.

The high-speed train aerodynamic numerical simulation platform is capable of
modeling a 16-car full-size high-speed train and subgrade, bridge, tunnel, platform,
and similar work conditions. Currently, vehicle appearance, new head shape series,
and aerodynamic performance evaluation and optimization of the CRH2, CRH3,
CRH380 series high-speed train, and higher speed test train under severe work
conditions (cross wind, tunnel crossing) are carried out on this platform, which
provides key systemic and theoretical support for resistance and noise reduction.

In car body modal optimization, there have been many new vibration reduction
structures and materials, so as to achieve the required vibration reduction effects.
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On the premise of a light car body, the first-order vertical bending frequency of a
car body modal of vibration achieves a 10% increase and reaches 16.8 Hz; the
first-order natural frequency of the floor increases by 22% and reaches 40.5 Hz; the
first-order natural frequency of the end wall increases by 21% and reaches 48.2 Hz.

Concerning car body aerodynamic load, the multi-component, high-frequency,
large-amplitude alternating aerodynamic load was studied, and airtight strength and
tightness control standards for an operational speed of 350 km/h and above were
established; new designs of cross section and bearing structure were adopted to
optimize the pressure control method in a car; the air tightness of the car body
increased from ±4000 to ±6000 Pa; the pressure variation rate is controlled below
2‰ atmosphere; and the maximum variation amplitude is controlled below 8‰
atmosphere pressure.

The design, simulation, and experimental platform of the traction drive system
and brake system were established, and the demonstration base, pilot line, and
production line for a high-speed train were constructed. This is capable of inte-
grated manufacturing and mass production. The strength and reliability of bow net
components were improved, and the dynamic current-receiving quality of the
pantograph and catenary was increased (Ma et al. 2011).

The Chinese Train Control System (CTCS)-3 train operation control system set
was completed, and a complete CTCS-3 train control system validation process was
established. A sub-system special test, a laboratory integration test, an on-site
installation, test and commissioning (ITC) test, an alignment test, and trial operation
were completed. Problems such as electromagnetic interference, wireless commu-
nication interrupt, and Global System for Mobile Communications-Railway
(GSM-R) network optimization were solved. This helped verify the reliability,
safety, and stability of the system and improved the general technical level of the
CTSC-3 train control system.

High-strength, high-conductivity contact wires with 37 kN tension force were
developed and operated in the Beijing–Shanghai guideline, the strength of which
reaches 570 MPa and the conductivity reaches 75% IACS. The dedicated
“2 � 27.5 kV” switch cubicle realized large-scale domestic production.

The high-speed rail society–economy affected zone model was built, and a
high-speed train passenger transport demand database was established, so as to
accomplish high-speed rail basic database sharing and a service platform and the
development of a high-speed rail passenger transport demand data service
sub-system. The high-speed rail resource optimization system was established, and
the “Rail Lines Video Query System” based on high-speed rail basic data sharing
and service platform is able to provide data support and supportive decision-making
for railway equipment management, scheduling command, rescue and relief work,
and accident rescue.

The main pieces of equipment for a high-speed inspection car were developed,
including a video device, a measurement device at the wiring interval, an automatic
train control (ATC) determinator, a train wireless equipment measurement device,
and a determination station; there was also an axle load transverse pressure mea-
surement axis, an axle box acceleration measurement device; a track vertical
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displacement and vehicle shaking measurement device, line condition monitoring
equipment, wheel load transverse pressure data processing equipment and video
devices; stringing abrasion offset height measurement device, collector state moni-
toring device, pantograph observation device; electric power measurement station,
data processing equipment, a power supply circuit measurement device, a train
number ground measurement device, high-speed electric multiple unit
(EMU) technology, the ground monitoring data analysis technology, a high-speed
mobile comprehensive detection technology system including the open management
and application technology of the high-speed railway infrastructure testing data.

3 Engineering Application of Domestic High-Speed Train

3.1 Opening and Operation of the Wuhan–Guangzhou
High-Speed Train

On December 26, 2009, the Wuhan–Guangzhou high-speed line was put into
operation with a domestic high-speed train, which created the record of passing
speed of 350 km/h in tunnels, 350 km/h double train in connection, and a double
pantograph receiving current.

The Wuhan–Guangzhou high-speed line is the one under the world’s most
complicated working conditions. Its total length is 1068 km with 226 tunnels. The
longest tunnel is Liuyanghe Tunnel at 10 km, and the inner and outside temperature
difference of the tunnel is large. The percentage of bridge and tunnel is 67%. The
Wuhan–Guangzhou high-speed rail features high operation speed, high passing
speed, and high passing density. These unprecedented operating conditions pose
first-ever challenges for a high-speed train.

The main technology innovations are as follows:
In terms of long-distance operation: (1) the reliability optimization of suspending

items in view of high-speed complex air turbulence (including suspending below
the train like a skirtboard, or a windshield); (2) with reference to complex aero-
dynamic effects, improvement of the car body air tightness, and optimization of the
car body structural strength design; (3) aiming at continuous high-speed operation,
optimization of the locate mode, location parameter, and secondary suspension
parameters, and improvement of the coupling relationship between wheel and rail,
to effectively control abrasion and wheel/rail interaction force; (4) in a complicated
vibration environment, improvement of the structural strength design of the bogie
and increase of the fatigue life by a factor of two.

In terms of train air tightness: Improve the air tightness of the whole train. When
two trains pass each other with an operation speed of 350 km/h in a tunnel, it takes
252 s for the in-car pressure to reduce from 4000 to 1000 Pa, while the standard of
pressure reduction is above 50 s; the pressure variation in-car is less than 1000 Pa,
and the pressure variation rate in-car is less than 200 Pa/s.
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In terms of vibration and noise reduction: Optimize the structural parameters of
the bogie and systematically optimize the modal matching relation among bogie,
car body, and line, for example, car sickness (0.5–1 Hz) and tiredness (8–10 Hz);
track periodic turbulence: 6.5, 32, and 100 m.

In terms of wheel/rail matching: Continuously track the performance difference
of various track profiles after abrasion with wheel tread, detecting the sensitive
response region of the wheel/rail in high-speed conditions in an innovative manner,
and achieve a series of solutions (rolling circle, contact point, rail grinding, and
rotary wheel tread).

In optimization of aerodynamic performance and resistance: Operation resis-
tance is reduced by 6%; currently, there are 66 trains operating on Wuhan–
Guangzhou line, and the annual electricity saving is 120 million kWh.

3.2 Opening of the Beijing–Shanghai High-Speed Line

On April 27, 2010, the first sample car of the “Harmony” CRH380A high-speed
train came off the assembly line successfully in China South Locomotive and
Rolling Stock Co. Ltd. (SCR) Qingdao Sifang. The CRH380A high-speed train
features 350 km/h operational speed and 380 km/h maximum speed and adopts a
low resistance streamline head profile, high air tightness, and airtight car body; the
advanced acoustic vibration reduction technology and innovations in strong green
power traction system technologies not only ensure stable low-noise operation, but
also realize low resistance, lightweight, regenerative braking, green power, and zero
release. On December 3, 2010, the CRH380A high-speed train created an operation
test speed of 486.1 km/h. The new generation of domestic high-speed train came
into service and provides key technology elements for the Beijing–Shanghai
high-speed line.

On June 30, 2011, the Beijing–Shanghai high-speed line completed construction
and was put into operation. The total length of the Beijing–Shanghai high-speed
line is 1318 km with a design speed of 350 km/h. This is the world’s first
high-speed line with such a long mileage and high-technology standards; the whole
line fully adopts the technology and equipment of the domestic high-speed train,
which demonstrates the highest level of China’s high-speed rail and train.

3.3 Domestic 400 km/h Comprehensive Inspection Car
Came off the Assembly Line

The comprehensive inspection car is important for periodic, comprehensive, and
high-speed detection of a high-speed train with speeds above 200 km/h and has the
comprehensive inspection ability of railway infrastructure such as rail, catenary,
and communication signals.

Sustainability Development Strategy of China’s High-Speed Rail 9



In March 2011, the CRH380B-00 high-speed comprehensive inspection train,
developed by the China Academy of Railway Sciences and Tangshan Railway
Vehicle Co. Ltd., came off the assembly line and was put into operation. The
designed maximum test speed of the train is 500 km/h, the synchronous detection
speed reaches more than 350 km/h, and the maximum test speed reaches 400 km/h,
and the train has the real-time detection ability of hundreds of parameters like
high-speed rail wheel/rail dynamic and vehicle dynamic response, catenary, com-
munication, and signals.

Relying on the comprehensive inspection car, the ground monitoring data
analysis and processing center for comprehensive evaluation and decision support
were established, expert analysis diagnosis, ground demonstration, data storage,
and management systems were developed, and the open management platform for
domestic high-speed rail infrastructure was built, all of which provide experimental
verification for track irregularity standard management. Also developed are the
Beijing–Shanghai high-speed line irregularity spectrum, a train/track system
dynamic characteristic evaluation method based on the generalized energy method,
a train/track system safety evaluation method using axle box acceleration rate, a
train track dynamic simulation model, the relationship between contact line irreg-
ularity and bow net dynamic response, and a transponder message evaluation
method for high-speed rail above 350 km/h. At the same time, the dynamic
debugging and functional verification of the wireless transfer system and ground
demonstration system were carried out.

4 Development Prospect of China’s High-Speed Rail
Technology

The construction of China’s high-speed rail provides a convenient, economic, rapid,
comfortable, and ecological mass transport tool for our people, and it also affects
the regional economic pattern of China (Jin 2014). It has had a warm reception from
our people, industry, investors, and the government. The next 10 years is an
important period of China’s high-speed rail construction and development. In
10-year time, the high-speed rail network covering China’s mainland will be almost
completed, and the high-speed rail will be the first choice for mid-long journeys. It
will also promote the development of China’s economy.

4.1 China’s High-Speed Rail Network Plan
in the Next 10 Years

On June 29, 2016, the State Council Executive Meeting approved in principle the
new “Mid-long Term Railway Network Planning,” which requires the construction
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of a comprehensive transport system integrating road, navigation, and aviation,
providing support for the development and upgrading of economy and society with
the artery of transportation. It will involve construction of a high-speed railway
network with “Eight Longitudinal” featuring the seaside and Beijing–Shanghai and
“Eight Horizontal” featuring land bridge and riverside, and intercity railways as a
supplement. It will form a 1- to 4-h transport circle between large and medium
cities, and 0.5- and 4-h transport circle within urban clusters. At the same time, it
will nurture and develop new economy formats of high-speed rail, promote the
regional exchange and cooperation and resource optimization, accelerate the
industrial gradient transfer, and drive the transformation and upgrading of the
manufacturing industry and economy as a whole.

The detailed planning scheme includes the following:
First, construction of the “Eight Longitudinal and Eight Horizontal” high-speed

rail main pathways (Fig. 1). The “Eight Longitudinal” pathways are as follows: the
seaside path, Beijing–Shanghai path, Beijing–Hong Kong (Taiwan) path, Beijing–
Harbin–Beijing–Hong Kong–Macao path, Hohhot–Nanjing path, Beijing–
Kunming path, Baotou (Yinchuan)–Haikou path, and Lanzhou (Xi’an)–Guangzhou
path; the “Eight Horizontal” pathways are as follows: the Suifenhe–Manzhouli
path, Beijing–Lanzhou path, Qingdao–Yinchuan path, land bridge path, riverside
path, Shanghai–Kunming path, Xiamen–Chongqing path, and Guangzhou–
Kunming path.

Second, there will be expansion of the regional railway conjunction line. Based
on the “Eight Longitudinal and Eight Horizontal” main pathways, it will plan and
lay out high-speed rail regional connections, in order to further improve and
increase the coverage of the high-speed rail network.

Third, there will be development of the intercity passenger line. While taking
advantage of the high-speed rail and the conventional rail with intercity service, it
will plan and construct the city cluster intercity passenger railway effectively
linking medium-big cities and town centers, and supporting and leading the
development of new urbanization.

The new projects of high-speed rail main paths adopt the 250 km/h and above
standards in principle, in which 350 km/h standards were adopted for lines con-
necting large cities, with large population density, and a developed economy. The
regional railway lines adopt 250 km/h and below standards. Intercity lines adopt
200 km/h and below standards.

According to the new railway network planning, up to 2020, a batch of major
landmark projects will be completed and put into operation, in which high-speed
rail has 3000 km in length, covering over 80% of big cities. By 2025, the railway
network will reach 175,000 km, in which the high-speed railway will account for
38,000 km.

Sustainability Development Strategy of China’s High-Speed Rail 11
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4.2 Study and Deployment of China’s High-Speed Rail
Research in the Next 5 Years

During the 13th Five-Year Plan, China launched the “Advanced Rail Transit” key
program of the national key research and development plan. The main contents are
given below.

4.2.1 Safety Assurance Technology of the Rail Transit System

There will be study of the sensing, evaluating, and alerting technique of the rail
transit operational environment status, comprehensive monitoring and assurance
technique of public right of way (ROW), decoupled and comprehensive safety
assurance technique of the rail transit system, and the comprehensive safety
assurance technique of the regional rail transit system, so as to form a rail transit
safety-related holographic intelligent perception, fast identification, risk evaluation,
early warning and emergency response, and constitutive security of carrying
equipment. There will be construction of a comprehensive rail transit safety
assurance technique platform including safety prediction evaluation theory and
method, sets of safety standards techniques and regulations, and a technology
support system. There will be construction of a rail transit safety assurance and
emergency management integrated management platform. It should have the
capability to lower rail transit safety accidents caused by technical issues by 50%,
and effect a switch to active safety assurance.

4.2.2 High-Energy Efficiency of Traction Power Supply
and Transmission Key Techniques of Rail Transit

There will be a revolution in traction drive technology. This will come about
through the study of the following list of research topics: the study of virtual

JFig. 1 Mid-long-term railway network planning in China (http://www.gov.cn/xinwen/2016-07/20/
content_5093165.htm). Translation of important places in “Eight Longitudinal and Eight
Horizontal”:北京: Beijing,上海: Shanghai,香港: Hong Kong,台湾: Taiwan,哈尔滨: Harbin,澳门:
Macao, 呼和浩特: Hohhot, 南京: Nanjing, 昆明: Kunming, 包头: Baotou, 银川: Yinchuan, 海口:
Haikou,兰州: Lanzhou,西安: Xi’an,广州: Guangzhou,绥芬河: Suifenhe,满洲里:Manzhouli,青岛:
Qingdao,厦门: Xiamen,重庆: Chongqing. Translation of the legend:首都: capital,省会: provincial
capital, 城镇: town, 国界: national boundaries, 省界: provincial boundaries, 国外铁路: railway in
other countries,既有高速铁路通道: existing high-speed rail,既有高速连接线、城际铁路: existing
high-speed rail connection inter-unban railway,既有普速铁路: existing conventional rail,规划高速

铁路通道: planned high-speed rail, 规划区域连接线、城际铁路: planned regional connection
inter-unban railway,规划普速铁路: planned conventional rail,规划研究铁路: planned research rail,
既有铁路扩能改造: expansion of existing railway, 既有铁路电化改造: electrification of existing
railway
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in-phase flexible power supply technology, the catenary system and power supply
device with high flow characteristics, efficient converter device of rail transit train,
contactless power supply techniques of rail transit, key techniques and equipment
development of contactless power-supplied urban rail vehicle, key techniques and
equipment development of interval power-supplied rail transit, master techniques
regarding the train high-performance flexible power supply, high-conductivity wire
materials, reducing the consumption of the converter, comprehensive usage of
regenerative energy, traction converter technology based on new topological
transformation, new materials and new structures, the realization of a virtual
in-phase power supply, and high-efficiency traction converter technology and in-car
equipment system. A comprehensive grasp of new power batteries, super capacitor
energy storage application techniques, and car-ground integrated static dynamic
contactless/wireless current collection technique will form safe, efficient, and eco-
nomic rail transit hybrid energy storage and traction drive systems suitable for a
multi-power supply mode and complicated application conditions (Huang et al.
2015).

4.2.3 Life Cycle Maintenance Technique of Rail Transit

This will come about through the study of rail transit integrated design–manufac-
ture–operation technology concerning whole life cycle cost, rail transit train
environmental-friendly technology, and the decoupled and efficiency improvement
key technology in the rail transit energy consumption procedure, to form the whole
life cycle design criteria integrating design, manufacturing, and operation. It will
develop the integrated key technology concerning whole life cycle rail transit with
environmental-friendly, comprehensive cost control, and efficiency improvement,
realize the rail transit whole life cycle low cost, be environmental-friendly, and offer
whole-scale efficiency improvement (Zhang et al. 2015).

4.2.4 Guided Transport System Mode Diversification and Equipment
Study

Through the study of self-guided urban rail transit train system technology and
equipment, and self-adjusted bogie key technology, the aim is to master the virtual
rail guided transport system technology, to master the structural and parameter
adapting and control techniques of wheel–rail bogie and line, and to create the
supporting technology and equipment system of design, manufacture, evaluation,
delivery, and operation of a guided transport system suitable for the town diversity
of our country.
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4.2.5 Key Technology for 400 km/h and Above High-Speed Passenger
Transport Equipment

Through the study of train multi-effect coupled and smart control technology, the
comprehensive comfort level control based on noise active control, the
“gravity-resistance-driving force” multi-objective balanced energy saving technol-
ogy, high safety factor walk system, structural fire proofing and electromagnetic
compatibility technology, the key train technologies of various structural walk
system, and transnational interconnected high-speed train equipment and operation
maintenance system, the aim is to master the key technologies concerning system
integrated, car body, bogie, traction and braking, power supply, train control,
operational control, system operation and maintenance satisfying the needs of “One
Belt One Road,” and transnational interconnected adaptability and criteria system
and accomplish the study of high-speed train and various structural trains with a
speed level of 400 km/h and above. At the same time, we will systematically
deepen and establish the key technology system regarding high-speed train
multi-effect enhanced coupling and control, environmental-friendly enhancement,
whole life cycle design and integration, reliability, availability, maintainability, and
safety (RAMS) comprehensive performance improvement, to create the improved
adaptability and enhanced technology of existing infrastructure and equipment,
study the high-speed train system with operation speed of 400 km/h and above
which is suitable for the high-speed rail infrastructure in China.

4.2.6 Railway Comprehensive Effectiveness and Service Level
Improvement Under High-Speed Rail Network Conditions

Through the study of railway passenger freight service mode design and resource
allocation under high-speed rail network, benefit and service level improvement
technology of railway passenger freight transport, railway network operation
assurance technology and operation, and service cooperative decision and support
system, we will form the transportation technical standards supporting rail network
comprehensive effectiveness and service level improvement and a new railway
transportation engineering technology system, and realize and improve the “One
Belt One Road” transnational transport and international competiveness.

4.2.7 Regional Rail Transport Co-transport and Service Technology

Through the study of regional transport comprehensive effectiveness improvement
technology, regional rail transport safety assurance technology, and regional rail
transport information service technology and system, we will form the regional rail
transport multi-model co-transport, safety assurance, information service integrated

Sustainability Development Strategy of China’s High-Speed Rail 15



technology, and system platform and satisfy the needs of regional rail transport
comprehensive effectiveness and service level, to support the regional rail transport
integrated transportation and service.

4.2.8 Space–Air–Train–Ground Integrated Rail Transport Safety
and Control Technology

Through the study of rail transit dedicated static and dynamic hang platform system
technologies, the space–air–train–ground–information integrated rail transit dedi-
cated network technologies, rail transit system status information integration and
processing techniques, vehicle mobile interconnection technology based on dedi-
cated network, sparse low capacity road network train operation control system key
technologies, and dynamic block system based on location information, we will
form the dedicated static and dynamic air platform design, manufacture, operation
and maintenance technology, form the dedicated space–air–train–ground integrated
transportation and monitoring network which satisfies its interaction operation
needs, form the multi-level, multi-granularity, high-dimensional holographic tech-
nology which satisfies the large-scale, all-weather, full coverage, all-around live
monitoring needs of rail transit and its safe operation environment, form large-scale
high-dimensional rail transit safety information monitoring and integration, analysis
and application technology, and form high-property, low-cost, multi-functional new
safety assurance mode of the wide-range sparse road network. At the same time, we
will develop the key technologies concerning route control based on multiple
information integration and location technique, multi-path information transmission
and control, dynamic interval configuration braking and safety protection, develop,
new train operation and control system with high maintainability featuring
small-scale, low-density rail-side equipment and dynamic interval configuration,
satisfying the needs of safety, efficient operation and sustainability of national
defensive western and backcountry low-density transport network.

4.2.9 Rail Transit Freight Transportation Rapid Technology
and Equipment Studies

Through the study of multi-mode freight transportation adapter system technology,
key technologies and equipment study of 160 km/h freight train, road–rail conve-
nient transport key technologies and equipment, and 250 km/h and above freight
trains, we will form the rapid and convenient, multi-mode, high-speed standard
regulation, and technique system, to satisfy the needs of national defense mobility
and support the rapid, efficient, and low-cost railway-oriented comprehensive
transport system.
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4.2.10 Key Technology Study and Equipment Development
of a Maglev Transport System

Through the study of key technologies and equipment study of the mid-speed
maglev train, mid-speed train synchronous traction control techniques study,
operation control technology of mid-speed maglev transport, independent tech-
nology integration demonstration model, and comprehensive evaluation of
high-speed maglev transportation system, we will fully master the key technologies
of high-efficiency, high-reliability suspension traction and operation control of
mid-speed maglev, including hybrid suspension and synchronous traction, and
construct a mid-speed Maglev test line. We will fully master the key technologies of
high-speed maglev, break the limitation of intellectual property of other countries,
to realize the independence of high-speed maglev, and be able to independently
assemble a mid-long high-speed maglev transportation system.

Through the implementation of this project, the 400 km/h and above high-speed
train and corresponding system will be delivered, and the life cycle operation cost
will aim to be reduced by 20%.

5 Conclusions

The expansion of China’s high-speed rail demands higher requirements for the
study of high-speed rail technology. Research can be further carried out in the
following areas (NSFC 2016):

1. Long-term service regression study of slab track;
2. High-speed rail freight transport technology;
3. High-speed rail driverless technology;
4. High-speed rail failure monitoring, diagnosis, and smart operation technology;
5. High-speed rail optimized operation;
6. Study and development of new-generation high-speed rail equipment.

Currently, the high-speed rail mileage in China has surpassed the total of all
other countries. By 2025, the high-speed rail operation mileage will reach
38,000 km. Meanwhile, other countries are studying and investing in the con-
struction of high-speed rail. It becomes increasingly important to improve the
safety, comfort, economy, and mobility of the high-speed railway. Obviously, to
further study the high-speed rail technology is not only necessary in itself, but also
promotes the development of corresponding technology and industry.
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Innovation achievements of China’s high-speed rail technology
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Engineering application of domestic high-speed train
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Development prospect of China’s high-speed rail technology
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Mid-long-term railway network planning in China
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Further research
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1 Introduction

At present, the total length of China’s high-speed railway is close to 12,000 km,
more than the sum of the rest of the world’s high-speed railway coverage.
Compared with other national high-speed railways, in addition to the first-class
quality of train and track line, the train running speed is higher, the train marshaling
is longer (16 coaches), the direct operating miles are longer (e.g., Harbin to
Shanghai is 2421 km and Beijing to Guangzhou is 2289 km), the track stiffness is
larger and the track lines have a higher proportion of bridges. As China’s
high-speed railway network is completed in length and breadth, with a particular
emphasis in the western areas, the direct operating mileage of trains will increase
further, and the proportions of bridges and tunnels in the track lines will be further
increased. Trains operating on long direct lines will be on continuous high-speed
running, across different geographical areas, and in different running environments.
Different regional geological conditions could influence the track’s behavior in
various ways, including changes to the track support stiffness. Climate differences
offer a different wheel/rail running environment, and a different abrasion state of
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wheel/rail. In addition, the wheel/rail adhesive coefficient difference is larger along
a long track line. Large temperature differences can change greatly the operational
features of the train and the track structure, even to the extent of affecting the
vehicle system damping noise reduction effect. All this directly affects train
dynamic behavior and operational quality, which makes it difficult to maintain
long-term comfort, high stability and safety. To achieve such goals requires high
reliability of the train and track structure.

In high-speed operation, train wheels are excited by the irregularities of
high-stiffness track (China’s high-speed slab track) , and the carriages and the
bogies are strongly affected by high-speed airflow. The train’s dynamic behavior
becomes more complicated. These track irregularities mainly consist of the normal
random irregularity of wheel/rail running surfaces, the periodic sleeper support of
the rail, the rail welding joint, and periodic bridge pillar supports of the track. These
periodic supports form hard points along with the track in the vertical and lateral
directions. The strong effect of periodic hard points at operational speeds of 200–
350 km/h can be clearly seen in the measured acceleration and noise components in
the frequency domain of the axle boxes, the bogie frames, and the coaches. Under
conditions of high-speed and high-stiffness track excitation, the wheel-rail excita-
tion energy is large with a wide frequency band, the excitation frequencies are very
high, and the track’s energy absorption is poor. The wheel/rail interaction can
effectively transfer their energy into the bogies, the coaches and rail infrastructure,
and it is easy to cause vehicle and track system resonance. The vibration fre-
quencies increase as the train speed increases, and since most of the structural parts
of train and track are in a rigid-flexible coupling condition, this can produce
high-frequency structural noise.

High-speed trains need urgently to solve the following problems: (1) The quick
wheel tread concave wear caused when the train runs at high speed, and the lateral
oscillating of the train at the frequencies of 7–10 Hz. When the lateral oscillating
amplitude is in excess of the prescribed threshold, the train monitoring system sends
out an alarm signal and therefore the speed of the train is momentarily reduced (Cui
et al. 2012); (2) The higher-order polygonal wear of wheel roundness leads to fierce
vertical wheel/rail vibration, and therefore causes, at about 580 Hz, fierce vibration
and abnormal noise in the carriage (8 dB beyond normal) (Cui et al. 2013; Han
et al. 2014b), and leads to fatigue cracking of key vehicle parts (Tian et al. 2013);
(3) The noise level is a little high inside and outside the train carriages and the noise
at the ends of the carriage interior exceed the standard (Zhang et al. 2014); (4) The
vehicle/track system structure parameters (mainly referring to the structural modal
parameters) does not achieve the best matching condition and the vehicle structure
vibration transfer characteristics are not clear. The train’s ability to resist outside
turbulence (track disturbance due to irregularities and airflow turbulence due to the
high-speed running) is weak, and in high-speed runtime resonance or short time
jitter readily occurs; (5) The track has high stiffness, with a strong propensity to
transmit vibration and a low damping capacity. The vehicle dynamic response can
clearly reflect the characteristics of the track, such as sleeper pitch, rail welding
points, and the pier spacing of the bridges. Fatigue damage of the mortar layer and
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road base of the track develops, which leads to track performance degradation
(Chen and Sun 2011); (6) The longitudinal dynamic behavior change of a long
marshaling train and its influence on the lateral action of the train, and train safety
assessment indicators, are all in need of further in-depth study. Relying only on
existing theoretical analysis and experiment is insufficient for clear understanding
and solution of the above problems. Railway engineers and researchers need to
perfect a high-speed train-track coupling large system theory (Ling 2012), in order
to help understand these problems.

This paper discusses the progress of the research on these problems, mainly from
the point of view of high-speed train track coupling large system theoretical
modeling, the wheel/rail relationship and the damping noise reduction theory and
technology, including the articles published in this special issue.

2 Train-Track Coupling System Dynamic Model

Root causes of the issues listed in Sect. 1 are very much related to many factors of
the train and the track coupling condition. But which are the major, minor, and
secondary factors? A complete theory of modeling of train-track large-scale cou-
pling system and the numerical analysis helps to determine the answer.

Even far in the past, there have been remarkable achievements in railway
vehicle-track coupling dynamics modeling and its application. A series of resear-
ches have been carried out abroad. The theory of a dynamic simulation model
started from the modeling of a single wheel in 1883 and this has continued from the
multilayer track to the current mature single-vehicle/track coupling dynamics model
(Ripke and Knothe 1995; Oscarsson and Dahlberg 1998). The model by Zhai et al.
(1996) is the representative one in China. Its characteristic is that the ballasted track
modeling considers five parameters nearly representing the dynamical behavior of
the ballasted track. In a certain frequency range, it can characterize the effect of the
ballast track characteristics on the vehicle-track coupling dynamics behavior. In
these models, the vehicle modeling mainly depends on the multi-rigid-body system
dynamics theory, where the components of the vehicle are treated to be rigid bodies,
and they are connected with spring and damping elements. The dynamical behavior
analysis of the vehicle is limited in the frequency range of 0–20 Hz (Knothe and
Grassie 1993). These models are mainly used for railway vehicle stability, comfort,
and safety assessment (Zhai et al. 2009). For a high-speed train, if the problems
discussed in Sect. 1 are not included in the analysis, these models can also be used
(Jin et al. 2013). However, in this case, the interaction between the vehicles of the
train is ignored.

In recent years, the high-speed railway around the world has been developing
rapidly. The scale of the network increases, the operational speed continuously
increases as does the pass-through mileage. Clearly, problems have emerged.
High-speed operation causes qualitative and quantitative changes in the dynamical
behavior of train/track, and using the existing theory can neither explain nor solve
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these problems. High-speed train/track coupling large system theory needs to be
developed and perfected (Zhang et al. 2007). Its development is mainly along the
following paths:

1. The modeling considers the vertical, horizontal, and longitudinal dynamic
behavior coupling of high-speed train and track. Ling et al. (2014) in this special
issue models the connections between adjacent vehicles of the train and the
effect of the connections on the vertical and horizontal behavior. The analysis of
vehicle stability, comfort, and safety index has greatly improved, but we still
lack understanding of the influence of the train longitudinal behavior, including
acceleration, deceleration, vertical extrusion, collision, stretching, deformation
and longitudinal wave, and structural characteristics, including train length,
length of vehicles, and carriage longitudinal stiffness (Ling et al. 2014).

2. The modeling of the vehicle coupled with the track considers the effect of the
rigid motion and the high-frequency deformation of the key structural parts,
such as wheelsets (Zhong et al. 2013), bogie frame (Claus and Schiehlen 2002)
and carriages (Zhou et al. 2009) of the vehicles, rails (Xiao et al. 2008), and
sleepers and slabs (Xiao 2013) of the track. Here, in addition to the rail, the
modeling of the sleeper and the wheelset mainly depends on the theory of beam
model, and the modeling of the other main components is carried out by finite
element methods, to determine their modals. Again according to the superpo-
sition principle, these models are put into the differential equations of the related
parts of the vehicle and the track to find their solutions. Zhong et al. (2014) in
this special issue considers the effect of wheels with 3–8 order polygonal wear
on the wheel/rail rolling contact since the polygonal wear is much related to the
wheelset 1–3 order bending resonances occurring when the train operates at
high speeds. Ling et al. (2014) considers the influence of rail and track slab
flexible deformation. However, because of the difficulty of the problem and
computing limitations, the present rigid-flexible coupling modeling cannot
consider the whole system of vehicle-track and is only local in scope. Thus,
when at high speed, the local part models of the system, the overall modals, the
local resonances, the system resonances as well as their relationship with wheel
wear polygon, cannot be effectively identified and clearly understood.

3. The model of high-speed train considers the mutual effect of the train’s behavior
and airflow. Factors for this problem include train aerodynamic drag, pressure
changes inside the carriage, train induced flow, two running trains meeting in
opposite directions, airflow effect, ground surface effect, tunneling effect,
aerodynamic noise, and structural vibration, etc. (Li et al. 2013; Yu et al. 2013;
Yang et al. 2015). These factors have a close relationship with the geometry and
characteristic dimensions of the train, the embankment, the tunnel, the vehicle
dynamic performance, and the assembly process. The study makes great pro-
gress in theory and practical application on these problems, such as that now
high-speed trains running under 350 km/h have better aerodynamic character-
istics. Because of the complexity of these problems and the current limited
calculation ability, in the analysis of the effect of high-speed airflow on the
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behavior of the train, the modeling does not fully consider the dynamic char-
acteristics of the vehicle structure, namely, the effect of the rigid motion and
high-frequency deformation of the structural parts on the high-speed airflow (Yu
et al. 2011). So far, we do not know what causes the local high-frequency
vibration of the floor—is it the wall and roof of the carriage, the wheel-rail
excitation or air turbulence? The components of vibration and noise in the
frequency range of 250–800 Hz are dominant. What are the root causes of the
phenomena? These are not clear and open questions. In current studies on these
problems, the train structure and its local complex structures are greatly sim-
plified, such as fluid-structure interaction of pantograph and catenary (Lee et al.
2007), windshield fluid-structure coupling between the carriages (Song et al.
2008), and bogie fluid-structure coupling (Moon et al. 2014).

An overall view will be clearer, and problems solved with further improvement
of modeling of a high-speed train and track coupling system which can fully
consider the structural rigid-flexible coupling and the fluid-structure coupling effect,
combining this with the application of modern test technology.

3 Interaction of Wheel/Rail

Due to the long traveling distance and duration of high-speed trains running at high
speed, structure materials of trains and track could change, and all kinds of hidden
problems be gradually exposed, which could threaten safety. For China’s
high-speed railway, wheel/rail relationship problems mainly include: short pitch rail
corrugation and wheel high-order polygonal wear that resulting in strong vibration
and noise; rapid lateral concave wear on wheel tread and mismatching of low wear
state of rail head that causing the lateral oscillation of the trains at high-speed, and
therefore leading the train to slow down for a period. Fast wheel wear leads to
shortening of the times between wheel repair intervals. Similarly, if the rail wear
rate is much slower than that of the wheel, this will also lead to reductions in the
intervals between essential repair of wheel and rail. Thus, wheel/rail material
hardness matching remains to be further optimized.

Study of the relationship of wheel/rail includes the basic theory of wheel/rail in
rolling contact or rolling contact mechanics and their application technologies. The
application technologies of wheel/rail are divided into research on the matching of
the geometric surfaces and materials of wheel/rail, wheel/rail adhesion and its
control, wear and rolling contact fatigue damage, as well as wheel/rail noise and
derailment. The study involves many subjects, such as system dynamics, materials
science, tribology, solid mechanics, and calculation method, etc. (Jin and Shen
2001; Zhai et al. 2010).

The theory of wheel/rail rolling contact is the basic means of guiding wheel/rail
application technology research. This is mainly through the five classic wheel-rail
creep theoretical models which reflect the wheel/rail rolling contact mechanics
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behavior, and the wheel/rail 3D elastic-plastic theory of rolling contact, developed
more recently. The five classic wheel/rail force models are, the 1D wheel/rail rolling
contact model (Carter 1926), the 2D nonlinear wheel/rail creepage/force model
(Vermeulen and Johnson 1964), the 3D linear creep theory model of wheel/rail
(Kalker 1967) and the simplified theory model (Kalker 1982), and the 3D wheel-rail
creepage/force model with consideration of the effect of wheel/rail small spin (Shen
et al. 1983). These models were built mainly based on the Hertz contact theory
hypothesis, expressed in analytical form, and have been widely used in railway
vehicle-track coupling dynamics modeling and computational simulation. Their
advantage is that they have fast speed in the wheel/rail force calculation. But these
models do not consider the effect of train wheel rolling, wheel/rail transient
behavior, wheel/rail environment boundary factors and changes in material prop-
erties. Thus, using them cannot effectively solve some problems in the service
condition of wheel/rail, such as wheel high-order polygonal wear, rail short pitch
corrugation, strong vibration noise, and wheel/rail rolling contact fatigue. It is
urgent and necessary to develop a more complex wheel/rail rolling contact theory
model to clearly understand and effectively solve them. This theoretical model
should be the wheel/rail 3D elastic-plastic rolling contact theory model and the
corresponding numerical method.

In the 1970s, Kalker (1990), according to the variational principle, used varia-
tional inequality to express the problem of elastic bodies in rolling contact with
friction, and its corresponding numerical program, called “CONTACT”, has been
widely used in wheel/rail rolling contact behavior analysis. Using the theory it is
possible to get information about the behavior of wheel/rail, whereas using the five
classic models discussed above cannot (Jin and Shen 2008). The information in-
cludes the wheel/rail contact spot real shape, the stick-slip area distribution, the size
and distribution of the tangential force, the normal force and the spin moment, the
distribution of the friction work, and the wheel/rail stress distribution in the
wheel/rail bodies. Compared to the above classic creep force models, however, its
calculation speed is slow. The establishment of the theoretical model “CONTACT”
does not depend on the assumptions of the Hertz contact theory, and thus it is called
the non-Hertz rolling contact theory. Its numerical implementation process is based
on the theory of elastic half space, and the numerical results of wheel/rail forces
gained by using it are a little greater than the results of the finite element model.
This is because the wheel/rail is regarded as two elastic half space objects in the
“CONTACT” model, which exaggerates the actual wheel/rail contact rigidity. This
model cannot consider the rolling speed change effect and wheel/rail transient
behavior. Furthermore, it ignores the effects of the structural deformation of the
wheel/rail and the wheel/rail surface state (roughness, the third medium), and the
environmental conditions (temperature, humidity, and airflow). Jin and Zhang
(2001) and Zhang et al. (2013) used the finite element method to further promote
the “CONTACT” model, which can take into account the influence of the geometry
boundary condition outside wheel/rail contact point on the rolling contact behavior.

Starting in the 1980s, the finite element method has been applied to the analysis
of wheel/rail rolling contact behavior. Damme et al. (2003) introduced stick-slip
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contact control conditions and utilized the decomposition method of deformation
gradient of liquid layout and the arbitrary Lagrange-Euler method to analyze the 3D
elastic bodies in rolling contact, in which fine grid adaptive technology was used.
This numerical method is only suitable for solving the steady rolling contact
problem of 3D elastic bodies. In the analysis, the rolling speed was low (10 km/h),
the non-slip condition was considered, and the contact surfaces were assumed to be
smooth (Nackenhorst 1993).

Now, high-speed trains operate at speeds up to 350 km/h, and the test speed
reaches 500 km/h. Wheel/rail in service repeatedly encounters the acceleration
deceleration, and the excitation by wheel/rail contact surface irregularity (wheel
wear polygon, rail corrugation, rail welding joint, rail scratch, wheel flat, turnout,
and various irregularities by rail grinding). The wheel/rail rolling contact process is
a transient elastic-plastic deformation process in rolling contact. Using the rolling
contact theory model discussed above still, cannot explain the wheel/rail unsteady
rolling phenomenon and the mechanism of some problems. Zhao and Li (2011), by
using the commercial software ANSYS/LS-DYNA, developed the model of 3D
elastic-plastic wheel/rail in rolling contact to analyze the dynamical behavior of
wheel and rail when the wheel is rolling over the rail with the squat on the rail
top. In their model, the actual geometrical sizes of the wheel, the rail and the
vehicle’s unsprung mass, and the parameters of the track characteristics were
considered. The wheel/rail rolling speed in the analysis can be simulated to 40–
140 km/h. In this special issue, Zhao et al. (2014) further promotes the development
of the calculation model of the 3D elastic-plastic wheel-rail in rolling contact. This
model can be used to accurately and reliably analyze the high frequency vibration
of the wheel/rail system, and unsteady elastic-plastic rolling contact behavior in the
variety of irregular excitation cases (rail welding joint, geometrical and material
defects, rail corrugation, wheel/rail contact surface scratches and wear, triangle pit,
etc.). Situations of the wheel rolling over the rail at high speed with unsteady
rolling-slip, wheel/rail contact spot shape, stick-slip area distribution, wheel/rail
creep force, and elastic-plastic stress and strain in the wheel/rail can be also cal-
culated. In the calculation, the simulated rolling speed reaches 500 km/h (Zhao
et al. 2014). However, the model calculation speed is very slow, and cannot meet
the requirements of high-speed and efficient numerical simulation. This model does
not consider the effects of the environmental temperature, the contact surface
asperity, the “three media” between wheel and rail, and the material inclusions in
the wheel/rail (Wu et al. 2014).

Study on the wheel/rail relationship also includes the wheel/rail matching design
theory and technology (Cui et al. 2011), the adhesion theory and adhesion control
technology (Chen et al. 2005), the rolling contact fatigue (Wen et al. 2005), the
derailment mechanism and control (Xiao et al. 2012), as well as the wheel/rail noise
problem (Han et al. 2014a).

At present, wheel/rail studies face many unresolved issues. The best matching
design of wheel/rail materials tries to achieve the goal that the wear and fatigue
crack growth rates of the wheel/rail materials in service achieve synchronous
progress, and then expect that the performance of the selected wheel/rail materials
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can satisfy the best and longest service cycle through the wheel/rail natural wear
eliminating the rolling contact fatigue crack on the surface of the wheel/rail contact,
thus reducing wheel/rail maintenance cost. At a running speed under 350 km/h, the
wheel/rail noise contribution is still over 50% of the total noise of the whole
train/track system. For running safety, there are currently no effective measures to
solve the problem of wheel/rail noise from their source. Wheel wear rate increases
quickly due to the high operation speed, the high-stiffness track, the wide wheel/rail
impact frequency, and large vibration amplitude. Furthermore, the high wheel wear
rate causes the conicity and roundness of the wheel to change quickly, and the train
cannot keep a good ride quality for a long period. Therefore, the wheels frequently
need to be re-profiled and the operating costs rise.

4 Vibration and Noise

As speeds increase, the vibration and noise problem has become increasingly
prominent. As can be seen from a direct personal sensory comfort index, vibration
and noise have become the key factors influencing high-speed train business
competition. In general, research on noise and its control has three elements, i.e.,
source, propagation path, and sound receiver. Controlling the former two is the
active measure. The noise sources of the high-speed train can be divided into
wheel/rail noise, train aerodynamic noise, pantograph/catenary noise, and auxiliary
equipment noise. Their propagation paths include air sound transmission and
structure sound transmission (Eade and Hardy 1977).

In practice, the vibration and noise of a high-speed train are related to the source
excitation energy and the complex propagation path. For example, some typical
vibration and noise problems are: (1) wheel/rail excitation at the passing frequency
of the sleepers (e.g., 110 Hz at 250 km/h) can pass to the carriage through the bogie
structure, and inspire the local structure modes of the vehicle and the special
acoustic modes of interior cavity. In such a situation sound-solid coupling forms in
the carriage, and the noise level of the passenger compartment end near the window
is 8 dB(A) higher than that of the carriage corridor at the same cross section of the
carriage (Zhang et al. 2014a); (2) Due to the carriage special structure design and
layout of the built-in dining car, the dining car uses a large number of rigid con-
nection structures and does not benefit from the damping measures at the con-
nections, which leads to the increase of the structural system vibration energy under
the external excitation (wheel/rail and airflow). At the same time, the carriage
interior decoration uses materials with a low absorption coefficient, which generates
the large reverberation noise inside the carriage. Therefore, the dining car interior
noise is significantly higher than other carriages, particularly when excited by the
wheel wear polygon (Zhang et al. 2013b); (3) The sound insulation and sealing of
the carriage structure is not sufficient. At the passenger compartment end above the
bogie, due to the toilet layout, there are many pipes installed on the bodywork
chassis. The aluminum profile used in the bodywork chassis has many holes where
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leaking sound directly generates, which leads to the area noise of 3 dB(A) higher
than the other end of the carriage where an electrical cabinet is installed;
(4) High-frequency sound transmission is through the structures under the carriage.
The existing wheel higher-order wear polygon excites the high-frequency vibration
response of the wheel/rail system and the resonance of the auxiliary equipment at
their natural frequency close to the passing frequency of the wear polygon. The
resonance easily passes to the carriage through the suspension systems and the rod
pieces under the carriage. Hence, the measured results of the interior vibration and
noise show a great peak at the passing frequency of the wheel wear polygon;
(5) The car-body surface aerodynamic noise sources mainly include the train head
area, the pantograph area and the area between carriages and the bogie area. In these
areas, due to the strong aerodynamic effect, the corresponding pneumatic noise and
vibration response of the carriage structure are quite high; (6) Some of the latest site
test results also show that the air conditioning duct and carriage grid structures can
sometimes increase active equipment vibration and then the noise level inside the
carriage increases dramatically.

Färm (2000) conducted the testing analysis through equipment transposition and
found that the excitation by different stiffness track and different sleeper passing
frequency made an 11 dB(A) difference in the total noise level and that SJ50 rail is
more likely to provoke vehicle vibration, compared to UIC60 rail. By changing the
sleeper spacing, track stiffness and wheelbase vehicle vibration can effectively be
eliminated at the sleeper passing frequency. Eade and Hardy (1977), by changing
the primary and secondary suspension parameters, concluded that, compared with
the second suspension, installing damper at the primary suspension can better
improve the interior vibration and noise of the carriage. Through the test and
analysis of aerodynamic noise characteristics at the carriage connection and bogie
of the French TGV high-speed train, it was concluded that the former is mainly the
narrow frequency domain noise in low frequency (500 Hz), and the latter is mainly
the high-frequency noise in 500–1000 Hz range (Poisson et al. 2002). The
high-speed trains of Japanese Shinkansen adopted streamlined head cars and
smooth surfaces in vitro, such that smooth connections between the carriages and
other uneven places (side window and side sliding door, etc.), replaced the diamond
pantograph for the single-arm pantograph and used pantograph air guide sleeve, and
in the area of bogie with bottom cover and apron. These measures can obtain an
obvious noise reduction (Akihiko 2003). Further research on the sound source
identification technology and application showed that the main noise sources of
high-speed trains are, the bogie area, the pantograph/catenary area, the carriage
connection area, and train head. The interior noise of 200–800 Hz is dominant
(Mellet et al. 2006; Poisson et al. 2008). Research on the mechanism of wheel/rail
noise and noise reduction technology is also actively developing (Jones and
Thompson 2000; Thompson and Gautier 2006).

In this special issue, He et al. (2014) discusses the experiment and analysis of
external noise produced by a Chinese high-speed train traveling at different speeds.
The experimental results and their corresponding analysis are very useful for the
control and reduction of exterior noise produced by high-speed trains (He et al. 2014).
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Zhang et al. (2014b) investigates the effect of wheel wear polygon of a high-speed
train on the interior noise of the carriage. The results have a positive role in
control measure research of the outside and interior noise of high-speed trains.
However, train operation safety is the basic and first priority. Therefore, the noise
reduction measures taken in wheel/rail systems are currently very limited at the sound
source.

Other research on the vibration and noise includes the evaluation methods of
interior noise (Hardy 2000; Zhang et al. 2013a), the sound quality evaluation of the
interior carriage (Letourneaux and Guerrand 2000; Parizet et al. 2002), etc. There
are many unsolved key issues, including in time domain vibration noise mechanism
research, the high-frequency sound transmission mechanism of the bogie structure,
lightweight carriage and reliable acoustic design, sound-solid coupling, vehicle
sound quality mechanism, and active noise control methods.

5 Further Work

This paper has described some of the urgent problems needing a solution and the
research progress of them. These problems are still open and need of extensive
investigations:

1. For current and future operation, all-round tracking tests and statistical analysis
should be carried out, to obtain the relationship between the high-speed
wheel/rail service state and the vehicle dynamic performance, and the main
factors that influencing the wear and rolling contact fatigue of wheel/rail on lines
with different operational speed levels in different geographical areas.

2. Train-track coupling system dynamics theory should fully consider, in the high
speed running state, the influence of structure rigid-flexible coupling and
fluid-structure interaction on train-track behavior.

3. The design method for wheel/rail geometric profile matching needs to be
improved. Research on new wheel/rail modification technology should be
conducted.

4. Comprehensive material testing for wheel/rail use should be carried out, with
long-term research on wheel/rail new materials and their preparation.

5. Wheel/rail contact surface processing technology needs to be improved with
corresponding field test research carried out at the same time.

6. With consideration of the vehicle-track coupling system environment, the 3D
elastic-plastic rolling contact model of wheel-rail should be improved. There
should be a focus on computational efficiency, the wheel/rail material defect
effect, the contact surface state, the wheel/rail environmental impact, and the
wheel/rail spin effect.

7. Broad-based and in-depth theory, technology and measures of vibration atten-
uation and noise reduction for high-speed train and track coupling systems
should be developed.
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Purpose of the model
Train-track coupling big system dynamics model is developed to consider the
influence of structure rigid-flexible coupling on train-track behavior. This model is
used to help making optimization design of train and track structure matching to
inhibit the lateral oscillation of the vehicle due to wheel tread concave wear. Also, it
is used to help understanding the mechanism of wheel polygonal wear of
high-order.
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Bogie and carriage
High-speed wheel/rail rolling contact theory model
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Reference: Zhao, X., Wen, Z., Zhu, M., et al., 2014. A study on highspeed rolling contact between a wheel and a 
contaminated rail. Vehicle System Dynamics, 52(10):1270-1287. http://dx.doi.org/10.1080/00423114.2014.934845

Conclusions

• For current and future operation of high-speed train, all-round tracking tests and
statistical analysis should be carried out, in order to grasp the main factors
influencing the wear and rolling contact fatigue of wheel-rail, and train track
behavior.

• Train-track coupling big system dynamics theory is developed to consider, in
high speed running state, the influence of structure rigid-flexible coupling, and
fluid-structure interaction on train-track behavior.

• The design method for wheel/rail geometric profile matching needs to be
improved. Research on new wheel/rail modification technology should be
conducted. Comprehensive material testing for wheel/rail use should be carried
out. Wheel/rail contact surface processing technology needs to be improved
with corresponding field test research carried out at the same time.

• 3D elastic-plastic rolling contact model of wheel-rail should be improved. There
should be focus on computational efficiency, wheel/rail material defect effect,
contact surface, state and wheel/rail environmental impact.

• Broad-based and in-depth theory, technology and measures of vibration atten-
uation and noise reduction for high-speed train and track coupling systems
should be developed.
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1 Early Railway Development in China and the UK

The first rail line in China was built in 1876, during the last days of the Qing
Empire, to connect foreigners’ settlements in Shanghai with the river docks at
Wusong. The trading company Jardine, Matheson facilitated the import of British
equipment, but the line was short-lived and was removed less than a year later by an
irate local governor. After this false start, rail development was slow. By the start of
the twentieth century, China had just 370 miles of track, compared with
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21,000 miles for Great Britain and more than 182,000 miles in America. However,
every modern Chinese government has seen railroads both as a symbol of China’s
economic independence and as a powerful force for national cohesion; and the
railway has grown both physically and in national importance during the
post-World War 2 era. Approximately 30,000 km in 1945 has grown to more than
100,000 km today, nearly half of which is electrified. China now has 6% of the
world’s railways and carries 20% of the world’s rail traffic.

The first major passenger railway in Britain was that between the northern cities
of Liverpool and Manchester. George Stephenson and his locomotive Rocket
played a major role in initiating this first true intercity passenger railway.
Essentially, Rocket was a prototype for all the steam engines to come and is now
preserved in the Science Museum in South Kensington. Robert, the son of George,
was the engineer of the first long intercity line connecting the capital London and
the second city Birmingham. In 1847, George became the first President of the
Institution of Mechanical Engineers and was followed by Robert his son as the
second President. The first author of this paper was proud to be the 126th President
in 2011–2012. Mention could be made of many names associated with the heroic
era of engineering during the rapid growth of the railways in the UK: perhaps
Isambard Kingdom Brunel deserves special mention, not only for his achievements
in railways, but also for the design of huge steamships which connected his Great
Western Railway with America.

2 Further Development of the Railways

The railways in the UK grew rapidly in extent in the nineteenth century and reached
a peak in the early twentieth century. The railways had been built and operated by
many different private companies with the result that there was duplication,
unnecessary competition and incoherence in the system. The two World Wars and
the depression of the 1930s left the railways in poor physical shape when they were
nationalised and were run by the state from 1948. The network was sharply con-
tacted in the late 1950s and 1960s in order to make it more viable economically in
the face of competition from private car ownership which increased strongly in
these decades. In 1994, the railways were privatised once again: with very mixed
results. Vertical integration was lost as the railway was fragmented into many parts
in a most probably misguided attempt to inject competition. Costs have risen
dramatically, but passengers have increased in number and are now back to the
1910 peak (Fig. 1).

It is instructive to compare some basis statistics of the railways in China and the
UK: Germany and Japan have been added to the comparison. Table 1 shows the
basic data: as is well known, China is a very large country and has a huge popu-
lation. The result is that although it has the largest network in route length in the
world, it only amounts to the length of a cigarette, 70 mm, per person. Japan has
more than twice this figure and the UK more than three times. The greatest
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difference is in the average length of railway journey: an astonishing 518 km in
China (a huge justification for the new high-speed network) compared with only
17 km in Japan, a figure arising from the dense commuter journeys in Tokyo and
Osaka in particular. The UK and Germany have more balanced figures of around
40 km. In the case of the UK, the area round London accounts for a high proportion
of railways business: very little traffic is generated in Scotland, Wales, the west of
England, and north of a line connecting Manchester and Leeds. This geography of
population has, of course, implications for future high-speed developments. In
contrast, the population of China is more concentrated on the east side of the
country and there are many cities with large populations; 160 greater than 1 million
including 15 cities in conurbations greater than 5 million. Again these are fertile
conditions for high-speed rail.

3 Speed-up and High Speed Rail in the UK

Although Britain was the birthplace of the railways, in recent decades it has lagged
behind in their development. Nevertheless, it still holds the world speed records for
both steam and diesel traction, but its electrification ratio is not as high as that in many
other countries. Even at the beginning of the twentieth century, speeds of over

Fig. 1 Historical development of rail passenger volume in the UK

Table 1 Some international railway comparisons

Country Area
(�106 km2)

Population
(�106)

Route
(km)

Route/person
(km/million)

Average
journey (km)

Intensitya

China 9.640 1351 1 � 105 70 518 26.9

UK 0.242 62.8 15,775 25 40 9.3

Germany 0.349 82 33,707 41 41 6.3

Japan 0.378 127.5 20,852 16 17 51.6
aIntensity is 1000 passenger km/(route km�d)
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160 km/h were reached by steam trains, then the 1930s saw developments in
streamlining, which enabled the locomotive Mallard to reach 203 km/h on 3 July
1938, a record which stands to this day. The fifties and sixties were periods of con-
traction of our railways, as competition with the car intensified. Steam traction was
phased out rather rapidly: by 1967, it has ceased and many different types of diesel
trains were introduced. Some electrification of main routes, notably the route from
London to Manchester, took place in the sixties, which reduced journey time and
increased patronage. A bold attempt was made to design and operate a tilting train to
cope with the curves on the sinuous routes to Scotland. The so-called advanced
passenger train (APT) incorporated many features novel to the railway industry
(Fig. 2), through the efforts of aeronautical and other non-railway engineers injected
into British Rail’s research laboratories in Derby. The complexities were many: the
powered tilt system (up to 9°) had a lagging response, the novel hydrokinetic brakes
had to deal with stopping distances within the existing block signalling system, the
construction was in lightweight aluminium and the carriages were articulated. In
1975, a speed of 245.1 km/h was achieved on unmodified conventional track, but the
project was dogged by difficulties. A sound, but perhaps in hindsight, too advanced
concept, the train was finally abandoned in 1987. However, the expertise generated by
the project fed into the design of what has arguably been the UK’s most successful
train ever, the InterCity 125 High Speed Train (HST) (Fig. 3). This train, based on
diesel power cars at each end hauling various combinations of conventional coaches,
was introduced into service in 1976. Themodern appeal of its clean aerodynamic lines
was bolstered by a publicity campaign. This is the age of the train, rapidly established
its popularity in the eyes of the travelling public. In November 1987, it achieved what
is still the world speed record for diesel traction when it touched 238 km/h. Even
today, this train forms the backbone of several major intercity routes in the UK and is
regarded by many, the authors included, as still the best train on the UK network.

A further spin-off from the advanced passenger train project was the InterCity
225, an electric version of the HST, introduced in 1990. Although designed to
travel at 225 km/h, the speed in service has been limited to 200 km/h because of the
lack of in-cab signalling. Nevertheless, in a test run it achieved a speed of
261.7 km/h. The train is still used on the so-called East Coast Main Line to the
north from King’s Cross in London to Doncaster, York, Newcastle and Edinburgh.

Fig. 2 The advanced
passenger train (APT)
articulated and tilting; a
victim of complexity
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4 Channel Tunnel and Its Link to London

Twenty years ago, on 6 May 1994, the 50.5-km-long Channel Tunnel opened,
linking at last Britain to France and onwards to Western Europe by rail. This project
had an incredibly long history: a scheme was first mooted in 1802, followed by
several others, which in 1881 resulted in physical exploratory works starting on
both sides of the Channel, but which were soon abandoned because of doubts about
national security. Finally, modern defence technology helped to overcome isola-
tionist views and real work on the project started in 1988. The tunnelling preceded
smoothly, the chalk undersea geology between Folkestone and Calais was
favourable to tunnelling, but the costs escalated and far exceeded the initial esti-
mates. The scheme of the tunnel is that twin bores connected by a service tunnel
and pressure release ducts. The tunnel carries, of course, passenger trains, but also
car and freight shuttle wagons onto which vehicles are driven for the passage.
Speeds in the tunnel are limited to 160 km/h. When the tunnel was opened, Paris
was connected to Calais by new dedicated high-speed line, making speeds of
300 km/h possible. On the British side, trains travelled on convention track at a
much more sedate speed (apologists said this was to allow passengers to appreciate
the wonderful views of Kent, the so-called Garden of England), to a temporary
terminal at London Waterloo station.

Some ten years after the opening of the tunnel, a dedicated high-speed link, the
111-km Channel Tunnel Rail Link (CTRL) was opened: Briton’s first dedicated
High Speed line allowing 300 km/h running from the tunnel to a newly refurbished
St. Pancras station (Fig. 4). The so-called High Speed 1 (HS1) took its name
because of its UK pioneering role, subsequent developments take up the name HS2,
and so on. London to Paris is now 2.25 h by rail, and air traffic has shrunk to very
low volumes, rail having an 85% market share.

Fig. 3 The 125 high-speed
train (HST): introduced in
1976 and still going strong
today. It is the holder of the
world’s diesel traction speed
record of 238 km/h
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Two valuable lessons can be learned from the Channel Tunnel experience. The
first is that the hybrid Eurostar train designed to deal with running on dedicated line
in France and conventional line in the UK was not one thing or the other: it had to
cope with three different current collections systems, including the antiquated
low-voltage DC third rail system south and east of London in the UK, and it had
three different signalling system and had to operate within the restricted loading
gauge of the UK network. All these factors added both to complexity and expense,
and to reduced reliability. Secondly, issues relating to safety have arisen. Major
fires occurred in the tunnel in 1996 and 2008, both originating from Heavy Goods
Vehicles (HGV) on shuttle wagons. There have been several breakdowns resulting
in severe disruptions to services. The service tunnel has proved its worth, but the
vulnerability of long tunnel systems and the lack of alternative paths should always
be uppermost in operators’ minds. Finally on HS1, a domestic service is run, by
Hitachi Javelin trains which run on both the dedicated high-speed line and on/off to
conventional track (Fig. 5). Several of the issues of dual compatibility have arisen,
adding to the complexity of the trains.

Fig. 4 A Eurostar train on
Britain’s first dedicated HS1
line linking London and the
Channel Tunnel; note the
smaller footprint compared
with the parallel motorway

Fig. 5 Domestic services
provided by the Hitachi
Javelin trains: seen here
operating on conventional
track with a third rail 750 V
DC current supply
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5 Development of High Speed in Europe

The significant openings of dedicated high-speed line symbolised the development
of high speed in Europe (Fig. 6). Seventeen years after the opening of the
Shinkansen in Japan, France inaugurated the first true high-speed service in Europe
when the dedicated line from Paris to Lyon opened in 1981. In many technical
aspects, the Train à Grande Vitesse (TGV) differed from the Shinkansen. The line
was built with more severe gradients, but cut straight lines across Frances rather
sparsely populated countryside. Power cars at front and rear led to rather higher axle
loads, 17 t, and public social spaces such as bar areas led to lower passenger
densities and, in general, a much higher structural mass per seat. Double-decker or
duplex carriages have been introduced to improve capacity on some popular routes.
The carbon footprint, however, was very low because of the high nuclear generating
capacity in France (interestingly, the original intention was for gas turbine power to
be used, but the idea was dropped after the 1973 oil crisis and conventional electric
power from overhead supply lines substituted). Over the succeeding years, further
lines have been added, basically on a radial pattern from Paris, and more destina-
tions were added to the TGV network through on/off running onto convention
tracks. The current dedicated network is just over 2000 km. Although the fre-
quencies of departures of the TGV fall way below the intensive service offered by
the Shinkansen, the punctuality leaves something to be desired, an issue com-
pounded by the mixed running. It is also worthy of note that a new generation
modified and shortened version of the TGV achieved the world speed record of
574.8 km/h on 3 April 2007: speeds in service are, of course, considerably lower,
320 km/h is the typical maximum. The France efforts earned them considerable
recognition in Europe with the result that other countries were persuaded to join the
high-speed revolution.
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Germany was the next to enter the High Speed arena with its intercity express
(ICE) trains in 1991. But the network is quite different from those of the Shinkansen
and the TGV. Germany, the more so after reunification, is a large polycentric
country lacking a single city focus like Tokyo or Paris. Much of the running of
TGV trains is on conventional track, although upgraded to allow 160 or 230 km/h
running. Very little is run at 300 km/h on dedicated lines. Nevertheless, the ICE has
captured the public’s imagination and is rightly known as the flagship of the
German railways. Several services run into adjacent countries: France, Austria,
Switzerland, The Netherlands, Belgium and Denmark.

Spain was a later but important entrant. The Madrid Seville service opened on
dedicated track in 1992. The Alta Velocidad Española (AVE) translates to Spanish
High Speed, but the initials are also a pun on the word ave, meaning bird. Uniquely,
on the line from Madrid to Seville, the service guarantees arrival within 5 min of
the advertised time and offers a full refund if the train is late, although only a very
small number 0.16% are so delayed. Spain now has over 3000 km of high-speed
lines: the second in the world only to China. One might also make particular
mention of Turkey where in recent years over 1400 km of track has been cleared for
200 km/h operations.

6 Safety of High Speed Trains

Japan has an enviable and remarkable safety record. Not a single fatality due to train
accidents since its inauguration and more than 10 billion passengers carried. The
Japanese interpretation of this is that, “the system is designed to prevent even the
risk of a collision. The key elements of crash avoidance are the use of exclusively
dedicated tracks which completely exclude freight and commuter rail being on the
same tracks, no at grade crossings of any sort, and an automatic train control
(ATC) system, which automatically detects train position and controls the operation
of the system”. The further claim is that “these elements together maintain safety,
advanced energy performance, high speed, large volume, high frequency, and other
advantages of operation of the system”. Perhaps modesty prevents the claim that
this safety record depends too on human factors, particularly the education and
continual training of staff and their acceptance as an essential ingredient of the
whole system. The major lesson to be drawn here is that high-speed trains are
indeed a system comprising infrastructure, vehicles, control and people. That
infrastructure, vehicles and operations are best run as a single unit is an obvious
conclusion.

Other systems in the world have not maintained an unblemished record, but it is
noted that no fatal accidents have occurred on separated high-speed track. The
tragedy at Eschede, which killed 101 people on 3 June 1998, involved an ICE train
on convention track (Fig. 7). The first author was consulted by Deutsche Bahn in
the aftermath: the immediate cause was the fatigue failure of the rim of a resilient
wheel. The design had failed to measure the dynamic response of such an unusual
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construction, and laboratory tests had failed to identify the critical failure region of
the inside of the rim. Furthermore, no account was taken of the removal of material
from the tread of the rim in order to maintain profile and its effect on reducing the
bending stiffness of the rim. The major accident at Santiago de Compostela in Spain
occurred on 24 July 2013, when an Alvia high-speed train derailed at high speed on
a curve about 4 km outside the station. Of the 222 people aboard, around 140 were
injured and 79 died. Investigation showed that the train was travelling at twice the
allowed maximum for the curve and was operating outside the ATC system of the
dedicated track on a length of conventional track as it approached the station.
Similarly, on 23 July 2011, two high-speed trains travelling on the Yongtaiwen
railway line collided on a viaduct in the suburbs of Wenzhou, Zhejiang province,
China, killing 40 passengers (Fang 2011). High speed was not a factor in the
accident, since neither train was moving faster than 99 km/h. It has been
acknowledged that the accident was caused by a failure of the signalling and control
system, but the exact details remain unclear. In the aftermath, maximum speeds
were reduced somewhat on the Chinese high-speed system, a sensible measure
allowing time for the marriage of human factors into the system and allowing for a
sensible bedding in period of the new infrastructure. We note once more that none
of these accidents have occurred on dedicated, ATC-controlled high-speed lines.

Much is made of the comparison of the safety records of different modes of
transport. Perhaps too much attention is paid to this kind of data. We choose a
transport mode for its appropriateness and availability. For example, a short journey
to the local shops is undertaken on foot, car or by bicycle and not by airplane, even
though flying has in general an enviable safety record and cycling does not! In
comparison with cars, trains are much safer per passenger km travelled. A curious
statistic from the UK is that in recent years, more people have been killed on the
roads per year than the total number of passenger killed on railways since their
inception. The price of safety is eternal vigilance, attention from the humans can be
and has in many cases been replaced by automated systems, but the standards of
maintenance of equipment, vehicles and infrastructure must be extremely high: this
is a substantial part of the ongoing costs of running a high-speed railway.

Fig. 7 Clear signs of the
development of a fatigue
crack in the fractured wheel
rim, which caused the
Eschede disaster of June 1998
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7 Railway Research in the UK

When the railways of the UK were integrated under British Rail, the national
research laboratories were located in Derby and became a world renowned centre
for railway research. Particular successes might be mentioned: the dynamics of
bogies, signalling systems, and operations control research.

The privatisation and fragmentation of the railways from 1995 lead to a much more
stringent financial view of research based on short termism. The closure of the national
laboratories resulted in someparts being sold to private concerns.A fewof these survive
as consultant partners to the industry, but much of the technical in house expertise and
stored knowledge was lost. More recently, a more strategic view has prevailed and an
attempt has been made to reintroduce some longer term thinking, mainly based around
university research groups. More than 40 universities are joined together in a grouping
called Railway Research UK (RRUK), carrying out EPSRC (The Engineering and
Physical Sciences Research Council)-funded projects; however, RRUK ended in this
form in about 2010. RRUK survives in what is now known as RRUKA (The Rail
Research UK Association), which is a grouping of partner universities and industry
with some limited funding provided by RSSB (The Rail Safety & Standards Board).
Major contributions to these efforts are made at the universities of Birmingham,
Huddersfield, Newcastle, Nottingham, Sheffield and Southampton. Again full details
can be found on their respective websites. Whilst this research is both useful and
commendable, it lacks the synergistic effects of a single centre, and the ability to
perform large-scale experimental work from a long-term perspective has been lost.

The authors’ own research efforts have been associated with the Future Rail
Research Centre at Imperial College London (FRRC), which has been generously
supported by Network Rail, the Royal Academy of Engineering and by Hitachi.
Some of the major topics, which have been studied over the last decade or so, are
outlined and referenced below.

Several Chinese students have worked in the Centre. Not surprisingly, the
development of the railway system in China has been of considerable interest (Xue
et al. 2002a, b), but these papers predated the rapid development of the high-speed
railway in China, which richly deserves a further study. Connections with Japan
and its railways have been strong. Several students from FRCC have spent periods
working at universities in Japan and at the Railway Technical Research Centre
(RTRI) in Tokyo. The first author has spent periods as a Visiting Professor at Tokyo
University, supported by JR (Japan Railway) Central Railway Company, Kyushu
University and at the Tokyo Institute of Technology. A paper reviewing the birth of
the Japanese Shinkansen (Smith 2003a) proved to be a catalyst for the UK railway
when a Minister of Transport was impressed by the story it told. Bringing this up to
date, a new paper has reviewed the history of the Shinkansen (Smith 2014) to mark
its 50th anniversary in 2014.

The first author studied fatigue and structural integrity for many years at the
beginning of his research career. There are many applications in railways: in fact,
fatigue came to be studied in the early days of the railways because of broken axles
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(Smith and Hillmansen 2004). This theme has been taken up and revisited applying
modern developments in fracture mechanics (Hillmansen and Smith 2004). In the
early days of the privatisation of the railways in the UK, issues involving rolling
contact fatigue of rails caused a significant accident, which led to considerable
efforts to rediscover issues originally well understood by British Rail Research. The
first author was involved in investigating technical aspects of the accident in
question, and some of the advances in understanding were discussed in a review
(Zerbst et al. 2009).

Recent years have seen increasing attention being paid to global warming:
therefore, the energy and emission performance of the railways had come under
scrutiny (Inderwildi and King 2013). The widely held view is that railways are one
of the most energy efficient modes of transport (Smith 2003a, b), but there are
several caveats to this simple view (not the least of which is the load factor of
passengers). Issues such as driving style (Read et al. 2011) and alternative energy
sources (Read et al. 2009) have been studied.

In principal, the faster we go, the more energy we use. Thus, the topic of energy
use of high-speed trains raises many questions (Zhou and Smith 2013). Many
aspects have been studied using the FRRC train energy calculator and many sen-
sitivity studies have been computed (Zhou and Smith 2013; Gao et al. 2016).

Switches and crossing are very costly in terms of maintenance, and the dynamics
of the passage of a train through a crossing causes many interesting dynamic loads,
which lead to several types of deterioration mechanisms. A major study has been
performed for Network Rail, starting with a statistical analysis of failures on the
working railway (Cornish and Smith 2011), experimental measurements of loads
and stresses in crossings in service (Cornish et al. 2012) and theoretical consider-
ations of the complex series of contacts between wheel and rail during the traverse
of a crossing (Coleman et al. 2012).

More than 20 years ago, the first author was Chairman of a major project
undertaken by British Rail Research to develop crashworthiness standards for
railway vehicles. The basic mechanism was the absorption of energy by controlled
plastic deformation to the ends of rail carriages and a limit on the deceleration
experienced by passengers. The project involved verification of computed results by
the crushing of full-scale vehicle ends and a full-scale highly instrumented train
collision. The results were incorporated in the UK and European standards for rail
vehicle design. It would probably be impossible for the UK rail industry to carry out
such a project today. However, detailed research is ongoing although of a com-
putational rather than experimental nature (Xue et al. 2005, 2007).

Several studies of a more general nature have been undertaken, including a study
of ways of introducing new technology to the railway industry (Lovell et al. 2011)
and ways of increasing innovation into an essentially conservative industry (Lovell
and Smith 2008).

Finally, although railways are considerably safer than many other modes of
transport, safety is both costly and requires eternal vigilance. It is therefore a worth
topic of study (Santos-Reyes et al. 2005).
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8 Development of High Speed in China

In Asia, Korea opened its Seoul–Busan line 40 years after the opening of the
Shinkansen. However, the most remarkable developments in Asia have occurred
more recently in China. The development of high-speed rail surged in 2010
(Fig. 6), and the main contribution has to be attributed to China. The pace of
China’s development has been absolutely astonishing. The medium-to-long-term
railway network development target is to cover China’s major economic areas with
eight high-speed rail corridors, four running north–south and four going east–west.
China now has by far the world’s longest network of dedicated high-speed lines,
much of which has been built in the last seven years and more networks are
promised in the next two years, bringing the total length to about 18,000 km.
Currently, over 1.33 million passengers travel on the Chinese network every day.

Before the introduction of high-speed rail, China’s overall railway technology
and equipment were similar to that of developed countries in 1970s due to historical
reasons. China initially conducted independent attempts to develop high-speed rail
technology domestically, and some notable results include the China Star.
However, if to use only their own resources and expertise, China might need a
decade or even longer to catch up with developed nations in high-speed rail
technology. China’s early high-speed trains were initially imported or built under
technology transfer agreements with train-makers in other countries, including
Siemens, Bombardier and Kawasaki Heavy Industries. In 2004, the Chinese State
Council and the Ministry of Railways decided to introduce advanced technology
from other countries, in order to bring the joint design and production, and finally to
build Chinese brand.

Chinese engineers then redesigned train systems and built indigenous trains based
on self-developed key techniques. To unite the academic and industrial research
interests and resources, the Chinese Ministry of Science and Technology and the
Ministry of Railways set up a “China’s High Speed Train Innovation Joint Action
Plan” in 2008. On 30 June 2011, the World’s longest high-speed line linking Beijing
and Shanghai was completed, with a world record speed of 486.1 km/h (Fang 2011).

The development of high-speed rail has risen research interests frommany aspects
in China. Till now, contributions have been made from infrastructure (Duan et al.
2011; Yang and Shi 2014), traction system (Chang 2014), operation strategy (Lu et al.
2011), aerodynamics (Li et al. 2011; Yu et al. 2013; Cui et al. 2014), etc. On a recent
trip from Hangzhou to Beijing, the first author was astonished by the excellent ride
quality of Chinese trains operating at speeds over 300 km/h, and by the passenger
service and comfort matching anything offered in other regions of the world. One can
only stand back in astonishment and applaud China’s remarkable achievement.

However, from the author’s personal perspective, some issues may still need a
bit further consideration: the design life of slab track is usually around 60 years;
however, no slab track system in the world currently lives long enough to examine
its end-of-life stage. Whether the system is able to withstand the long period
depends hugely on the quality of concrete. Periodical renewal of components is
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required to maintain the riding quality. After a period of service, the strength of the
infrastructure decreases and crack may initiate in some components; thus, the rail
infrastructure is more vulnerable to sudden external impacts, like natural disasters.
It is likely for the infrastructure to fail before the predicted end of its service life.
For safety reasons, non-destructive testing method could be needed to examine the
cracks, which might be embedded in the core of a slab.

9 Future High Speed Rail in the UK

Plans are now being made to extend the high-speed rail system of the UK: a project
known as High Speed Two (HS2). The principal drivers are that the existing con-
ventional network is overcrowded and has seen a huge increase in patronage in recent
years (an increase in passenger km of 100%, doubling from 750 million in 1995 to
1500 million now, leading to levels of traffic as great as any since about 1910 but on a
network of approximately half the size), the population of England is growing
rapidly, what was 52 million in 2008 will become 60 million in 2033 and 70 million
by 2050, and there is a pressing need to develop the industrial towns of the north by
better interconnections between themselves and with London. Although the pro-
posed network will eventually cover most of the country, the initial plan is for a
Y-shaped network, from London to Birmingham then onwards to Manchester and
Leeds. There is considerable opposition from people who live near the proposed line:
as there was for HS1 to the Channel Tunnel, but the consensus then was that when the
line was built, the results were by no means as discomforting as the opponents
originally feared. There is also opposition of the grounds of costs: Could more be
achieved by improving the existing network, or spending the money on other “good”
things: schools, hospitals, social services, etc.? Currently, there is a consensus
amongst the major political parties that the project should go ahead and appropriate
Bill is being steered through Parliament: a process which may take two or more years.
The timetable may appear leisurely to many people: the plan is to start construction in
2016/2017 and to open the first sections by 2026. This is a constraint of a democratic
parliamentary system but simultaneously is a frustration to the achievement of a long
overdue addition to the transport infrastructure of the country. It is unlikely that any
procurement of rolling stock will take place until around 2020: By then, many
innovations and improvements will have been made, but we are assured that all offers
both domestic and international will receive fair and open consideration.

10 Concluding Remarks

As the 50th anniversary of the opening of the world’s first dedicated High Speed
railway approaches, we can reflect on how the Japanese Shinkansen has become a
catalyst for the development and rebirth of railways in many other countries in the
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world. In Europe, France and Germany led the way, but the most astonishing aspect
has been the more recent development of an extensive High Speed system in China,
surpassing by far on scale all previous developments and still growing rapidly.

It has become a priority to increase the efficiency and convenience of transport
without adding to carbon generation. The High Speed train system offers consid-
erable advantages in this area, all the more so if renewable sources of electricity can
be employed. Although not discussed in this paper, the development of new High
Speed transport hub stations presents an opportunity to move away from existing
congested city centres and so improve the quality of life in urban areas, which have
become choked with the ubiquitous automobile.
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Historical development of rail passenger volume in the UK

The cuts in number of railway passengers came during a period of rapid
expansion of car ownership in the 1960s. This graph of ridership shows the strong
return of huge numbers of passengers to the railway in the last decade or so. It is not
clear what the reason for this is, but congestion and uncertain journey times on the
crowded road network certainly have played a part.

Some interna onal railway comparisons

Notice that the huge route length in China is shared by many people, so the
length of route per capita is only about ¼ that of the UK and 1/6 that of Germany.
The average journey length in China is huge 518 km reflecting the importance of
the intercity network: notice the low figure of 17 for Japan reflecting the huge
commuter network: largely absent in China but developing strongly with new metro
and subway builds. The intensity, defined in the figure, is a measure of passenger
utilisation of route: Japan is the most intense, China is a large multiple better than
the UK and other European countries.
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Fatality risk of passenger using different
mode of transport 
(EU-27 in 2008-2010) 

Mode Fatalities per billion 
passenger
kilometres

Airline passenger 0.1

Railway passenger 0.16

Car occupant 4.45

Bus/Coach occupant 0.43

Powered two-wheelers 52.59

Vessels passenger N/A

Source ERA.

It is well established that rail is a relatively safe mode of transport; these
European figures illustrate the point. Notice that the airlines have an extremely
impressive safety record.

Complex technical system

+ people, both staff and passengers
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Brief Bibliography

The followings are particularly useful books on the British, Japanese and German railways
respectively:

Herrmann, H. (1996). ICE high-tech on rails (3rd ed.). Darmstadt, Germany: Hestra-Verlag.
Hood, C. P. (2006). Shinkansen: From bullet train to symbol of modern Japan. London, UK:

Routledge.
Simmons, J., & Biddle, G. (1997). The Oxford companion to British Railway history. Oxford, UK:

Oxford University Press.
A comprehensive account of the origins, development, building and operation of the Chinese high

speed rail system is awaited. Considerable material can be accessed on the internet, with the
usual health warnings for accuracy.

The annual report of various railway undertakings are available online and contain much useful
information. The Japan Railway and Transport Review (JRTR) is an English-language
transport magazine published quarterly since March 1994 by East Japan Railway Culture
Foundation. It is available online at http://www.jrtr.net/ and is an invaluable source.
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1 Brief History of Japanese and Chinese High-Speed
Railways

The world’s first high-speed railway (HSR), the Japanese Tokaido Shinkansen, was
inaugurated in 1964. This obviously means naturally that Japan has the longest
experience ofHSRbut also by far the greatest experience of problems onHSRbecause
Japan’s traffic volume was, and still is, much denser than any other European coun-
tries, that followed Japan in the field of HSR (Smith 2014; Takai 2015).

On the other hand, China started internal discussion of an increase in train speed
as late as the 1990s and the first real attempt took place in 1997 at a maximum
speed of 140 km/h, while Japan was beginning 300 km/h operation on the Sanyo
Shinkansen (Ehara 2015). Up to 2003, research and development (R&D) of this
field in China was based on China’s own knowledge and skill but was revealed to
be too slow to catch up with the national fast-growing economy, so the government
decided to change its own method of realising HSR based on its own internal
development to the introduction of technologies from the developed countries.
Thus, based on mainly Japanese and German technologies in addition to China’s
strategic plan of introduction and abundant resources, the first substantial increase
in train speed took place in 2007, as the sixth increase in train speed (countries with
major technical and manufacturing centres for the origins of CRH1, CRH2, CRH5
and CRH3 are Germany (not Canada), Japan, Italy (not France) and Germany,
respectively). At this time-point, many railway people around the world paid
attention suddenly with much surprise, because the route length of HS tracks
exceeded 6000 single-track km, which was longer than those of any other countries,
including Japan and France.

2015, only eight years after 2007, see Table 1 of route length of more than
16,000 km in China, which exceeds the total length of all other HSRs put together
with the second to fifth being Spain (3400 km), Japan (2800 km), France
(2100 km) and Germany (1800 km), respectively.

2 Comparison of HSRs in Japan and China by Basic
Transportation Figures

To compare the figures and to understand the differences, some major data are
shown in Table 2.
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3 Comparison of Technological Achievements of HSRs
in Japan and in China

3.1 Outline

3.1.1 Original Technologies of Japan and of China

It can be thought that all or almost all technologies of HSR are of Japanese origin
because Japan was the pioneer in the world for HSRs, but actually this was not the
case. When Japan decided to construct a Shinkansen between Tokyo and Osaka, the
conventional Tokaido line, which was and still is a double-tracked electrified

Table 1 Basic transportation figures of high-speed railways in Japan and in Chinaa

Fiscal
(year)

Japan Chinab

Route
(km)

Passengers
carried
(�104)

Transported
passenger
(km) (�108)

Route
(km)

Passengers
carried
(�104)

Transported
passenger
(km) (�108)

1965 553 3097 107 0

1975 1177 15,722 278 0

1985 2012 17,983 554 0

1995 2037 27,590 708 0

2005 2387 30,140 779 0

2008 2387 31,024 817 1077 734 16

2010 2620 32,444 769 5133 13,323 463

2012 2620 32,200 860 9356 38,815 1446

2014 2848 33,969 910c 16,456 70,378 2815
aThe figure is based on commercial route length, which is sometimes up to 15% longer than the
actual length both in China and in Japan for various reasons, and Japan’s figure of 2848
commercial-km corresponds to an actual length of 2765 km
bData are provided by Prof. Zhong-ping YANG from Beijing Jiaotong University, China
cNot yet officially disclosed and estimated by the author

Table 2 Differences in scale of China versus Japan to understand HSRs

Expressed by Chinese figure/Japanese figure of each item

Land
area

Population Route
(km)

Passengers
carried

Transported
passenger
(km)

Number of
vehicles

Maximum
number of trains
per daya

25 11 5.8 2.1 3.1 3.3
(15,536/4755)

1.0 (average
330)

aComparison with the Tokaido Shinkansen (Tokyo–Osaka) and Beijing-Shanghai HSR
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railway with comparatively short quadruple track sections near Tokyo and near
Osaka, was approaching its limit of transportation capacity and the quick addition
of two more tracks was an absolutely necessary requirement. The majority of the
then Japanese National Railways (JNR) managers intended to add a double-track
route alongside the conventional narrow-gauge tracks. To add two more tracks on
the same route was thought extremely difficult in the already densely populated area
in a short period of five targeted years, so an alternative idea to construct a separate
route with necessary interchanges was the most viable. But there were a few people
who had strongly wanted to improve the JNR by changing the narrow gauge to
standard gauge since the end of nineteenth century, less than 30 years after the first
railway opened in Japan. The then president of JNR, Shinji SOGO (十河信二) was
one of them, but all other influential JNR people were not. Shinji SOGO and
Hideo SHIMA (島秀雄) who had been retired after severe accident on the JNR and
recalled by SOGO as Chief Engineer together proposed strongly to add a standard
gauge new double-track line instead of a quadrupled conventional line. SOGO and
SHIMA were able to narrowly persuade the rest of JNR headquarters, and the
Shinkansen was therefore successfully initiated. In this situation, the Shinkansen
had to realise enough traffic capacity for both expanding passenger and freight
traffic together with the conventional line with enough availability and by the
targeted opening date. Thus, all construction and trains together with the operating
systems design were very conservative without any important failure allowed.
Conservative design means not too innovative, rather heavy cars, less speedy
movement, and a tendency to have an excess margin in vehicle safety and a small
potential to increase further the train speed in future track design.

3.1.2 Original Design of Japan’s Cars: Development of Lightweight
Bogies with Stable Operation at High Speed (Sone 2014)

The Shinkansen’s car was based on a very innovative super express (SE) trainset of
the Odakyu Electric Railway (OER), which established a world speed record on a
1067 mm gauge railway of 145 km/h in 1957 and a tare weight of 147 t with
108 m length. The Shinkansen’s Series 0 cars were comparatively heavy with an
average 56 t tare weight and each was 25 m long. To avoid a further increase in
mass, a wheel base of 2.5 m and a wheel diameter of 0.91 m were chosen and
proven to have enough stability margin to run up to 210 km/h. JNR intended to
reduce each car by 4 t, to realise a maximum axle load of 15 t, but failed mainly
because of the mass of the traction equipment with enough margin. This meant an
axle load of 16 t was narrowly met including the fully seated passengers.
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3.1.3 Original Design of Japan’s Cars: Distributed
Traction System with All Axles Motored

Based on the then Japanese Private Railways (JPR) standard design of
high-performance electric multiple units (EMUs), the traction system of paired
motor cars with eight traction motors controlled by a traction controller was a
natural and unique solution and never a result of the optimised design of a number
of cars, motored and non-motored, i.e., trailer cars. After Japan’s success with the
HSR, Britain and France followed in 1976 and in 1981, respectively, but with
concentrated traction systems of different types. Until the 1990s, when AC motor
traction1 was available, concentrated traction systems were thought by many rail-
way engineers other than Japanese to be superior to distributed traction with less
maintenance of traction motors and more maintenance of non-motored axles’
braking system. But in 1992, Japan’s Shinkansen succeeded in introducing the
world’s first high-speed EMU with AC regenerative braking, as the Shinkansen’s
Series 300 (Fig. 1). In R&D works for this innovative trainset (the author was one
of the team), a very important discovery was revealed; a non-motored axle with a
necessary brake has more mass (total and unsprung mass) with more heat and more
maintenance works required than a motored axle mainly because of the theoretical
results of the braking system requiring kinetic energy to heat energy conversion.
Thus, in Japan the next Series 500 was changed from 10M6T formation to 16M
(0T), mainly to reduce the unsprung and total mass. This important knowledge was
presented in 1994 at the World Congress on Railway Research (WCRR) in Paris by
the author (Sone 1994).

Fig. 1 Series 300 of Central
Japan Railways; the world
first high-speed trainset
adopting regenerative braking

1Excluding widely used AC commutator motors used on 16.7 Hz electrified lines, which are
similar to DC motors.
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3.1.4 Chinese Design Concept

When China decided in 2003 to introduce HS trainsets from developed countries, it
excluded concentrated traction systems such as the French TGV (Train à Grande
Vitesse), German ICE-1 (InterCity Express) and Italian ETR500; this sound and
clever decision was supposed to be based on the above-mentioned Japanese result
as well as China’s own experience of difficulties in the R&D of China Star (中華之

星), with concentrated traction, against Changbaishan (長白山), with distributed
traction trainsets. All of the introduced CRH1, CRH2, CRH5 and CRH3 have
distributed traction systems but there are two different types: CRH2s with driving
trailers and the rest of CRH1, CRH5 and CRH3s all of which are of European
origin, with driving motors (Zhang 2009a). This difference is, from Japanese
experience, very important from the following two viewpoints: from the electro-
magnetic compatibility (EMC) point of view, a driving motor whose front bogie has
traction motors brings much more trouble to signalling circuits, and from the
adhesion point of view as well. Wheels of the front bogie tend to slip and slide
because they are still wet in rainy condition. On the contrary, a formation with
driving trailers and intermediate motors does not require sophisticated adhesion
control and if there is no brake applied at the front bogie, the wheels can be used as
a reliable speed and position sensor because they do not slide at all (Fig. 2).

At present, Chinese-designed HS trainsets, CRH380s, are of the above-mentioned
two types: CRH380A and AL consist of driving trailers with all intermediate cars
motored while the rest of CRH380B, C and D have driving motors and intermediate
motors and trailers with the same numbers of motors and trailers: 4M4T or 8M8T
(Yang 2015). If Chinese railways want to standardise the traction systems, the author
strongly proposes driving trailers with as many numbers of motors as are economi-
cally viable. Even if a sophisticated and high-performance re-adhesion control is used,
small slip and slide are inevitable under adverse conditions, meaning that the acquired
speed and position have many errors. If CRH380AL’s 14M2T formation is thought to
provide too much margin and is too expensive compared with CRH380A’s 6M2T
formation using the same traction motors, the 12M4T formation may be the best
solution for construction costs, but still the running cost may be better for the 14M2T
because of much better braking performance.

Fig. 2 Series N700 (14M2T)
of Central Japan Railways;
this can run at 270 km/h at
2500 m radius sharp curve by
body inclination control.
Figs. 2, 4 and 5 were
provided by Mr. Chun-xiao
LUO from Editorial Office of
Railway Knowledge, China
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3.2 Comparison of Achievements of the HSR in Japan
and in China Relating to Subsystems Used

3.2.1 Power Feeding System

Among Japanese original technologies, one of which that has not yet been adopted
in other countries is the quasi-continuous power feeding system using two con-
secutive catenary sections and wayside changeover switch (Ishikawa et al. 2015).
The system’s action is as follows (Fig. 3): suppose the train moves from A to C via
B, the switch D is kept closed until the whole train enters the section B, when D is
off and a very short time, typically 0.3 s, after opening D, switch E is closed. This
system together with simple but superior current collection using two intercon-
nected pantographs achieves nearly perfect current collection because of no inter-
rupted acceleration and deceleration using a regenerative brake and stable electrical
connection even when one pantograph loses mechanical contact (Study Group of
High-speed Railways 2003). At the moment, the European system prohibits the use
of a parallel connected two pantograph system to prevent short circuiting from two
power sources in different phases. The changeover switch was improved from the
original air blast type and then changed to a vacuum switch and now gradually to a
semiconductor type.

China studied using a quasi-continuous power feeding system but has aban-
doned it for the moment. The reason was supposed to be easy acceptance of the
European type trainset, and changeover switches are still being improved from
vacuum breaker type to semiconductor ones.

3.2.2 Electromagnetic Compatibility

In Japan, there are many special designs for avoiding EMC problems based on
experienced difficulties. Contrary to the above-mentioned standard practice, Series
N700 of 8 car formation in the Kyushu and the Sanyo Shinkansen are not 6M2T

Fig. 3 Quasi-continuous power feeding system. Before entering to B, switch D is kept on, after
the whole train with two interconnected pantographs comes into B, switch D turns off and about
300 ms after that switch E turns on. Interruption of 300 ms was necessary in the technology of
1960s by various reasons when slow action contact switch is only available. The train can run
through in either mode of acceleration, coasting or regenerative braking
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with driving trailers but 8M0T with driving motors to cope with restarting condi-
tions after stopping on a steep gradient section of 35‰ with half the units cut-off
(Fukunaga 2015). To cope with EMC problems due to driving motors, traction
motors and bogies are of slightly different designs for the front bogie, rear bogie of
the front car and of intermediate cars both from an emission and immunity point of
view. As far as adhesion is concerned, acceleration and deceleration forces of the
front two bogies are squeezed while the rest, including the rearmost cars, produce
full force.

3.2.3 Phase Balancing Measures After Introduction
of Regenerative Trains

The author should touch upon a practice and its changes in phase balancing
measures relating to a single-phase high-power load from a three-phase power grid.
At the start of the Tokaido Shinkansen in 1964, three-phase AC was converted to
rectangular two-phase AC using Scott-connected transformers. One phase was fed
to down tracks and the other to up tracks. Thus, on average on most occasions a
better balance was established because average power was almost balanced between
down and up trains. The situation was changed in two ways: in a change from a
booster transformer (BT) feeding system to an auto-transformer (AT) system and
the introduction of regenerative trains. A BT was used to pick up return current
flowing in the running rails to a negative feeder located about the same height as the
catenary wires so that induced electrical noise to nearby communication wires was
cancelled. This was good for avoiding EMC but for current collection, the BT
section was a weak point where the terminal voltage of BT should be broken by
leaving pantograph producing electrical arc every time a train passed across the BT
section. To cope with this problem, the BT feeding system was changed to an AT
feeding system and according to this, the power balance to be expected was
changed from between up trains and down trains to between up and down trains
running on one side of a substation and those on the other side.

The other important change in the situation was the introduction of regenerative
trains in 1992. The principle of three-to-two-phase conversion by a traction
transformer is that when the power sum of one of the two phases is equal to that of
the other phase, the three-phase side is balanced. Before the introduction of
regenerative braking, the worst case is maximum power at one phase and zero at the
other phase. In this worst case, three-to-two-phase conversion has no effect;
the same as taking the total power from one of the three phases alone, but after the
introduction of a regenerative brake the worst case is positive power on one side
and negative power on the other side; in this case, three-to-two-phase conversion
has a negative effect; the situation is much worse than taking both positive and
negative power from one of the three phases.

To cope with this adverse effect together with a voltage stabiliser both on the
grid side and the train side, additional equipment called a railway static power
conditioner (RPC) was introduced where it was thought necessary. An RPC can
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transfer active power from one side to the other and absorb necessary reactive
power on each side independently (Ishikawa et al. 2015).

From a purely technical point, an RPC can be seen as sometimes necessary but
from a totally economical design of the whole system, it is doubtful whether or not
it is justifiable.

3.2.4 Result of Lightweight Design of Cars

Know-how in constructing lightweight cars is by far the most advanced in Japan
mainly because of the following three factors: (1) weak roadbed and infrastructures,
(2) many privately owned train operators and car manufacturers, and (3) not too
much buffer strength required as is necessary for heavy freight trains. After World
War II passenger traffic demand expanded very rapidly between big cities and their
suburbs, and the majority of this demand was carried on the suburban lines of the
JPRs. Thus, lightweight and high-performance EMUs were developed and manu-
factured from the early 1950s by JPRs, which are the origin of the Shinkansen basic
vehicle, with the other origin being AC electrification developed by the JNR. Some
of the European car manufacturers think Japan’s trainsets of small mass mean there
is not enough strength in a crash and some others think there is not enough rigidity
against vibration. The former criticism has been proven wrong on various occa-
sions: one of the typical cases is the Wenzhou collision on 2011-07-23. In this case,
a lightweight aluminium-bodied CRH2 hit a comparatively heavy stainless
steel-bodied CRH1 and damage was much greater to the CRH1. The latter criticism
is half true and half incorrect; it is a matter of the design’s balance between riding
comfort and energy saving. The mass per axle of less than 12 t of the E2 of the
Tohoku Shinkansen, the origin of the CRH2, is the result of Japanese balance
(Yang 2012) and the roughly 15 t of the CRH380A is the result of Chinese balance
(Yang 2015).

3.2.5 Cab Signal ATC

Although there had been some cab signal systems in smaller urban railways,
automatic train control (ATC) using a cab signal adopted by a major railway was a
world first for the Shinkansen (Kotsu Kyoryoku Kai Foundation 2015) and since its
inauguration more than half a century has passed but still it is not perfect nor is
there a final version of such a system. Japan’s ATC is not intended for driverless
operation, but the braking operation is almost automatic with manual operation left
for final stopping at a designated position at a train speed of below 30 km/h. The
French TGV has a different philosophy; an automatic train protection (ATP) system
should help the driver’s operation by showing a forthcoming situation and only if
the driver fails to react safely does the ATP system intervene. German philosophy is
a little different to that of France but does not differ that much.
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China has introduced several signalling systems from Europe and Japan and at
the moment several systems are coexisting on the same track according to the
several different trainsets. Coexistence of several signalling systems on the same
track is not desirable from the standpoints of drivers’ confusion, more maintenance
work, and possible interference between the systems.

To solve this problem in the future, there will be much potential for solutions such
as sorting the systems into categories by area, line groups, speed range or climate
conditions, etc. The process and results of the Chinese solution will be paid strong
attention to by the developed countries, none of which has had such a need as yet.

3.2.6 Poor Tracks and Infrastructure in Japan

The Shinkansen’s weak points are often seen in the infrastructure; too little spacing
between adjacent lines of 4.2 m (in the case of the Tokaido Shinkansen) or 4.3 m
(Sanyo Shinkansen and all thereafter), a small cross section in double track tunnels
of about 64 m2, a non-reversible signalling system, unique in the world, and a speed
restriction of 70 km/h at turnouts into and out of stopping stations. The poor
infrastructure was justifiable for the Tokaido Shinkansen because it was the pioneer,
who cannot learn from others, and because of the fact that Japan was not eco-
nomically strong enough at the start of the construction in 1959. After minimal
improvement of the Sanyo Shinkansen, further improvements in line with world
standards have not been realised.

In contrast to this, China can choose from many products around the world and a
traditionally strong infrastructure for heavy load has been in due course further
improved for the HSR. Some Japanese infrastructure specialists say that poor
turnouts from the viewpoint of restricted speed should be justified to maintain
necessary reliability by prohibiting two or more shifting motors, which is thought
the main reason of turnout troubles.

4 Other Developed Countries’ HSR Technologies
(Akiyama 2014)

4.1 Britain

British Rail was the first railway to realise 200 km/h operation successfully in 1976.
Although the success of the High-Speed Train (HST) had greatly surprised
Japanese traction engineers, who were confident of the need to have many driving
axles to cope with the adhesion limit, the influences to Japan and many other
countries were neglected or not strong because the HST was for non-electrified
lines. The HST technology was exported only to the XPT in Australia; all other
important HSRs have been electrified.
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4.2 France and Germany

After experimental introduction of locomotive hauled trains with 200 km/h oper-
ation, with just a few trains on the same line, substantial HSR started in France in
1981 and in Germany in 1991 using a fixed formation concentrated traction system
with locomotives at both ends, as the French TGV and the German ICE-1,
respectively. The French TGV was built with much technology learned from the
Japanese Shinkansen leading to a much improved HS system in French eyes. This
success, together with a very high-speed record established of 380 km/h before
regular services started, caused much attention in Japan, especially relating to
current collection, which was one of the major sources of technical troubles in
Japan. French railway specialists learned about poor Japanese current collection and
moved to realise the use of a gas turbine, which can avoid current collection itself,
but the world oil crisis brought the French back to electric power again. The TGV
used only one pantograph over the rear locomotive to avoid troublesome problems
of current collection at high speed, using over-the-roof high tension cables to feed
current to the front locomotive. Japan in turn learnt from this but by using the same
method with improvement, after careful tests of the numbers and positions of
pantographs, electrically connected as the French ones. It was decided that the best
position was not at the front or back of the train, where there is a whirling airflow,
but at a rectified airflow position, and the best number of raised pantographs was
two, almost always electrically connected even if one of the two jumped from the
catenary. The same collection system cannot be adopted in Europe because of
feeding sections and European rules prohibit the use of two or more interconnected
pantographs.

4.3 French Versus Japanese Technologies

French technologies were very different to Japanese ones. This was natural because
the French had learnt from the experiences in Japan so there were many ways in
which the French were superior to the Japanese such as the following:

Current collection: Many equally spaced individual pantographs versus rear
pantograph feeding its own locomotive and feeding the front traction unit with
over-the-roof cable.

ATP: As described above, much more freedom was given to the driver. For
example, under the French nominal maximum speed limit of 260 km/h in 1981
actual speed could be raised as high as to 285 km/h.

Train length: An allowed maximum of 300 m, twelve 25-m-long car fixed
formation in 1964 or 400 m with a sixteen 25-m-long car formation after 1970 in
Japan or a half the maximum length formation of 200 m with a dual formation train
as required (i.e., two 200-m-long trainsets coupled together).
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Adaptation to different demands in the train scheduling: The Japanese fixed
pattern scheduling for the heaviest demand with surplus trains cancelled at lighter
demand day and/or time versus the French basic train scheduling for the minimum
demand period with increased formation, i.e., dual trainsets coupled, and/or addi-
tional trains running before the advertised train. The decision of the operation
scheduling was made about one month prior to actual operation in order to sell
reserved seat tickets in Japan versus up to about two days before travel according to
the data of the sold tickets in France.

Among the different methods adopted by the French TGV, which were thought
to be improvements by French railways, the following examples were thought not
to be improvements by the Japanese.

Concentrated traction system: Less maintenance work required for a smaller
number of higher power traction motors versus more maintenance work required
for many unmotored axles. In Japanese practical operations, increased maintenance
work due to brake friction should substantially be avoided as is the additional mass
and the possibility of fire.

Articulated configuration: No noisy bogies under passengers’ feet and a smaller
total mass versus a smaller number but bigger axle load. In Japan, where track is
weaker than in France, the priority is less maximum axle load.

Air suspension: The French explained that compared with commuter trains in
which ratio of fully loaded versus tare weights is big, the TGV does not require
variable parameter suspension because the ratio is small.

4.4 French Versus Japanese Technologies in Recent Years

Thirty-five years have passed since the TGV was first introduced in 1981. Most of
the above-mentioned differences have been judged by railway engineers worldwide.

Current collection was once one of the severest problems of the Shinkansen; the
TGV escaped from occasional troubles of current collection but later Japanese
engineers could make further improvements, i.e., two parallel pantograph current
collection system as described above.

ATP: The basic principles are still different from each other, but the
Japanese ATC has been improved so that riding comfort and punctual operation are
realisable by both well trained and experienced French drivers and by all Japanese
drivers.

Trainset length: The Tokaido Shinkansen is very special Shinkansen where the
maximum transportation capacity is still not enough to meet the maximum traffic
demand. For this reason, JR Central, the operator of the Tokaido Shinkansen, does
not wish to construct other than 16 car formations nor improve the amenities with
less passenger capacity. But all other operators, JR East, the operator of Tohoku,
Joetsu and Hokuriku Shinkansen, JR West, the operator of the Sanyo Shinkansen
and part of the Hokuriku Shinkansen, and JR Kyushu, the operator of the Kyushu
Shinkansen, have different formations adaptable to different demands. The practice
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of half the maximum length formation with dual trainset coupled together as
required is not widely adopted nowadays in Japan because of possible difficulty in
evacuation in case of fire; in Japan escape from fire is thought necessary in both
directions, forward and back. In order to realise this, passengers must be able to
walk through coupled trainsets; but to realise gangways between highly streamlined
front ends is not practical on the Shinkansen. The Chinese practice of building both
an 8 car formation and a 16 car formation as seen with the CRH380A and
CRH380AL, respectively, seems to be learnt from original TGV’s practice. JR
West had once the same practice but in recent years two 8 car formations coupled
together are no longer used.

Distributed traction: When DC traction motors were used, there was keen dis-
cussion between distributed versus concentrated traction systems, but once AC
traction motors, which are much lighter and require almost no maintenance work,
were used, everybody, except some of the French, was confident that distributed
traction is much superior.

Air suspension: The TGV also introduced air suspension after realising the
practical, not theoretical, superiority of air suspension for riding comfort.

Articulation: The super express (SE) trainset of OER, made in 1957, which
provided many technical ideas and parts and practice to the Shinkansen’s Series 0
trainset, was also of articulated configuration. JNR and JR East compared and
sometimes built test cars with partially articulated trainsets and the results were not
substantially superior nor inferior.

5 Technologies of Chinese Origin

Introduction of distributed traction only: Apparently, it is the same as in Japan but
the reason was completely different. Japan introduced the system as the only
practical solution for realising high-speed operation, which was denied by the
British HST in 1976, the French TGV in 1981 and the German ICE-1 in 1991.
Japan could not persuade European railway engineers of the superiority of dis-
tributed traction systems until the 1990s when traction motors changed from DC
motors, with maintenance required commutators, to AC motors with much less
mass and no maintenance required. The Chinese decision, made in 2003, was
thought wise enough because at that time not a few people were confident that the
TGV was the world’s best. This decision was supposed to be made based on
experiences prior to 2003, when developments were made without license, and by
discerning leaders who could evaluate many papers including the author’s (Sone
1994).

Coexistence of several different systems: this is because of the introduction of
both Japanese and European practices. This has two effects, both favourable and
unfavourable: the former which is favourable is to be able to judge from Chinese
experience and the latter, unfavourable, is that the system is complicated and
expensive, and sometimes difficult to maintain safety because of interference

Comparison of the Technologies of the Japanese Shinkansen … 79



between the systems. Among many subsystems, power feeding/current collection
and signalling system are important. The Japanese practice of power feeding/current
collection is superior, with practically no interruption of power, which enables
continuous powering and regenerative braking beyond different phase areas and
also taking auxiliary power directly from a main transformer, not through a bulky,
costly and heavy battery-assisted AC-DC-AC converter, which is necessary with
the 16.7 Hz catenary but not for 50 or 60 Hz catenary. Systems should be in
multiple both on board and/or at the wayside if using trains with different signalling
systems on one line or using the same trainset to run through to different signalling
sections. In addition to costly construction, different systems sometimes interfere
each other; preliminary elimination of the interference is almost impossible because
the designer of system A does not know in detail about system B, and vice versa.

In near future, China must conquer this problem either by unification or sepa-
ration as far as possible: either way has merit and demerit; nationwide unification
tends to stop further improvement and separation tends to restrict necessary through
operation or joint operation.

Chinese origins in the narrower sense: The fluid dynamic design of really HS
trainset is thought to be one of the typical examples of this category (Fig. 4). The
world’s first HSR developed in Japan used tunnels of too small a diameter and too
small distance between adjacent tracks. To cope with these poor conditions,
Japanese HS trainsets are very long with strange front shape (Oguri 2015) (Fig. 5).

To contribute worldwide, it is necessary for Chinese engineers to show an
optimum, or nearly optimum, set of construction parameters as a function of the
required maximum speed. Although the basic size of an HS trainset with 3.4 m
wide and with 1.3 m floor height is not the solution to optimisation, it is common in
the Japanese Shinkansen because of historical links between Japan and China. In
other Asian countries, traffic demand is not as high as in China or in Japan. These
countries may require the optimum size as well as the number of cars in the
formation.

Fig. 4 CRH380A of Chinese
Railways, based on Series 500
(front shape), E2 (traction
system), and ICE-3 (front
cabin design) totally
improved by Chinese Railway
designers
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6 Further Discussion on Technologies of Japan and China

6.1 Optimum Motored to Non-motored Cars (MT)
Ratio and Brake System Design

Japan has established the optimum design of motored cars in a fixed formation; if
the formation is long enough such as 10–16 cars, all intermediate cars should be
motored with the end cars non-motored. This is sometimes thought to provide
surplus power and be too expensive but it is not so as described above. This means
that even if surplus power is used only in braking, this is better than creating friction
or any other types of kinetic energy to heat conversion brakes. It is very easy to use
that installed surplus power with a reduced current so that there is not too much
burden on the substation with a much reduced probability of wheel slip on
acceleration.

For a short formation such as 6 or 8 cars, on a steep gradient section in some
restricted situations such as a one traction unit cut-off, all axles should be motored
with reduced traction effort in order not to create wheel slip, which can cause
considerable errors in train speed and position in the front car. Also, special care
should be taken not to cause the EMC problem as described in Sect. 3.2.2.

Contrary to Japanese practice, the German ICE-3, which was changed from
ICE-1 and ICE-2 concentrated trainsets in order to meet the French axle load limit
of 17 t on the HS line, the LGV, has the formation of a driving motor and inter-
mediate motors and trailers based on European locomotive technology. To develop
CRH380B and CRH380BL, Chinese HS engineers met some EMC problems due to
emissions from the front motored car.

Fig. 5 Series E5 of East
Japan Railways; Japan’s
highest speed operation at
320 km/h on 4000 m radius
curve assisted by body
inclination control realised
together with E6, seen at the
rear of the photo
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6.2 Safety and Reliable Design and Operation

From the HS trainset design point of view, the most important factor is a safe,
reliable and high-performance braking system (Kumagai 2015). Although the final
braking performance must be guaranteed by mechanical braking, taking multiple
failures of electric systems into consideration, service braking as well as emergency
braking should be dependent on electric braking in regenerative mode that produces
no substantial heat. If some of the electrical subsystems are not reliable, such as
interruption of supply for a considerably long time and/or wide area near the
boundary of feeding areas, electric braking should be assisted by rheostatic braking
as well, which produces substantial heat.

From the train operation’s point of view, Japan’s practice has been to build
enough margin in the following areas of running time, adhesion, rise in tempera-
ture, train headway, supply voltage fluctuation, etc. What can be seen as too much
surplus power and safety, such as in the 14M2T formation rather than the 12M4T
trainsets, compared with Europeans the Japanese engineers are confident they can
use a more reliable and safe operation without almost any negative effects by taking
surplus current from substations; the squeezing of catenary current is very easy to
achieve. Thus, when 1 unit (2M) out of the total 7 units is cut-off, the remaining 6
units can operate the train in normal mode, rather than squeezed mode.

6.3 Design of Automatic Train Protection (ATP)

The design philosophy of the Shinkansen and the TGV has been different from each
other with respect to the crew’s role. In earlier years, the TGV had better riding
comfort due to deceleration, energy consumption and in some cases average train
speed. The Shinkansen’s ATP, called ATC, has by several steps progressed to be
today’s digital ATC with continuous, not stepwise, braking dependable on the
trainset’s performance. But the author and some other railway engineers do not
think it is the final version of such a protection system. The reason is as follows: As
a protection device, applicable braking performance should be very low because
even in the worst conditions, such as deep snow on the running rails, the train must
be protected from collision, and in normal conditions the running time with manual
driving is apparently shorter than when ATC is in operation. Actually on a snowy
day in February 2014, a Toyoko Line’s train using high-performance continually
controlled ATC, using the same philosophy with a different apparatus in detail from
the Shinkansen’s ATC, collided with the preceding train.
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7 Peculiarity of Japanese and Chinese Railways

Among many countries which have HSRs, Japan alone has almost no
medium-speed railways: between the Shinkansen, whose network of 2,910 km with
240 km/h or higher top speeds, and conventional lines of many operators totalling
24,900 km whose maximum speeds do not exceed 130 km/h, only 10 km of Keisei
Electric Railway’s section, 10 km near Narita International Airport, can be operated
at maximum speed of 160 km/h.

One of the most important social roles of Japan’s railways is the suburban
commuter traffic. Almost all of the commuter traffic inside the Tokyo metropolitan
area, in about a 50 km radius and with a total population of around 26 million, is
made by rail traffic sometimes combined with transport such as bus, bicycle or
private car between home and the train station, by kiss and ride, not park and ride
mode. Tokyo’s high density of population and efficient economic operation are kept
moving thanks to this high-density rail traffic.

On the contrary, China has many medium-speed railways but no efficient sub-
urban railways. This is very strange if seen from the outside because both countries
have many big cities, suitable for connection by railways either by HSR or by
medium-speed railways and some big cities like Beijing, Shanghai and Chongqing
have a big population in suburban areas that could be connected by efficient
commuter railways. Some routes of railways in Chinese urban areas are provided by
underground railways but actually in suburban areas most are elevated lines, which
are independent from national railway network and not at all efficient from the
standpoint of positionings of stations, spacing between stops and also for train
scheduling patterns. Among the world’s big cities, the S-Bahn networks, urban and
suburban railways, in Germany, Austria and German speaking Swiss areas, and the
RER, a similar in French speaking area, are better than Chinese urban networks but
inferior to the Japanese urban railways operated jointly by JPRs and JRs as well as
local government railways.

8 Important Relationship to Be Kept Between Japanese
and Chinese HSRs

As analysis was made in the previous sections showing that under similar social
conditions and economic activities and based on modern railway technologies, the
present status of HSRs, medium-speed lines and suburban lines is too different from
each other.
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In the HSR area, if we combine Japanese experience and the related know-how
with highly reliable and safe components and Chinese efficient construction and
manufacturing ability and highly progressive development, the results will con-
tribute much to HSRs across the world (Zhang 2009b).

No existing medium-speed lines in Japan can hardly be justified socially. The
so-called Yamagata- and Akita-Shinkansen whose trainsets can run very fast on the
Shinkansen tracks are only allowed to travel at up to 130 km/h on conventional
lines, converted from narrow gauge to standard gauge, because of safety at level
crossing and for some other technical reasons. Practical know-how established in
China will contribute to Japan upgrading the required conventional lines into
medium-speed railways.

Chinese suburban railways operated by local governments are different from the
Chinese national network operator’s lines in many ways. In Japan, after 1960
through operations in the Greater Tokyo area started between private railways and
both local government railways including underground lines and national railways
(the then JNR) by mutual discussion and the making of a through operations
agreement. This was a very big success, and the private railways’ know-how about
train operations has been gradually prevailing in Japan’s conurbations. Important
points relating this know-how include constructing many stations that are accessible
on foot, and how to combine fast, limited stop and slow trains, stopping at every
station, and how to organise cross-platform transfer at major stations. If this is
adopted in China, the travelling time between home and the office can be dra-
matically shortened, taking access times into consideration.

9 Conclusions

Both countries, Japan and China, have their good points and weak points. In such a
situation, to combine the good points, one country with those of the other will
create a big profit for the railway industry and passengers in both countries in the
following area: HSR, medium-speed lines and suburban lines. If the best combi-
nation in these important areas is realised, the de facto standard in the two countries
can contribute to the rest of the world’s passenger rail services.

Appendix

Highlight
Aim of Shinkansen

• Aim of Shinkansen was NOT the world first high-speed railway nor the world
fastest railway BUT to increase capacity of Tokaido main line
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• Chosen from the three alternatives: (1) quadrupling of the existing narrow-gauge
double track, (2) addition of (partly) separated double track with necessary
interchanges and (3) construction of standard gauge double-track line with better
performance

• Inside Japanese National Railways (JNR) majority supported (1) or (2)
• President SOGO (十河) and Chief Engineer SHIMA (島) were among minority
• To persuade majority, freight traffic was to deal with Shinkansen as well but

never realised.

Success of Shinkansen

• Success of Shinkansen is mainly due to systematic approach under targeted date
of inauguration using proven technologies

• JNR’s Railway Technical Research Institute (RTRI) had already disclosed its
confidence to realise connection Tokyo and Osaka within three hours at its
50 years commemorative presentation in 1957

• Technical roots of the success were (1) bullet train project in 1940, which was
only partly started and discontinued by the war, (2) lightweight emu car realised
jointly by a private railway and RTRI and (3) AC electrification using industrial
frequency developed by JNR

• All important technologies were thought proven.

Chinese first approach

• Chinese approach is quite different from the case in Japan
• No concrete targets of date, speed or other requirements
• Voluntary developments learned from developed countries but not license

agreements were revealed to be too slow and lack of availability to meet the
requirement of rapid developing society at the year 2003

• Change of ways of realising high-speed railways taken by clever authority in
2003 to be mentioned later.

European approach

• European approach started just after Japanese success was anticipated
• Questions of Japanese traction systems, knowledge of adhesion, current col-

lection, etc., were motive forces of development of different trainsets from
Japanese

• British HST and French TGV’s success surprised engineers in Japan very much
but Japanese practice was not changed substantially.

Shinkansen’s Series 300

• Shinkansen’s Series 300 was really innovative; ac motor traction with regen-
erative braking, lightweight, energy and maintenance saving and environmental
friendly

• The then world best high-speed trainset, TGV, changed suddenly to be obsolete,
but French engineers did not realise the fact soon
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• Development of AGV, the successor of TGV, was too slow and they lost the
chance to export trainset to China, except for Italian-designed CRH 5, which
was not for the need of Chinese high-speed railway.

Shinkansen’s Series 300

Chinese change of ways of realising high-speed railways

• Chinese change of ways of realising high-speed railways in 2003 was very
clever to catch up with developed countries and to become world best
high-speed railway holder

• CRH 1 and CRH 5 were base of developing medium-speed trainsets
• CRH 2 and CRH 3 were base of developing high-speed trainsets of Chinese

origin, CRH380 series
• Loading gauge of Japanese and Chinese HSRs is common for both countries,

but Chinese track design are much favourable for operation at high speed.

Necessary and important relationship of Japan and China

• Coordination of advantages of both sides and early escape from disadvantages
of each side

• Required coordination of Japan and China in other fields of high-speed railways
• Medium-speed railways; Japan has almost nothing although latent demand for it

is very high
• Urban railway systems; Japan has the world best practice, but Chinese high

demand has been still subconscious.
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1 Introduction

When a train enters or leaves a tunnel, finite amplitude pressure waves are gen-
erated and propagate in the tunnel. At the tunnel exit, the waves are partially
reflected. The reflected waves of opposite pressure return into the tunnel and are
partly emitted outside the tunnel as a microwave. The air pressure change in and
around the tunnel has a great impact on the safe operation of trains, staff comfort,
and environment around the tunnel (Joseph 2001; Tian 2007). A 1D numerical
simulation method was first used to study the pressure variations on the train and in
the tunnel (Woods and Pope 1979; Mei et al. 1995; William-Louis and Tournier
2005). In the twentieth century, a series of experiments concerning the pressure
changes, microwave, and aerodynamic drag was carried out on the Japanese
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Shinkansen. In recent years, Japanese researchers have simulated the changes of the
pressure and microwave using 3D models and model experiments (Ogawa and Fujii
1997; Tanaka et al. 2003; Sato and Sassa 2005; Iida et al. 2006). In Europe, model
experiments were performed on the compression wave generated by a train entering
a tunnel with different configurations (flared portals, vented portals, vented hoods,
etc.) (Ricco et al. 2007; Anthoine 2009). In China, 3D numerical simulation and
model experiments have been used, and the influences of running speed, blocking
ratio, train head shape, and railroad condition on the aerodynamic effects have been
analyzed (Luo et al. 2004; Zhao et al. 2006; Zhao and Li 2009; Li et al. 2010; Liu
et al. 2010a, b). To date, studies have mainly focused on a speed of 250 km/h
and few have examined the aerodynamic effects above 300 km/h. Moreover, 3D
effects are rarely taken into account.

In this paper, we solve the 3D Reynolds average Navier–Stokes equations of a
viscous compressible fluid, and the dynamic grid technique is employed for moving
bodies. The unsteady aerodynamic effects of a high-speed train entering a tunnel are
studied to obtain the changes of the pressure and the aerodynamic force. In order to
find the relationship between the train speed, and the pressure changes and
microwave, we calculate the models at different speeds of 200, 250, 300, 350, 400,
450, and 500 km/h.

2 Fundamental Flow Equations

When a train passes through a tunnel, the flow field around the train is com-
pressible, viscous, unsteady turbulent flow. For more details of the turbulent flow
equations, please refer to (Ferzieger and Peric 1996). The Reynolds average
Navier–Stokes equations are presented as below.

Continuity equation:

@q
@t

þ @ðqujÞ
@xj

¼ 0; j ¼ 1; 2; 3; ð1Þ

where t is the time, q is the density, xj is the cartesian coordinate, and uj is the
absolute fluid velocity component in direction xj.

Momentum equation:

@ðquiÞ
@t

þ @ðquiujÞ
@xj

¼ q fi � @p
@xi

þ @sij
@xj

; ð2Þ

where p is the static pressure, ui is the velocity component in direction xi, fi is the
mass force component in direction xi, and sij is the stress tensor with the specific
expression as
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sij ¼ l
@uj
@xi

þ @ui
@xj
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dij

� �
; ð3Þ

where l is the viscosity coefficient of the air and dij is a unit tensor.
Turbulent kinetic energy (k) equation:
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Turbulent dissipation rate (e) equation:
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3 Computational Domain and Mesh Generation

A simplified geometric model of electric multiple units (EMU) is used in the
numerical simulation (Fig. 1). This model removes the bogies, pantograph, and
other details of the train. The front shape of the model and the real train match well.
The total length of the train model is 76.5 m.

Figure 2 shows the grids used in the numerical simulation of the train entering a
tunnel. The grids are divided into two parts: one part is the moving mesh, which
contains the semicylindrical region around the train; the other part is the fixed part,
which includes the area around the tunnel wall. The sliding interface technology is
used to solve the relative motion between the train and the tunnel. The moving
mesh moves at the speed of the train. On the direction of the motion, the front
boundary deletes grids, while the opposite one adds grids layer-by-layer to make
the grids move. The grids have about 1.2 million grid hexahedral elements.

In order to simulate the impact of the turbulent boundary layer, the standard
turbulent wall function is adopted. Therefore, the first layer near the wall should
meet the requirement of 30 < y+ < 300 (y+ is the nondimensional parameter of the

Fig. 1 Simplified geometric
model of electric multiple
units (EMU)
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wall) to include it in the logarithmic area of the turbulent boundary layer. According
to the velocity and size of the train, the height of the first layer near the wall should
be 0.005 m.

4 Results

4.1 Description of the Wave Propagation Process

Figure 3 shows 25 monitor points that are set on the train. The maximum pressure
differences of the monitor points 1–11 and 15–25 are also shown in this figure. The
differences of the pressure amplitude between different monitor points are small,
and the maximum value of the differences is 147 Pa. Due to the train passing
through a double-track tunnel, the distribution of the pressure differences is
asymmetrical, and the pressure differences on the side that is closer to the tunnel
wall are higher than that of the other side. About the longitudinal distribution of the
train, the two sides of the train take on an entirely different distribution. For the side
closer to the tunnel wall, the pressure difference amplitude on the middle of the train
is smaller than that on the two ends. However, on the other side of the train, the
pressure difference amplitude on the middle of the train is higher than that on the
two ends.

Figure 4 shows the pressure change in the tunnel wall and on the train surface
when the EMU passes through a tunnel at the speed of 200 km/h. Figure 4a shows
the Mach wave propagation diagram and Fig. 4b shows the pressure history of the
measured point 6 on the train surface. This point is presented by the dash-and-dot
line in Fig. 4a. Now, we focus on the pressure changes on the train surface: point
A indicates that the initial expansion wave of the train tail reached the point 6; point

Fig. 2 Grids of a train entering a tunnel
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B denotes that the first reflection expansion wave of the train head reached the point
6; point C presents that the first reflection compression wave of the train tail reached
the point 6; point D shows that the second reflection compression wave of the train
head reached the point 6; point E indicates that the second reflection expansion
wave of the train tail reached the point 6; and, points F–J can be handled in the
same manner. Point L indicates that the compression wave of the train head leaving
the tunnel reached the point 6. When a compression wave passes through the
measuring point, the pressure of the point increases; and when an expansion wave
passes through the point, the pressure of the point decreases. We can infer that
when the time reaches points A, B, E, F, I, and J in Fig. 4b, the pressure at these
points decreases, and when the time reaches points C, D, G, H, K, and L in Fig. 4b,
the pressure at these points increases.

Figure 4c shows the pressure history of the measured point at 250 m from the
tunnel entrance, and it is represented by the x = 250 m line in Fig. 4a. Point 1
indicates that the initial compression wave of the train head goes through the
measured point, the pressure of the measured point increases; point 2 indicates that
the initial expansion wave of the train tail goes through the measured point, the
pressure of the measured point decreases; point 3 shows that the train head goes
through the measured point, the pressure of the measured point decreases; point 4
indicates that the first reflection expansion wave of the train head goes through the
measured point, the pressure of the measured point decreases; point 5 reveals that
the train tail goes through the measured point, the pressure of the measured point
increases; point 6 indicates that the second reflection compression wave of the train
head and the first reflection compression wave of the train tail go through the
measured point, while the pressure of the measured point increases; and, point 7
denotes that the compression wave of the train head leaving the tunnel goes through
the measured point, the pressure of the measured point decreases.
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Fig. 3 Twenty-five monitor
points set on the train surface
and the pressure amplitude
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4.2 Pressure Difference Amplitudes on the Train Surface
and the Tunnel Wall

Table 1 shows the results of the pressure difference amplitudes on the train surface
and the tunnel wall of the train passing through the tunnel at different speeds. The
fitting formulas between the pressure difference amplitude (y) and the train speed
(x) for these two cases are, respectively, y = 0.017x2.08 and y = 0.013x2.15, which
indicate that, when the train operates at a higher speed, greater than 200 km/h, the
amplitudes of the pressure change on the tunnel wall and the surface of the train are
approximately proportional to the square of the train speed.
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Figure 5 compares the numerical simulation results with the on-site test results
of pressure change magnitude on the train surface with the train speed. The
numerical simulation results approximately conform to the on-site test results.
However, the numerical result is still a little higher than the on-site test results.

4.3 Microwave

The microwave is radiated from the portal toward the outside. Therefore, it is
connected with the pressure amplitude of the tunnel exit. Figure 6a shows the
pressure changes at 970 m in the tunnel, which is 30 m away from the tunnel exit.
The pressure at this point is taken to stand for the pressure of the tunnel exit. In
Fig. 6a, the first wave crest is produced by the initial compression wave of the train
head and the first reflection expansion wave of the train head, and the first wave
trough is produced by the initial expansion wave of the train tail and the first
reflection compression wave of the train tail. The first peak of the microwave is
from the first wave crest of the pressure, and the first trough of the microwave is
from the first wave trough of the pressure.

The amplitude of the first pressure wave of the tunnel exit and the amplitude of
the first microwave are compiled as shown in Fig. 7. The fitting lines of the
microwave, and changes with the pressure of the tunnel exit, are also presented in

Table 1 Pressure difference
amplitudes on the train
surface and tunnel wall

Train speed
(km/h)

Pressure difference amplitude (Pa)

Train surface Tunnel wall

200 1027 1169.8

250 1613 1874.5

300 2335 2840.7

350 3199 3716.8

400 4202 4937.6

450 5380 6377.5

500 6751 8264.0

Fitting formula y = 0.017x2.08 y = 0.013x2.15
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Fig. 7. The fitting lines between the microwave amplitude and the amplitude of the
pressure are y = −4.6 + 0.059x (L = 15 m, where L is the distance between the test
point and the tunnel exit) and y = −5.6 + 0.046x (L = 20 m), respectively. The
microwave is approximately proportional to the pressure of the tunnel exit.

The relationships between the microwave and train speed are shown in Fig. 8.
The figure shows that the microwave is approximately proportional to the square of
train speed. The fitting formulae between the microwave amplitude and the train
speed are y = 1.5 � 10−4x2.28 (L = 15 m) and y = 7.9 � 10−4x2.34 (L = 20 m),
respectively.
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4.4 Aerodynamic Forces of the Train

Due to the pressure wave propagation and airflow in the tunnel, the aerodynamic
forces are different between the train passing through the double-track tunnel and
running on the open line. Figure 9 shows the results of aerodynamic forces change
of the train passing through the tunnel. It can be concluded that the lift force of the
train exhibits no significant difference between the cases running on the open line
and in the tunnel. The lateral force of the train increases when the train enters the
tunnel, and then remains constant after the train entering. When the train leaves the
tunnel, the lateral force increases rapidly, and then decreases rapidly to a steady
state. The aerodynamic drag increases rapidly when the train enters the tunnel, then
fluctuates about a certain value. Compared with the changes of the lateral force and
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the lift force of the train, the changes of the drag of the train act a complex manner.
A detailed analysis on the change of the drag for the train passing through the
tunnel is as follows.

In Fig. 10, point A stands for the train head beginning to enter the tunnel. The
pressure of the train head increases, and the drag of the train increases rapidly; point
B stands for the train tail entering the tunnel. When the whole train enters the
tunnel, the pressure of the train tail increases, and the drag of the train decreases; at
point C, the initial expansion wave of the tail reaches the train head, the pressure of
the train head decreases, and the drag of the train decreases; point D stands for the
first reflection expansion wave of the train head meeting the train head, when the
pressure of the train head decreases, and the drag of the train decreases; point
E stands for the first reflection expansion wave of the train head reaching the train
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tail, when the pressure of the train tail decreases, and the drag of the train increases;
point F stands for the train head running out the tunnel, when the pressure of the
train head decreases, and the drag of the train decreases; point G stands for
the compression wave of the train leaving the tunnel meeting the train tail, when the
pressure of the train tail increases, and the drag of the train decreases; and, point
H stands for the whole train leaving the tunnel, when the pressure of the train tail
decreases, the drag of the train increases. The expansion wave reaches the train
head, the pressure of the train head decreases, and the drag of the train decreases.
The compression wave reaches the train head, the pressure of the train head
increases, and the drag of the train increases. The expansion wave reaches the train
tail, the pressure of the train tail decreases, and the drag of the train increases. The
compression wave reaches the train tail, the pressure of the train tail increases, and
the drag of the train decreases.

Most researchers analyze the drag of the train varying with the speed of the train.
The maximum value of the drag is used, and the amplitude of the drag force is
neglected. In this study, we combine the amplitude of the drag and the average
value of the drag to analysis the drag variation with train speed. The drag of the
train can be represented by Drag = DA ± (DB/2), where DA is the average value
of the drag, and DB is the amplitude of the drag. Figure 11 shows the average value
of the drag and the amplitude of the drag change with the speed of the train. The
fitting formulas between the drag and train speed are y = 0.025x2.3 and
y = 0.065x2.1, respectively, which show that the average value of the drag and the
amplitude of the drag are all approximately proportional to the square of train
speed.
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5 Conclusions

Via numerical simulation of the train passing through a tunnel, the following
conclusions are made:

1. The amplitude of the pressure change on the tunnel wall and in the train surface
is approximately proportional to the square of the train speed.

2. The microwave is approximately proportional to the square of train speed.
3. The drag of the train is represented by Drag = DA ± (DB/2), where DA is the

average value of the drag, and DB is the amplitude of the drag. Both the average
value of the drag and the amplitude of the drag are approximately proportional
to the square of train speed.
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1 Introduction

When high-speed trains running under strong rain and crosswind conditions,
especially at exposed locations such as bridges or embankments, the aerodynamic
forces and moments may increase significantly and result in the train instability. It
was well known that the strong crosswind may increase the aerodynamic drag
force, side force and yawing moment. If the rain and the crosswind coexist, the
aerodynamic performance of train will deteriorate more severely, which may cause
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train delays, shutdowns, derailments and even overturning. In 2007, trains derailed
with 11 cars under high wind conditions, causing a serious accident on the Xinjiang
Railway South Line and a train overturned in Tianjin (Fig. 1a). In Japan, there have
been about 30 wind-induced accidents to date (Fig. 1b).

Numerous studies have been done on the aerodynamic performance of trains under
crosswind conditions. Ma et al. (2009) investigated the aerodynamic characteristics of a
train on a straight line at 350 km/h with a crosswind. More systematic researches on
numerical simulation of a train traveling along a straight line and curves have been
done (Liang and Shen 2007; Yang et al. 2010). In addition to wind tunnel experiments,
numerical simulation analyzes the effects of crosswinds in more detail with results
consistent with those from experiments (Christina et al. 2004; Javier et al. 2009;
Sanquer et al. 2004; Masson et al. 2009). However, less attention has been paid to the
effects of combined strong rain and crosswind on the aerodynamic characteristics and
safety of high-speed trains. This paper deals with the influence of strong rain and
crosswind conditions on high-speed train aerodynamics, based on numerical simula-
tions. A quasi-static stability analysis based on the moment balance is also used to
determine the limit safety speed of a train under different rain and wind levels, which
provides some guidance for the train operation safety.

Fig. 1 Train overturning in
China (a) and Japan (b)
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2 Numerical Simulation

2.1 Computational Model

Computational fluid dynamics (CFD) software FLUENT is used for numerical
simulation in this study. For multiphase flow problems, there are mainly two types
of multiphase flow models: one is the discrete particle model (DPM) proposed by
Crowe and Smoot (1979); the other one is Eulerian–Eulerian model proposed by
Gidaspow (1994). The fluid phase in DPM is solved using the Eulerian method,
while the granular phase is tracked by the Lagrangian method. Though providing
more detail, DPM is not suitable for large-scale engineering simulation with
numerous dispersed particles, due to the limitation of finite memory capacity and
CPU efficiency. The Eulerian–Eulerian approach is more efficient and usually more
complex. Each phase is treated as a continuous medium that may interpenetrate
with other phases, and is described by a set of equations with regard to momentum,
continuity, and energy. The Eulerian–Eulerian approach has been successfully
applied to the simulation of gas-particle multiphase flow with a large number of
particles in large equipment. For example, Liu et al. (2006) studied the liquid-solid
slurry transport within a pipeline, and Cao et al. (2005) simulated the bubble
growth, integration, and the flow characteristics in a fluidized bed. Due to these
advantages, the Eulerian–Eulerian model is used to simulate the example in this
study.

The flow around the train is viscous, turbulent, and gas-droplet two-phase flow.
Thus, the Eulerian–Eulerian multiphase model coupling with the k-e turbulence
equation is used for the gas-droplet two-phase flow field around the train. Details of
the Eulerian–Eulerian multiphase model and its validation could be found in
another paper of this issue (Xiong et al. 2011) conducted in our group.

2.2 Computational Domain

A simplified model of CRH2 (China Railway High Speed 2) is studied, including
three coaches of the head, middle, and tail. To fully develop flow around the train
and to ensure the accuracy of results, a large semicylindrical numerical wind tunnel
was established as the computational domain (Fig. 2). The distances of the semi-
cylindrical computational domain in the vertical, horizontal and vertical directions
are 600, 400, and 200 m, respectively. The length of vehicle is 76 m. The distance
between nose of vehicle and the inlet boundary is 100 m. Direction of the flow field
is at the positive x-axis.
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2.3 Computational Mesh

The computational domain is meshed with the hexahedral structured grid, with
refine mesh on the front and rear of the train and surrounding areas as shown in
Fig. 3. To validate the train model via numerical simulation, grid dependency has
been conducted with three kinds of grid generation: 330,000, 600,000, 980,000
grids, as shown in Table 1, where the change rate D is defined as

D ¼ Fi � F
F

; ð1Þ

where Fi is the aerodynamic force (or moment) for different mesh models, and F is
the aerodynamic force with 98,000 grids. The results of 980,000 grids are very
close to that of 60,000 grids. Therefore, we can conclude that 980,000 grids are
acceptable for the numerical simulation of the train.
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Fig. 2 Computational
domain

Fig. 3 Computational mesh
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2.4 Boundary Conditions

Planes DEF and ABCFED in the computational domain (Fig. 2) are given as the
boundaries of velocity inlet. Plane ABC is a pressure outlet boundary with a static
pressure of 0. Train surfaces are stationary, with nonslip boundary condition.

Plane ACFD adopts a moving boundary with speed equal to flow velocity. The
crosswind direction is on the positive y-axis, perpendicular to the train. The continuous
phase and the granular phase sets are as follows: the continuous phase uses inlet
boundary velocity of 360 km/h; the granular phase uses inlet boundary with x-axis
velocity equal to the gas inlet velocity and negative z-axis velocity of raindrop of 5 m/s.
Turbulent kinetic energy k and turbulent dissipation rate e are determined by

k ¼ 0:004u2m ð2Þ

e ¼ 0:09
k1:5

0:03R0 ð3Þ

where um is the mean flow velocity, and R is the turbulence length scale. The
phase-coupled-simple algorithm is used for solving the coupling between pressure
and velocity effects (Moukalled et al. 2003).

3 Problem Description

In this study, the train running speed is set as 360 km/h. The crosswind speed
ranges from 0 to 40 m/s, and the direction of the wind is perpendicular to the
running direction of the train. Under the crosswind and heavy rainfall computing
conditions, rainfall rate (rainfall intensity per hour) is 60 mm/h. A raindrop is
regarded as spherical with a constant falling velocity of 5 m/s and diameter of
0.002 m.

Table 1 Aerodynamic comparison in different grid models

Mesh
model

Drag force (N) D Side force (N) D Lift force (N) D

330,000 19,945.18 7.6% 56.96 60.3% 7686.27 −1.2%

600,000 19,018.51 2.6% 36.27 2.1% 7747.46 −0.4%

980,000 18,528.52 0 35.53 0 7782.27 0%

Mesh
model

Rolling moment
(N�m)

D Pitching moment
(N�m)

D Yawing moment
(N�m)

D

330,000 4552.40 −1.8% −565,823 5.9% 13,900.92 12.9%

600,000 4616.65 −0.5% −541,518 1.4% 12,571.86 2.1%

980,000 4637.63 0 −534,160 0 12,317.19 0
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4 Results and Discussion

4.1 Pressure Distribution on the Train Surface

The drag force on the train consists of pressure drag and friction drag. The pressure
drag increases dramatically when running at high speed. Due to the impact of
rainfall, the pressure distribution around the train may be more complex when the
train runs in the rain conditions. By analyzing the pressure distribution around the
train, it is helpful to understand the mechanism of the aerodynamic characteristics
on the train.

The pressure distribution of the train under crosswind of 30 m/s and rainfall rate
of 60 mm/h is shown in Fig. 4. For the head vehicle (Fig. 4a), the maximum
pressure occurs at the front of the nose and the windward side of the head vehicle.
The negative pressure appears at the leeward side of the vehicle window, which will
cause a side force along the wind direction. If the side force is large enough, it may
lead to a train derailment. Pressure on the tail vehicle is opposite to the head vehicle
as shown in Fig. 4b. The largest negative pressure occurs on the windward side of
the rear window transition zone, and the positive pressure occurs on the leeward
side of the window transition zone and tail vehicle nose. This makes side force of
tail vehicle reverse the direction of head train. As the side forces of head vehicle and
tail vehicle are in the opposite direction, the train will have a yawing moment, and
this may bring a risk of train derailment.

4.2 Aerodynamic Force of Train Under Strong Rain
and Crosswind Conditions

Side force under no rain and rain conditions are shown in Fig. 5a for different
crosswind speeds. It could be seen that the side force increases with wind speed.
Due to the effect of rain, the side force under the rain condition is larger than that
under no rain condition. Side force is mainly caused by the pressure difference on
the two sides of the train. The effect of rain on side force is significant and increases
the risk of derailment.

The lift force under no rain and rain conditions are shown in Fig. 5b. It can be
seen that the lift force increases with wind speed. For the rain condition, the lift
force is larger than that under no rain condition, increasing the risk of derailment.

Drag force under no rain and rain conditions are shown in Fig. 5c. Drag force
increases first, reaching a maximum value when the wind speed reaches about
15 m/s, and then decreases with wind speed. This is due to the drag force of the first
vehicle decreasing with wind speed, and even changing force direction as negative
drag, though the drag force of the tail vehicle always increases with wind speed.
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These three force components have different effects on the train stability and
safety. Generally, the side force increases the wheel-track load on the leeward side
and the wheel-rail contact force. Large side forces worsen the wear of the wheel and
rail, and may cause train derailment, or even overturning. The negative lift force
increases axle load and exacerbates the wear of track and wheel; the positive lift
force floats the train, and large positive lift force may cause train derailment. Drag
force increases rapidly with an increase of train speed, requiring more energy
consumption and increasing the air noise.

Fig. 4 Pressure on the train.
a Front view; b Rear view
(Unit: Pa)
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4.3 Aerodynamic Moment of Train Under Strong Rain
and Crosswind Conditions

Figure 6a illustrates the train rolling moments under no rain and rain conditions.
Rolling moment increases with wind speed and has a larger absolute value if
considering the influences of rain. This means that the train derailments are more
likely to happen under heavy rainfall conditions. Pitching moments under the heavy
rainfall and no rainfall conditions are plotted in Fig. 6b. Results show that the
pitching moments, in the direction of nose-down, increase slightly with wind speed
under 10 m/s, and then decrease when the wind speed continually increases. The
pitching moments reverse their direction as nose-up at the wind speed of about
30 m/s, and then monotonically increase with wind speed. Figure 6c illustrates the
train yawing moments under no rain and rain conditions. The yawing moment has
no detectable change in the conditions of rain and no rain. In both cases, the yawing
moments increase with the wind speed, mainly resulting from the large side force in
the windward direction.

In the three components of train moment, the rolling moment is mostly important
for the train safety, which increases the risk of overturning. The less important one
is the yawing moment, which makes the train swing around the axle and increases
the tendency to derail. If the train is subject to intermittent wind gusts, the large
yawing moment may cause train vibration and worsen passenger comfort. The
minor parameter for train safety is the pitching moment, which makes the train
move up and down and affects passenger comfort mainly.

4.4 Stability Analysis of the Train Under Rain
and Crosswind Conditions

Stability analysis of the train overturning is used to evaluate the train speed limit
when running on the straight or curved rails considering the effects of strong rain
and crosswind. When running on curved rails, the outer rail has an excessive height
compared to the inner rail and an unbalanced centrifugal force will be generated.
There are three kinds of turnover: (1) Running on a straight rail, the train turn over
in the windward direction; (2) Running on a curved rail, the train turn over toward
the outside rail with wind blowing from the inside rail; (3) Running on a curved rail,
the train turn over toward the inside rail with wind blowing from the outside rail.

The running stability of the train concludes the shape of the train, size of the
train, the mass of the train, the height of the center of gravity, running speed, and so
on. The relationship of limit running speed and crosswind speed can be derived
from the dynamic torque balance principle. The method and formulae have been
studied (Gao and Tian 2004; Tian 2007). This method is used in this study to
calculate the limit running speed of train under rain conditions.
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According to the cases listed in Table 2, we calculated the lift force coefficient
cl, side force coefficient cs, and rolling moment coefficient cm at different yaw
angles. These data are then processed to fit the relationship between yaw angle (a)
and cl, cs, and cm as follows:
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Under no rain condition:

cl ¼ �1:2901� 10�6a3 þ 1:5166� 10�4a2 þ 2:9972� 10�3a;
cs ¼ �1:2310� 10�6a3 þ 1:1188� 10�4a2 þ 8:2266� 10�3a;
cm ¼ �2:6019� 10�7a3 � 5:7588� 10�6a2 þ 7:2329� 10�3a:

Under rain condition:

cl ¼ �1:2183� 10�6a3 þ 1:3945� 10�4a2 þ 3:8124� 10�3a;
cs ¼ �9:4652� 10�7a3 þ 7:4161� 10�5a2 þ 9:8655� 10�3a;
cm ¼ �9:4652� 10�7a3 þ 7:4161� 10�5a2 þ 9:8655� 10�3a:

Finally, taking these formulae into the moment balance analysis, the limit speeds
of the train running in the straight and curve rails were calculated. Results are listed
in Table 3 for no rain condition and Table 4 for rain condition.

We could see from Table 4 that under heavy rain and crosswind, the yaw angle
increases as the wind speed increases, and the critical speed of the train decreases.
When the train is running on a curve, the critical running speed of the train caused by
wind blows from the outside is smaller than that caused by wind blows from the inside,
which means it is more easily to overturn on the inner curve track. The critical running
speed of a train running on a straight line is larger than that on a curve line when the

Table 2 Computing
conditions at different yaw
angles

Working condition Yaw angle (°)a Rainfall rate (mm/h)

1 0 70

2 30 70

3 45 70

4 60 70

5 75 70
aYaw angle is defined as the angle between the train velocity
vector and the resultant velocity vector

Table 3 Relationship between train running safety speed and side wind speed under no rain
condition

a
(°)

Overturning on line Overturning on outer
curve line

Overturning on inner
curve

Wind
speed
(m/s)

Train
speed
(m/s)

Wind
speed
(m/s)

Train
speed
(m/s)

Wind
speed
(m/s)

Train
speed
(m/s)

15 20.600 76.922 26.346 98.376 17.355 64.805

30 27.883 48.325 30.987 53.703 25.451 44.110

45 32.454 32.480 34.728 34.756 30.484 30.508

60 35.326 20.420 37.193 21.500 33.635 19.443

75 36.934 9.923 38.599 10.370 35.393 9.509

90 37.601 0.030 39.227 0.031 36.092 0.029
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wind blows from the outside rail to the inside rail, but smaller than that on a curve line
when the wind blows from the inside rail to the outside rail. Comparing to the condition
of crosswind without rain, the train limit speeds decrease about 10–20%, which means
that the train is more easily to overturn under strong rain condition.

5 Conclusions

Research studies have been focused on the train aerodynamic behaviors under rain
and crosswind conditions, using the Eulerian–Eulerian two-phase model. Compared
to no rain condition, the drag force, side force, and lift force increase under rain
conditions. For high crosswind velocities, the effects of rain on aerodynamic
behavior are more apparent. The rolling moment in the rain is greater than that
without the rain. The pitching moment changes obviously under rain condition. The
yawing moment has no detectable change in the conditions of rain and no rain. The
main factors affecting the train safety considerations are the side force, lift force,
and rolling moment. A quasi-static stability analysis using the moment balance is
used to determine the limit safety speed of train under different rain and wind levels.
Results show that the train is more easily to overturn on the inner curve track. The
train limit speeds under rain decrease about 10–20% than that under no rain, which
means that the train is more easily to overturn under strong rain condition.
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1 Introduction

China Railways has made a great leap forward during the last decade, and now
being the largest exporter and licensor of the high-speed railways in the world. The
most significant progress has been made with regard to the rapid growth of railway
construction and the innovation of the high-speed train. With train speed increasing,
some extreme weather condition, for example, a crosswind or sandstorm, may
severely limit the speed and affect the safe running of a railway train, especially in

H. Xiong � W. Yu � X. Shao (&)
Department of Mechanics, Zhejiang University, Hangzhou 310027, China
e-mail: mecsxm@zju.edu.cn

D. Chen
National Engineering Laboratory for System Integration
of High-Speed Train (South), CSR Qingdao Sifang Co., Ltd, Qingdao 266111, China

© Zhejiang University Press, Hangzhou and Springer Nature Singapore Pte Ltd. 2018
Y. Fang and Y.H. Zhang (eds.), China’s High-Speed Rail Technology,
Advances in High-speed Rail Technology, https://doi.org/10.1007/978-981-10-5610-9_7

119



north China. Due to the dry climate and desertification in that region, severe winds
and sandstorms occur all year round (Qiu 2011; Zhang and Zhang 2011). In strong
sandstorm weather, wind speed, and sand concentration are high. The running of
trains during such weather conditions may cause derailment, overturning, or other
serious train accidents. For example, many rollover accidents have occurred on the
Lanzhou–Xinjiang Railway Line (Fig. 1). The north China has a dense railway
network, so train safety in sandstorms is an important issue to study.

Many Chinese scholars have studied the effects of strong crosswinds on trains in
recent years. Several wind tunnels have been constructed to carry out various
experiments including studies of the aerodynamic performance of trains, tests of
trains passing by each other and tests of stability in crosswinds (Tian and Liang
1998; Tian and Lu 1999; Gao et al. 2007). Besides these experiments, numerical
simulation provides another efficient tool to study these issues (Tian and He 2001;
Tian and Gao 2003; Chen et al. 2009). Similar research has also been carried out in
some other countries with well-developed railways, such as Japan, Germany,
France, and Sweden. These studies included train safety under crosswinds (Sanquer
et al. 2004; Baker 2010), train slipstream effect, and drag reduction and aerody-
namic performance (Watkinsa et al. 1992). However, for trains under sandstorm

Fig. 1 Overturning accidents
on Lanzhou–Xinjiang
Railway Line on Feb. 28,
2007 (reported by China
Daily)
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conditions, less attention has been paid and their effects on the aerodynamic
characteristics and train safety are unknown.

A sandstorm is a typical two-phase flow problem with gas air and solid sand
particles. Currently, this kind of flow is modeled mainly using two approaches: the
Eulerian–Lagrangian (EL) and Eulerian–Eulerian (EE). In EL (Kuo et al. 2002; Lun
1984), the fluid is treated as a continuum phase by solving the Navier–Stokes
equation, while the dispersed-phase is solved by tracking a large number of indi-
vidual particles. Though providing more details of the particle phase, the EL
approach is not suitable for large-scale engineering simulation with numerous
dispersed particles, due to the limitations of finite memory capacity and CPU ef-
ficiency. The EE approach is more efficient and usually more complex (Ding 1990;
Gidaspow 1994). In EE, each phase is treated as a continuous medium that may
interpenetrate other phases, and is described by a set of equations with regard to
momentum, continuity, and energy. EE has been successfully applied to the sim-
ulation of pneumatic transport, fluidized beds, and other gas-solid multiphase flows
with large numbers of particles in large equipment (van Wachem et al. 1998; Zha
2000). EE has also been used to simulate the influence of sandstorms on high-rise
buildings (Wang and Wu 2009). The train simulation in this study was complicated
by the large computational domain and a large number of particles. Therefore, the
EE approach was chosen instead of EL.

In this paper, the EE two-phase model is used to simulate the sandstorm flow
around a train. First, the numerical model is validated using published data. Then,
the train aerodynamic performance under different sandstorm levels and no sand
conditions are investigated. Finally, an equation of train stability is derived using
the theory of moment balance from the view of dynamics, and a recommended
speed limit for the train is calculated for different sandstorm levels.

2 Mathematical Model and Numerical Simulation

2.1 Eulerian–Eulerian Multiphase Model

The continuity equation for the kth phase is

@

@t
ðfkqkÞþrðfkqkUkÞ ¼ 0; ð1Þ

where the subscript k represents different phases: when k = g, it represents gas,
when k = s, it represents the solid particle phase; fk represents the volume fraction
of the k phase. In current EE models, fk + fs = 1. qk represents the density of the
k phase, qg = 1.225 kg/m3, qs = 2500 kg/m3; and Uk represents the velocity of the
k phase. The momentum equation of the gas phase is
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@

@t
ðfgqgUgÞþrðfgqgUgUgÞ
¼ �fgrpþrsg þ fgqggþKsgðUs � UgÞ;

ð2Þ

where p represents the pressure of the gas phase and solid phase. sg is the viscous
shear tensor of gas. g is acceleration due to gravity, g = 9.8 m/s2, and Ksg = Kgs

represents the gas-solid momentum exchange term.
The momentum equation of solid phase is

@

@t
ðfsqsUsÞþrðfsqsUsUsÞ
¼ �fsrp�rps þrss þ fsqsgþKgsðUg � UsÞ;

ð3Þ

where ps is the pressure of solid: ps ¼ asqshs þ 2qsð1þ esÞa2sg0hs; es = 0.7 is the
coefficient of restitution, and g0 is the radical distribution function, which represents
the probability of collision between the sand. hs is the temperature of the sand and
varies in direct ratio to the random kinetic energy of sand. The same model has been
used in our group to study the train aerodynamic performance and safe operation
under strong rainstorm condition (Shao et al. 2011).

2.2 Computational Simulation

The train in this study is a simplified model of the CRH2 (China Railway
High-Speed 2), including three coaches: the head, middle, and tail (Zhang 2008).
To fully develop the flow around the train and to ensure the accuracy of the results,
a large semicylindrical numerical wind tunnel was established as the computational
domain. The tunnel was 400 m wide in the horizontal direction, 600 m long in the
axial direction and 200 m high in the vertical direction (Fig. 2a). The train had a
length of 76.2 m, and was located on the centerline of the tunnel with an axial
distance of 200 m from the train centroid to the tunnel inlet. In the preprocessing of
mesh generation, a tetrahedral/hexahedral hybrid grid was adopted (Fig. 2b), and
the number of grids was about 1.26 million.

The velocity inlet and pressure outlet boundary conditions were adopted for both
gas and solid phases. Owing to the small volume of the sand fraction, constant
velocities of fluid and solid were specified equally with given phase fractions. For
the gas phase, no slip wall boundary condition was adopted for the train walls. For
the solid phase, a partial slip boundary condition was adopted with a specified
specularity coefficient of 0.1.
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2.3 Validation of the Numerical Model

2.3.1 Verification of Eulerian Two-Phase Model

To verify the accuracy of the Eulerian two-phase model in the external flow, we
first used a Eulerian two-phase mode to simulate the aerodynamic characteristics of
the airfoil NACA64-210 in a rain environment, and compared the numerical results
with published experimental data (Bezos et al. 1992). The drag force (Cd) at a
different angle of attack (aa) was illustrated in Figs. 3 and 4 for experiments and
simulations, respectively. Our simulation results agreed reasonably well with the
experimental data.

2.3.2 Verification of the Train Model

To validate the train model of numerical simulation, grid dependency was con-
ducted with three sizes of grid generation: 1.95, 1.26, and 0.54 million, respec-
tively. Comparing the train aerodynamic performance, we found that the difference
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between the results from 1.26 million grids and from 1.95 million grids was only
about 2%, while the result from 0.54 million grids was very different from those
two cases. Therefore, considering the accuracy and efficiency of calculation,
1.26 million grids were adopted.

In this study, we reduced the geometrical complexity and used a simplified train
model without the bogies, pantograph, and windshield, for computational effi-
ciency. In our previous study, the aerodynamic characteristics of the complete train
model were calculated and gave a drag coefficient of Cx = 0.385, compared with
the experimental data result of Cx = 0.393 (Zhang and Xiong 2011). The good
correspondence of these results demonstrates that our numerical model for the
CRH2 train is reliable.
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3 Results and Discussion

Sandstorm weather is divided into six levels according to its intensity. The typical
values of sand concentration and wind velocity for different sandstorm levels are
shown in Table 1.

The aim of this study was to simulate the aerodynamic performance of the train
in different wind speeds and different sandstorm levels. Detailed cases were as
follows:

Under sand conditions, the speed of the train is Vt = 300 km/h, and the sand-
storm levels are floating dust, blowing dust, weak sandstorm, medium sandstorm,
strong sandstorm, and particularly strong sandstorm (Table 1).

Under no sand conditions, the speed of the train is Vt = 300 km/h, and the wind
speeds (V) are 5, 10, 15, 20, 25, and 30 m/s, respectively, corresponding to the
sandstorm levels.

Among the aerodynamic forces, the drag force Fx, lift force Fy, side force Fz, and
overturning moment Mx plays vital roles in train aerodynamics and safe running in
sandstorm conditions. Therefore, we will first focus on the influence of sand on
these forces.

3.1 Influence of Sand on the Drag Force

The drag force of the train under sand conditions and no sand conditions are shown
in Fig. 5. Fx0 and Fx1 represent the drag under no sand conditions and sand con-
ditions, respectively. From the curve Fx0, we find that the drag increases when there
is a crosswind. Note that the drag decreases at a relatively large wind speed, though
drag force increases with the wind speed. The reason is that the drag is based on the
sum of train and wind velocity. The trend curve of Fx1 is similar to that of Fx0, but
the values of Fx1 are much bigger than those of Fx0, due to the effects of the sand.
So we can conclude that the sand increases the drag force of the train, and the
higher the level of sandstorm, the higher the increase in drag force.

Table 1 Wind speeds and sand concentrations for different sandstorm levels

Sandstorm TSPa

(mg/m3)
Volume fraction of
sand

Wind speed
(m/s)

Floating dust 0.4 1.6 � 10−10 5

Blowing dust 1.2 4.8 � 10−10 10

Weak sandstorm 6 2.4 � 10−9 15

Medium sandstorm 30 1.2 � 10−8 20

Strong sandstorm 90 3.6 � 10−8 25

Particularly strong
sandstorm

270 1.08 � 10−7 30

aTSP: total suspended particulate
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3.2 Influence of Sand on the Lift Force

The lift force of a train is an important factor that affects its safety and comfort.
A large lift force will bring instability and discomfort to the passengers, and may
even cause the train to overturn. If the lift force is positive with an upward direction,
the adhesive force between the wheels and the railway lines reduces so that the
possibility of derailment increases. A negative lift force with a small value is
favorable as it will increase the contact force between the wheels and the railway
lines.

The lift forces of the train under sand conditions (Fz1) and no sand conditions
(Fz0) are shown in Fig. 6. The trend of these two curves is the same: both Fz1 and
Fz0 grow with the wind speed corresponding to sandstorm level. But the lift force
under the sand is bigger than that under no sand, and the difference grows with the
sandstorm level. The force under particularly strong sandstorm conditions is about
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50% larger than that under no sand conditions. So the sand increases the value of
the lift force significantly: the stronger is the sandstorm, the higher the lift force, and
the lower the train’s stability.

3.3 Influence of Sand on the Side Force

Owing to the asymmetric structure of flow around the train, the pressure distribution
on the surface of the train is asymmetric, which leads to a differential pressure side
force. Viscous shear stress acts on the surface that forms the side friction force. The
sum of the differential pressure side force and the side friction force is the total side
force Fy (Fig. 7).

As predicted, the side force increases with the speed of the crosswind. The force
under sand conditions (Fy1) is larger than that under no sand (Fy0). The difference
between them grows with the level of sandstorm. The side force under particularly
strong sandstorm conditions increases by 33.5%. The sand increases the side force
and may reduce the train’s stability.

3.4 Influence of Sand on the Overturning Moment

The overturning moment, Mx, is the moment generated by the aerodynamics of the
train around the vertical axis (x-axis) and tending to overturn the train (Fig. 8). The
overturning moment significantly affects the stability of the train. Mx increases
dramatically with crosswind, and increases with wind speed. The value of over-
turning moment under sand conditions (Mx1) is larger than that under no sand
conditions (Mx0). The difference between Mx0 and Mx1 increases with the growing
level of the sandstorm. So the sand reduces the stability of trains in a crosswind.
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3.5 Influence of Sand on the Train’s Safety
and Recommended Speed Limit Under Crosswind

The stability of a train against overturning or derailment is usually used to evaluate
safety performance when a train runs on straight or curved rails in a crosswind.
When running on curved rails, the outer rail is higher than the inner rail and an
unbalanced centrifugal force will be generated. The centrifugal force combined with
the side force generated by a crosswind, and the inertia force of transversal
vibration increase the possibility that the train will turn over. There are three ways
in which a train may turn over: (1) Running on straight rails, the train will turn over
in the direction of the crosswind; (2) Running on curved rails, the train will turn
over in the direction from the inside rail to the outside rail; (3) Running on curved
rails, the train will turn over in the direction from the outside rail to the inside rail.

The running stability of a train depends on several factors including its shape,
size, and mass, the height of its center of gravity, and its running speed. The
relationship between the running speed limit and the crosswind speed can be
derived from the dynamic torque balance principle. The method and formulas have
been studied (Gao and Tian 2004; Tian 2007). This method is used in this study to
calculate the speed limit of a train under different speeds of crosswind and sand
conditions. The influence of sand on the speed limit was then analyzed by com-
paring the results with those obtained under no sand conditions. The procedure to
derive the relationship between the speed limit and wind speed is as follows.

First, the aerodynamic performance, under sand, and no sand conditions, at
different yaw angles a were simulated in the CFD software FLUENT. The yaw
angle, defined as the angle between the train velocity vector and the resultant
velocity vector, varied from 0° to 180°. In this study, we assumed that the direction
of the crosswind was perpendicular to the velocity of the train. The three aerody-
namic coefficients Cy, Cz, and Cmx were calculated. These coefficients are defined as
follows:
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Ci ¼ Fi
1
2 qV

2
TWS

; Cmi ¼ Mi
1
2 qV

2
TWSL

; ð4Þ

where i = x, y, z for the force and moment components Fi and Mi in different
direction, q = 1.225 kg/m3, S = 268.34 m2, L = 76.2 m, and VTW represents the
resultant velocity of train and wind speed. The curves of Cy − a, Cz − a, and
Cmx − a under two weather conditions were plotted, respectively (Fig. 9), and the
fitting results of the relationships between the aerodynamic coefficients and yaw
angle a were:

Under no sand conditions:

Cmx ¼ �2:72777� 10�9a3 � 4:9575� 10�5a2 þ 9:005� 10�3a;

Cy ¼ �2:8445� 10�9a3 � 8:2909� 10�5a2 þ 1:501� 10�2a;

Cz ¼ �2:8308� 10�9a3 � 9:5106� 10�5a2 þ 1:721� 10�2a:

Under sand conditions:

Cmx ¼ �2:7789� 10�9a3 � 6:4072� 10�5a2 þ 1:1615� 10�2a;

Cy ¼ �2:918� 10�9a3 � 1:07220� 10�4a2 þ 1:9386� 10�2a;

Cz ¼ �3:1229� 10�9a3 � 1:229� 10�4a2 þ 2:2213� 10�2a:

Finally, taking the results above to the moment balance formulas, the speed
limits of the train running on straight or curved rails under different crosswind
speeds and sand conditions were calculated (Tables 2 and 3).

Form Tables 2 and 3, we find that, at the same yaw angle, the speed limit of train
is the highest on curved rails when the train is to turn over from the outside to the
inside rails; the limit speed is the lowest when the train is to turn over from the
inside to the outside rails; the limit speed on straight rails is intermediate. At the
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same yaw angle, the limit speed of the train under sand conditions is smaller than
that under no sand conditions, decreasing about 10–15%. In other words, a sand-
storm reduces the safe speed limit of trains at a given crosswind speed. The safe
running performance is reduced in sandstorm weather.

4 Conclusions

In this paper, an EE multiphase model was used to study the performance of a train
running under different levels of sandstorm weather, and the results were compared
with that from no sand conditions. The influence of sand on aerodynamic perfor-
mance was analyzed parametrically. Results indicate that the drag, lift, side forces,
and overturning moment increase in sandstorm weather, and the sand effect
increases with the level of sandstorm. Finally, according to the quasi-static analysis
method of moment balance, the safe running speed limit of the train was calculated
under sandstorm conditions and no sand conditions. The results indicated that a
sandstorm reduces the speed limit of the train.

Table 2 Relationship between the train speed limit and crosswind speed under no sand conditions

a (°) Straight line Turning form outside
to inside

Turning form inside to
outside

Vw (m/s) Vt (m/s) Vw (m/s) Vt (m/s) Vw (m/s) Vt (m/s)

15 17.799 66.461 20.799 77.666 15.718 58.691

30 25.494 44.184 27.490 47.643 23.797 41.243

45 31.022 31.047 32.689 32.716 29.513 29.536

60 34.892 20.170 36.406 21.045 33.485 19.356

75 37.205 9.996 38.644 10.382 35.853 9.632

90 37.979 0.030 39.389 0.0314 36.640 0.029

Vt: limit speed of train; Vw: limit speed of wind

Table 3 Relationship between the train speed limit and crosswind speed under sand conditions

a (°) Straight line Turning form outside
to inside

Turning form inside to
outside

Vw (m/s) Vt (m/s) Vw (m/s) Vt (m/s) Vw (m/s) Vt (m/s)

15 15.669 58.507 17.561 65.573 14.215 53.081

30 22.444 38.898 23.721 41.112 21.297 36.910

45 27.312 27.334 28.375 28.398 26.312 26.333

60 30.722 17.759 31.678 18.312 29.801 17.227

75 32.764 8.802 33.667 9.045 31.886 8.567

90 33.442 0.027 34.330 0.027 32.577 0.0259

Vt: limit speed of train; Vw: limit speed of wind
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1 Introduction

Aerodynamic braking, as one of the non-adhesion braking methods, uses the
pressure difference between two sides of the brake wing to generate resistance force
by opening the braking wings on the roof. The force can be a part of high-speed
train braking force, which is proportional to the square of the velocity. As a result,
this non-adhesion braking method functions very well under high speeds (Tian
2006). At the same time, when aerodynamic braking works, the braking wings can
change the flow field around the train. Some studies have shown that aerodynamic
impulsion caused by crossing high-speed trains can result in serious impact on the
comfort and safety (Wang 2004; Qiu et al. 2005; Lu 2006; Fei et al. 2009; Qi 2010),
including oversize deformation, loud noise, and windows being broken
(Raghunathan et al. 2002; Tian 2007). Therefore, this paper focuses on the char-
acteristics of the pressure pulse of crossing high-speed trains.
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Three typical cases of crossing events are studied and the air flow field and
crossing air pressure waves for the three cases are simulated by the sliding mesh
method in the computational fluid dynamics software FLUENT. By comparing the
pressure waves of high-speed trains with or without aerodynamic braking, the
influence of the braking system is determined.

2 Model of a High-Speed Train and Grids Partition

2.1 Geometric Model of a High-Speed Train
with Aerodynamic Braking

The calculation model of the train is a simplification model of the China Railway
High-speed (CRH) train, which is composed of the head, the tail, and six middle
vehicles. Meanwhile, the model removes the protrusions of the train, so that the
surface is smooth, and it also removes the complex components at the bottom of the
train, so that there forms a slit between the train and the ground. The basic
parameters of the train are shown in Table 1.

The brake wings are installed on the train and operated as a rotary type. The
brake wings are drawn back in the vehicle body when the train runs normally. The
geometric appearance of the brake wings is shown in Fig. 1. Through numerical
optimization calculation, we install seven couples of brake wings in the train, which
is composed of eight vehicles. The brake wings distribute symmetrically among the
longitudinal middle section of the train and the positions of the brake wings are
shown in Fig. 2 (Fei et al. 2009).

2.2 Calculation Area and the Mesh Partition

2.2.1 Selected Section for the Calculation Area

We use the following calculation area: the length is 800 m, the width is 52.5 m, the
height is 100 m, the track space is 5 m (Qi 2010), and the slit between the bottom
of the train and the ground is 0.2 m. The calculation begins when the distance
between the two head vehicles is 50 m and then ends when the two tail vehicles are
50 m away. The calculation area is shown in Fig. 3.

Table 1 Geometric
parameters of the train

Parameter Value (mm)

Length of the head (tail) vehicle 25,530

Length of the middle vehicle 24,175

Width of the vehicle 3255

Height of the vehicle 3680
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Fig. 2 Positions of the brake wings on the train. Reprinted from Fei et al. (2009), with permission
from the Central South University Press
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2.2.2 Mesh Partition of a Single Train

This study uses the ICEM CFD software to partition the structured mesh and adopts
O-grid structure to partition the vehicle and the brake wing. The meshes are shown
in Fig. 4. The mesh number of the single train with the brake wing is approximately
6.5 million and without the brake wing is generally 5.5 million.

2.2.3 Sliding Mesh

The sliding mesh technology is adopted to exchange the mesh information between
two trains, and the sliding mesh model allows the adjacent meshes to slide. We set
the mesh area around the two trains to the sliding mesh type and then match the
sliding velocity to the vehicle’s running speed before calculation. In order to
simulate the real condition, we set a short calculation time step. However, the train
is so long that the meeting time during the crossing process will be extended.
Changing the unsteady time step is required to solve the problem; that is, we set the
time step relatively long before the meeting time and relatively short during the
meeting time. The long time step value is 0.018 s and the short one is 0.0045 s,
which will not only shorten the calculation time, but also simulate the key points of
the crossing process more closely.

Fig. 4 Area meshes of the train and brake wings

Wall area Wall areaInternal areaFig. 5 Border area
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There exists a border surface between the two train sliding meshes, and the
border surface brings an internal area and two wall areas (Fig. 5). The overlap
boundary surface area is the corresponding internal area. The number of pieces of
border surface area varies due to the relative motivation of every boundary surface
during the crossing process. The flow of the border surface will be calculated
according to the face, which is born from the two boundary surfaces. The numerical
simulation meshes that we adopt are shown in Fig. 6, and the mesh number is
approximately 13 million.

3 Numerical Simulation of the Aerodynamic Status
of Crossing High-Speed Trains

According to the simulation model, the speed of the virtual high-speed train is
400 km/h. The study focuses on the characteristics of the flow field of crossing
high-speed trains.

Condition 1 The crossing of two trains without aerodynamic braking.
Condition 2 The crossing of two trains, one with and one without aerodynamic

braking.
Condition 3 The crossing of two trains with aerodynamic braking.

The crossing situation of two trains is shown in Fig. 7. The initial distance is set
to be 50 m, and the trains are in the crossing period after 20 steps. On the 60th step,
one train’s head is passing the other’s center. On the 148th step, the crossing period
ends. Considering the influence of the wake flow of the trains, they keep on running
until the distance between their tails is up to 50 m. The whole calculation process
lasts 160 steps.

Fig. 6 Model of the meeting trains with brake wings
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3.1 Characteristic of the Air Flow Field

The following is the qualitative analysis of the flow field characteristics of a
high-speed train with aerodynamic braking.

Figure 8 shows different pressure contours on different steps of the crossing of
high-speed trains. Comparing Fig. 8a, b, it is clear that the positive pressure areas
on the windward surface of the brake wing are enlarged, while the areas of negative
pressure on the other side are also increasing. As shown in Fig. 8c, the pressure
wave on one train’s head can produce a positive pressure area on the other train’s
body. Similarly, the pressure waves around one train’s brake wing can also cause
similar positive pressure areas, which are depicted in Fig. 8e.

3.2 Influence of Aerodynamic Braking on the Crossing
Train

The observation point is set on the surface of the train body near the 4th brake wing
and is 2.5 m above the ground. The data of the observation point in conditions 1–3
with or without aerodynamic braking are compared.

Fig. 7 Key moments during the crossing of high-speed trains
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Fig. 8 Pressure contours of crossing trains with aerodynamic braking (Pa). a 5th step; b 20th step;
c 60th step; d 84th step; e 109th step; f 148th step; g 155th step
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Fig. 9 Pressure waves of the observation point of the two trains without aerodynamic braking
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In condition 1, as shown in Fig. 9, there are one positive and one negative
pressure fluctuations around the observation points, which are in accordance with
previous studies (Raghunathan et al. 2002).

The wave chart of the observation points in condition 2 is illustrated in Fig. 10.
The pressure wave of the observation points on the high-speed train with aerody-
namic braking is similar to its counterpart in condition 1. However, the pressure
wave on the other train indicates additional positive pressure fluctuation. Studying
the moments of the occurrence of various pressure fluctuations, we can see that:

The 1st wave crest is on the 59th step when the head of one train is approaching the
observation point.
The 2nd wave crest is on the 61st step when the 1st brake wing is near the
observation point.
The 3rd wave crest is on the 64th step when the 2nd brake wing is near the
observation point.
The 4th wave crest is on the 76th step when the 3rd brake wing is near the
observation point.
The 5th wave crest is on the 82nd step when the 4th brake wing is near the
observation point.
The 6th wave crest is on the 89th step when the 5th brake wing is near the
observation point.
The 7th wave crest is on the 102nd step when the 6th brake wing is near the
observation point.
The 8th wave crest is on the 105th step when the 7th brake wing is near the
observation point.
The 9th wave crest is on the 109th step when the tail of the train is approaching the
observation point.

We can see that distances between the pressure pulses are equal to the longi-
tudinal distances of the brake wings. Thus, we can conclude that brake wings lead
to the pressure pulses. In addition, Fig. 10 also shows that the amplitude of the
pressure pulses caused by brake wings is far less than those at the head and the tail.

The wave chart of the observation points in condition 3 is illustrated in Fig. 11.
As we can see from the figure, the pressure wave of the observation point on the
high-speed train with aerodynamic braking is similar to its counterpart in
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Fig. 10 Pressure waves of the observation point of the two trains with and without aerodynamic
braking

140 M. Wu et al.



condition 2. The pressure pulses of the observation points appear not only at the
head and tail of the train, but also in the middle. During the crossing period, the
highest crossing air pressure is 2 kPa. The glass of the train windows can endure
8.28 kPa (Qi 2010), as glass is pasted to the windows, and it will not impact the
safety when the track space is 5 m or more.

As shown in Figs. 9, 10 and 11, if the crossing train is not equipped with
aerodynamic braking, pressure pulses will not appear, except at the head and tail of
the train. Thus, the train without aerodynamic braking will not impact the crossing
train.

4 Conclusions

Three typical cases in the crossing events are studied, and the air flow field and
crossing air pressure wave under the three cases are simulated by the sliding mesh
method in the computational fluid dynamics software FLUENT. By comparing the
pressure waves of high-speed trains with or without aerodynamic braking, the
influence is determined. The result shows that:

1. When two trains with aerodynamic braking pass by each other, the highest
crossing air pressure is 2 kPa.

2. When a train passes by another one equipped with aerodynamic braking, the air
pressure pulse around the train head will cause a positive low pressure area.
Analogously, the air pressure pulse around the brake wing will cause a
pressure-oscillation area on the surface of the train body.

3. When two trains equipped with aerodynamic braking pass by each other, the
pressure pulses of observation points appear not only at head and tail of the
train, but also in the middle. The middle pulses result from the brake wings. And
the amplitude of the pressure pulses caused by brake wings is far less than those
at the head and the tail.

4. If the crossing train is not equipped with aerodynamic braking, pressure pulses
will not appear except at the head and tail of the train. Thus, a train without
aerodynamic braking will not impact the crossing train.
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1 Introduction

The crosswind stability of railway vehicles has been studied for several decades,
motivated by overturning accidents (Cheli et al. 2010; Li et al. 2011a). Most studies
on crosswind stability have focused on aerodynamic issues.

Aerodynamics of railway vehicles subjected to crosswind can be investigated by
experiments in wind tunnels and numerical simulations. Wind tunnel experiments
have played an important role in determining the aerodynamic characteristics of
trains for years. Experimental results for aerodynamic forces were reported by
Orellano and Schober (2006), and comparisons were made with regard to different
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levels of geometric complexity addressing the issues of bogies and spoilers. There
was only a small effect for the coefficients, which contributed most to overturning,
i.e., the roll moment and the side force. Cheli et al. (2010) presented a numerical
experimental procedure for the aerodynamic optimization of AnsaldoBreda
EMUV250. Wind tunnel experiments (Suzuki et al. 2003; Bocciolone et al. 2008)
were performed to evaluate the aerodynamic characteristics of railway vehicles on
typical infrastructures, such as bridges and embankments. To date, the only
full-scale experiments were performed on a coastal site at Eskmeals in Cumbria
(northwest England) (Baker et al. 2004). Thorough reviews were given by Baker
(1991).

In addition, several numerical simulations of aerodynamic characteristics of
railway vehicles subjected to crosswind were performed. The unsteady aerody-
namic forces of a high-speed train were analyzed in a variety of unsteady cross-
winds (Xu and Ding 2006; Baker 2010; Thomas et al. 2010; Baker et al. 2011; Shao
et al. 2011). A 3D source/vortex panel method (Chiu 1995) was developed to
predict the aerodynamic loads on an idealized railway train model in crosswind at
large yaw angles. Numerical results of the airflow passing a simplified train under
different yawing conditions were summarized (Khier et al. 2000). Diedrichs (2003)
and Diedrichs et al. (2007) discussed the aerodynamic characteristics of the airflow
passing a train and found that the 6-m-high embankments reduced the permissible
crosswind velocity by approximately 20%. Moreover, numerical simulations were
carried out using the commercial code FLUENT or STAR-CD (Diedrichs et al.
2007; Cheli et al. 2010).

The dynamic response of a railway vehicle subjected to crosswind was calcu-
lated using a vehicle model. Baker (1991) and Ding et al. (2008) used the simple
vehicle models to evaluate the running safety against crosswind. In fact, the vehicle
and track subsystems were coupled through wheel/rail interaction (Zhai et al. 1996).
A detailed vehicle-track coupling model was established for the first time (Zhai
et al. 1996); the model has been widely applied.

The crosswind stability in the aforementioned studies was evaluated using an
off-line simulation method. Firstly, aerodynamic forces of a train subjected to
crosswind were calculated by computational fluid dynamics (CFD), and then, the
dynamic response of the train subjected to crosswind was simulated using a vehicle
or vehicle-track model. The influence on the aerodynamic forces of displacements
was neglected using the off-line simulation. In fact, aerodynamic forces and dy-
namic performances of railway vehicles were coupled. On the one hand, the
aerodynamic forces change the displacements of the train. On the other hand, the
displacements affect the aerodynamic forces. To date, there has been no research to
simulate the interaction between airflow and a high-speed train.

In this paper, a numerical approach to the interaction between airflow and a
high-speed train was presented. The vehicle-track coupling model was adopted to
calculate the dynamic response of the train subjected to crosswind. Dynamic per-
formances of a high-speed train subjected to crosswind were discussed in detail.
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2 Governing Equations

2.1 Equations of Fluid Dynamics

The flow field around a train subjected to crosswind can be considered as a 3D
incompressible viscous turbulent flow. To describe the flow field around the train, a
k-e turbulence model is adopted. The equations of the standard k-e two-equation
model are written as

@

@t

Z
V

qudV þ
Z
A

n qðu� �uÞuð ÞdA

¼
Z
A

n Cgraduð ÞdAþ
Z
V

SdV ;
ð1Þ

where V is an arbitrary control volume, A is the surface of the volume V, t is the
time, q is the air density, u is the velocity vector of the flow, �u is the velocity vector
of the surface A, u is the vector of fluxes, n is the normal direction vector of the
surface A, S is the source term, and C is the generalized diffusion coefficient. The
vector u includes the flow velocity ui, the turbulent kinematics energy k, and
turbulent dissipation e.

2.2 Equations of Vehicle-Track Coupling Dynamics

Vehicle-track coupling dynamics mainly consist of vehicle dynamics, track
dynamicsx, and wheel–rail interaction.

A four-axle railway vehicle with two suspension systems, which is a common
railway vehicle used in China, was chosen in this study. The vehicle shown in
Fig. 1a consists of a carbody, two bogies, four wheelsets, and two suspension
systems. The carbody, bogies, and wheelsets are regarded as rigid components, and
their elastic deformations are neglected. Every rigid component is assigned five
degrees of freedom: the vertical displacement, the lateral displacement, the roll
displacement, the yaw displacement, and the pitch displacement with respect to its
mass center.

The track subsystem shown in Fig. 1b is modeled as an infinite Euler beam,
which is supported on a discrete-elastic foundation consisting of three layers. The
sleeper is assigned three degrees of freedom: the vertical displacement, the lateral
displacement, and the roll displacement. To account for the shearing continuity of
the particles between the adjacent ballasts, linear springs and dampers are intro-
duced to model the shear coupling effects. Moreover, the ballasts are assigned only
one degree of freedom: the vertical displacement.
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Wheel–rail interaction involves two basic issues: the geometric relationship and
the contact forces. The Hertz contact theory is used to solve the vertical normal
forces. The creep forces are calculated using the Shen–Hedrick–Elkins theory.
More detailed descriptions of the normal and creep forces can be found in (Zhai
et al. 1996). In this study, rail irregularities are measured from high-speed railways
in China.

The equation of the vehicle-track dynamics (Zhai et al. 1996) is written as

M€XþC _XþKX ¼ F; ð2Þ

where M, C, and K are the mass, damping, and stiffness matrices of the
vehicle-track system, respectively. X, _X, and €X are the generalized displacement,
velocity, and acceleration vectors of the system, respectively. F is the generalized
force vector including wheel rail contact forces and aerodynamic forces.

3 Numerical Approach to the Interaction

3.1 Vehicle-Track Dynamics Solution Technique

The equations of vehicle-track dynamics were solved using the Zhai method (Zhai
et al. 1996). The integral format of the Zhai method is written as

Y Z
X

Bogie2

Wheelset

Body

Bogie1

Rail

Sleep

Ballast

(a)

(b)

Fig. 1 Vehicle-track
coupling system. a Vehicle
system; b Track system
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Xnþ 1 ¼ Xn þ _XnDtþð1=2þ lÞ€XnDt2 � l€Xn�1Dt2;
_Xnþ 1 ¼ _Xn þð1þ kÞ€XnDt � k€Xn�1Dt;

�
ð3Þ

where k and l are integral parameters, Dt is the time step and the subscript n de-
notes the iteration number of the time step.

Equation (3) at the time t = (n + 1)Dt is given by

M€Xnþ 1 þC _Xnþ 1 þKXnþ 1 ¼ Fnþ 1: ð4Þ

Substituting Eq. (3) into Eq. (4), €Xnþ 1 can be obtained.
The code for the vehicle-track coupling dynamics was written in the program-

ming language Fortran and verified to be trustworthy (Li et al. 2011a).

3.2 Dynamic Mesh Technique

Re-mesh and spring analogy methods (Li et al. 2011b) were adopted to renew the
mesh of CFD. If the spring analogy method fails to renew the mesh, the re-mesh
method is adopted. The spring analogy method is simple but highly efficient. The
stiffness of a given edge i−j is defined as Kij = 1/rij, where Kij is the stiffness and rij
is the distance between the ith and jth nodes.

The displacements of nodes are obtained:

XNi

j

KijDrj ¼ 0; ð5Þ

where Ni is the total number of nodes connected to the ith node and Drj is the
displacements of the jth node.

The new position of the ith node is determined by

�ri ¼ ri þDri: ð6Þ

3.3 Solution Strategies

Co-simulation means that aerodynamic forces and dynamic performances of a
high-speed train are calculated alternatively; namely, the interaction between air-
flow and a high-speed train is considered.

Figure 2 shows a schematic diagram of the numerical approach to the interaction
between airflow and a high-speed train. The aerodynamic forces F include the side
force, the lift force, the roll moment, the pitch moment, and the yaw moment. The
displacements of the train D include the lateral displacement y, the vertical
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displacement z, the roll displacement h, the yaw displacement w, and the pitch
displacement b.

Dtf and Dtv represent the time step sizes in the computational fluid dynamics and
vehicle-track dynamics, respectively. Generally, the orders of magnitude of Dtf and
Dtv are 1.0 � 10−3 s and 1.0 � 10−5 s, respectively. As shown in Fig. 2, the
procedure for the numerical approach to the interaction between airflow and a
high-speed train can be summarized as follows:

1. Calculate the aerodynamic forces of the train in an initial static status until the
forces reach relatively steady values, such as the fluctuation is less than 3%.

2. Transfer the message of aerodynamic forces to the user-defined function (UDF),
which is an interface of the commercial code FLUENT, and then invoke the
code for the vehicle-track coupling dynamics.

3. Load the above aerodynamic forces onto the vehicle-track model and calculate
the dynamic response of the vehicle. The number of time step iterations for the
vehicle-track dynamics is Dtf/Dtv.

4. Transfer the message of displacements to the commercial code FLUENT.
5. Renew the mesh of CFD using the dynamic mesh technique described in

Sect. 3.2.
6. Keep solving Eq. (1) and calculate the aerodynamic forces of the train in the

above displacements.
7. Repeat steps 2–6 until the number of time step iterations reaches the expected

value.

4 Computational Model and Domain

A schematic diagram of the computational domain of a high-speed train subjected
to crosswind is shown in Fig. 3. The ballast, sleeper, and rails are neglected in the
computational fluid dynamics. Unstructured tetrahedral meshes were adopted.

The running speed of the train ut and crosswind velocity uw were specified at the
inlet boundary, i.e., uinlet = −ut; vinlet = uw. In addition, traction-free and symmetry
conditions were specified at the outlet and top boundaries, respectively. The slip
condition was specified at the wall boundary, i.e., uwall = −ut. Although natural
wind was turbulent and a boundary layer existed near the ground, the effect of the
boundary layer was neglected and a uniform inflow was adopted. The calculation
was performed for the high-speed train at ut = 350 km/h and subjected to crosswind

Aerodynamic 1

1
F D

0

F D

Train

i−1

i−1
F

Fig. 2 Numerical procedure
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uw = 13.8 m/s. The combined wind velocity was 98.2 m/s and the yaw angle was
8.08°, as shown in Fig. 4.

Figure 5 shows a schematic diagram of aerodynamic forces and moments.
Aerodynamic forces include the side force Fy, the lift force Fz, the roll moment Mx,
the pitch moment My, and the yaw moment Mz. The reference points of the moment
of head, middle, and tail coaches are (−13.2, 0.0, 1.72), (−38.2, 0.0, 1.72), and
(−63.2, 0.0, 1.72), respectively.

In order to describe the flow field around a train and the wall stress on the train
surface, a k-e turbulence model with a wall function treatment was adopted. The
Reynolds-averaged Navier–Stokes (RANS) equations were used to simulate the
flow field around the train and solved by the finite volume method (FVM). The
velocity-pressure coupling was achieved by using the SIMPLE (semi-implicit
method for pressure-linked equations) scheme. The techniques for solving the fluid
dynamics in this study were similar to those in (Diedrichs et al. 2007). Numerical
simulations were carried out using the commercial code FLUENT.

Table 1 shows the effect of aerodynamic forces on the maximum mesh sizes of
the train surface. It is shown that aerodynamic forces are almost stable when the
maximum mesh sizes of head, middle, and tail coaches are 80, 100, and 80 mm,
respectively. Therefore, these sizes were chosen.

Table 2 shows the effect of aerodynamic forces on the computational domain
including the length L, width W, and height H. For example, the length 75 + 150
means that the distance between the inlet surface and nose of the head coach is
75 m, and the distance between the outlet surface and the nose of the tail coach is

100 m
75.4 m

200 m

60
 m

60 m

30m

Lese side 
outlet

Top

Wall

Windward 
inlet

Inlet

Outlet

Head
MiddleTail

YX

Z

ut uwut uw

Lee 

Fig. 3 Schematic diagram of computational domain

β

−ut

uw
Vc

Fig. 4 Schematic diagram of the combined wind velocity. b: yaw angle; Vc: combined velocity
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150 m. The aerodynamic forces are almost stable when the length, width, and
length of the domain are 375.4, 90, and 60 m, respectively. Therefore, that domain
was chosen.

Table 3 shows the effect of aerodynamic forces on turbulent models including
standard k-e, re-normalization group (RNG) k-e, realizable k-e, standard k-x, and
shear stress transports (SST) k-x models. It is shown that the differences between
standard k-e model and the other models are small except the standard k-x model.
Therefore, the standard k-e model was chosen.

The time step sizes in CFD and vehicle-track dynamics are 2.0 � 10−3 s and
5.0 � 10−5 s, respectively. Calculations were performed using 4 CPUs of X5650
on a DELL 7500 mainframe. Approximately 30 time step iterations per hour were
achieved for the current meshes.

The vector of aerodynamic load F̂a loaded to the vehicle-track model is
described as

F̂aðtÞ ¼ FaðtÞ; t� t0;
t
t0
FaðtÞ; t\t0;

�
ð7Þ

where Fa is the vector of aerodynamic forces, t0 is a constant, and t0 = 4.5 s.

X

Z

Y

Fz

Mz

Fx

Mx

Fy

My

Fig. 5 Schematic diagram of aerodynamic forces

Table 1 Effect of
aerodynamic forces on mesh
sizes

Mesh sizes (mm) Fy (kN) Fz (kN)

Head Mid Tail Head Tail Head Tail

120 150 120 −49.22 −16.87 4.46 11.97

100 120 100 −48.72 −16.06 5.42 11.30

80 100 80 −47.22 −15.25 6.38 10.83

60 80 60 −46.71 −14.99 6.46 10.63

Table 2 Effect of
aerodynamic forces on
domain

Domain (m) Fy (kN) Fz (kN)

L W H Head Tail Head Tail

75 + 150 30 + 40 30 −48.47 −16.34 7.63 11.97

75 + 200 30 + 50 40 −47.35 −15.42 6.52 11.02

100 + 200 30 + 60 60 −47.22 −15.25 6.38 10.83
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5 Numerical Simulation

The calculation was performed for a high-speed train at ut = 350 km/h and sub-
jected to crosswind uw = 13.8 m/s.

5.1 Aerodynamics and Displacements

In this section, we describe the aerodynamic characteristics and displacements of
the train subjected to crosswind.

5.1.1 Head Coach

Figure 6a–j shows a comparison of the responses of the head coach calculated by
off-line simulation and co-simulation methods. When the interaction between air-
flow and a high-speed train is considered, the changes are as follows:

1. The magnitude of the side force increases by approximately 5 kN, which is over
10% greater than that calculated by the off-line simulation method. The mag-
nitude of the lateral displacement increases by approximately 15 mm.

2. The magnitude of the lift force and the vertical displacement increases by
approximately 4 kN and 6 mm, respectively. The trends are consistent because
the coordinate systems of the vehicle-track coupling dynamics and the aero-
dynamics are different in the y direction.

3. The magnitude of the roll moment decreases by approximately 3.5 kN m. The
variation trend of the roll moment depends on the reference point of the
moment. However, the magnitude of the roll displacement increases by
approximately 0.3°, which is over 25% greater than that calculated by the
off-line simulation method.

4. The magnitude of the pitch moment and the pitch displacement decreases.
5. The magnitude of the yaw moment and the yaw displacement decreases.

Table 3 Effect of
aerodynamic forces on
turbulence models

Method Fy (kN) Fz (kN)

Head Mid Tail Head Tail

Standard k-e −47.22 −8.62 −15.25 6.38 10.83

RNG k-e −47.02 −8.65 −15.14 6.32 10.91

Realizable k-e −47.16 −8.56 −15.27 6.08 10.92

Standard k-x −48.20 −9.65 −15.77 5.79 10.54

SST k-x −47.22 −8.61 −15.37 6.09 10.92
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Fig. 6 Responses of the head coach calculated by off-line simulation and co-simulation methods.
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Baker et al. (2004) conducted that the magnitude of side and lift forces would
increase with the consideration of the rolling motion of the carbody. The trends in
the numerical results in this study are consistent with those of Baker et al. (2004)’s
experiments.

The magnitude of the side force and the roll moment is closely related to
pressure differences between windward and leeward sides of the train. Figure 7a, b
shows the pressure differences along the vertical dimension of the head coach,
where d indicates the longitudinal distance between the cross section and nose.
There are two cross sections: one at d = 5 m located in the streamlined nose and the
other one at d = 18 m located in the non-streamlined region. Pressure differences at
almost all vertical positions are higher in the co-simulation as the pressure on the
windward side of the head coach increases. Therefore, the magnitude of the side
force of the head coach increases by 10%. Consequently, the magnitude of the roll
moment of the head coach increases.

The magnitude of the lift force is closely related to pressure differences between
the top and bottom of the train. Figure 8a, b shows pressure differences along the
lateral dimension of the head coach. The pressure on the bottom of the head coach
increases because of the rolling motion of the train body. The integral of pressure
differences is greater in the co-simulation. As a result, the magnitude of the lift force
increases.
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5.1.2 Middle Coach

Figure 9a–j shows a comparison of the responses of the middle coach calculated by
off-line simulation and co-simulation methods. When the interaction between air-
flow and a high-speed train is considered, the changes are as follows:

1. The magnitude of the side force and the lateral displacement increases by
approximately 2 kN and 5 mm, respectively.

2. The magnitude of the lift force and the vertical displacement changes slightly.
3. The magnitude of the roll moment and the roll displacement increases by

approximately 0.5 kN m and 0.15°, respectively.
4. The magnitude of both the yaw and pitch moments increases.

The pressure on two different cross sections of the middle coach is in agreement
because of the steady flow field around the middle coach. The pressure on the
windward side of the middle coach almost increases and the pressure on the leeward
side almost decreases. It is seen that the magnitude of the side force on the middle
coach increases. According to Fig. 10a, b, pressure differences along the lateral
dimension increase and the magnitude of the lift force on the middle coach
decreases to some extent.
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Fig. 9 Responses of the middle coach calculated by off-line simulation and co-simulation
methods. a Side force; b Lateral displacement; c Lift force; d Vertical displacement; e Roll
moment; f Roll displacement; g Pitch moment; h Pitch displacement; i Yaw moment; j Yaw
displacement
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5.1.3 Tail Coach

Figure 11a–j shows a comparison of the responses of the tail coach calculated by
off-line simulation and co-simulation methods. When the interaction between air-
flow and a high-speed train is considered, the changes are as follows:

1. The magnitude of the side force and the lateral displacement increases by
approximately 3 kN and 10 mm, respectively. Besides, the direction of the side
force is opposite to those of the head and middle coaches.

2. The magnitude of the lift force increases and the magnitude of the vertical
displacement increases to some extent.

3. The magnitude of the roll moment decreases; however, the magnitude of the roll
displacement increases by approximately 0.3°.

4. The magnitude of the yaw and pitch moments decreases. Correspondingly, the
magnitude of the yaw and pitch displacements decreases.

In the streamlined region, pressure differences between windward and leeward
sides are much less than zero. Therefore, the direction of the side force on the tail
coach is windward. Moreover, the pressure on the windward side of the tail coach
increases. Figure 12a, b shows pressure differences along the vertical dimension of
the tail coach. There are two cross sections: one at d = 65 m located in the
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Fig. 11 Responses of the tail coach calculated by off-line simulation and co-simulation methods.
a Side force; b Lateral displacement; c Lift force; d Vertical displacement; e Roll moment; f Roll
displacement; g Pitch moment; h Pitch displacement; i Yaw moment; j Yaw displacement
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non-streamlined region and the other at d = 72.5 m located in the streamlined nose.
In the non-streamlined region, pressure differences at almost all vertical positions
are greater in the co-simulation. Figure 13a, b shows pressure differences along the
lateral dimension of the tail coach at different cross sections. In the streamlined
region, the pressure differences are smaller in the co-simulation. As a result, the
magnitude of the lift force increases.

5.2 Dynamic Performances of Vehicle Track

In this section, we describe the running safety of the train subjected to crosswind.
Table 4 shows comparisons of the displacement calculated by different simulation
methods. Displacements of the train include the lateral displacement y, the vertical
displacement z, the roll displacement h, the yaw displacement w, and the pitch
displacement b. The values given in the table are the maximum or minimum values
of the indexes. The lateral displacements of the head and middle coaches are toward
the leeward side, which are opposite to that of the tail coach. Each component of the
performance indexes of the head coach is the largest among the three coaches.
Besides, the magnitude of displacements increases when the interaction is
considered.
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The most important indexes of vehicle-track dynamics are safety indexes,
including the wheel/rail vertical force, the lateral wheelset force, the derailment
coefficient, and the wheel unloading rate. Table 5 shows comparisons of safety
indexes calculated by different simulation methods. Among the three coaches, the
head coach shows the largest increments in the safety indexes. The magnitude of
the wheel unloading rate increases. The running safety of the train becomes worse
with the consideration of the rolling motion of the carbody. Besides, the magnitude
of the wheel set unloading rate and the derailment coefficient of the head coach
increase by approximately 0.14 and 0.02, respectively.
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Table 4 Comparisons of displacements calculated by different simulation methods

Train type Method y (mm) z (mm) h (°) b (°) w (°)

Head Off-line simulation 82.03 22.52 1.17 −0.16 0.23

Co-simulation 95.33 27.14 1.65 −0.19 0.20

Middle Off-line simulation 36.87 −30.17 0.65 0.04 0.02

Co-simulation 39.53 −30.27 0.79 0.02 −0.07

Tail Off-line simulation −12.88 −7.55 −0.19 0.09 0.17

Co-simulation −22.18 −9.48 −0.40 0.04 0.11
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Figure 14 shows a comparison of the accelerations of the head coach calculated
by different simulation methods. There is a slight difference in accelerations of the
head coach.

Table 5 Comparisons of safety indexes calculated by different simulation methods

Train
type

Method Wheel/rail
vertical
force (kN)

Lateral
wheelset
force (kN)

Derailment Wheel
unloading

Head Off-line
simulation

92.80 28.69 0.32 0.65

Co-simulation 96.40 32.84 0.34 0.79

Middle Off-line
simulation

77.51 13.32 0.19 0.44

Co-simulation 85.32 15.20 0.20 0.45

Tail Off-line
simulation

73.95 12.30 0.17 0.39

Co-simulation 81.92 13.89 0.19 0.40
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6 Conclusions

A numerical approach to the interaction between airflow and a high-speed train is
presented in this paper.

1. The interaction between airflow and a high-speed train significantly affects
displacements and aerodynamic forces of the train subjected to crosswind.

2. The running safety of the train subjected to crosswind deteriorates when the
interaction between airflow and a high-speed train is considered; however, there
is a slight difference in accelerations of the head coach.

3. Among the three coaches, each component of the dynamic performance indexes
of the head coach is the largest, and the head coach shows the largest increments
in the safety indexes.

4. It is necessary to consider the interaction between airflow and a high-speed train
subjected to crosswind.
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1 Introduction

With a number of technical advantages of its fast speed, heavy transport capacity,
low energy consumption, and slight pollution, the high-speed railway has become a
common trend of the development of world railway transport. The high-speed train,
which is the core of modern high-speed railway, has overcome a series of technical
difficulties and is developing rapidly. With the increase of the train speed, the
dynamic environment of the train turns out to be aerodynamic domination. The
aerodynamic problem is becoming the key technology of the high-speed train
(Schetz 2001; Raghunathan et al. 2002; Shao et al. 2011; Li et al. 2013). The
aerodynamic drag is proportional to the square of the train speed. The proportion of
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aerodynamic drag in the total resistance is small when the train speed is low.
However, the aerodynamic drag could take a much greater proportion of the total
resistance at a higher train speed, e.g., when the train speed reaches 250–300 km/h,
the aerodynamic drag could take 75% of the total resistance (Brockie and Baker
1990). Thus, the aerodynamic drag has become one of the key factors to restrain
the further increase of the train speed and energy conservation. As a result, the
reduction of the aerodynamic drag is of great importance to the design of the
high-speed train head. However, the reduction of the aerodynamic drag may
increase other aerodynamic forces (moments), possibly deteriorating the operational
safety of the high-speed train. For example, the upward lift would reduce the
wheel–rail contact, which will easily lead to the train derailment due to the
excessive upward lift. The effect of aerodynamic forces (moments) on the opera-
tional safety of the high-speed train can be described through the operational safety
indicators (such as the load reduction factor). Thus, to reduce the aerodynamic drag
and meanwhile to improve the operational safety of the high-speed train has
become one of the key issues in the optimization design of the high-speed train
head.

Currently, the main design methods of the high-speed train head are wind tunnel
tests and numerical simulation. The general design idea of the high-speed train head
design is as follows: the first step is to map out various head types, the next step is
to compare and pick out the best head type through wind tunnel tests or numerical
simulation, and the last step is to improve the design according to the operational
conditions. Maeda et al. (1989) gave some suggestion for the purpose of aerody-
namic drag reduction based on the aerodynamic drag comparison of 0 series, 100
series and 200 series on Shinkansen, Japan. Kikuchi et al. (2001) studied nine kinds
of train heads (the combination of three types of nose section configuration and
three different nose lengths) using the 3D boundary element method, and found out
that the nose section configuration resembling a wedge could effectively reduce the
air pressure pulse due to train passage. Hemida and Krajnović (2010) analyzed the
effect of nose length on the flow field and aerodynamic force of the high-speed
train. The calculation results showed that the flow structure and aerodynamic force
of the high-speed train with a long nose were much different from those with a short
nose. The short nose represented more transient and 3D characteristics. Essentially,
the methods adopted mentioned above belong to the optimum seeking method
which is heavily dependent on engineering experience, and only the relationships
between a single optimization design variable and optimization objectives are
obtained. As a result, the final selected head may not be the optimal one.

To get the global optimal head shape, the direct optimization method should be
adopted. The direct optimization design means using mathematical methods to seek
for the minimum or maximum (such as the minimum of the aerodynamic drag or
the minimum of the load reduction factor) of some design goals while at the same
time satisfying certain constraint conditions. Therefore, the optimization design
problem of the high-speed train head can be transformed into a multi-objective
constrained optimization problem. Optimization design variables are extracted from
the parametric modeling of the high-speed train, which can be automatically
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updated through the multi-objective optimization algorithm. Optimization objec-
tives can be obtained by the calculation of aerodynamics and vehicle system
dynamics of the high-speed train. Currently, very few studies on multi-objective
optimization design of train head can be found. Kwon et al. (2001) studied the
influence of the nose shape on the intensity of the pressure gradient of the com-
pression wave at the tunnel entrance, where the response surface method was used
as a basis for the optimization of nose shape of high-speed trains. The analytical
results showed that the front 20% part of the train nose played the most important
role in the minimization of the maximum pressure gradient. Lee and Kim (2008)
developed a proper approximate metamodel to deal with the nose shape design of
the high-speed train so as to minimize the maximum micro-pressure wave and
suggested an optimal nose shape that was an improvement over the current design
in terms of micro-pressure wave. Sun et al. (2010) combined genetic algorithms and
arbitrary shape deformation techniques to optimize the head shape of the China
Railways High-speed3 (CRH3). Ku et al. (2010) used the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm and response surface model to minimize the
micro-pressure wave. The cross-sectional area distribution of high-speed trains with
different nose lengths was selected as an optimization design variable to conduct the
single-objective optimization design. Ikeda et al. (2006) and Suzuki et al. (2008)
used B-spline curve to set up a parametric model of cross-sectional panhead and
optimized the shape of the cross-sectional contour of the panhead. Yao et al. (2012)
adopted a new parametric approach called local shape function based on the free
form surface deformation and a new optimization method based on the response
surface method of genetic algorithm-general regression neural network
(GA-GRNN). After optimization, the aerodynamic drag for a three carriage train
was reduced by 8.7%.

In the present paper, a multi-objective optimization design process of the
high-speed train head is proposed to carry out the automatic optimization design of
the head shape, with the optimization objectives of aerodynamic drag and load
reduction factor. This optimization design process mainly involves the following
aspects: (1) 3D parametric model design; (2) the aerodynamic mesh generation and
the aerodynamic calculation of the high-speed train; (3) the calculation of vehicle
system dynamics; and (4) the multi-objective optimization algorithm. In the opti-
mization process, the 3D parametric model of the high-speed train is established
using CATIA, with which the train head can be generated and deformed auto-
matically. The aerodynamic mesh is divided automatically by ICEM. FLUENT and
SIMPACK are used for the automatic numerical calculation of aerodynamics and
vehicle system dynamics of the high-speed train, respectively. The improved
non-dominated sorting genetic algorithm II (NSGA-II) is used for the automatic
optimization design of the high-speed train head.
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2 Basic Concepts and Optimization Process

2.1 Basic Concepts of Multi-objective Optimization

To get a clear understanding of the multi-objective optimization, a brief introduc-
tion of some basic concepts of multi-objective optimization is provided (Aguilar
Madeira et al. 2005).

Multiple objectives are made to reach the optimization at the same time, which is
known as the multi-objective optimization problem, and the mathematical expres-
sions are

min fmðxÞ; m ¼ 1; 2; . . .;M;
s:t: gjðxÞ� 0; j ¼ 1; 2; . . .; J;

hkðxÞ ¼ 0; k ¼ 1; 2; . . .;K;
xLi � xi � xUi ; i ¼ 1; 2; . . .;N;

ð1Þ

where M is the total number of the objective functions, N is the total number of
design variables, J is the total number of inequality constraints, K is the total
number of equality constraints, xi is the design variable, xLi is the lower bound of xi,
xUi is the upper bound of xi, fm(x) is the mth objective function, gj(x) is the jth
inequality constraint, and hk(x) is the kth equality constraint.

In most cases, the objectives are contradictory to each other, and it is not
possible for several objectives to achieve the optimal solution at the same time.
Otherwise, it does not belong to the category of the multi-objective optimization.
The ultimate goal of solving the multi-objective problem is to coordinate the
compromises and trade-off between various objectives so that each of the objectives
reaches the optimization as far as possible.

The French economist V. Pareto was the first person to study the multi-objective
optimization problem within the field of economics, and proposed the concept of
the Pareto-optimal set.

Suppose x2X (X is the feasible region for the design variables), if and only if
there is no x′2X so that fm(x′) � fm(x), m = 1, 2, …, M, and at least one strict
inequality holds, then x is a Pareto-optimal solution of the multi-objective
optimization.

A collection of all Pareto-optimal solutions is called Pareto-optimal set. The
Pareto-optimal set in the objective function space is called Pareto-optimal front.

To solve the multi-objective optimization problem is to find the Pareto-optimal
set. Then a compromise solution needs to be made by the decision-makers in
accordance with the relevant information and requirements.
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2.2 Multi-objective Optimization Process

The multi-objective optimization design of the high-speed train head is the core
technology of the high-speed train design. For some original head shape, users are
often required to improve the aerodynamic performance (drag coefficient, lift
coefficient, etc.), to reduce the energy consumption and improve the operational
safety of the high-speed train. The automatic optimization design of the high-speed
train head is of great significance. The multi-objective optimization design of the
high-speed train head mainly involves the following aspects: the 3D parametric
model design of the high-speed train, the aerodynamic calculation of the high-speed
train (including mesh generation), the vehicle system dynamic calculation of the
high-speed train, multi-objective optimization algorithms, system integration
framework, and so on. The multi-objective optimization design process of the
high-speed train head is shown in Fig. 1. The commercial 3D geometric modeling
software or parametric design program can be used to set up the 3D parametric
model. The commercial computational fluid dynamics software or self-programming
can be used for the aerodynamic calculation of the high-speed train. The commercial
multi-body system dynamics software or self-programming can be used for the
vehicle system dynamic calculation of the high-speed train. Genetic algorithms or
neural networks can be used for the optimization design of the high-speed train head.
The commercial integration framework or batch program can be used for system
integration.

3 3D Parametric Model of the Train

The 3D parametric model of the high-speed train is established by CATIA. To
achieve the automatic deformation of the head shape, the following three tasks need
to be done successively:

Three-dimensional parametric 
model

Mesh generation

Optimization design variables

Mesh file

Parametric mode file

Aerodynamic calculation

Aerodynamic force (moment)

Multi-objective optimization 
algorithm Convergent discriminant

EndBegin

Vehicle dynamics calculation

Operational safety index Optimization objective variables

No

Yes

Fig. 1 Overall design flow for optimization
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1. Establish the entity model of the left half of a train head;
2. Parameterize the left half of the train head using the script file of CATIA;
3. Modify the parameter values in the script file of CATIA using a MATLAB

program, and perform the deformation of the high-speed train head by running
the script file.

3.1 Entity Model of the Left Half of the Train Head

As the head shape of the high-speed train has a good symmetry, only the left half
(or right half) portion of the train head needs to be modeled. The head shape of the
high-speed train is quite complex, which cannot be described by simple analytic
surfaces, but can be described by continuous splicing of some sub-surfaces. In this
study, a number of B-spline surfaces are used to approximate the outer surface of
the left half portion of the train head. B-spline surfaces are constituted by a series
of B-spline curves, which are generated by a series of control points on the surface
of the train head.

According to the head shape of a high-speed train, 162 control points are set up
on the surface of the train head, which are used to build 12 B-spline curves. Then,
the 12 B-spline curves can be used to build seven B-spline surfaces. After that, the
left half of the train head is established, as shown in Fig. 2. To facilitate the later
analysis, the B-spline curves are numbered C1–C12, respectively.

Fig. 2 Left-half model of the
train head
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3.2 Parametric Model of the High-Speed Train

Based on the entity model of the left half of the train head, a parametric model of
the left half of the train head is established by the script file of CATIA. The
coordinates of 162 control points of the left half portion can be recorded auto-
matically to the script file by CATIA, and then the deformation of the head shape
can be achieved by modifying the coordinates of 162 control points.

Based on the parametric model of the train head’s left half, the parametric model
of a high-speed train with three carriages can be built through translation, sym-
metry, and so on, which can be recorded to the script file of CATIA.

3.3 Optimization Design Variables

To optimize the head shape of the high-speed train, five optimization design
variables are selected, which correspond to the longitudinal symmetry line C1, the
maximum horizontal contour line C3, the bottom horizontal contour line C4,
the central auxiliary control line C7, and the nose height, respectively. With the
increase of the streamlined length, the aerodynamic performance of the train will
significantly be improved. Therefore, on the basis of a fixed streamlined length, the
external shape of the train head is optimized to improve the aerodynamic perfor-
mance and vehicle dynamic performance of the high-speed train.

The deformation of C1 is carried out by changing the vertical coordinates of the
control points of C1. The vertical coordinate of the midpoint of C1 is varying with
dz1, while the vertical coordinates of both ends of C1 remain unchanged, i.e., the
variation is 0. As to the points between the midpoint and the two end points, the
variation of the vertical coordinates is in accordance with the linear law. Figure 3
shows the deformation of C1, where the original form represents the initial form of
C1, the upward movement means that dz1 is positive, and the downward movement
means that dz1 is negative.

The deformation of C3 is carried out by changing the horizontal coordinates of
the control points of C3. The horizontal coordinate of the midpoint of C3 is varying
by dy3, while the horizontal coordinates of both two ends of C3 remain unchanged,
i.e., the variation is 0. As to the points between the midpoint and the two end points,
the variation of the horizontal coordinates is in accordance with the linear law.
Figure 4 shows the deformation of C3, where the original form represents the initial
form of the C3, the inward movement (i.e., close to the longitudinal symmetry
plane) means that dy3 is positive, and the outward movement (i.e., away from the
longitudinal symmetry plane) means that dy3 is negative.

The deformation of C4 is similar to that of C3, and the optimization design
variable is dy4, which will not be described in detail here.

The deformation of C7 is carried out to adjust concavity and convexity of the
curve; therefore, the two ends of C7 need to be fixed and the deformation is
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becoming greater from the two end points to the midpoint. The following equation
is adopted for the deformation:

y7;newðiÞ ¼ y7;oldðiÞ

� 1þ dy7ði� 1Þðn7 � iÞ
ði� 1Þði� 1Þþ ðn7 � iÞðn7 � iÞ

� �
;

ð2Þ

where n7 is the number of the control points of C7, y7,old(i) is the value of the
horizontal coordinate before the deformation, y7,new(i) is the value of the horizontal
coordinate after the deformation, and i is the number of the control point of C7.
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Figure 5 shows the deformation of C7. The curve is convex when dy7 > 0 and
concave when dy7 < 0.

As to the variation of the nose height, the vertical coordinates of the control
points of C9 need to be multiplied by a coefficient nscale. When nscale is greater
than 1, the nose height becomes larger, and when nscale is less than 1, the nose
height becomes smaller.

Note that when these curves mentioned above perform deformation, the relevant
curves also need to be changed to ensure that the surface of the train head is
continuous and smooth.

When optimization design variables are determined, the coordinates of the 162
control points in the script file of CATIA are modified by the MATLAB program,
and then a new head shape of the high-speed train can be produced by running the
script file.

4 Aerodynamic Model

As a high-speed train running on the open track, the operating speed is generally
not more than 400 km/h. The impact of the air density on the flow can be ignored
without taking into account the trains passing each other or going through a tunnel.
Therefore, the incompressible steady flow is adopted to simulate the flow field
around the train, and the standard k-e turbulence model is adopted, then the control
equation of which can be expressed as follows (Versteeg and Malalasekera 2007):

divðquuÞ ¼ div Cgraduð Þþ S; ð3Þ
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where q is air density, u is velocity vector, u is the flow flux, S is the source item,
and C is the diffusion coefficient.

The train model for computing the flow field around the train is the 3D para-
metric model established in Sect. 3. The flow-field computational domain is shown
in Fig. 6. The left of the computational domain is set as the velocity inlet boundary,
the right as the pressure outlet boundary, the two sides and the top as the symmetric
boundary, and the train surface as the stationary wall boundary condition. The
ground is set as the slip wall boundary condition, and the slip velocity as the train
speed in order to simulate the ground effect. The triangle mesh is generated on the
train surface, and the tetrahedral mesh is used for spatial meshes.

To perform the automatic optimization design of the high-speed train head, the
mesh generation and the aerodynamics calculation of the high-speed train should be
executed automatically. The script files of ICEM and FLUENT are used for the
automatic mesh generation and aerodynamics calculation, respectively. The script
files can be performed by the batch command.

5 Vehicle System Dynamics Model

The vehicle system dynamics mainly includes vehicle dynamics and wheel–rail
contact. It is assumed that the carbody, bogie, and wheelsets are rigid, and their
elastic deformation can be neglected. The equation of the vehicle system dynamics
is

M€XþC _XþKX ¼ F; ð4Þ

where M, C, and K are the mass, damping, and stiffness matrices of the train
system, respectively. X is the generalized displacement vector of the system, _X is
the generalized velocity vector of the system, €X is the generalized acceleration
vector of the system, and F is the generalized load vector of the system, including
the track excitation and aerodynamic loads.
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computational region
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A multi-body system dynamics model of the high-speed train is constructed by
SIMPACK. The multi-body model of a single car is composed of one carbody, two
bogies, four wheelsets, and eight tumblers. The rigid carbody, bogie, and wheelsets
have six degrees of freedom each, while the tumbler has one. The dynamics model
of a single car has 50 degrees of freedom. The train dynamics model with three
carriages of “trailer car-motor car-trailer car” is built in this study, which has a total
of 150 degrees of freedom. As to the trailer car and motor car, the degrees of
freedom, the connection and constraints of the various components, the structure
and most of the suspension parameters are exactly the same. The difference only
exists in some local parameters such as the body mass, center of gravity height, and
body rotational inertia. The wheel rail contact is in general the core of a railway
model. LMA tread and T60 rail are used in this model. Track irregularities com-
plicate the evaluation of the wheel unloading. Here, we adopt the measured track
spectrum of a high-speed railway in China as the track irregularity.

The aerodynamic loads are dealt with as the external loads on the multi-body
system dynamics model to analyze the operational safety of the high-speed train.
Due to the translation and equivalent of the force, the pressure distribution can be
simplified to a given point to obtain the concentrate forces and moments. The batch
command can be used to call the file of SIMPACK named profile.ksh to realize the
automatic calculation of vehicle system dynamics and the automatic output of the
calculation results.

6 Multi-objective Optimization Algorithm

Currently, there are two major methods to solve the multi-objective optimization
problems: the normalization approach and the non-normalized approach. The
normalization approach transforms multiple objectives into a single objective so
that the single-objective optimization methods can be used directly. When taking
different weights, different solution sets can be computed to approximate the
Pareto-optimal set. The normalization approach which has a poor computational
efficiency is quite sensitive to the shape of the Pareto-optimal front. The
non-normalization approach deals with the multi-objective optimization problems
directly using the Pareto mechanism. The multiple objectives do not need to be
converted to a single objective, and the shortcomings of the normalization approach
are thus overcome. The non-normalization approach enables the forefront of the
solution set to reach the Pareto front as close as possible and tries to evenly cover
the Pareto front. There are two major classes of the non-normalization algorithms,
which are evolutionary multi-objective optimization (EMO) and direct search
method (DSM) algorithms (Custódio et al. 2011; 2012; Zhou et al. 2011). Some
commonalities exist in the design of DSM and EMO algorithms, such as searching
in the neighborhood of existing solutions in order to find improvement, Pareto
non-dominance, diversity maintenance strategies, and so on. However, there are
also remarkable differences between DSM and EMO algorithms. DSM algorithms
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are deterministic, which can present a well-established convergence analysis. EMO
algorithms are randomized, and the convergence will be of probabilistic nature, also
addressing global optimums (Custódio et al. 2012).

In this study, the algorithm NSGA-II is adopted, which is a widely used EMO
method. NSGA-II proposes a fast non-dominated sorting approach with an elitist
strategy and replaces the sharing function approach with a crowded-comparison
approach, which does not require any user-defined parameter for maintaining
diversity among population members. The main loop of NSGA-II is described as
follows (Deb et al. 2002):

1. A random parent population P0 of size N is created. The population is sorted
based on the non-domination. Each solution is assigned a fitness (or rank) equal
to its non-domination level. Thus, minimization of fitness is assumed. Then, the
usual binary tournament selection, recombination, and mutation operators are
used to create an offspring population Q0 of size N. Let t = 0;

2. At the tth iteration, the combination of the random parent population Pt and the
offspring population Qt is defined as the combined population Rt, viz.
Rt = Pt [ Qt, and the size of Rt is 2 N. Then the population Rt is sorted
according to non-domination to get non-dominated front F1, F2, …;

3. Sort all Fi based on the crowded-comparison operator in descending order, and
select the best N solutions to form the new population Pt+1;

4. The new population Pt+1 of size N is used for selection, crossover, and mutation
to create a new population Qt+1 of size N;

5. If the termination condition is true, the procedure ends. Otherwise, t = t+1, and
then turn to step 2.

7 Numerical Simulation

There are 12 initial sample points in the design and 25 generations used in the
optimization so that 300 designs of the head shape optimization are obtained after
the optimization.

The histories of optimization design variables and optimization objectives for all
the designs are presented in Fig. 7. Figure 7a shows the history of dz1 for all the
designs, and Fig. 7b illustrates the history of aerodynamic drag Fd for all the designs.
We have the dot notation to present the Pareto-optimal solutions in the optimization
process. As shown in Fig. 7, through repeated iterative calculation, the optimization
design variables and optimization objectives tend to converge along with the opti-
mization process, and the Pareto-optimal set and Pareto-optimal front are obtained.

Figure 8 shows the correlation coefficients between optimization objectives and
optimization design variables. As shown in Fig. 8a, a positive correlation between
the variables dz1, nscale, and the objective Fd within a certain range can be found,
which means that a more concave longitudinal symmetry line or a shorter nose
height would lead to a lower aerodynamic drag. A negative correlation between the
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variables dy3, dy4 and the objective Fd can be found, which means that when the
horizontal maximum control line or the bottom horizontal contour line moves to the
longitudinal symmetry, the aerodynamic drag would decrease. As shown in Fig. 8b,
a positive correlation between each design variable (except the central auxiliary
control line) and the load reduction factor within a certain range can be found.
There is little impact of the variable dy7 on the aerodynamic drag or the load
reduction factor.

The obvious significant factors which affect the aerodynamic drag and load
reduction factor are successively dy4, dy3, dz1, and nscale. In addition, from Fig. 8,
each design variable has a bigger impact on the aerodynamic drag than that on the
load reduction factor.

To further dig the nonlinear relationship between optimization objectives and
optimization design variables, according to the analysis above, the variables dy4 and
dy3, which are the most influential parameters, are chosen to conduct the response
surface analysis with the aerodynamic drag. A 3D response surface of aerodynamic
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drag Fd, the variables dy4 and dy3 is shown in Fig. 9. No pure linear relationship
exists among Fd, dy4, and dy3, which can never be attained by a usual optimum
seeking method (Fig. 9). The aerodynamic drag Fd of the high-speed train shows a
decreasing trend with the increase of dy4 or dy3, which is coincident with the results
of Fig. 8.

The convergence of the optimization variables in the image space for all the
designs is shown in Fig. 10. In Fig. 10, (P0 − P)/P0 indicates the load reduction
factor, the curve connected by the dot notation “●” indicates the Pareto-optimal
front of the multi-objective optimization of the high-speed train head, the penta-
gram “★” represents the aerodynamic drag force and load reduction factor corre-
sponding to the initial head shape, and the square “■” denotes the aerodynamic
drag force and load reduction factor corresponding to designs in the optimization
process. It can be concluded that, after the multi-objective optimization design of
the head shape, the performances of both the aerodynamic drag and load reduction
factor have been improved. Compared with the initial head shape, the aerodynamic
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drag is reduced by up to 4.15% and the load reduction factor is reduced by up to
1.72% after optimization.

8 Conclusion

A parametric model of the high-speed train head is established in the present paper.
The aerodynamic performance and vehicle dynamic performance of the high-speed
train are calculated through the batch commands and script files. The
multi-objective optimization algorithm NSGA-II is used for the automatic
multi-objective optimization of the head shape, with the optimization objectives of
the aerodynamic drag and load reduction factor. The proposed method can greatly
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reduce the design cycle of the head shape, and obtain a better head shape with good
aerodynamic performance and vehicle dynamic performance.

The computational results show that a positive correlation between the variables
dz1, nscale, and the objective Fd within a certain range can be found, and a negative
correlation between the variables dy3, dy4, and the objective Fd, as well. There is a
positive correlation between these four variables and the load reduction factor
within a certain range. Through optimization, dy4 and dy3 are found to be the most
influential parameters, and no linear relationship exists among the aerodynamic
drag force and these two variables. After optimization, the aerodynamic drag is
reduced by up to 4.15% and the load reduction factor is reduced by up to 1.72%.
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1 Introduction

With the rapid development of high-speed railways around the world, the operating
safety of high-speed trains has become one of the major concerns of current railway
research. Fatal railway accidents, which are the catastrophic consequences of unsafe
operating conditions, should be prevented (Evans 2011; Silla and Kallberg 2012).
Strong crosswinds are among the extreme forces of nature that threaten the safe
operation of trains. Many railway vehicles have been blown over by extreme
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crosswinds in locations around the world. As shown in Fig. 1, on the 28th of
February, 2007, a train from Urumqi to Aksu was blown off its track by strong
winds in Turpan, Xinjiang Uygur Autonomous Region of China (Xinhua News
Agency 2007). Four people were killed, and more than 30 were injured. To date,
more than 30 strong crosswind-induced accidents have been reported in Japan (Fujii
et al. 1999; Gawthorpe 1994). Most of these accidents occurred on narrow-gauge
tracks (Fujii et al. 1999).

Three characteristics of high-speed trains, i.e., their lightweight construction,
high driving velocities, and distributed traction (Fujii et al. 1999), have significant
influences on their operational safety when subjected to crosswinds. In recent years,
the crosswind safety of railway vehicles has been of great interest to researchers and
railway industries. Many railway vehicle safety standards, such as EN 14067-6
(CEN 2010) and TSI/HS-RST-L64-7/3/2008 (OJEU 2008), have been proposed to
evaluate the dynamic response of trains to crosswind action and ensure their
operational safety. Reviews of recent international work in this field were presented
by Carrarini (2006) and Baker et al. (2009).

Crosswind stability analysis of railway vehicles involves two issues. The first is
the flow field around a train in operation and the aerodynamic forces acting on the
car body. The second is the resultant dynamic response and crosswind stability of
the train-track coupling system and its safety assessment. Most of the previous
studies on this subject have focused on the first issue. A large number of full-scale
wind tunnel tests and computational fluid dynamics (CFD) simulations have been
carried out to examine the airflow around high-speed trains in crosswind scenarios
(Baker et al. 2004; Diedrichs 2005; Cheli et al. 2010). The second issue, which was
investigated in this study, has not received much attention in previous studies.
Many efforts have been made to use multi-body dynamic models to study the
characteristic wind curves, which represent critical crosswind speeds, at which the
selected derailment criteria reach their limits and vehicle overturning occurs
(Orellano and Schober 2003; Cheli et al. 2006; Xu and Ding 2006). Typically,
quasi-steady approaches are proposed for use in calculating the wheel loading
reduction caused by crosswind forces. Such approaches are based on the equilib-
rium of the steady aerodynamic forces and the restoring forces on the railway
vehicle and do not take into account the transient response that occurs when a
vehicle is subjected to a crosswind (RSSB 2000; Carrarini 2006).

To investigate the operating safety of high-speed railway vehicles subjected to
strong crosswinds, a vehicle–track model that considers the crosswind effect was

Fig. 1 Train overturned by
crosswinds (Xinhua News
Agency 2007)
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developed and was used in a numerical analysis carried out in a time domain. In this
approach, the vehicle is modeled as a nonlinear multi-body system, and the track is
modeled as a three-layer system. The rails are modeled as Timoshenko beams
supported by discrete sleepers. The coupling of the vehicle and the track is simu-
lated by the track moving with respect to the vehicle operating at a constant speed,
which permits consideration of the effects of periodic discrete rail supports on the
vehicle–track interaction. The rolling contact of the wheel-rail system reflects the
geometric relationship and contact forces between the wheels and rails. The
wheel-rail geometric relationship is solved spatially and evaluated on-line using a
new wheel-rail contact model (Chen and Zhai 2004). The wheel-rail contact forces
include normal and tangential forces. The normal forces of the wheel-rail system are
calculated using the Hertzian contact theory, and their tangential forces are calcu-
lated using the nonlinear creep theory proposed by Shen et al. (1983). In the
analysis conducted in this study, the crosswind was assumed to be steady, and the
aerodynamic forces due to the crosswind were modeled as ramp shape external
forces exerted on the car body. The crosswind forces considered included the side
force, the lift forces, the roll moment, the pitch moment, and the yaw moment. The
numerical analysis was conducted to investigate the dynamic response and
derailment mechanism of a high-speed vehicle in a strong crosswind scenario. The
effects of the crosswind speed, the crosswind attack angle, and the vehicle speed on
the operational safety of the vehicle were examined in detail. The operational safety
boundaries of a high-speed vehicle subjected to crosswinds were determined from
dynamic simulations of vehicle–track coupling and existing safety assessment
criteria.

2 Dynamic Model of Coupled Vehicle–Track System
in Crosswinds

The causes of derailment or overturn of railway vehicles operating in strong
crosswinds are not easy to identify, and it is very difficult to recreate accidents in
site tests or laboratory experiments. Numerical modeling is an effective means of
studying the causes of derailments under extreme conditions, such as in strong
crosswinds and earthquakes. Numerical simulation is a very convenient, highly
efficient, and low-cost approach to investigating the effects of one or more factors in
derailment. An advanced vehicle–track interaction model can be used to charac-
terize derailment of railway vehicles in strong crosswinds. Based on the theories of
coupled vehicle–track dynamics (Zhai et al. 1996), a spatial model of a coupled
vehicle–track system was developed in this study to simulate vehicle–track inter-
action for a train operating in crosswind scenarios. The model consists of four
subsystems: the vehicle, the track, the wheel-rail contact, and the aerodynamic
forces on the vehicle. These subsystems are described in Sects. 2.1–2.5,
respectively.
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2.1 Vehicle Model

The vehicle–track model is shown in Fig. 2a, b. A high-speed railway vehicle used
in China, which consists of a car body, a pair of two-axle bogies, and four
wheelsets, was modeled in this study. The primary suspension connects the
wheelsets and the bogie frames, and the car body is supported on the bogie through
the secondary suspension.

The vehicle is modeled as a nonlinear multi-body system. The structural elastic
deformations of the vehicle components are ignored. The vehicle model includes
seven rigid bodies, and each body has five degrees of freedom: the lateral (Y),
vertical (Z), roll (/), pitch (b), and yaw (w) motions. Thus, the total number of
degrees of freedom of the vehicle model is 35. All rotational motions of the vehicle
parts are considered to be small, which allows linearization of the motion equation
for the vehicle parts. Three-dimensional (3D) spring-damper elements are used to
represent the primary and secondary suspensions, and the nonlinear dynamic
characteristics of the suspension systems are considered. The vehicle speed is
assumed to be constant. Therefore, the longitudinal accelerations of the centers of
all the parts are always zero. However, the vehicle model considers the relative
longitudinal motion of the suspension systems, due to the yaw motions of the car
body, the bogie frames, and the wheelsets.

The following are the differential equations of the car body:

Mc€Yc ¼ FybL1 þFybR1 þFybL2 þFybR2 þFwy; ð1Þ

Mc€Zc ¼ �FzbL1 � FzbR1 � FzbL2 � FzbR2 þMcgþFwz; ð2Þ

Icx€/c ¼ �ðFybL1 þFybR1 þFybL2 þFybR2ÞHcB

þðFzbL1 � FzbR1 þFzbL2 � FzbR2Þds þMwx;
ð3Þ

Icy€bc ¼ ðFzbL1 þFzbR1 � FzbL2 � FzbR2Þlc
� ðFxbL1 þFxbR1 þFxbL2 þFxbR2ÞHcB þMwy;

ð4Þ

Icz€wc ¼ ðFybL1 þFybR1 � FybL2 � FybR2Þlc
� ðFxbL1 � FxbR1 þFxbL2 � FxbR2Þds þMwz:

ð5Þ

The following are the differential equations of the bogie i (i = 1, 2):

Mb€Ybi ¼ FyfLð2i�1Þ þFyfLð2iÞ � FybLi

� FybRi þFyfRð2i�1Þ þFyfRð2iÞ;
ð6Þ

Mb€Zbi ¼ FzbLi � FzfLð2i�1Þ � FzfLð2iÞ
þFzbRi � FzfRð2i�1Þ � FzfRð2iÞ þMbg;

ð7Þ
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Ibx€/bi ¼ �½FyfLð2i�1Þ þFyfRð2i�1Þ þFyfLð2iÞ þFyfRð2iÞ�Htw

þ ½FzfLð2i�1Þ þFzfLð2iÞ � FzfRð2i�1Þ � FzfRð2iÞ�dw
þðFzbRi � FzbLiÞds � ðFybLi þFybRiÞHBt;

ð8Þ

Iby€bbi ¼ ½FzfLð2i�1Þ þFzfRð2i�1Þ � FzfLð2iÞ � FzfRð2iÞ�lb
� ½FxfLð2i�1Þ þFxfRð2i�1Þ þFxfLð2iÞ þFxfRð2iÞ�Htw

� ðFxbLi þFxbRiÞHBt;

ð9Þ

Ibz€wbi ¼ ½FyfLð2i�1Þ þFyfRð2i�1Þ � FyfLð2iÞ � FyfRð2iÞ�lb
� ½FxfLð2i�1Þ þFxfLð2iÞ � FxfRð2i�1Þ � FxfRð2iÞ�dw
þðFxbLi � FxbRiÞds:

ð10Þ

The following are the differential equations of the wheelset i (i = 1, 2, 3, 4):

Mw€Ywi ¼ �FyfLi � FyfRi þFwryLi þFwryRi; ð11Þ

Mw€Zwi ¼ FzfLi þFzfRi � FwrzLi � FwrzRi þMwg; ð12Þ

Iwx€/wi ¼ dLFwrzLi � dRFwrzRi � rLiFwryLi

� rRiFwryRi þ dwðFzfRi � FzfLiÞ;
ð13Þ

Iwy€bwi ¼ rLiFwrxLi þ rRiFwrxRi þ rLiwwiFwryLi

þ rRiwwiFwryRi þMwryLi þMwryRi;
ð14Þ

Iwz€wwi ¼ ðdLFwrxLi � dRFwrxRiÞþ ðdLFwryLi � dRFwryRiÞwwi

þ dwðFxfLi � FxfRiÞþMwrzLi þMwrzRi:
ð15Þ

The definitions of the symbols used in Eqs. (1)–(15) are given in Table 1, and
the detailed expressions of the mutual forces between the vehicle’s components are
presented in Xiao et al. (2011).

2.2 Track Model

The ballast track model presented by Xiao et al. (2008), a three-layer model con-
sisting of rails, sleepers, and ballasts, as shown in Fig. 2, was used in this study.
The gauge of the tangent track was 1435 mm, the rail cant was 1:40, and the sleeper
pitch was 600 mm. The rails were modeled as having a mass of 60 kg/m (CN60) to
represent a rail type that is widely used on high-speed rail lines in China. The track,
except for the rails, was also modeled as a rigid multi-body dynamic system. The
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rails were modeled as Timoshenko beams on an elastic point-supporting founda-
tion. The lateral and vertical bending deformations and twisting of the simply
supported beams were taken into account.

According to the Timoshenko beam theory, the equations of bending defor-
mations of the rails can be written as follows.

Table 1 Notations for equations of vehicle system

Notation Description

Mc Car body mass

Mbi The ith bogie mass

Mwi The ith wheelset mass

Ibx, Iby, Ibz Bogie body roll, pitch, and yaw moments of inertia,
respectively

Icx, Icy, Icz Car body roll, pitch, and yaw moments of inertia,
respectively

Iwx, Iwy, Iwz Wheelset body roll, pitch, and yaw moments of inertia,
respectively

V Forward speed of vehicle

g Gravity acceleration

rL, rR Left and right rolling radii

HcB Height of the car body center from the secondary
suspension location

HBt Height of the secondary suspension from the bogie center

Htw Height of the bogie center from the wheelset center

lc Half of the distance between bogie centers

lb Half distance between the two axles of the bogie

ds Half distance between the secondary suspension systems of
the two sides of the bogie

dw Half distance between the two primary suspensions of the
two sides of the bogie

Fwy, Fwz Side and lift forces applied to the vehicle body

Mwx, Mwy, Mwz Roll, pitch, and yaw moments applied to the vehicle body

Fxbji, Fybji, Fzbji (i = 1 or 2,
j = L or R)

Forces between the car body and the bogie frame in x, y, and
z directions

Fxfji, Fyfji, Fzfji (i = 1, 2, 3, 4,
j = L or R)

Forces between the bogie frame and the wheelset in x, y,
and z directions

Fwrxji, Fwryji, Fwrzji (i = 1, 2, 3,
4, j = L or R)

Forces between the wheels and rails in x, y, and z directions

Mwryji, Mwrzji (i = 1, 2, 3, 4,
j = L or R)

Spin moment components between the wheels and rails in
y and z directions
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Lateral bending deformation:

qrAr
@2y
@t2 þ jryGrAr

@wy

@x � @2y
@x2

� �
¼ PNW

i¼1
FwryiðtÞdðx� xwiÞ �

PNS

j¼1
FrsyjðtÞdðx� xsjÞ;

qrIrz
@2wy

@t2 � ErIrz
@2wy

@x2 þ jryGrAr wy � @y
@x

� �
¼ 0:

8>>>>><
>>>>>:

ð16Þ

Vertical bending deformation:

qrAr
@2z
@t2 þ jrzGrAr

@wz
@x � @2z

@x2

� �
¼ PNW

i¼1
FwrziðtÞdðx� xwiÞ �

PNS

j¼1
FrszjðtÞdðx� xsjÞ;

qrIry
@2wz
@t2 � ErIry

@2wz
@x2 þ jrzGrAr wz � @z

@x

� � ¼ 0:

8>>>><
>>>>:

ð17Þ

Torsion:

qrIr0
@2/
@t2

� GrKr
@2/
@x2

¼
XNW

i¼1

MwriðtÞdðx� xwiÞ

�
XNS

j¼1

MrsjðtÞ dðx� xsjÞ:
ð18Þ

In Eqs. (16)–(18), y, z, and / are the lateral, vertical, and torsional deflections,
respectively, of the rail; wy and wz are the slopes of the deflection curve of the rail
with respect to the z and y axes, respectively; qr, Gr, and Er are the density, shear
modulus, and Young’s modulus of the rail, respectively; mr and Ar are the mass per
unit longitudinal length and the area of the cross section of the rail, respectively; Iry
and Irz are the second moments of the area around the y and z axes, respectively; Ir0
is the polar moment of inertia; and jry, jrz, and Krs are the shear coefficients of the
lateral and vertical bending deformation and torsion, respectively. The subscript
i indicates wheelset i; j indicates sleeper j; d(x) is the Dirac delta function; xwi and
xfj are the longitudinal positions of wheel i and sleeper j, respectively; NW and NS

are the total numbers of wheelsets and sleepers on the analyzed rail, respectively;
Mwri(t) and Mrsj(t) are the equivalent moments acting on the rail; Fwryi(t) and
Fwrzi(t) are the wheel-rail forces on wheel i in the lateral and vertical directions,
respectively; and Frsyj(t) and Frszj(t) are the lateral and vertical forces, respectively,
between the rails and sleepers.

The sleepers were modeled as rigid rectangular beams. The lateral and vertical
translational motions and the roll motion of each sleeper were considered. The
lateral, vertical, and rolling motion equations of sleeper i can be written as
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Ms€Ysi ¼ ðFyiL þFyiRÞ � Fysbi; ð19Þ

Ms€Zsi ¼ ðFziL þFziRÞ � ðFzibL þFzbiRÞ; ð20Þ

Is€/si ¼ dbðFzbiR � FzbiLÞ
þ drðFziL � FziRÞ � bsðFyiL þFyiRÞ;

ð21Þ

where Ms is the sleeper mass; Is is the moment of inertia of the sleeper in the rolling
direction; FyiL and FyiR are the lateral forces between the sleeper i and the left and
right rails, respectively; FziL and FziR are the vertical forces between the sleeper
i and the left and right rails, respectively; Fysbi is the lateral force between the
sleeper i and the ballasts; FzbiL and FzbiR are the vertical forces between the sleeper
i and the left and right equivalent ballast bodies, respectively; db is the half distance
between the centers of the left and right ballast bodies; dr is the half distance
between the left and right rails; and bs is the half thickness of the sleeper.

The ballast bed is assumed to be composed of equivalent rigid ballast bodies.
Only the vertical motion of the ballast body is considered. The motion equations of
the left and right ballast bodies i in the vertical direction can be written as

MbL€ZbLi ¼ FbzLi þFzrLi þFzLRi � FzgLi � FzfLi; ð22Þ

MbR€ZbRi ¼ FbzRi þFzrRi � FzLRi � FzgRi � FzfRi; ð23Þ

where FzgLi and FzgRi are the vertical support forces due to the roadbed, and FzfLi,
FzfRi, FzrLi, FzrRi, and FzLRi are the vertical shear forces between neighboring ballast
bodies. This equivalent model can represent the two vertical rigid modes of the
ballasts in the vertical-lateral plane of the track. Uniformly viscoelastic elements are
used to simulate the roadbed beneath the ballast bed, and the motion of the roadbed
is neglected. The rails and the sleepers, the sleepers and the ballast bodies, and the
discrete ballast bodies and the roadbed are connected with equivalent springs and
dampers.

2.3 Wheel-Rail Contact Model

Wheel-rail contact generates the necessary conditions for a railway vehicle to run
stably on a track. In the analysis of transient dynamics and derailment (or over-
turning) of high-speed railway vehicles under strong crosswinds, accurate and fast
calculation of the wheel-rail contact is important. The rolling contact of the
wheel-rail system depends on the geometric relationship and the contact forces
between the wheels and rails. A new wheel-rail contact model (Chen and Zhai
2004) was used in this study to characterize the geometry of the wheel-rail rolling
contact, and this model is able to consider the separation of wheels and rails.
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The wheel-rail contact forces include the normal load and the tangential forces.
The normal load is calculated using the following equation for a Hertzian nonlinear
contact spring with a unilateral restraint:

FnðtÞ ¼
1

Ghertz
ZwrncðtÞ

h i3=2
; ZwrncðtÞ[ 0;

0; ZwrncðtÞ� 0;

(
ð24Þ

where Ghertz is the wheel-rail contact constant (m/N2/3), which depends on the radii
of curvature and the elastic moduli of the wheel and rail, for the given wheel
profiles:

Ghertz ¼ 3:86r�0:115 � 10�8; ð25Þ

where r is the rolling radius of the wheel. The value of Ghertz changes with the
location of the contact point. The Zwrnc(t) term reflects the amount of normal
compression at the wheel-rail contact point, which is defined as an approach
between a pair of contact points, one of which belongs to the wheel tread and the
other belongs to the rail surface. The condition expressed as Zwrnc(t) � 0 reflects
the separation between the wheel and the rail, and the condition expressed as
Zwrnc(t) > 0 reflects wheel-rail in contact.

The tangential forces of the wheel-rail contact are determined using Kalker’s
linear creep theory (Kalker 1967) and Shen’s model (Shen et al. 1983). First, the
wheel-rail creep forces are calculated using Kalker’s linear creep theory for small
amounts of creep. For large amounts of creep, saturation occurs, resulting in a
nonlinear relation that is described using Shen’s model (Shen et al. 1983).

2.4 Vehicle–Track Excitation Model

The dynamic vehicle–track system used in this study consists of four models
(Knothe and Grassie 1993): (1) a stationary load model, (2) a moving-load exci-
tation model, (3) a moving irregularity model, and (4) a moving mass model.
A “tracking window” model developed in our previous study (Xiao et al. 2011) was
used, which is shown in Fig. 3. In the model, the vehicle remains in a static state
with respect to the ground in the longitudinal direction, and the track system moves
in the opposite direction of the vehicle motion at the same speed. A detailed
description of this vehicle–track model and the derivation of the system equations
were presented in (Xiao et al. 2011).
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2.5 Aerodynamic Forces on the Vehicle

The aerodynamic forces acting on a railway vehicle subjected to a crosswind can be
divided into two parts: steady forces and unsteady forces. Steady crosswind forces
are caused by the mean wind speed components of natural wind, and the unsteady
wind forces are caused by the fluctuating wind speed components (Xu and Ding
2006). In this study, the crosswind was assumed to be steady, and the mean wind
speed was assumed to be in the horizontal direction. The aerodynamic forces due to
the crosswinds were modeled as ramp-shaped external forces exerted on the vehicle
body. Only aerodynamic forces acting on the car body were taken into account. The
crosswind forces F applied to the vehicle body include the side force Fwy, the lift
force Fwz, the roll moment Mwx, the pitch moment Mwy, and the yaw moment Mwz,
as shown in Fig. 4.

Taking into account the transient response of the vehicle in a crosswind scenario,
the crosswind forces F can be defined as

F ¼
f
L0
F0; 0� f� L0;
F0; L0\f;

�
ð26Þ

where L0 is the vehicle length, and f is the length of the car body immersed in the
crosswind scenario. According to the corrected quasi-steady approach, the force
vector F0 = [Fwy, Fwz, Mwx, Mwy, Mwz] can be expressed as

FwyðtÞ ¼ 1
2
qairAcCyðbðtÞÞV2

resðtÞ; ð27Þ

FwzðtÞ ¼ 1
2
qairAcCzðbðtÞÞV2

resðtÞ; ð28Þ
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MwxðtÞ ¼ 1
2
qairAcHcCmxðbðtÞÞV2

resðtÞ; ð29Þ

MwyðtÞ ¼ 1
2
qairAcHcCmyðbðtÞÞV2

resðtÞ; ð30Þ

MwzðtÞ ¼ 1
2
qairAcHcCmzðbðtÞÞV2

resðtÞ; ð31Þ

where qair is the air density, Ac is the reference area, and Hc is the reference height.
A “TSI normalization” with Ac = 10 m2 and Hc = 3 m was adopted in this study
(OJEU 2008). The terms cy, cz, cmx, cmy, and cmz correspond to the aerodynamic
force coefficients, which depend on the crosswind attack angle b. The aerodynamic
coefficients of the inter city express 2 (ICE2) driving trailer (Orellano and Schober
2003) were used in the calculation of the crosswind forces, as shown in Fig. 5.

The term Vres corresponds to the resulting squared wind speed. The terms b and
Vres correspond to spatial averages with respect to the surface of the vehicle. The
resulting wind speed Vres(t) is defined as

V2
resðtÞ ¼ U2ðtÞþV2

TðtÞ � 2UðtÞVTðtÞ cosðp� awðtÞÞ; ð32Þ

and the resultant crosswind attack angle b is determined by
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Fig. 4 Aerodynamic forces on railway vehicle
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bðtÞ ¼ arctan
UðtÞ sin awðtÞ

VTðtÞþUðtÞ cos awðtÞ ; ð33Þ

where VT is the vehicle speed, and U is the crosswind velocity. The crosswind
attack angle aw is defined as the relative angle between the direction of the
crosswind U and the direction of the vehicle’s motion (in the direction of the
x axis), as shown in Fig. 4.

3 Methods for Safety Assessment of Crosswinds

At present, the derailment criteria for estimating the running safety of trains vary
from country to country. Most of the existing criteria consider a single influencing
factor or a few influencing factors, and they are regarded as isolated constants in
evaluating the operational safety of trains (Ling et al. 2012). The commonly used
derailment safety assessment criteria include the following:

(1) Nadal’s single-wheel L/V limit criterion (L/V < 0.8) (Nadal 1896), where
L and V are the wheel-rail lateral and vertical forces, respectively;

(2) Weinstock’s axle-sum L/V limit criterion ((L/V)s < 1.5) (Weinstock 1984);
(3) The L/V time duration criterion (T[L/V>0.8] < 50 ms) (Japanese National

Railways (JNR)) (Yokose 1966);
(4) The L/V distance duration criterion (Dis[L/V>0.8] < 1.5 m) [Federal Railroad

Administration (FRA)] (Wu and Wilson 2006);
(5) The bogie-side-sum L/V limit criterion ((L/V)B < 0.6) (Wu and Wilson 2006);
(6) Prudhomme’s criterion (transverse axle force) (Fys < 10 + P0/3, where P0 is

the static wheelset load) (Wilson et al. 2011);
(7) The wheel load unloading ratio (ΔV/V < 0.8) (Jin et al. 2013);
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(8) The vehicle overturning coefficient (VD/V0 < 0.8) (Jin et al. 2013);
(9) The wheel rise (Zup) limit with respect to the rail (Zup < 28.272 mm) (Jin et al.

2013);
(10) The lateral coordinate (ycon) limit of the wheel-rail contact point

(−38.875 mm < ycon < 57.0 mm) (Jin et al. 2013).

Criteria (1)–(4) are related to the ratio of the lateral force to the vertical force of a
wheel-rail pair. These criteria are applied to assess the climbing derailment safety of
railway vehicles. When a high-speed vehicle is in a crosswind scenario, leeward
wheel climbing is very likely to occur. Thus, criteria (1)–(4) were used in this study
to evaluate the running safety of a high-speed railway vehicle subjected to strong
crosswinds. Criterion (5) is usually used to evaluate derailment caused by rail
rollover or track gauge widening, and criterion (6) is the track panel shift criterion,
which applies in circumstances of strong crosswinds. Criteria (7) and (8) are two
useful safety assessment indexes for vehicle overturning. Criteria (1)–(8) are all
calculated based on the wheel-rail contact forces. In fact, the separation between
wheels and rails occurs quite often. When the wheel loses contact with the rail, the
wheel-rail contact forces vanish. In this situation, it is very difficult to determine the
status of the vehicle operation using these criteria. We therefore considered two
additional derailment criteria based on the wheel-rail contact geometry to evaluate
the critical conditions of running safety when high-speed vehicles are subjected to
crosswinds. These two criteria are the wheel rise (Zup) limit with respect to the rail
[criterion (9)] and the lateral coordinate (ycon) limit of the wheel-rail contact point
[criterion (10)]. Based on the dynamic simulation and the derailment safety
assessment criteria listed above, the boundaries of the safe operation area, the
warning area, and the derailment area were calculated for conditions of strong
crosswinds in which high-speed vehicles operate.

4 Simulation of High-Speed Vehicle Dynamic Behavior
Under Crosswinds

To investigate the effect of crosswinds on the dynamic responses and running safety
of high-speed railway vehicles, the coupled vehicle–track dynamic model discussed
in Sect. 2 was used to carry out a dynamic analysis in the time domain. The
parameters of a Chinese high-speed passenger car and a tangent track were used in
the numerical simulation (Xiao et al. 2008). Normal track irregularity was neglected
because its effects on the dynamic behavior of the vehicle–track system are very
small compared to the effect of crosswind excitation. The dynamic responses of a
high-speed vehicle subjected to crosswinds, including the rolling and lateral dis-
placements of the car body and the wheel-rail normal forces, were investigated as
described in Sect. 4.1. The safety and overturning risk of the high-speed vehicle
were assessed by analyzing the transient values of two derailment criteria: wheel
unloading and wheel rise with respect to the rail top. The effects of the crosswind
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speed, the crosswind attack angle, and the vehicle speed on the running safety of the
vehicle were examined in detail, as discussed in Sects. 4.2 and 4.3.

4.1 Vehicle Dynamic Responses to Crosswind

First, the dynamic behaviors of the vehicle system as the vehicle enter a crosswind
scenario with a constant crosswind attack angle and a constant driving speed were
investigated. The vehicle speed VT was set to 300 km/h, the crosswind speed U was
varied from 12 to 24 m/s, and the crosswind attack angle aw was 90°. The strong
crosswind was assumed to blow from the left side to the right side of the vehicle, as
shown in Fig. 4.

Figure 6 illustrates the time histories of the lateral and rolling displacements of
the car body under the excitation of crosswinds. When the vehicle enters the
crosswind scenario, the dynamic response of the car body sharply increases, and
there occurs a fierce transient fluctuation of the body. This fluctuation decays
periodically with time and returns to a steady-state response. The oscillation period
and the amplitude of the transient response of the vehicle system increase as the
crosswind speed increases.

As shown in Fig. 6, the crosswind has a great influence on the ride comfort and
safety of the passengers. As the crosswind speed increases, the dynamic responses
of the car body become very strong. When the crosswind speed reaches 24 m/s, the
maximum values of the car body rolling angle and lateral displacement exceed 3°
and 50 mm, respectively. In this extreme situation, the high-speed vehicle over-
turns. Although the amplitudes of the rolling angle and lateral displacement are very
large, overturning or derailment does not occur when the crosswind speed is less
than 24 m/s. Furthermore, the transient responses of the car body rolling motion are
much larger than the steady-state responses, as shown in Fig. 6a. The trends for the
lateral displacement are similar, as shown in Fig. 6b. This means that the vehicle
can easily overturn or derail during the fierce transient fluctuation period in strong
crosswinds.

The derailment criteria most commonly used in the evaluation of the operating
safety of a railway vehicle, including the flange climbing derailment coefficient
L/V and the wheel unloading ratio ΔV/V, are calculated based on the wheel-rail
contact forces. Therefore, the dynamic responses of the wheel-rail contact forces
could reflect the derailment or rollover risk when high-speed vehicles operate in
crosswinds. Figure 7 shows the time histories of the normal forces of the first
wheelset. When the vehicle enters the crosswind scenario, fierce transient fluctua-
tion of the normal forces occurs. The amplitudes of the normal forces on the
leeward wheels, i.e., the right wheels, are much larger than those on the left wheels.
In other words, the crosswind increases the normal loads on the leeward wheels and
reduces the wheel loads on the windward side of the vehicle. When the wind speed
is greater than 16 m/s, the minimum value of the normal forces is zero during the
first oscillation period, which means that the windward wheels lose contact with the
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left rail, as shown in Fig. 7a. At the same time, the maximum values of the normal
forces are greater than 110 kN (Fig. 7b).

In this study, the windward wheels were found to lose contact with the rail and
the vehicle overturning was found to take place when the crosswind speed reached
24 m/s (Fig. 7a). During the derailment process, fierce oscillation of the normal
forces on the right wheels occurs (Fig. 7b). The maximum values of the normal
forces in the course of the vehicle’s transient response are much larger than the
steady-state values. The variations in the normal forces were found to be similar for
all of the wheels considered in the analysis.

The wheel unloading ratio ΔV/V is an important safety criterion for assessing the
overturning risk of railway vehicles subjected to crosswinds. An analysis of
ΔV/V for all wheelsets was therefore carried out for crosswind speeds from 12 to
24 m/s. The results are shown in Fig. 8. The maximum values of the wheel loading
reduction occur in the first period, corresponding to the first oscillation period of the
normal forces, as shown in Fig. 7. The maximum ΔV/V values for all of the cases
considered in Fig. 8 are greater than 0.8, which is the current limit value of
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ΔV/V for safe operation of high-speed trains in China. For wind speeds in excess of
16 m/s, the peak values of ΔV/V for all wheelsets are equal to 1.0, which means that
wheel-rail separation occurs, as shown in Fig. 8. Figures 7 and 8 show that when
the crosswind speed reaches 24 m/s, derailment of the high-speed vehicle occurs.

Figure 8 illustrates another interesting issue that should be considered.
Derailment or overturning does not occur when the value of ΔV/V exceeds 0.8 or
even when its value reaches 1.0 (when the wheel-rail separation occurs). This
means that a value of 0.8 for the wheel unloading criterion ΔV/V is somewhat
conservative. A value of 0.8 for this criterion is thus not an accurate predictor of
when vehicle derailment will occur. A more effective derailment assessment
method should be put forward to address this problem.

In this study, the wheel rise Zup was used together with the wheel unloading
creation ΔV/V to evaluate the running safety and derailment mechanism of a
high-speed vehicle subjected to strong crosswinds. Figure 9 illustrates the time
histories of the wheel rise Zup of the first wheelset, which were obtained from
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calculations of the wheel-rail contact geometry during vehicle operation. The solid
horizontal line indicates the wheel rise limit, namely, Žup = 28.272 mm (Fig. 9a).

When the vehicle enters the crosswind scenario, the wheel rises of the leeward
wheels increase gradually (Fig. 9b). In this situation, the leeward wheels climb up
the right rail top. When the vehicle has entered the wind scenario completely, the
crosswind rolling moment increases the vertical load on the climbing leeward
wheels, and the wheels stop climbing. As a result, flange climbing derailment is not
dominant in railway vehicle derailment caused by strong crosswinds. As the
crosswind speed increases, the wheel rises of the windward wheels jump sharply
(Fig. 9a). At crosswind speeds less than 20 m/s, the Zup of the windward wheels
does not exceed the wheel rise limit Žup = 28.272 mm. At a crosswind speed
U = 24 m/s, the windward wheels lose the left rail constraint and the vehicle
overturns.

4.2 Effect of Crosswind Attack Angle

In the calculations described above, only the constant crosswind attack angle was
considered. The crosswind attack angle aw can be expected to have a very important
effect on the operating safety of the vehicle in crosswinds. Figure 10 illustrates the
effects of the crosswind attack angle aw on the wheel unloading ratio ΔV/V and the
wheel rise Zup at various crosswind speeds. In these calculations, the vehicle
operating speed was 300 km/h. The values of the other parameters were the same as
those in the analysis described in Sect. 4.1.

As shown in Fig. 10, crosswind attack angles of 75°–90° correspond to the
worst-case scenarios. At crosswind attack angles less than 75°, the wheel unloading
ratio ΔV/V and the wheel rise Zup increase gradually as aw increases. When aw
exceeds 90°, the values of these two derailment criteria decrease as the crosswind
attack angle increases. As shown in Fig. 10, at different crosswind speeds con-
sidered, the rates of increase in the wheel unloading ratio ΔV/V are almost the same.
However, the influence of the crosswind attack angle on the wheel rise Zup is greater
at low crosswind speeds than at high crosswind speeds (Fig. 10b). These results
indicate that the crosswind attack angle has a considerable effect on the likelihood
of derailment and that the crosswind direction should be taken into account in
assessing the safety of high-speed railway vehicles in operation.

4.3 Combined Effects of Vehicle Speed and Crosswind
Speed

This section describes an analysis conducted to assess the combined effects of the
vehicle speed and the crosswind speed on the derailment behavior of the vehicle.
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The vehicle speed VT was varied from 200 to 360 km/h, the crosswind speed U was
varied from 10 to 40 m/s, and the crosswind attack angle aw was held constant at
90°. The other parameter values were the same as in the analysis described in
Sect. 4.1.

Figure 11 illustrates the effects of the vehicle speed and crosswind speed on the
maximum values of the wheel unloading ratio ΔV/V and the wheel rise Zup for all of
the wheelsets. The bold solid line in Fig. 11a indicates the ΔV/V limit value of 0.8
that is used in evaluating the safety operations of high-speed trains in China. The
flat top of the curved surface in Fig. 11a indicates that when the wheel unloading
ratio reaches 1.0, separation of the windward wheels from the rails occurs for the
combinations of vehicle speeds and crosswind speeds that fall within this area. The
bold solid line in Fig. 11b indicates the Zup limit value of 28.272 mm. In plotting
Fig. 11b, 28.272 mm was assigned to Zup when the wheel rise exceeded
28.272 mm. As a result, the top of the curved surface is flat. The variations in the
values of ΔV/V and Zup indicate that both the vehicle speed and the wind speed
greatly influence the operating safety of a high-speed train subjected to crosswinds.
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As expected, the crosswind speed U greatly affects the wheel load reduction and
wheel rise. As the crosswind speed increases, ΔV/V increases linearly (Fig. 11a).
For vehicle operating speeds VT < 300 km/h and crosswind speeds U < 15 m/s,
Zup is much less than the limit value of 28.272 mm. Apart from these cases,
however, the wheel rise increases rapidly with the mean crosswind velocity. For the
range of vehicle speeds considered in this analysis, Zup exceeded the limit at
crosswind speeds U > 25 m/s (Fig. 11b).

As the vehicle speed increases, the interaction between the vehicle and track
increases. Furthermore, increasing the combined wind velocity relative to the
vehicle decreases the yaw angle of the combined wind. As shown in Fig. 11, for
the range of crosswind speeds considered in this analysis, the rates of increase of
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the wheel unloading ratio ΔV/V and the wheel rise Zup were almost the same. It is
obvious that the operational speed has a great influence on the vehicle operating
safety and that decreasing the operating speed decreases the risk of derailment of a
railway vehicle in operation.

5 Evaluation of Operational Safety Area for High-Speed
Vehicles Under Crosswind Excitations

To estimate the safety surplus of each criterion limit and identify the overturning
boundary of high-speed vehicles subjected to crosswinds, the derailment boundaries
determined from the dynamic simulation and the operational safety area defined by
the safety assessment criteria discussed in Sect. 3 were calculated. The analysis
results discussed in Sect. 4 clearly indicate that the crosswind attack angle aw, the
vehicle operating speed VT, and the crosswind speed U have a great influence on the
operating safety of high-speed vehicles subjected to crosswinds; hence, they were
considered in this study to be three key parameters influencing the operating safety
of the vehicle.

Figure 12 illustrates the derailment and operational safety boundaries obtained
from the results of the dynamic simulation of the vehicle–track coupling for con-
ditions of a tangent track and a steady crosswind. The results shown in Fig. 12a
were obtained for crosswinds perpendicular to the direction of the vehicle’s motion
(aw = 90°) and vehicle speeds VT from 200 to 400 km/h. The results shown in
Fig. 12b were obtained for a fixed vehicle speed of 300 km/h and crosswind attack
angles aw from 45° to 135°. The boundaries determined by the safety assessment
criteria L/V, (L/V)s, T[L/V>0.8], Dis[L/V>0.8], (L/V)B, Fys, ΔV/V, VD/V0, Zup, and ycon
were treated as functions of the vehicle operating speed VT and the crosswind attack
angle aw. The calculations were conducted for an L/V limit of 0.8, an (L/V)s limit of
1.5, a T[L/V>0.8] limit of 50 ms duration, a Dis[L/V>0.8] limit of 1.5 m, an Fys limit of
10 + P0/3, an (L/V)B limit of 0.6, a ΔV/V limit of 0.8, a VD/V0 limit of 0.8, a Zup
limit of 28.272 mm, and a ycon limit of −38.875 mm. The operational safety
boundaries are defined as the separatrices that clearly indicate the safe operation
area AS, the warning area AW, and the derailment area AD. The safe operation area
AS and the warning area AW are divided by the warning boundary BW, which is
determined by the boundary of the ΔV/V limit, as shown in Fig. 12. The boundary
separating the derailment area from the warning area is defined as the derailment
boundary BD, as indicated by the upper solid curve in Fig. 12. The derailment
boundary BD was determined from the results of the dynamic simulation of the
coupled vehicle–track system.

As shown in Fig. 12, the safety boundaries determined by the ΔV/V limit are the
lowest, and the operational safety area surrounded by the boundaries of the ΔV/
V limit is the smallest. That is to say, the critical crosswind speed Ucr determined by
the ΔV/V criterion is the lowest. The limit boundaries of the ycon criterion are close
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to the derailment (vehicle overturning) boundary BD, which means that the critical
crosswind speed Ucr determined by the ycon criterion is the highest. In other words,
compared to the other criteria, the ΔV/V limit is the most conservative or the safest
criterion for use in estimating the high-speed operational safety of high-speed
railway vehicles in crosswinds, whereas the ycon criterion is the least conservative or
least safe one. Note that the boundaries determined by the other derailment criterion
limits fall between the warning boundary BW and the derailment boundary BD.

Figure 12 also shows the effects of the vehicle speed VT and the crosswind attack
angle aw on the safety boundaries and the critical crosswind speeds. The limiting
crosswind Ucr decreases as the vehicle speed increases, as shown in Fig. 12a. At
crosswind attack angles of 75°–90°, the heights of the safety boundaries are the
lowest, as shown in Fig. 12b. An increase in the crosswind speed at an attack angle
of 75°–90° could easily lead to the overturning of a high-speed vehicle.
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A comparison of the limiting values of the crosswind Ucr at an attack angle of 45°
(the vehicle operating with the wind) and an attack angle of 135° (the vehicle
operating against the wind) shows that the vehicle operating against the crosswind
is at a lower risk of derailment.

Figure 13 illustrates the derailment and safety areas for high-speed vehicles in
crosswinds for vehicle speeds from 200 to 400 km/h, crosswind attack angles from
45° to 135°, and crosswind speeds from 0 to 40 m/s. The upper curved surface
corresponds to the derailment boundary BD, and the lower curved surface corre-
sponds to the boundary BW for the safe operation of high-speed railway vehicles
under the given conditions. The boundaries BW and BD divide the domain defined
by the three key parameters that influence the dynamic behavior of high-speed
railway vehicles subjected to crosswinds into three areas. The three areas are the
safety area AS, the warning area AW, and the derailment area AD. The three key
factors of influence are the vehicle speed, the crosswind attack angle, and the
crosswind speed.

The results shown in Fig. 13 can be used in automatic safety control systems
installed on high-speed trains. If the sensors of the automatic safety control systems
detect that at a crosswind attack angle of 90°, the vehicle and crosswind speeds
approach those at the boundary BD or drop into the warning area AW, the vehicle
speed can be reduced rapidly to ensure the safe operation of the high-speed train.

6 Conclusion

In this study, a dynamic model for a coupled vehicle–track system was developed to
investigate the effect of crosswinds on the operating safety of high-speed railway
vehicles. The steady aerodynamic forces caused by crosswinds were modeled as
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ramp-shaped external forces exerted on the vehicle. Numerical analyses were
conducted to investigate the dynamic responses and the dynamic derailment
mechanism of a high-speed vehicle in strong crosswind scenarios. The effects of the
crosswind speed, crosswind attack angle, and vehicle speed on the operating safety
of the vehicle were examined. The operational safety area, warning area, and
derailment area and their boundaries were defined and were calculated using the
dynamic coupled vehicle–track model and existing criterion limits. The results
obtained clearly indicate the operational safety surplus of each derailment criterion
for a high-speed train operating in crosswinds, namely, the gap between the cri-
terion limit boundary and the derailment boundary. The following conclusions can
be drawn from the numerical results.

1. The crosswind has a great influence on the ride comfort and safety of railway
passengers. As the crosswind speed increases, the dynamic responses of the car
body and the wheel-rail forces increase linearly. Flange climbing does not play a
key role in the likelihood of derailment of high-speed railway vehicles subjected
to strong crosswinds. Overturning usually occurs when a vehicle enters into a
crosswind scenario.

2. The crosswind attack angle, vehicle speed, and wind speed have a great influ-
ence on the operating safety and the likelihood of overturning of a high-speed
vehicle operating in crosswinds. As the crosswind speed and vehicle speed
increase, the wheel unloading ratio and the wheel rise increase linearly.
Crosswind attack angles of 75°–90° correspond to the worst-case scenarios and
have the greatest influence on the likelihood of derailment of such vehicles. The
crosswind direction should also be taken into account in assessing the safety of
high-speed railway vehicles operating in crosswinds.

3. The wheelset unloading ratio ΔV/V determines the boundary of the common
safety area, which is the smallest area defined by the three key factors of
influence. This area is considered the safety area for high-speed trains operating
in crosswinds. The three key factors of influence are the vehicle speed, the
crosswind speed, and the attack angle.

Note that the crosswind scenarios considered involved constant mean wind
speeds in this study. In fact, real crosswind scenarios are unsteady and involve
fluctuating wind speeds. Unsteady models, such as the “Chinese Hat” wind gust
model (CEN 2010) or the “stochastic process” crosswind model (RSSB 2000; Cheli
et al. 2006; Xu and Ding 2006), should be considered for use in future research.

It is not common to use a vehicle–track coupling model to evaluate the operating
safety of railway vehicles operating in crosswinds. However, the dynamic behavior
of vehicles subjected to crosswinds is influenced by many factors, some of which
are unknown. Further research should be carried out to assess the sensitivity of the
results to the parameters of the dynamic vehicle and track models. The proposed
model can be used to assess the most important physical effects that should be
modeled in dynamic simulation.
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Because the aerodynamic characteristics of different vehicles in the same train
may be different, the proposed vehicle–track coupling model needs to be improved
to characterize the dynamic behavior of train-track interaction in severe crosswind
conditions.
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1 Introduction

High-speed railway lines inevitably pass through densely populated urban areas.
Train-induced environmental vibrations have received widely-expressed concerns
from residents and railway constructors.

The load acting on railway track generally can be regarded as a combination of
the moving quasi-static load and dynamic excitation (Sheng et al. 2003; Auersch
2005; Lombaert and Degrande 2009). The dynamic excitation comes from several
sources, such as a parametric excitation due to the discrete supports of the rails, a
transient excitation due to the rail joints and wheel flats, and the excitation due to
wheel and rail roughness, and track unevenness (Heckl et al. 1996; Sheng et al.
2003).
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Vibrations induced by a moving quasi-static load have been extensively studied.
A prediction model for ground vibration, coupling the quasi-static force and the
Green function of a half-space, was proposed by Krylov (1995). Vibration induced
by a constant or harmonic load moving along a beam resting on layered half-space
is presented by Sheng et al. (1999a, b) using an analytical solution. However, the
existing model with a moving quasi-static load underestimates the actual response
intensities of the railway structure and underlying ground, especially for higher
excitation frequencies (Katou et al. 2008). Train wheel axle weights are also not the
main factor in generating mid-frequency bands in the far field (Degrande and
Lombaert 2001; Takemiya and Bian 2005). The train–track–ground dynamics
interaction analysis indicates that the dynamic force generated at the wheel–rail
contact cannot be ignored for evaluating ground vibration (Adolfsson et al. 1999;
Sheng et al. 2003, 2004). For train travels at speeds below the velocity of wave
propagation in the ground, the dynamic excitation is more important than the
quasi-static axle loads for the generation of environmental vibration. When train’s
speed approaches or exceeds the Rayleigh wave velocity in the soil, the quasi-static
excitation mechanism dominates the soil response (Galvin et al. 2010a).

Most aforementioned works use analytical solutions to express ground vibration
due to moving loads. Although analytical solutions can help us understand the
vibration generation mechanism due to traffic loadings, they cannot deal with
complex track structures and the railway foundation. Rigueiro et al. (2010) con-
cluded from theoretical analysis and experimental verification that a train–track
dynamic interaction model is more reasonable than a moving force model for
accessing vibration of ballasted track structure. A 3D multi-body and finite
element-boundary element-coupled model was presented by Galvin and
Dominguez (2007) to predict vibrations in the time domain, considering the
dynamic interaction between train and track.

The literature survey shows that dynamic excitation due to a train running on
track with irregularities is essential to the evaluation of train traffic-induced envi-
ronment vibration.

As an alternative to full 3D finite element models, the so-called 2.5D models
have been proposed for the prediction of railway-induced ground vibrations (Yang
and Hung 2001; Takemiya 2003; Bian et al. 2008; Galvin et al. 2010b). This
method effectively reduces the computational efforts and storage requirements.

In this paper, first, the essential procedures used in establishing the governing
equations in terms of 2.5D finite elements are summarized. Then, the one-quarter
car model and the harmonic track irregularity are combined to derive the dynamic
excitation on track. The vehicle stiffness matrix describing the train motions will be
coupled into the 2.5D finite element model for track and ground in the
wave-number domain. Some computation results will be presented to discuss the
effect of train speed and track irregularities on ground vibration.
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2 2.5D Finite Element Method

In this section, the major steps to derive a 2.5D finite element model will be briefly
introduced. Since the material and geometry of track structure and its supporting
ground can be regarded as constant in the direction of the train’s movement, the
Fourier transform with respect to space coordinate in this direction is applied to
simplify the 3D problem. If we assume the train runs in the x-direction, the Fourier
transform with respect to x-coordinate is defined as

uxðnxÞ ¼
Zþ1

�1
uðxÞ expðinxxÞdx; ð1Þ

and its corresponding inverse transform is given by

uðxÞ ¼ 1
2p

Zþ1

�1
uxðnxÞ expð�inxxÞdnx; ð2Þ

where the variable with superscript ‘x’ represents the components in the
wave-number domain. nx is the x-directional wave number.

The 2.5D finite element model of track–ground system is shown in Fig. 1.
Double wheel loads q(t) move in track’s direction.

The motions of ground with homogeneous and isotropic material assumptions
can be described by Navier’s equations in the frequency domain:

l�uti;jj þðk� þ l�Þutj;ji þx2quti þ f ti ¼ 0; ð3Þ

where x is the excitation frequency, q is the material’s density, and k and l are
Lame constants. In this study, the complex Lame constants k*, l* are used to
consider the damping effect of wave propagation in ground, k* = (1 + 2ib)k,
l* = (1 + 2ib)l, where b is the damping ratio of ground soil. Variables with
superscript ‘t’ represent the components in the frequency domain.

z

y
x

q(t) q(t)
Fig. 1 2.5D finite element
model of track–ground system
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Strain components of an element can be given in the light of the small strain
assumption. The predefined Fourier transform in x-direction is applied and yields
the expressions in the wave-number domain:

extxx ¼ �inxu
xt; cxtxy ¼ �inxv

xt þ @uxt

@y
;

extyy ¼
@vxt

@y
; cxtyz ¼

@wxt

@y
þ @vxt

@z
;

extzz ¼
@wxt

@z
; cxtzx ¼

@uxt

@z
� inxw

xt:

ð4Þ

Consequently, the strain–displacement relationship in the frequency and
wave-number domain can be expressed by

ext ¼ Buxt; ð5Þ

where ext and uxt are the strain vector and displacement vector of the element,
respectively, and their detailed expressions are given as below:

B ¼
�inx 0 0 @

@y 0 @
@z

0 @
@y 0 �inx @

@z 0

0 0 @
@z 0 @

@y �inx

2
664

3
775
T

; ext ¼ extxx extyy extzz cxtxy cxtyz cxtzx
� �T

;

uxt ¼ uxt vxt wxt½ �T:
ð6Þ

In addition, the stress—strain relationship can be given by

rxt ¼ Dext; ð7Þ

where rxt is the stress vector of the element, and D is the elastic matrix:

D ¼

k� þ 2l� k� k� 0 0 0
k� þ 2l� k� 0 0 0

k� þ 2l� 0 0 0
l� 0 0

sym l� 0
l�

2
6666664

3
7777775
: ð8Þ

Since the D matrix is symmetric, only its upper part is given in Eq. (8). The
ground is modeled by the quadrilateral element in such a way that the transversal
vertical section is meshed by the finite elements, whose nodal displacements are
defined in three degrees of freedom. A quadrilateral element with either four or
eight nodes can be used to discretize the near field of track and ground. By
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introducing the shape function N, the discretized form of the governing equation in
the frequency domain can be derived by the conventional finite element method.

Kxt � x2M
� �

Uxt ¼ Fxt; ð9Þ

where Uxt is the displacement vector in frequency and wave-number domain, and
M, Kxt, Fxt are the mass matrix, stiffness matrix, and equivalent nodal force vector,
respectively, and their detailed expressions are

M ¼
X
e

q
ZZ

NTN Jj jdgdf; ð10aÞ

Kxt ¼
X
e

q
ZZ

B�Nð ÞTD BNð Þ Jj jdgdf; ð10bÞ

Fxt ¼
X
e

ZZ
NTf Jj jdgdf; ð10cÞ

where η and f are element’s local coordinates, and ‘e’ represents element-wise
integration, f is the external load acting on this element. J is the Jacobi matrix, and
|J| is the corresponding determinant, |J| = detJ.

The 2.5D finite element method described here has been implemented into the
computation code TRAVIB. Since the finite element itself cannot deal with the
unbounded soil medium directly, because of the element size, an appropriate
boundary must be constructed to prevent wave reflection back into the near field at
the edge of the finite element zone. In this study, a frequency-dependent dashpot
with viscous components normal and tangent to a given boundary is introduced to
simulate the infinity of the ground (Bian et al. 2008).

3 Mathematical Model of Train Running on Track
with Harmonic Irregularities

Figure 2 shows the one-quarter car model to represent the train. In the model, kp, cp
represent the stiffness and damping of the primary suspension, and ks, cs represent
the stiffness and damping of the secondary suspension. The masses of the car body,
the bogie, and the wheel sets are represented by mc/4, mb/2, and mw, respectively.
Since the bogie is supported by two wheel axles, one axle shares one half of the
total bogie weight. The primary suspension connects the wheels to the bogie,
therefore, kp, cp represent two times the total primary vertical stiffness and viscous
damping. The car body is supported by two bogies and every axle carries one
quarter of the car body mass, mc/4. ks and cs represent one half of the secondary
vertical stiffness and viscous damping, respectively. The train is supposed to move
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in track’s direction at speed c. The vertical movements of car body, bogie, and
wheels are represented by uc, ub, and uw, respectively. The irregularities at rail
surface are defined as a cosine distribution with amplitude Ar and wavelength L.

The equilibrium equation of the one-quarter car model can be written as

0:25mc 0 0

0 0:5mb 0

0 0 mw

0
B@

1
CA

€ucðtÞ
€ubðtÞ
€uwðtÞ

0
B@

1
CAþ

cs �cs 0

�cs cp þ cs �cp
0 �cp cp

0
B@

1
CA

_ucðtÞ
_ubðtÞ
_uwðtÞ

0
B@

1
CA

þ
ks �ks 0

�ks kp þ ks �kp
0 �kp kp

0
B@

1
CA

ucðtÞ
ubðtÞ
uwðtÞ

0
B@

1
CA ¼

0:25mcg

0:50mbg

mwg� qðtÞ

0
B@

1
CA: ð11Þ

By applying the Fourier transform with respect to time t to Eq. (11), we obtain
the interaction forces q(t) in the frequency domain q(w), which can be rearranged as
follows:

~qðxÞ ¼ W1dðxÞþW2dðx� xrÞþW3dðxþxrÞ; ð12Þ

where xr = 2pc/L, x1 = 0, x2 = xr, x3 = −xr, W1, W2, and W3 can be expressed
as

W1 ¼ mwgþ 0:5mbgþ 0:25mcg;

W2 ¼ Ar

2
� �x2

r L1 � ix3
r L2 þx4

r L3 þ ix5
r L4 � x6

r L5
L6 þ ixrL7 � x2

r L8 � ix3
r L9 þx4

r L10
;

W3 ¼ Ar

2
� �x2

r L1 þ ix3
r L2 þx4

r L3 � ix5
r L4 � x6

r L5
L6 � ixrL7 � x2

r L8 þ ix3
r L9 þx4

r L10
;

where

b /2m

c /4m

pkpc

sksc

wm

 rA ( )q t

L

cu

bu

wu

Fig. 2 One-quarter car
model

218 X. Bian et al.



L1 ¼ kskpðmwgþ 0:5mbgþ 0:25mcgÞ;
L2 ¼ ðcpks þ kpcsÞðmwgþ 0:5mbgþ 0:25mcgÞ;
L3 ¼ cscpðmwgþ 0:5mbgþ 0:25mcgÞþ ksð0:25mcmw

þ 0:5mbmwÞþ kpð0:125mcmb þ 0:25mcmwÞ;
L4 ¼ csð0:25mcmw þ 0:5mbmwÞ

þ cpð0:125mcmb þ 0:25mcmwÞ;
L5 ¼ 0:125mcmbmw;

L6 ¼ kskp;

L7 ¼ cpks þ kpcs;

L8 ¼ cscp þ 0:25ðks þ kpÞmc þ 0:5mbks;

L9 ¼ 0:25ðcs þ cpÞmc þ 0:5mbcs;

L10 ¼ 0:125mcmb:

For the train traveling at speed c on the track, the interaction forces in the
frequency domain can be written as

~qðx� nxcÞ ¼ W1dðx� nxcÞþW2dðx� xr � nxcÞ
þW3dðxþxr � nxcÞ

¼ 1
c

X3
i¼1

Wid nx þ
x� xi

c

� �
:

ð13Þ

Equation (13) provides the dynamic loading due to a one-quarter car running at
track with irregularities and can be readily coupled into Eq. (11).

4 Numerical Results and Discussion

To demonstrate the application of the proposed computation approach for the
prediction of train-induced track and ground vibrations, a typical high-speed rail-
way is adopted in the numerical computation. The mass of double rails per unit
length is 120 kg/m. The bending stiffness of rail is 1.26 � 107 N m2, and its loss
factor is 0.01. A simplified illustration of the computation model is shown in Fig. 3.
Four observation points are indicated in Fig. 4 at the locations of A, B, C, and
D. Their distances to the track centerline are 0, 6.25, 11.25, and 21.25 m, respec-
tively. Table 1 shows the parameters of the train, and Table 2 shows the parameters
of the track structure and ground.
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4.1 Effect of Amplitude of Track Irregularities on Dynamic
Responses

The wavelength of the track vertical irregularity usually lies within the range 0.125–
14 m, which can be divided into short wavelength and long wavelength zones. In
this study, two typical wavelengths, L = 0.5 m and 10.0 m, are chosen to be
analyzed. Two typical train speeds are chosen, c = 50 m/s and 100 m/s, respec-
tively. In this track–ground model, the shear wave velocity of the upper soft soil is
81.1 m/s, and the train running at high speed can exceed it easily. Three amplitudes
of the track irregularities are chosen, Ar = 0 mm, 3 mm, and 10 mm. The ground
vibration induced by a train passing a track with irregularity wavelength L = 0.5 m
and 10 m at speed c = 50 m/s are presented in Figs. 4 and 5, respectively. For
the train running at high-speed c = 100 m/s, the computation results presented in
Figs. 6 and 7 for wavelength of irregularities at L = 0.5 m and 10 m, respectively.

From Figs. 4 and 5, it is seen that dynamic responses both at track and on
ground increase monotonically with the irregularity amplitude. Compared to the
smooth track, Ar = 0 mm, the track irregularities have significant impact on track
and ground vibration, especially at a further distance from the track center. The
comparison of the results in Figs. 4 and 5 indicates that long wavelength irregu-
larities generate low frequency vibration, which attenuates slowly in more distant
ground. Finally, the vibration intensity at the embankment toe is about 10% of that
at the track center, which means that the embankment effectively reduces the
vibration transmission to adjacent ground.

From Figs. 6 and 7, it is interesting to note that when train’s running speed
surpasses the critical velocity of the track–ground system (the Rayleigh wave
velocity of the upper soft soil layer), track and ground vibrations show different
features compared to a slow-speed train. For the track with short wavelength
irregularities, track vibrations generated are still dominated by high-frequency
responses due to track irregularities, but at a further distance, vibration generated by
train’s wheel axle weights becomes dominant. In sharp contrast, for the track with
long wavelength irregularities, both track and ground vibrations are produced by
the movement of train’s wheel axle weights. There is very little difference between

B C D 

A 

Soft soil 

Medium soft soil 

Embankment 
Concrete base 

Concrete slab 

6.25 m 5.0 m 10.0 m 

Rails

Concrete asphalt layer 

q(t) q(t) Fig. 3 Transverse section of
the track and ground (not to
scale)

220 X. Bian et al.



1.0 1.5 2.0 2.5 3.0 3.5 4.0
-3

-2

-1

0

1

2 Ar=0.0 mm
Ar=3.0 mm
Ar=10.0 mm

Time (s)

Ve
rti

ca
l v

el
oc

ity
 (m

/s
)

-0.2

-0.1

0.0

0.1

0.2 Ar=0.0 mm
Ar=3.0 mm
Ar=10.0 mm

Ve
rti

ca
l v

el
oc

ity
 (m

/s
)

Time (s)

-0.02

-0.01

0.00

0.01

0.02  Ar=0.0 mm
 Ar=3.0 mm
 Ar=10.0 mm

Ve
rti

ca
l v

el
oc

ity
 (m

/s
)

Time (s)

-0.004

-0.002

0.000

0.002

0.004  Ar=0.0 mm
 Ar=3.0 mm
 Ar=10.0 mm

Ve
rti

ca
l v

el
oc

ity
 (m

/s
)

Time (s)

1.0 1.5 2.0 2.5 3.0 3.5 4.0

1.0 1.5 2.0 2.5 3.0 3.5 4.0

1.0 1.5 2.0 2.5 3.0 3.5 4.0

(a)

(d)

(c)

(b)
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the vibrations generated by train running on smooth track or track with
irregularities.

The comparisons among Figs. 4 and 6, and Figs. 5 and 7 show that, generally,
short wavelength irregularities generate more significant ground vibrations than the
longer ones.

To explore the vibration attenuation mechanism with the distance from track
center, the following definition is adopted:

H ¼ 20 lg
V
V0

� 	
; ð14Þ

where V is the amplitude of actual vibration velocity, and V0 is the reference value
with amplitude of 10−8 m/s.

As mentioned above, two typical wavelengths are chosen to investigate the
influence of track irregularity upon the vibration intensities due to train running.
The computation results are presented in Figs. 8 and 9 for train speeds at 50 and
100 m/s, respectively.

Figure 8 shows the variation of vertical vibration intensity with distance from
track center for train speed c = 50 m/s. From the computation results, it is found
that the irregularity amplitude has sharp impact on the vertical response intensity for
low-speed train, both for short wavelength and long wavelength irregularities.
However, there are still some differences for these two cases. For short wavelength
case, the vibration curves are parallel to each other with the distance increase;
however, for long wavelength case, the vibration curves divergence increase
gradually with the distance. Especially for the long wavelength case, there is

Table 1 Parameters for vehicle model

Parameter Value Parameter Value

mc (kg) 4240 cp (N/m) 5.00 � 103

mb (kg) 3400 ks (N/m) 4.00 � 105

mw (kg) 2200 cs (N/m) 6.00 � 103

kp (N/m) 1.04 � 106

Table 2 Parameters of the track and ground

Material Poisson’s
ratio

Density
(kg/m3)

Thickness
(m)

Damping
ratio

Elastic
modulus (MPa)

Concrete slab 0.20 2500 0.20 0.05 24,000

Concrete
asphalt mortar

0.30 1800 0.05 0.20 100

Concrete base 0.20 2400 0.30 0.05 10,000

Embankment 0.36 1400 3.00 0.05 170

Soft soil 0.47 1550 15.00 0.05 30

Medium soft
soil

0.49 1750 5.00 0.05 116
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vibration amplification at distance about 27 m from the track center, while for the
short wavelength case, ground vibration intensity decreases almost monotonically
with distance from track center.

Figure 9 shows the variation of vertical vibration intensity with distance from
track center for train speed c = 100 m/s. These results show that the irregularity
amplitude has a sharp impact on the vertical vibration intensity at ground adjacent
to the track for short wavelength case. However, this is not obvious for the long
wavelength case and at the ground distant from the track center.
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4.2 Effect of Wavelength of Track Irregularities
on Dynamic Responses

The influence of irregularity wavelength on vibration under c = 50 m/s and
c = 100 m/s are shown in Fig. 10. In this section, the irregularity amplitude is fixed
as 3 mm. Figure 10 shows that the track irregularity with shorter wavelength can
generate stronger track vibration both for low-speed and high-speed cases.
However, when train runs at a low speed, vibration induced by track irregularities
can be transmitted over a long distance. When a train runs at high-speed, the
wavelength of track irregularities has very little effect on ground vibration at further
distances from the track center. Therefore, it can be concluded that the ground
vibration further away from the track is dominated by low frequency vibration.
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5 Conclusions

In this paper, the track irregularities and one-quarter car model are coupled into the
2.5D finite element model of track and ground. The effects of track irregularities on
the track and ground vibrations are discussed. The wave motions at ground surface
due to a train running at different speeds are also presented. The following con-
clusions are made by parametric analyses.

Twomain parameters of track irregularities, amplitude andwavelength, have crucial
influences on track and ground vibrations, but they operate via different mechanisms.
The irregularity amplitude has a direct impact on the vertical response for low-speed
trains, both for short wavelength and long wavelength irregularities. Track irregularity
with shorter wavelength can generate stronger track vibration both for low-speed and
high-speed cases. For low-speed case, vibrations induced by track irregularities
dominate far-field responses. For high-speed case, the wavelength of track irregular-
ities has very little effect on ground vibration at distances far from track center.
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When train’s running speed is close to the critical velocity of the track–ground
system, track and ground vibrations show different features. For the short wave-
length track irregularities case, track vibrations generated are dominated by
high-frequency responses due to track short wavelength irregularities, while at
further distances, ground vibration generated by train’s wheel axle weights becomes
dominant. For the track with long wavelength irregularities, both track and ground
vibrations are produced by the movement of the train’s wheel axle weights. There is
very little difference between the vibrations generated by trains running on a
smooth track or a track with irregularities.
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1 Introduction

Steel structures are widely used in railway infrastructures, such as roofs of railway
stations, large span cable-stayed bridges, suspension bridges, and steel rails.
Structures and facilities under long-term dynamic/static loads deteriorate over time
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and may become unsafe. Monitoring their stress state is crucial for safety evaluation
and in deciding whether to prolong their service life or to retrofit them. The fracture
of critical steel components may induce the failure of whole roofs. Damage to steel
cables may result in the collapse of whole bridges. The stress distribution in steel
rails has a significant influence on the growth rate of cracks and thus affects the
occurrence of rail failures (Cannon and Pradier 1996; Sasaki et al. 2008). The stress
state of steel rails is the most important determinant for the proper maintenance and
for failure prevention of railways, especially for high-speed railways (Cannon et al.
2003; Ekberg and Kabo 2005). However, the non-destructive stress monitoring of
in-service steel structures is still a challenging task for civil engineering commu-
nities. The current stress monitoring methods, such as those using electric resis-
tance-, vibrating wire-, or optical fiber-strain gauges, or the vibrating frequency
method, are unable or unable easily to measure the actual stress (not the relative
variation of stress) of in-service steel structures.

An elasto-magnetic (EM) sensor is a promising tool for stress monitoring of steel
structures, due to its outstanding superiorities including corrosion resistance,
actual-stress measurement, nondestructive monitoring, and long service life. It is
composed of a primary coil providing variable flux to the measured steel compo-
nent, and a secondary (sensing) coil picking up the induced electromotive force that
is directly proportional to the change rate of the applied magnetic flux according to
Faraday’s law of electromagnetic induction. In recent years, several investigators
(Kvasnica and Fabo 1996; Wang et al. 1998, 2001; Wang and Wang 2004; Tang
et al. 2008) have developed magnetoelastic theory-based systems that are being
applied to monitor the stress of civil engineering structures. Kvasnica and Fabo
(1996) developed a microcomputer-based instrument as an application of magne-
toelastic theory for the investigation of new principles in the non-destructive
measurement of large mechanical stress. They found that the change of perme-
ability with tension was linear during the magnetic saturation of the low-carbon
steel wires used in the building industry. Wang et al. (1998) introduced the concept
of utilizing a novel sensor technology for monitoring structures. They also devel-
oped, fabricated, and tested an EM sensor for the direct measurement of stress in
steel cables. The sensor was magnetized by a removable C-shaped circuit, rather
than by a solenoid (Wang et al. 2001). They later exploited a U-shaped EM sensor
(Wang and Wang 2004). Tang et al. (2008) devised a steel strand tension sensor
with a different single bypass excitation structure to solve the temperature and
installation problems. These techniques, in addition to conventional stress moni-
toring techniques (Sasada et al. 1986; Seekircher and Hoffmann 1989; Kleinke and
Uras 1994; Bartels et al. 1996; Brophy and Brett 1996), are continuously increasing
our ability to monitor stress and damage in real time and to obtain an accurate
assessment of the actual and future performance of a structure.

Nevertheless, some problems restrict the application of such EM sensors. To
magnetize the steel members to magnetic saturation, the primary coil usually has to
be large. Precise installation of the secondary coil in accordance with theoretical
assumptions and principles is not easy and normally requires skilled technique and
a coiling machine. The use of a secondary coil as the signal detection element
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requires signal integration, which takes a long time and results in a non-real-time
monitoring mode. Furthermore, the coils themselves influence the signals due to
interference and noise components, resulting in lower accuracy.

This paper presents a novel smart elasto-magneto-electric (EME) sensor for
stress monitoring of steel structures, in which the secondary coil is replaced by
magneto-electric (ME) laminated composites as the sensing unit. A steel bar was
selected as a test specimen. After introducing its working principles, we describe
the testing and verification of the performance of the ME sensing unit using a Hall
device. A tension test of the selected steel bar was carried out to characterize the
developed smart EME sensor.

2 Tested Steel Bars

Cylindrical bars, 12 mm in diameter and 800 mm in length, made of steel 45 and
processed according to the Chinese National Standard “Quality Carbon Structural
Steels” (GB/T699-1999) were used in this study. Their chemical composition and
mechanical properties are presented in Tables 1 and 2, respectively. The magnetic
properties of this material can be described as follows: coercivity Hc is 592 A/m,
remanence Br is 0.9 T, maximum relative permeability µrm is 583 and the corre-
sponding magnetic field strength H is 960 A/m, and the maximum magnetic energy
product (HB)max is 0.2 kJ/m3. These data served as a reference to test the reliability
of our experiments. The magnetic characteristic curves (Bozorth 1951; Ke et al.
2003), including the fundamental magnetization curve (B-H), the permeability
curve (l-H), the remanence curve (Br-H), and the hysteresis loop (the desending

Table 1 Chemical composition of the steel bars

Designation Unified
numerical
code

Element (%)

C Si Mn Cr Ni Cu

45 U20452 0.42–
0.50

0.17–
0.37

0.50–
0.80

� 0.25 � 0.30 � 0.25

Table 2 Mechanical properties of the steel bars

Designation Tensile
strength
(MPa)

Yield
strength
(MPa)

Elongation
(%)

Percentage
reduction of
area (%)

Hardness of steel
material in delivery
state

Non-heat
treated
steel

Annealed

45 � 600 � 355 � 16 � 40 � 229 � 197
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parts in the first and second quadrants), are shown in Fig. 1 (Bozorth 1951; Ke et al.
2003). All the tests were conducted at room temperature to avoid thermal
fluctuation.

3 Magneto-Electric Sensing Unit

3.1 Working Principle

Figure 2 shows a photograph of the proposed smart sensing unit, which was made
of a Terfenol-D alloy/Pb(Zr0.52Ti0.48)O3 (PZT) ceramic ME laminated composite
(Jia et al. 2007; Wang et al. 2008a, 2008b). This is a new form of
magnetostrictive/piezoelectric composite material with superior ME effect due to
the product effect of the piezoelectric effect and the magnetostrictive effect (Dong
et al. 2003). The plates were 12 mm long, 6 mm wide, and 1 mm thick. Under the
action of an external magnetic field, mechanical stains arise in the sandwiched
Terfenol-D plate due to a magnetostriction effect. These strains are transferred to
the PZT plate through the adhesive layer, where they produce an electric signal
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Fig. 1 Magnetic
characteristic curves of the
tested steel bars

Fig. 2 ME sensing unit
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owing to the piezoelectric effect. The magnetic sensor can be used to measure both
direct current (DC) and alternating current (AC) magnetic fields without an external
power supply, either in a 1D or multi-dimensional magnetic field, and can produce
a large output voltage in real time, 2000 times higher than the traditional Hall
devices. The structure and design of the magnetic sensor are very simple, and each
sensing unit is a magnetic component made of smart materials in a packaged solid
state. Because of its ultrahigh ME voltage coefficients av, defined by an induced

electrical voltage in response to an applied AC magnetic field dV
dH

� �
, this magnetic

sensor was adopted as the power-free ME sensing unit in our smart EME sensor.
Significant advantages such as convenience, low cost, small size, a large magnetic
conversion coefficient, fast response, and high sensitivity make these
magnetic/piezoelectric laminated materials suitable for the design of the smart EME
sensor.

3.2 Performance Tests

In practical applications, for a given ME voltage coefficient av and the magnetic
induction BG, the peak-to-peak value of the ME sensing unit output VME,pp can be
obtained:

VME;pp ¼ av � BG ð1Þ

Therefore, performance tests of the ME sensing unit were conducted as shown in
Fig. 3. The main instruments included an oscilloscope, a signal generator, and a
power amplifier.

By energizing the solenoid with an AC current supply (YE1311 Series Sweep
Signal Generator, SINOCERA Piezotronics, Inc.) and a power amplifier (YE5871

Fig. 3 Experimental setup
for determining the
relationship between VME

(mV) and B (mT)
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Power Amplifier, SINOCERA Piezotronics, Inc.) at the desired amplitude and
frequency, a magnetic field was generated inside the coil. The value of the magnetic
induction was reflected by the output of the ME sensing unit VME.

To calibrate and verify the ME sensing unit, a Hall probe connected to a
Gaussmeter (Model 410) was also used to measure the magnetic induction
BG. VME,pp was obtained from the oscilloscope. From the slope of BG − VME,pp

plot, av was determined. The results of the performance tests of the ME sensing unit
are shown in Figs. 4 and 5.

Figure 4a illustrates the waveforms of the measured output (VME) of the ME
sensing unit due to an applied AC voltage Vin with the peak-to-peak value of
40.4 V and the frequency of 120.0 Hz. It is clear that VME follows Vin steadily and
has a maximum peak-to-peak amplitude of 211.6 mV. The fact that VME and Vin are
in opposite phase can be explained by the negative sign of the piezoelectric coef-
ficient in the expression of av (Jia et al. 2007).

Figure 4b plots VME,pp and BG as a function of input peak voltage Vin,pp at a
frequency of 120.0 Hz. The linear regression equation of VME,pp and Vin,pp is
y1 = 10.26x − 1.815, with the correlation coefficient R = 0.998, and the linear
regression equation of BG and Vin,pp is y2 = 0.040x − 0.0860, with the correlation
coefficient R = 0.999, indicating good linearity between VME,pp and BG.
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Figure 5a shows the relationship between VME and BG with the applied AC
voltage at the frequency of 120.0 Hz. Its linear regression equation
y = 254.6x + 20.48 and correlation coefficient R = 0.997, which suggests that there
is good linearity between the output signals of the smart sensing unit and the
magnetic induction BG, and thus can be used to measure the magnetic induction.
Similarly, VME,pp as a function of the measured BG and the linear regression
equations for some other excitation frequencies are plotted in Fig. 5b. VME,pp has
good linear responses to the magnetic induction in the measured ranges, and av at
each certain excitation frequency can be determined from the slopes of the
BG − VME,pp plot.

Note that the ME sensing unit exhibits good linearity for a certain excitation
frequency in the range of 100–1000 Hz. To obtain a high and stable conversion
factor, this specific range of excitation frequency should be utilized in the design
and operation of the sensing unit and its associated devices.
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4 Smart EME Sensor and Tension Tests

The smart EME sensor is composed of the energizing apparatus providing the
necessary magnetic field and the ME sensing unit measuring the magnetic field
under various stresses.

The tests were conducted using the setup as shown in Fig. 6. Axial stress below
the yield strength was applied through the tension testing machine (CSS5200,
SANS), which was operated in accordance with the pre-set procedures, including
the loading magnitude and speed. The proportional limit in the stress of this wire is
353 MPa (the limit tension of the tested steel bar is 40 kN). The tests were con-
ducted at room temperature and with the tension in the range of 0–20 kN at 2 kN
intervals. The peak of input voltage Vin,pp was 41.0 V and the frequency was
120.0 Hz. Dynamic signal acquisition and processing in the experiment was per-
formed by the data acquisition card and signal conditioning instruments (Fig. 7).

The sinusoidal input voltages to the solenoid and the output signals from the
sensing unit were recorded by the data acquisition and analysis system. Each data
point was obtained by averaging the results of ten tests, with deviation no larger
than 1% (Fig. 8). The linear regression equation of VME,pp and T (tension in kN)
was y1 = 217.8 + 1.042x, with a correlation coefficient of R = 0.998, for the
loading process. For the unloading process, the linear regression equation of VME,pp

and T was y2 = 216.4 + 1.108x, with a correlation coefficient of R = 0.986.
Therefore, a good linearity between VME,pp and T is indicated. The error was below
1% and the repeatability was good, as observed in the tests.

Several factors may have contributed to the differences between the loading and
unloading results including: the existence of residual deformation and initial
imperfection, the inconsistent force-displacement curves (Fig. 9), the

Fig. 6 Experimental setup
for tension tests
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non-uniformity of the material, and the impact of loading conditions (both ends are
clamped) resulting in distortion of the steel bars. So the results for the loading
process should be more reliable and were selected for analysis. The measurement
result was in accordance with the theoretical analysis of the sensor. The correlation
coefficient of linear regression exceeded 0.99 and the repeating error of the sensor
was less than 0.15% (Fig. 10).

2 4 6 8 16
218
220
222
224
226
228
230 
232 
234
236

y=217.8+1.042x

R=0.998 

T (kN)

Experimental data
Fitting curve

V M
E,

pp
 (m

V)
   

10 12 14 0 2 4 6 8 10  12  14 16   
216   
218

228  
230  

234   
236   

y=216.4+1.108x

R=0.986 

T (kN)    

Experimental data

Fitting curve

V M
E 

,p
p 
(m

V)
   

232

226
224
222
220

(a) (b)

Fig. 8 Relationship between VME,pp and T under loading (a) and unloading (b) processes

Fig. 7 Signal conditioning and data acquisition instruments

Smart Elasto-Magneto-Electric (EME) Sensors … 239



5 Conclusions

A novel smart EME sensor has been developed, fabricated, and tested. Compared to
conventional coil-wound EM sensors, our smart EME sensor has distinct advan-
tages due to the replacement of the sensing coil by an ME sensing unit. The new
EME sensor with an ME sensing unit is small, lightweight, and easy to install. Its
high precision and good repeatability are demonstrated by our test results. Thus, it
is suitable for stress monitoring, with increased sensitivity in real-time of steel
structures in railway and other civil infrastructures, such as the roofs of railway
stations, large span cable-stayed bridges and suspension bridges, and steel rails.
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1 Background

In recent years, the rapid development of high-speed railways in China has sur-
prised the world with the so-called China speed. The total mileage of high-speed
railway will reach 1.6 � 104 km by 2020. As a result, “High-speed Railway
Diplomacy” has become a national strategy. In the world, many countries are
making their high-speed railway plans. The safety and comfort of high-speed trains
raises the strict demands on the performance of the track-subgrade system during
the service life over 100 years, for example, strict post-construction settlement at
millimeter level, appropriate dynamic stiffness, and long-term durability. Under
extreme climatic conditions, such as heavy rainfall, persistent drought, and extreme
low or high temperatures, long-term dynamic loading on the track-subgrade will
cause many engineering problems, including excessive settlement, mud pumping,
cracks in the slab, large voids under the slab, erosion of the reinforced concrete
structure. Those engineering problems have been found in many operational
high-speed railways. The research into the problems is still insufficient.
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2 Dynamic Response of Track-Subgrade

The research on the dynamic response of train-track-subgrade has made many
achievements. Zhai et al. (2009; 2013a, b) have established a robust
35-degree-of-freedom vehicle-track coupled dynamics model. Dynamic responses
of the carriages can be analyzed by this model in the case of carriages passing over
curved tracks. Much research on the dynamic response of the subgrade has been
conducted using analytical methods (Metrikine 2004), 3D dynamic finite element
method (Hall 2003), 2.5D finite element method (Bian et al. 2008), field monitoring
(Mishra et al. 2012; Verbraken et al. 2012; Cui et al. 2014), and model tests (Chen
et al. 2013, 2014a, b). Those studies have shown that the track-subgrade vibration is
significantly associated with the train speed. There exists a critical train speed close
to the Rayleigh wave velocity of the track-subgrade (Bian et al. 2008). When the
train speed is slower than the critical speed, the vibration level increases almost
linearly with the train speed. When the train speed equals the critical speed, the
resonance of the track-subgrade causes a great increase in the vibration level. In
practice, due to the high quality of fill material used in the subgrade construction,
the critical speed is always higher than the train speed. Hence, the resonance can
hardly be observed through field monitoring and model tests.

The dynamic stress on the subgrade surface is an important design load which is
used to design the subgrade and the soil improvement measures. There are many
factors that influence the dynamic stress on the subgrade, including carriage type,
train speed, track type, and environmental factors. From field measurement, it can
be found that the dynamic stress on the subgrade surface ranges from 15 to 20 kPa
for ballastless track, and 50–100 kPa for ballast track. In the Chinese Code for
Design of High Speed Railway TB 10621 (MRC 2009), the dynamic load mag-
nification factor (DLF) for the subgrade is 3.0 for a train speed of 300 km/h and 2.5
for a train speed of 250 km/h. In the German Railway Standard Rail 836 (2008), for
a train speed of 300 km/h, the DLF of the slab is 1.7–2.1 and 1.24–1.5 for the
subgrade. The influence of environmental factors, such as the unevenness of the rail
caused by the settlement of the subgrade, the degradation of the subgrade stiffness
on the dynamic stress needs further study. In situ measurement or full-scale model
tests can be used to study the distribution of dynamic stress in the subgrade.

It is regarded that the influence depth of the dynamic stress on the performance
of the subgrade is only 3 m for ballastless track. Beneath 3 m, the dynamic stress is
so small that it can be neglected. The distribution of the dynamic stress in the
subgrade with the depth can be derived from Boussinesq’s solution, though the
shape of the subgrade and the ground soil is not an exact elastic half-space. Most of
the research on the dynamic stress was conducted without the consideration of soil
improvement piles. In China, the soft or loose soils under the embankment will be
improved with piles. The method for calculating the dynamic stress in the subgrade
with Boussinesq’s solution should be further verified for a piled embankment. It is
found from a full-scale model test for a low embankment improved with piles that
the soil arching (Fig. 1) changes the distribution of dynamic stress in the subgrade
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(Chen et al. 2015): the dynamic stress above the pile caps is enhanced greatly; on
the contrary, the dynamic stress above the soil between the caps decreases greatly
(Fig. 2). The large number of cycles of dynamic loading on the pile cap will cause
the accumulative settlement of the pile. It is found that when (SLR + CLR) < 0.5
(SLR: static loading ratio; CLR: cyclic loading ratio), there is no accumulative
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settlement of the pile in silt soils (Chen et al. 2011). The study on the accumulative
settlement of the pile under a large number of cycles of dynamic loading should be
made in future studies.

Future research will focus on the ground and structure vibration due to the train
passing, and protection methods will be studied for vibration sensitive structures.
Studies on certain kinds of railway sections, such as the inhomogeneous soil profile
in longitudinal and lateral directions, and transition sections, should be proposed.

3 Post-construction Settlement of the Track-Subgrade

The post-construction settlement of the track consists of the consolidation settlement
of foundation soils, accumulative settlement of the subgrade under train loading, and
the accumulative settlement of foundation soils (or piles) under train loading.
Generally, the post-construction settlement of the subgrade and foundation under
static load belongs to a traditional soil mechanics problem. The post-construction
settlement of piled embankments for highways is rarely considered due to the limited
total settlement of soil improved with piles. But the post-construction settlement of a
piled embankment for high-speed railways becomes important due to the strict
demands of the settlement. Zhou et al. (2012) developed a semi-solution for solving
the consolidation of a piled embankment in soft ground. Puppala and Chittoori
(2012) evaluated the effectiveness of deep soil mixing (DSM) columns for stabi-
lizing soils in arresting the distress posed to the pavements. Accumulative settlement
of the subgrade under train loadings is a hot research topic. The commonly used
research methods are a full-scale triaxial test (Suiker et al. 2005; Ishikawa et al.
2011; Mishra et al. 2013), full-scale model tests (Chen et al. 2014a, b, 2015), and
discrete element method (Huang and Chrismer 2013). It shows that these are three
types of the plastic strain development model: plastic shakedown, plastic creep, and
incremental collapse (Werkmeister et al. 2005). The development model of plastic
strain depends on the ratio between the dynamic stress and initial confining pressure.
The greater the ratio is, the more likely the soil will fail. Experimental studies have
taken the stress level, number of cycles, particle size distribution, and degree of
compaction into consideration.

Although some approaches have been developed to calculate the accumulative
settlement, the accuracy of those approaches is low. This is mainly due to the very
small accumulative settlement and the uncertainties of the soil parameters. Hence, it
is better to propose some threshold values related to the dynamic soil stress to
control the development of the accumulative settlement. Further studies should
focus on the influence factors on the threshold values, such as saturation, com-
paction coefficient, gradation. Discrete element method (DEM) and computer
tomography (CT) are two useful measures to study the behavior of the subgrade.
With the use of pile supported low embankment in soft soil area, pile settlement in
the dynamic and static load combinations has become an important part of subgrade
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settlement. Currently, research in this area is not sufficient, and high-speed rail
design specifications have no clear rules and calculation methods.

4 Long-Term Serviceability of Subgrade

During the service life of high-speed railways, the track-subgrade will suffer dry-
ing–wetting cycles, dynamic stress cycles, and temperature cycles. For example, the
variation of temperature in north China will be 60 °C. Nurmikolu (2012) thought it
was crucial to understand and take into account the frost action mechanism in cold
climate, especially where seasonal frost occurs. The water content in the subgrade
will also change greatly from the optimum water content during the construction to
the saturation status during the wet season. The change of the water content in the
subgrade has a significant impact on the subgrade settlement (Fig. 3, Chen et al.
2014a). Future research tendencies will concentrate on the following aspects:
(1) the soil–water characteristic curve and permeability of coarse-grained sub-
grades; (2) the water movement in the subgrade under heavy rainfall. Then, the
engineering parameters of the high-speed railway subgrade will be proposed, and
advice about fine particles content, grading, and structural design will also be given.

5 Summary

The high-speed train makes strict demands on the long-term performance of the
track-subgrade. The key scientific point of research on the performance of
high-speed railway subgrade is the mechanical and hydraulic properties of the
subgrade under the coupling of dynamic cycles, dry–wet cycles, and temperature

Fig. 3 Accumulative subgrade settlement under different water levels: a water level is at the
bottom of the foundation; b water level is at the top of the foundation; c water level is at the top of
the subgrade. Reprinted from Chen et al. (2014a) by permission of Taylor & Francis Ltd.
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cycles. Much further research work should be done for the maintenance of existing
high-speed railways and the new construction of high-speed railways.
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1 Introduction

Cu-based in situ filamentary alloys prepared by heavy cold processing, such as
using Cu–Nb, Cu–Cr, Cu–Fe, and Cu–Ag, have been studied for decades due to
their high strength and high conductivity (Mattissen et al. 1999; Tian et al. 2011; Jia
et al. 2013; Raju et al. 2013; Deng et al. 2014; Pantsyrny et al. 2014; Wang et al.
2014). These high strength and high conductivity alloys are expected to be used as
conductor materials in high-field magnet and recently developing high-speed
railways.

G. Bao � Y. Chen � L. Meng � J. Liu (&)
Department of Materials Science and Engineering, Zhejiang University,
Hangzhou 310027, China
e-mail: liujiabin@zju.edu.cn

J. Ma � Y. Fang
College of Electrical Engineering, Zhejiang University, Hangzhou 310027, China

S. Zhao � X. Wang
College of Materials and Environmental Engineering, Hangzhou Dianzi University,
Hangzhou 310018, China

© Zhejiang University Press, Hangzhou and Springer Nature Singapore Pte Ltd. 2018
Y. Fang and Y.H. Zhang (eds.), China’s High-Speed Rail Technology,
Advances in High-speed Rail Technology, https://doi.org/10.1007/978-981-10-5610-9_15

251



In these alloys, the second elements always have limited solubility in Cu at room
temperature. The microstructure of these alloys contains a Cu matrix and second
phase. During the cold drawing, both the Cu matrix and second phase are elongated
and evolved into filamentary structures at high drawing strains. The density of the
phase interface increases as the diameter and interval of the second phase decreases.
The strength of the heavy drawn alloys significantly exceeds the predicted strength
by the rule of mixture for high drawing strains. The abundant phase interface is
thought to play a major role in the strengthening behavior of these alloys. The
production of abundant phase interface relies on the co-deformation of the Cu
matrix and second phase. Much attention was focused on the deformation behavior
of the alloys, especially the second phase, during cold drawing. The co-deformation
of Cu–Ag alloys has been well documented in our previous study (Liu et al. 2011a).
Since both Cu and Ag phases belong to the face centered cubic (FCC) phase, and
they have a cube-on-cube orientation relationship, the two phases could keep an
almost synchronous co-deformation during cold drawing. However, the
co-deformation of the Cu-body centered cubic (BCC) (Cu–Nb, Cu–Cr, or Cu–Fe)
system is very complicated (Spitzig et al. 1987; Biselli and Morris 1996; Sinclair
et al. 1999). The BCC phase has a different dislocation slip system in association
with a Cu matrix. Moreover, the BCC phase always has different strain hardening
characteristics in association with a Cu matrix. Some general criteria for the
co-deformation of FCC-BCC alloys were stated by Sinclair et al. (1999), including
the resolved shear stress, the angle between the incident and activated systems, and
the resulting configuration at the phase interface. The original Nb dendrites in Cu–
Nb alloys always have a scale of tens of micrometers (Spitzig et al. 1987). The Nb
dendrites gradually evolved into Nb ribbons with a scale of nanometers at high
drawing strains. When included in Cu–Cr alloys, original Cr dendrites and Cr–Cu
eutectic always have a scale of several micrometers. Both the Cr dendrites and Cr–
Cu eutectic gradually evolved into ribbons at high strains with a large scale of
nanometers, because Cr appears in two microstructure morphologies (Raabe et al.
2000).

Similar situations occur with the Fe primary dendrites in Cu–Fe alloys (Biselli
and Morris 1994; Xie et al. 2011). In our previous studies, the strain of Fe dendrite
linearly increased with an increase in the drawing strain up to 6 and deviated from
the linear relationship when the drawing strain was higher than 6 in Cu-12% Fe (in
weight) (Lu et al. 2014). The thickness, width, and spacing of Fe ribbons in the
filamentary structure exponentially decreased with an increase in the drawing strain.
The density of the interface between Cu and Fe phases exponentially increased with
an increase in the aspect ratio of Fe ribbons. In addition, for the Fe primary
dendrites, plenty of Fe precipitate particles were produced in the solution and aging
of the Cu–Fe alloys (Monzen and Kita 2002; Watanabe et al. 2008). These Fe
precipitate particles have an initial scale of only several nanometers. Whether the
deformation behavior of these nano-particles is the same with that of the
micro-dendrites in Cu–Fe alloys still remains unclear. In this study, Cu-2.5%
Fe-0.2% Cr and Cu-6% Fe (in weight) alloys were used to prepare Fe nano-particles
and Fe micro-dendrites. The deformation behavior between Fe nano-particles and
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Fe micro-dendrites was compared and analyzed. The evolution of the mechanical
and electrical properties of both alloys was investigated based on the microstructure
analysis.

2 Materials and Methods

Cu-2.5% Fe-0.2% Cr and Cu-6% Fe alloys were melted in a vacuum induction
furnace and cast into cylindrical ingots of 22 mm in diameter in a copper mold.
According to the Cu–Fe phase diagram, the maximum solubility of Fe in Cu is
4.1% at 1098 °C. In this study, we chose Cu-6% Fe to obtain primary Fe dendrites
and chose Cu-2.5% Fe-0.2% Cr to obtain precipitate Fe particles. Very little Cr
addition in Cu–Fe alloys was found to be able to promote the precipitation of Fe
and to strengthen the Fe precipitate (Hong and Song 2001; Song et al. 2001). The
Cu-2.5% Fe-0.2% Cr ingots were homogenized at 900 °C for 8 h, and solution
treated at 1050 °C for 4 h followed by water quenching, then aged at 700 °C for
33 h. The Cu-6% Fe ingots were homogenized at 900 °C for 8 h, and solution
treated at 1050 °C for 4 h followed by water quenching. The surface layer of
the ingots was turned off to remove the surface oxides and defects. The ingots
were cold worked by rolling and drawing to a drawing strain of η = 6.6, where
η = ln(A0/A), and A0 and A are the original and final transverse section areas,
respectively. No intermediate annealing was applied to the drawn wires.

Ultimate tensile strength was determined at ambient temperature using an
electronic tensile testing machine at a strain rate of 2�10−3 s−1. Electrical resistivity
was measured at room temperature using a standard four-point technique. The
microstructure was observed by optical microscopy (OM), scanning electron
microscopy (SEM, Hitachi S4800, Japan), and transmission electron microscopy
(TEM, FEI F20, USA). TEM observation was carried out in the TEM operating at
200 kV. The TEM samples were prepared by mechanical thinning to about 40 lm
and then ion milled at 4 kV with an incidence angle of 8°. The energy-dispersive
spectrometer (EDS, Oxford INCA, UK) equipped in F20 was used to perform
composition analysis.

3 Results

The microstructure of the solution treated Cu-6% Fe alloy consists of Fe primary
particles and Cu grains with an average diameter of 75.7 lm (Fig. 1a). The Fe
primary particles with an average diameter of 4.8 lm are dispersed in the Cu grains
or near the grain boundaries. The microstructure of aged Cu-2.5% Fe-0.2% Cr alloy
consists of Cu grains with an average diameter of 97.3 lm (Fig. 1b). No Fe primary
particle was observed in the microstructure of Cu-2.5% Fe-0.2% Cr, which is
different with the microstructure of Cu-6% Fe. TEM results show that there are
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plenty of Fe-rich precipitate particles with an average diameter of 52.4 nm in the Cu
matrix (Fig. 1c). EDS results of these particles indicate that the particles mainly
contain Fe elements and some Cr elements (Fig. 1d). The signal of the Cu element
should come from the surrounding Cu matrix. Selected area electron diffraction
(SAED) patterns are shown in Fig. 1e, f. When the electron beam is almost parallel
with ½�111�Fe, only a pair of spots of {200}Cu are observed. There is a misfit angle of
8° between (200)Cu and (110)Fe. When the electron beam is almost parallel with
[011]Cu, only a pair of spots of {110}Fe are observed and are nearly parallel with the
{220}Cu. In a word, the SAED investigation indicates that there should be no
special orientation relationship between the Cu matrix and Fe particles in either
Cu-2.5% Fe-0.2% Cr or Cu-6% Fe alloys.

After heavy drawing, the original equal-axial Cu grains in the Cu-6% Fe alloy
were elongated along the drawing direction (Fig. 2a). The Fe primary particles were
also elongated and evolved into parallel Fe ribbons. At the transversal section of the
drawn specimens, the Fe ribbons exhibit a curved morphology with an average
thickness of 68.4 nm (Fig. 2b). The formation of the curved ribbon-like mor-
phology has been widely observed in Cu–Fe and Cu–Nb alloys (Spitzig et al. 1987;
Biselli and Morris, 1996; Liu et al. 2013; Deng et al. 2014). The composites were
reported to be highly textured: Nb had a 〈110〉 orientation whereas Cu had 〈111〉
and 〈100〉 textures (Raabe et al. 1992, 1995a). The reason was fully explained that
the BCC phase was forced to curl and fold due to the constraint of the surrounding
FCC matrix, which is able to accommodate axially symmetric flow (Bevk et al.
1978). The microstructure of the Cu-2.5% Fe-0.2% Cr alloy on the longitudinal
section is similar to that of the Cu-6% Fe alloy, while there are only Cu filaments in

(a)

(e)(d) (f)

(b) (c)

Fig. 1 Optical images of solution treated Cu-6% Fe (a) and aged Cu-2.5% Fe-0.2% Cr (b), TEM
image of aged Cu-2.5% Fe-0.2% Cr (c), EDS spectra of a precipitate particle pointed by white
arrow in Fig. 1c (d), and SAED patterns of Cu matrix and Fe particles when the electron beam is
almost parallel with ½�111�Fe (e) and [011]Cu (f)
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the Cu-2.5% Fe-0.2% Cr alloy (Fig. 2c). High density of dislocation was observed
inside the Cu filaments. Further investigation of the zone with high density of
dislocation found many dislocations surrounding the Fe precipitate particles
(Fig. 2d). The Fe precipitate particles still keep most of their spherical morphology,
which indicates that they undergo little deformation during the drawing. The
average diameter of the Fe precipitate particles is 62.2 nm in the Cu-2.5% Fe-0.2%
Cr alloy at η=6, which is almost the same with that of the aged Cu-2.5% Fe-0.2%
Cr alloy. High resolution transmission electron microscopy (HRTEM) investigation
was employed to analyze the interface structure between the Cu matrix and Fe
particles. When the electron beam is almost parallel with [100]Fe, no low-index of
Cu matrix is parallel with the electron beam. Both planes of (110)Fe and ð1�10ÞFe are
clearly observed while nearly no lattice plane of the Cu matrix is visible as shown in
Fig. 2e. When the electron beam is almost parallel with [011]Cu, both planes of
ð11�1ÞCu and ð�11�1ÞCu are clearly observed as shown in Fig. 2f. At the same time, the
planes of (110)Fe are visible but are not parallel with neither ð11�1ÞCu nor ð�11�1ÞCu.
The HRTEM investigation indicates that there should be no special orientation
relationship between Fe precipitate particles and the Cu matrix, which agrees very
well with the results of the SAED patterns. The interface structure of Fe precipitate
particles and the Cu matrix also shows typical incoherent phase interface
characteristics.

Figure 3 gives the mechanical and electrical properties of Cu-2.5% Fe-0.2% Cr
and Cu-6% Fe alloys at various drawing strains. For comparison, the properties of
pure Cu are also given in Fig. 3. The strength of the tested alloys increases with the
increasing drawing strain. The strength increasing rates of Cu-2.5% Fe-0.2% Cr and

Fig. 2 SEM images of Cu-6% Fe at η=6 longitudinal section (a) and transversal section (b), TEM
images of Cu-2.5% Fe-0.2% Cr at η=6 low magnification of longitudinal section (c) and high
magnification of Fe precipitate particles in the white rectangle in Fig. 2c (d), and HRTEM images
of a Fe precipitate particle embedded in Cu matrix when the electron beam is almost parallel with
[100]Fe (e) and [011]Cu (f)
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Cu-6% Fe alloys are higher than that of pure Cu. The electrical resistivity of the
tested alloys changes slightly with the increasing drawing strain. The electrical
resistivity of Cu-2.5% Fe-0.2% Cr and Cu-6% Fe alloys are obviously higher than
that of pure Cu.

4 Discussion

Fe primary particles with a size of several micrometers were drawn into
nano-ribbons by heavy drawing. However, Fe precipitate particles with a size of
tens of nanometers were hardly deformed. Size effect should play a major role in
different deformation behaviors of Fe primary particles and Fe precipitate particles.
Studies on mechanical property of small size samples suggest that the flow stress of
the samples increases with the size decreasing, following a Hall-Petch like equation
(Hangen and Raabe 1995; Legros et al. 2000):
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r ¼ r0 þ kd�n; ð1Þ

where r and r0 are the flow stress and the lattice friction stress, respectively, d is the
size of the sample, k is constant, and n=0.5–1.0. Dunstan and Bushby (2013)
indicated that the strength should be inversely proportional to the size of the
samples, and suggested that this effect could be explained by the room of the
sample to activate the dislocation source. Namely, the smaller sample is stronger
due to its harder activation of the dislocation source. According to these results, the
deformation of Fe precipitate particles in Cu-2.5% Fe-0.2% Cr alloy should be
much harder than Fe primary particles in Cu-6% Fe alloy.

Since Fe primary particles or Fe precipitate particles in tested alloys are
embedded in the Cu matrix, taking into account the interaction between Cu and Fe
phases during cold drawing, the plastic deformation behavior should be more
complex. Studies of Cu–Ag alloys reveal that Ag precipitates produced by aging
treatment are rod-like and are dozens of nanometers in diameter (Liu et al. 2011b;
Sitarama Raju et al. 2013). These nano-scaled Ag precipitates could be evolved into
extreme fine nanofibers by cold drawing. However, the nano-scaled Fe precipitate
particles kept almost spherical morphology and underwent little deformation in this
study. The main reason may lie in the different dislocation slip situations between
Cu–Ag and Cu–Fe systems. For the Cu matrix and Ag precipitates, it has been
confirmed that Ag precipitates have a cube-on-cube orientation relationship with the
Cu matrix, that is 〈110〉Ag//〈110〉Cu and {111}Ag//{111}Cu (Han et al. 2003; Tian
and Zhang, 2009). This orientation relationship can be well maintained even when
the Cu–Ag alloys are heavily cold drawn (Liu et al. 2011b). The cube-on-cube
orientation relationship could guarantee Ag precipitates have the same dislocation
slip system with the Cu matrix, which produces a greater benefit for the
co-deformation of both phases. For the Cu matrix and Fe precipitate particles, the
Fe precipitate particles are spherical and have no special orientation
relationship. Little or even no favorite slip system of the Cu matrix is parallel with
that of the Fe precipitate particles, which provides little help for the deformation of
the Fe precipitate particles.

The evolution of Fe primary particles into Fe ribbons greatly increases the
density of the Cu/Fe phase interface, which should be beneficial for the strength of
the Cu-6% Fe alloy. It has been documented that the phase interface plays a major
strengthening role in the heavily drawn Cu–X (X=Nb, Fe, Ag, Cr) alloys (Biselli
and Morris 1996; Wu et al. 2009; Badinier et al. 2014). As a result, the Cu-6% Fe
alloy shows a much higher strength than pure Cu. The strengthening situation in the
Cu-2.5% Fe-0.2% Cr is notably different with that in Cu-6% Fe. Since the Fe
precipitate particles are hardly deformed, the strengthening effect mainly results
from the precipitation hardening by the well-known Orowan mechanism.

The resistivity of composites can be partitioned into the contribution of four
scattering mechanisms: photon scattering, dislocation scattering, interface scatter-
ing, and impurity scattering (Raabe et al. 1995b; Hong and Hill 1999). The photon
scattering component can be ignored at room temperature. The impurity scattering
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component is proportional to the impurity concentration, which is almost constant
during the drawing process. The contribution from the dislocation scattering
component is about 0.2 lX cm, which is relatively low (Karasek and Bevk 1981).
Therefore, the interface scattering component plays a main role. The density of the
Cu/Fe phase interface in the Cu-6% Fe alloy increases with the increase of the
drawing strain, which should enhance the electron scattering in the Cu-6% Fe alloy.
As a result, the electrical resistivity of the Cu-6% Fe alloy slightly increases at
η < 6 and greatly enhances at η>6 at which stage the Fe particles are fully evolved
into ribbons. However, the electrical resistivity of the Cu-2.5% Fe-0.2% Cr alloy
keeps almost constant even at high drawing strains. Since the Fe precipitate par-
ticles are hardly deformed, the density of the Cu/Fe phase interface should be kept
nearly constant, and therefore the electrical resistivity has little change.

5 Conclusions

Cu-2.5% Fe-0.2% Cr and Cu-6% Fe alloys were designed to compare the defor-
mation behavior of the Fe phase with different scales. Fe primary particles with a
size of about 5 lm were produced in the Cu-6% Fe alloy by solution treatment. Fe
precipitate particles with a size of about 50 nm were produced in the Cu-2.5%
Fe-0.2% Cr alloy by a solution and aging treatment. During the cold drawing, Fe
primary particles were elongated and evolved into nano-scaled ribbons. The density
of the Cu/Fe phase interface gradually increases with the drawing strain. As a result,
the strength and the electrical resistivity of the Cu-6% Fe alloy also increase with
the drawing strain. In contrast, the Fe precipitate particles were hardly deformed
and kept their spherical morphology even at η = 6. High density of dislocation
surrounds the Fe precipitate particles. The strength of the Cu-2.5% Fe-0.2% Cr
alloy increases with the increase of the drawing strain and can be described by the
Orowan mechanism. The electrical resistivity of the Cu-2.5% Fe-0.2% Cr alloy
keeps almost constant since the density of the Cu/Fe phase interface shows hardly
any change during cold drawing. The size effect and the incoherent interface of the
Fe precipitate particles and Cu matrix play primary roles in the unchanging of Fe
precipitate particles during cold drawing.
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1 Introduction

Some Cu-based in situ composites, such as Cu–Fe, Cu–Nb, and Cu–Cr, containing
body-centered cubic (bcc) filaments have attracted considerable attention because
of their strong mechanical properties and electrical conductivity (Jin et al. 1997;
Hong and Hill 2001; Gao et al. 2005, 2007; Wu et al. 2009a). The filamentary
composite structure in those alloys was produced generally by heavily drawing the
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as-cast double-phase structure and showed that the practical strength was much
higher than that predicted by the linear rule of mixtures (Funkenbusch and Courtney
1985; Go and Spitzig 1991; Biselli and Morris 1994, 1996; Sauvage et al. 2005).

In these in situ composites, the Cu–Fe system has attracted particular attention
because of the relatively low cost of the Fe constituent (Jeong et al. 2009; Qu et al.
2011; Morris and Muñoz-Morris 2011). Cu–Fe alloy could produce a high defor-
mation without breakage during drawing strain at room temperature because of the
excellent plasticity of Fe and Cu phases (Funkenbusch and Courtney 1981). During
the deformation of Cu–Fe alloys, the Cu matrix mainly presented a 〈111〉 texture
and the Fe phase mainly a 〈110〉 texture (Brokmeier et al. 2000). The Cu matrix and
Fe phase evolved into ribbon-like filaments and the filamentary scale decreased
with an increase in the deformation degree (Biselli and Morris 1994, 1996). The
fine microstructure of Cu–Fe composite can benefit the mechanical properties since
the high density of the phase boundary can effectively provide a strengthening
benefit (Stepanov et al. 2013). Cu–Fe composite with fine microstructure produced
from rapid solidification and heavy drawing deformation results in higher strength
than that predicted by the rule of mixture averages (Biselli and Morris 1994; He
et al. 2000). The mechanical properties depend obviously on the filamentary
spacing in the drawn microstructure. For example, the strength of Cu-20% Fe in situ
composites increased with the reduction in the spacing between Fe filaments and
obeyed a Hall–Petch relationship (Go and Spitzig 1991).

In this study, Cu-12% Fe (in weight) in situ filamentary composite was prepared
by casting, pretreating, and cold drawing to different strain levels. The
microstructure evolution was observed, and the Vickers hardness was determined.
The relationship between the preferred orientation and the drawing strain was
investigated. The effect of the Fe filament spacing on the hardness at different
drawing strains was discussed.

2 Materials and Methods

Cu-12% Fe alloy was melted in a vacuum induction furnace and cast into a copper
mold in a 1.0�104 Pa Ar-shielded atmosphere to obtain cylindrical ingots of
21.0 mm in diameter. The inner and outer diameters of the copper mold were
21.0 mm and 60.0 mm, respectively. Electrolytic Cu with 99.99% purity and
master alloy of Cu-50% Fe were used as starting materials. To promote the pre-
cipitation of secondary Fe particles, the as-cast ingots were pretreated at 1000 °C
for 1 h, quenched in water and then aged at 550 °C for 4 h. The surface layer about
1.0 mm in thickness was turned off to remove the surface oxides and defects. The
ingots were heavily drawn into fine wires by multiple drawing performed at
ambient temperature with a straight wire drawing machine (LZ100, Hangzhou
Drawing Factory, China), which has a power of 5 kW and a working length of
6.5 m. The level of drawing reduction was evaluated by η = ln(A0/A) and referred
to as the drawing strain, where A0 and A are the original and final transverse section
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areas of the drawing specimens, respectively. The drawing reduction in per pass
was Dη < 0.2, and wires with about 50 mm in length were cut as test specimens at
η = 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0 and 8.6. The total drawing reduction was
η = 8.6 while the final length of the wire reached about 6 m.

The microstructure was observed by scanning electron microscopy (SEM)
(Hitachi S4800, Japan). The measured values of average width, thickness and
spacing of Fe grains at different drawing strains were taken from the arithmetical
averages at least 50 measured points on the transverse section of the specimens. The
average length of the interface between Cu and Fe phases per unit area was also
measured from the microstructure on the transverse section of the specimens. The
phase structure was identified by X-ray diffraction (XRD) using Cu-Ka radiation
from 30° to 100°. The operating voltage and current were 40 kV and 100 mA,
respectively. The hardness was determined on the polished transverse section of the
specimens using a Vickers hardness tester (MH-5, Laizhou Weiyi Experiment
Machine Manufacturing Co., Ltd, China) with a load of 100 g and a dwell time of
15 s. Each value was taken from the arithmetical mean measured from more than
ten indentations.

3 Results

3.1 Microstructure

Figure 1a shows the microstructure of pretreated Cu-12% Fe. Coarse primary Fe
dendrites and some secondary Fe particles are observed in the pretreated alloy. Both
Cu and Fe phases are elongated along the drawing direction during cold drawing.
The Fe phase evolves into pencils at small drawing strains and even into nano-fibers
at high drawing strains on the longitudinal section (Fig. 1b, c). The length of the Fe
filaments continuously increases and the interval of the Fe filaments decreases with
the increase in the drawing strains.

Figure 2 shows the microstructure on the transverse section of Cu-12% Fe at
different drawing strains. Fe dendrites are curled into a ribbon-like morphology,
which is the result of co-deformation between Fe and Cu phases. It has been well

Fig. 1 Microstructure of Cu-12% Fe. Pretreated (a), and at η = 1.5 (b) and η = 5.0 (c) in the
longitudinal section
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Fig. 2 Microstructure on the transverse section of the Cu-12% Fe. a η = 5.0, b η = 7.0 and
c schematic illustration of the measurement of thickness (t), width (w), and spacing (k) of Fe
ribbons
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Fig. 3 Dependence of the
average thickness (t), width
(w), and spacing (k) of Fe
ribbons on the drawing strain
for Cu-12% Fe

documented that the bcc phase is forced to curl and fold due to the constraint of the
surrounding face-centered cubic matrix, which is able to accommodate axially
symmetric flow (Bevk et al. 1978). The ribbon-like morphology has been widely
observed in Cu–Fe and Cu–Nb alloys (Bevk et al. 1978; Raabe et al. 2009; Wu
et al. 2009b). Increasing the drawing strain to η = 7.0 produces a more uniform
dense distribution of Fe ribbons in the Cu matrix.

The thickness (t), width (w) and spacing (k) of Fe ribbons could be measured on
the SEM images, as schematically shown in Fig. 2c. The change in the average
thickness, width and spacing of Fe ribbons with various drawing strains is given in
Fig. 3. These values decrease with an increase in the drawing strain. In particular,
the reduction in the spacing is more obvious than that in the ribbon width or
thickness of Fe ribbons. Some exponential relationships between the microstructure
scale and drawing strain can be fitted from the obtained data as

t ¼ 3:40e�0:54g; ð1Þ

w ¼ 5:54e�0:30g; ð2Þ

k ¼ 13:85e�0:56g: ð3Þ

266 X. Lu et al.



3.2 Structure Orientation

Figure 4 shows the XRD patterns of Cu-12% Fe at different drawing strains. The
intensities of (hkl) diffractions are given in Table 1. The alloy consists of Cu and
a-Fe phases, but the relative intensity between different diffraction peaks changes
with the drawing strain. For example, from the detection on the longitudinal sec-
tion, the intensity of (111)Cu is higher than that of (220)Cu at lower drawing strains,
but the intensity of (111)Cu becomes lower than that of (220)Cu at higher drawing
strains. From the detection on the transverse section, the intensities of (111)Cu and
(110)Fe increase with the drawing strain but that of (220)Cu almost disappears at
high drawing strains. These results imply that the drawing deformation results in a
change in crystal preferred orientation or texture distribution.

The degree of preferred orientation in the alloy can be described by the
Lotgering factor (Lotgering 1959)

LðhklÞ ¼
PðhklÞ � P0

ðhklÞ
1� P0

ðhklÞ
; ð4Þ

where

PðhklÞ ¼ IðhklÞ=
X

j

Ij; ð5Þ
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P0
ðhklÞ ¼ I0ðhklÞ=

X
I0j ; ð6Þ

where I(hkl) and I0 (hkl) are the intensities of (hkl) diffraction in the deformed and
undeformed specimens, and Ij and Ij

0 are the intensities of any diffractions in the
deformed and undeformed specimens, respectively. It is obvious that there should
be a random orientation of (hkl) if L(hkl) = 0 or there should be a perfect preferred
orientation of (hkl) if L(hkl) = 1. In general, the presented probability of the preferred
orientation of (hkl) must decrease with the reduction in L(hkl). Based on Eqs. (4)–(6)
and the experimental XRD data, related experimental counts to Ij, Ij

0, and P(hkl) are
given in Tables 1 and 2.

Figure 5 shows the Lotgering factors of different crystal planes from the lon-
gitudinal and transverse sections of the alloy at different drawing strains. From the
longitudinal section of Cu-12% Fe, L(220) of Cu obviously increases and L(200) of Fe
slightly increases with an increase in the drawing strain. L(111) of Cu and L(110) of
Fe decrease while L(200) of Cu hardly changes with an increase in the drawing
strain. From the transverse section, L(111) of Cu and L(110) of Fe increase with the
drawing strain. L(200) and L(220) of Cu and L(200) of Fe maintain basically a constant
or slightly decrease with an increase in the drawing strain. Those results indicate
that the drawing strain can produce the preferred orientations of 〈110〉 in Cu fila-
ments and 〈100〉 in Fe filaments on the longitudinal section, and the drawing strain
can produce the preferred orientations of 〈111〉 in Cu filaments and < 110 > in Fe
filaments on the transverse section.

3.3 Vickers Hardness

Figure 6 shows the change of the hardness of Cu-12% Fe with the drawing strain.
The hardness obviously increases in the initial drawing process and at η > 5.0, and
slowly increases at η = 2.2–5.0.

4 Discussion

4.1 Microstructure Evolution

During drawing, Fe dendrites were evolved into aligned filaments on the longitu-
dinal section and into curled ribbons on the transverse section. The aspect ratio k is
defined to describe the morphological evolution by determining the width w and
thickness t of Fe ribbons on the transverse section
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k ¼ w=t: ð7Þ

It is certain that a high drawing strain must produce a high aspect ratio. The true
strain of Fe grains can be expressed as

eFe ¼ lnðkFe=k0FeÞ; ð8Þ

where kFe and k0Fe are the average aspect ratios of Fe grains in deformed and
undeformed specimens, respectively.

The relationship between the strain of Fe grains and the drawing strain of the
wires is shown in Fig. 7. At η = 0–6.0, the strain of Fe grains increases almost
linearly with the drawing strain. This implies that Fe grains undergo a homoge-
neous strain with the reduction in the wire section or both strains of Fe and Cu
phases being practically isochronous. At η > 6.0, the increase in the strain of Fe
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Fig. 5 Lotgering factors of different crystal planes from the longitudinal section (a) and transverse
section (b) of Cu-12% Fe at different drawing strains
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hardness on longitudinal
section of Cu-12% Fe with
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grains becomes slow and deviates from the linear relation. This implies that the
strain degree of Fe grains is lower than the strain of the wire or that the Cu matrix
endures more strain than Fe ribbons at higher drawing strains. In this case, the Fe
ribbons may need more curl to fit the strain of the Cu matrix, which is similar to the
situation of Nb ribbons (Raabe et al. 2009; Hao et al. 2013).

The microstructure evolution during the drawing strain must result in the change
in the interface density and shows the relationship between the interface density of
Cu and Fe phases and the aspect ratio of Fe ribbons. The interface density obvi-
ously increases with the aspect ratio of Fe ribbons and can be expressed by the
exponential relationship as shown in Fig. 8,

S ¼ 0:14e0:44k: ð9Þ

4.2 Hardness

The hardness as a function of the Fe filament spacing is plotted in Fig. 9. It is
obvious that the relationship between the hardness and Fe filament spacing can be
expressed by the well-known Hall–Petch equation similarly as

HV ¼ HV0 þ kHk
�1=2; ð10Þ

where kH is the Hall–Petch coefficient reflecting the change in hardness with fila-
ment spacing, and HV0 is the intrinsic hardness of the specimen with a rather coarse
filament.

The change in strain hardening with filament spacing shows the behavior in two
stages. In the initial strain stage of η < 3.0, the multiplication of dislocations or the
refinement of subcells has a high rate in elongated Cu and Fe grains due to low
dislocation density in the coarse initial microstructure, which results in a higher
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Fig. 7 Dependence of the
strain of Fe grains on the
drawing strain for Cu-12% Fe
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hardening rate or larger Hall–Petch coefficient from the microstructure refining. In
the high strain stage of η > 3.0, the dynamic recovery may occur because high
deformation heat sufficiently releases the strain storage energy, which results in near
equilibrium between dislocation generation and annihilation. The dynamic recovery
has been well observed and discussed in cold drawn pure Cu and Cu–Nb alloys
(Cairns et al. 1971; Spitzig et al. 1987). Moreover, at large drawing strains, the
interface spacing approaches the minimum size of stable dislocation cells or the
subcells have failed to be refined further in the subsequent drawing strain (Spitzig
1991; Biselli and Morris 1996; Zheng et al. 2013). Both mechanisms can be
responsible for the reduced hardening rate or reduced Hall–Petch coefficient due to
microstructure refining in the stage of a heavy drawing strain at η > 3.0.

5 Conclusions

The Cu matrix and Fe dendrites in Cu-12% Fe evolved into the composite fila-
mentary structure during the drawing process. The preferred orientations of 〈110〉
in Cu filaments and 〈100〉 in Fe filaments tend to be formed on the longitudinal
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Fig. 8 Dependence of the
interface density of Cu and Fe
phases on the aspect ratio for
Cu-12% Fe

Fig. 9 Change in the
hardness on the longitudinal
section of Cu-12% Fe wire
with the Fe ribbon spacing
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section of the wires. The preferred orientations of 〈111〉 in Cu filaments and 〈110〉
in Fe filaments tend to be formed on the transverse section.

The thickness, width, and spacing of Fe ribbons in the filamentary structure
exponentially decrease with an increase in the drawing strain. The density of the
interface between Cu and Fe phases exponentially increases with an increase in the
aspect ratio of Fe ribbons. With an increase in the drawing strain, the strain of Fe
grains linearly increases at drawing strains lower than 6.0 and deviates from the
linear relationship at drawing strains higher than 6.0.

Heavy drawing deformation results in high strain hardening. There is a similar
Hall–Petch relationship between the hardness and Fe filament spacing. The hard-
ening from the microstructure refining is more obvious at drawing strains below 3.0
than over 3.0.
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Part IV
High-Speed Rail Wheel/Rail Dynamics
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and Corrugation Development
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1 Introduction

Rail corrugation is a long-standing problem observed worldwide on many kinds of
railway tracks, including tram, metro, traditional railway, heavy haul, and
high-speed tracks. Once present, corrugation can worsen the wheel–rail and
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vehicle–track interactions, leading to poor ride quality and an exacerbated rate of
deterioration of the system, e.g., rail support failure (Zhou and Shen 2013).
Recently, rail corrugation, particularly short-pitch rail corrugation (hereinafter
referred to as corrugation for short), was observed on a recently opened high-speed
line in China, causing great concern in the industry. Figure 1 shows a corrugated
rail section on the high-speed line.

It is well known that corrugation should be a consequence of the accumulation of
irregular wear and/or irregular plastic deformation (i.e., the material damage
mechanism). Such irregular material damage is likely to be caused by certain
eigenmodes of the vehicle–track system excited by some imperfections in the
system (i.e., the wavelength fixing mechanism), and the unstable wheel–rail rolling
contact resulting from those eigenmodes is the immediate cause. Considering dif-
ferent material damage and wavelength fixing mechanisms, Grassie and Kalousek
(1993) and Grassie (2005) classified corrugation into six different categories based
on engineering experience, which significantly increased the understanding of
corrugation.

The corrugation mechanisms proposed by Grassie and Kalousek (1993), Grassie
(2005), and Knothe and Grob-Thebing (2008) imply that the key to understanding
and predicting corrugation initiation and development is to solve the dynamic
vehicle–track interaction and the transient wheel–rail rolling contact. The present
work employs a 3D transient rolling contact finite element (FE) model to solve the
high-speed wheel–rail rolling contact and the vehicle–track interaction on a cor-
rugated rail in the time domain. This FE model is valid for a rolling speed of up to
500 km/h. A Chinese high-speed railway system is considered. The emphasis of
analysis is placed on detailed contact solutions. On the basis of numerical results
and field measurements, a better understanding of the mechanism of corrugation
development is achieved.

Traditionally, the vehicle–track interaction on corrugation sites was treated
without detailed wheel–rail contact modeling. A simplified Hertz spring was

80 mm

Fig. 1 Corrugated rail
section observed on a Chinese
high-speed line in 2011 (Its
wavelength of about 80 mm
can be estimated from the
sleeper span of 0.65 m. The
running speed on this section
is about 300 km/h, currently
the maximum commercial
speed in China.)
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usually employed to represent the contact, together with beams for rails and lumped
masses for wheels, respectively (Knothe and Grassie 1993; Hiensch et al. 2002; Wu
and Thompson 2004; Knothe and Grob-thebing 2008; Nielsen 2008; Xie and
Iwnicki 2008; Iwnicki et al. 2009; Li et al. 2009; Xiao et al. 2010; Zhai et al. 2013).
Moreover, most traditional models considered only the normal wheel–rail inter-
action (Knothe and Grassie 1993; Hiensch et al. 2002; Wu and Thompson 2004;
Nielsen 2008; Xie and Iwnicki 2008; Iwnicki et al. 2009; Li et al. 2009).
Nevertheless, the importance of the tangential interaction can be seen from the fact
that both the plastic deformation and wear of rails are dominated by the tangential
contact load on many corrugation sites, such as on corrugated curves. Taking into
account the tangential interaction, Clark et al. (1988) proposed a mechanism of
slip-stick vibrations to explain the occurrence of corrugation. Knothe and
Grob-Thebing (2008) and Grob-Thebing et al. (1992) treated the tangential inter-
action by using a viscous damper to simulate the steady rolling contact and the
combination of a viscous damper and a spring for the non-steady case. Kalker
(1990)’s creep coefficient was employed to determine the characteristics of the
viscous damper for the steady rolling contact, and a frequency-dependent creep
coefficient (Gross-Thebing 1989) for the corresponding parameters of the
non-steady case. In addition, approaches have also been developed (Iwnicki et al.
2009) to derive the dynamic tangential contact force from the normal contact force
and the geometric and material properties of the wheel and rail (Afshari and
Shabana 2010).

Recent studies have shown that the structural flexibility of the wheelset has a
significant influence on the vehicle–track interaction (Ripke and Knothe 1995;
Chaar and Berg 2006) and even the rotation of the wheel might also play an
important role in high-frequency vehicle–track dynamics under certain conditions
(Baeza et al. 2008). Wen et al. (2005), Pang and Dhanasekar (2006), and Pletz et al.
(2009) considered the detailed geometries of the wheel and rail to take their flex-
ibility into account, but only the normal wheel–rail interaction was solved for cases
at joints or in crossings.

The FE modeling approach employed in this study origins from that published in
(Li et al. 2008). This approach has been validated by Li et al. (2008, 2011) and
Molodova et al. (2011) for the high-frequency vehicle–track interaction at squats (in
the frequency range between a few hundred and about 2000 Hz), and by Zhao and
Li (2011) for the normal and tangential contact solutions. Li et al. (2012) employed
the FE modeling approach to study the wheel–rail rolling contact on corrugation
and the resulting wear pattern at a speed of 108 km/h, for which a ballasted track
was considered. However, the transient rolling contact of a wheel over a corrugated
rail at high speeds has not been studied yet.

Following the same modeling approach, a 3D transient rolling contact FE model
is developed for a slab track system of the Chinese high-speed line shown in Fig. 1
to study the corrugation phenomenon. The main advance of the model is that a
rolling speed of up to 500 km/h can be simulated, while the maximum rolling speed
considered in previous studies was 140 km/h on a ballasted track. In the model, the
actual geometries of a wheelset and a rail are included by a mesh of solid elements,
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based on which a detailed surface-to-surface contact algorithm is employed to solve
the transient rolling contact in the time domain. The flexibility of the vehicle and
track subsystems and the wheel–rail continua are both included, and the
rolling-sliding behavior of the wheel on the rail is simulated. The contact filter
effect, which eliminates the corrugation components with a wavelength close to or
less than the width of the contact patch (Knothe and Grob-Thebing 2008), is
considered inherently. Hence, transient contact stresses, including both normal and
tangential stresses, and their derivatives are obtained through the numerical simu-
lation, together with the resultant contact forces. These ensure the applicability of
the FE model to high-frequency vehicle–track interaction on corrugation sites.
Furthermore, idealized corrugation models are applied and simulated to better
understand the fundamentals of the corrugation phenomenon, even though mea-
sured corrugation profiles can be introduced. For clarity and ease of explanation, the
case of a smooth rail (without any irregularities) is analyzed before considering
corrugations.

2 Model Descriptions

2.1 FE Model

2.1.1 An Overview

Figure 2 illustrates a 3D transient rolling contact FE model developed with
ANSYS/LS-DYNA, which considers a high-speed vehicle and a typical slab track
on a Chinese high-speed line. The modeling approach for the vehicle is the same as
that used by Li et al. (2008) and Zhao and Li (2011). The track is composed of the
rail, fastenings, slabs, and the mortar layer. For the investigated high-speed line,
the minimum radius of curvature is 7000 m, on which the lateral movement of the
wheelset is very well controlled, as predicted by multi-body simulations performed
in the State Key Laboratory of Traction Power in Southwest Jiaotong University,
China. Further considering that the rolled distance of the wheelset in a typical
simulation in this study is less than 3.5 m, the lateral movement of the wheelset
becomes negligible. Therefore, only a half wheelset and a half straight track are
modeled in view of the symmetry of the system (Fig. 2b), and the lateral movement
of the wheelset and the track is ignored. The simulated track is 15.2 m long and
includes 24 fastenings.

A Lagrangian mesh of solid elements is applied to the wheelset and the rail. The
minimum element size is 1.1 mm, used in the contact surface of the solution zone
(BC in Fig. 2a), where irregularities such as corrugation are applied by modifying
the coordinates of the nodes involved. The wheel profile is of the type LMA, and the
rail is the standard CN60 with an inclination of 1:40. A penalty method-based
surface-to-surface contact algorithm is employed to solve the wheel–rail rolling
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contact, in which Coulomb’s law of friction is used. A mesh of solid elements is
also applied to the slabs and the mortar layer. A fastening system is simulated by 12
groups of parallel springs and dampers (three columns in the longitudinal and four
rows in the lateral directions). In total, there are 1.46 � 106 elements and
1.29 � 106 nodes.

For solution, boundary conditions are applied as follows: Symmetric boundary
conditions are applied to the axle ends of the wheelset and to the rail ends; the
bottom of the mortar layer is fixed; the fastenings, the slabs, and the mortar layer
can only move vertically. Table 1 lists the values of the parameters involved. To
simulate the worst-case scenario, the sprung mass Mc is determined by considering
the weight of the loaded coach, the non-uniform distribution of the weight on
different wheels, and the dynamic loads at low frequencies. A 3D right-handed
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Fig. 2 Three-dimensional
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from Zhao et al. (2014) by
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Cartesian coordinate system (Oxyz) is defined, of which the origin O is located in
the initial position of the contact patch center (position A in Fig. 2a, hereinafter
referred to as the initial position of the wheel). The x-axis is defined along the
rolling direction (i.e., the longitudinal direction), and the z-axis is in the vertical
direction. Note that the difference between the vertical direction and the normal
direction of the contact is negligible in this study since no lateral movement of the
wheelset is considered. Such an FE model, developed specially for investigations
into high-frequency dynamics, is not suitable for low-frequency vibrations such as
vehicle hunting.

2.1.2 A Typical Process of Numerical Simulation and the Explicit
Time Integration

The simulation is composed of two steps. Step 1: The static equilibrium state of the
system under gravity is first solved by an implicit solver in the initial position of
the wheel (position A in Fig. 2a). Step 2: An explicit solver is employed to simulate

Table 1 Values of parameters involved in this study

Parameter Value

Coefficient of friction, f 0.5

Lumped sprung mass, Mc (kg) 8000

Wheel diameter, / (m) 0.86

Wheelset mass, Mw (kg) 586

Unsprung mass attached to wheelset, Ma (kg) 340

Stiffness of primary suspension, K (kN/m) 880

Damping of primary suspension, C (kN�s/m) 4

Stiffness of fastenings, Kf (MN/m) 22

Damping of fastenings, Cf (kN�s/m) 200

Wheel and rail material Young’s modulus, E (GPa) 205.9

Poisson’s ratio, t 0.3

Density, q (kg/m3) 7790

Damping constant, b (s) 1.0 � 10−4

Material of prefabricated slabs Young’s modulus, Es (GPa) 34.5

Poisson’s ratio, ts 0.25

Density, qs (kg/m
3) 2400

Material filled in slab gaps Young’s modulus, Eg (GPa) 29.5

Poisson’s ratio, tg 0.25

Density, qg (kg/m
3) 2400

Mortar material Young’s modulus, Em (GPa) 8

Poisson’s ratio, tm 0.2

Density, qm (kg/m3) 1600

Reprinted from Zhao et al. (2014) by permission of Taylor & Francis Ltd.
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the transient rolling contact in the presence of friction, for which the displacement
field obtained in Step 1 is used for stress initialization (at t = 0), the predefined
rotational and forward speeds of the wheelset are also applied at t = 0 as initial
conditions, and a specified acceleration or deceleration is further modeled by
applying the time-dependent traction or braking torque to the wheel axle (M in
Fig. 2b). The distance before the solution zone (i.e., AB in Fig. 2a) is designed to
ensure that the wheelset achieves the steady state rolling approximately before
entering the solution zone. When the wheelset passes by the solution zone, the
transient results on forces, stresses, and strains are obtained. Such a process is
sketched in Fig. 3. The determination of the distance AB is presented in Sect. 3.1.
Note that the speed increase/decrease in the simulation caused by the torque M is
negligible in comparison with the simulated speed because of the short time period
simulated (typically 0.04 s) and, therefore, is ignored in later explanations.

A central difference method-based explicit scheme is employed to treat the time
integration in Step 2. A very small time step (e.g., 8.9 � 10−8 s for the model in
this study) is required to meet the Courant stability condition of the explicit solver
or to ensure the convergence of the method. Because of such a tiny time step, the
high-frequency dynamic behavior of the vehicle–track system and the transient
rolling contact phenomenon can be captured effectively. Due to the high compu-
tational costs, only one wheel passage is simulated at present.

2.1.3 Traction and Creepage

The coefficient of friction (COF, f), defined by Eq. (1), is reported to be typically
0.4–0.65 for dry-clean wheel–rail contact and less than 0.3 in the presence of a thin
film of water or oil (Cann 2006). In this study, the COF is taken as 0.5 (Table 1) to
simulate the dry-clean condition.

f ¼ FT=FN; ð1Þ

where FT and FN are the tangential and the normal (vertical) contact forces,
respectively, transmitted through a full-sliding contact. Obviously, the maximum
tangential load that can be transmitted through a wheel–rail contact is fFN, i.e., in
full-sliding contact, while a smaller load is transmitted in the case of rolling-sliding
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contact. Hereinafter, the tangential load actually transmitted is measured by a
traction coefficient (l) defined by

l ¼ FL=FN � f ; ð2Þ

where FL is the longitudinal component of the tangential wheel–rail contact force,
being the traction force for a driving wheelset in acceleration or the braking force
for a wheelset in braking. Different traction/braking loads or different friction
exploitation levels are simulated by specifying the corresponding driving torque
M in the model. The torque M is assumed first to increase linearly from zero to its
maximum and then remain constant (Fig. 4). Note that FL is equivalent to FT in this
study because the tangential plane coincides approximately with the horizontal
plane and no lateral friction force is considered.

Referring to Fig. 5, the longitudinal creepage n corresponding to a specified
traction load is calculated using

n ¼ xR� v
ðxRþ vÞ=2 ; ð3Þ

where x, R, and v are the angular speed around the axis, the radius of the wheel,
and the translating speed, respectively, and xR is the linear speed of a node in the
wheel contact surface. Note that, traditionally, “creepage” is a concept defined by
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rigid motion, whereas elastic deformation is considered in this study. In Eq. (3), the
linear speed of a node in the contact surface is taken as the linear speed of the
wheel, through which the continuum vibrations excited by the contact load are
considered in the calculated creepage.

2.1.4 Material Model

A linear elastic material model is used for the wheel and the rail for the following
reasons: (1) For steels, known as Hookean solids, the assumption of linear elastic
behavior is valid in many cases (Meyers and Chawla 1999); (2) shakedown is
expected for most cases because of the generation of residual stresses and work
hardening, which ensures the relatively long service lives of wheels and rails;
(3) even at locations where plastic deformation occurs, its magnitude must be very
small in each wheel passage, leading to a continuous increase of the rail surface
hardness during the first two years after installation (Olofsson and Telliskivi 2003).
More accurate material models, once ready and if necessary, can easily be intro-
duced. The slab and mortar materials are also assumed to be linear elastic.

Material damping is considered by Rayleigh damping (Cm):

Cm ¼ amþ bK; ð4Þ

where a and b are the mass (m) and stiffness (K) proportional damping constants,
respectively. Trial simulations confirmed that the mass proportional damping is more
effective for low-frequency vibrations and also damps out rigid body motions, as
stated in the keyword user’s manual of LS-DYNA. Therefore, the mass proportional
damping is not suitable for this work and only the stiffness proportional damping is
employed. The value of b is chosen based on the estimate made by Kazymyrovych
et al. (2010), in which b for an FE model was determined by matching the measured
stress level during testing with the level calculated using the FE method.

2.2 Frictional Work and Wear Prediction

The frictional work at a point of the rail contact surface (Wf) is calculated as

Wf ¼
Z t

0

ssdt ¼
Xnt
i¼1

sisiDtW; ð5Þ

where s and s are the surface shear stress and micro-slip (i.e., the relative speed
between contacting particles) at the point, respectively, being functions of time. si
and si correspond to the instant iDtW, the time step DtW is taken as 1 � 10−5 s (the
wheel translates 0.83 mm within DtW at 300 km/h), and nt is the number of
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calculated time steps. Material wear, if assumed to be proportional to the frictional
work (Clark et al. 1988), can directly be scaled from the frictional work. More
complicated/realistic wear behavior is beyond the scope of this work.

2.3 Corrugation Model

Figure 6 shows an example of the 3D corrugation models. The distribution of the
corrugation depth (d) is assumed to be sinusoidal in the vertical-longitudinal section
and parabolic along the lateral direction, as determined by

dC ¼ �0:5dmð1� sin½2pðx� xsÞ=Lþ p=2�Þ; ð6Þ

d ¼ dC½1� ðy=WÞ2�; ð7Þ

where dm, L, and W are the maximum depth, wavelength, and width of the cor-
rugation, being 0.14, 80, and 30 mm for corrugation D (default), respectively; dC is
the maximum depth in the lateral direction and is located in the middle of the
corrugation; xs is the longitudinal coordinate at the starting point of the corrugation
and is equal to 2.4 m. To maximize the influence of the corrugation for better
analysis, dC is applied to the position where the maximum contact pressure occurs
in a case with smooth rail surfaces, i.e., in the vertical-longitudinal section of
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y = −2.8 mm (Fig. 17b). Note that the inclination of the rail is included in Fig. 6
and different scales are applied in Fig. 6a, b for clarity. The smooth case serves as a
trial simulation for corrugation applications.

3 Results of Smooth Contact Surface

3.1 Dynamic Relaxation

It is mentioned above that the static solution obtained by the implicit solver is
employed to initialize the transient simulation. Figure 7 shows that the vertical
displacement field of the rail surface is symmetric in the vicinity of the contact
patch in the static case, while it becomes asymmetric in the transient analysis due to
the moving load. Hence, when the wheel rolls forward in a transient analysis, the
displacement field gradually changes from the static to the transient case. Such a
process inevitably introduces an oscillation (referred to later as the initial oscilla-
tion), as observed from the vertical (contact) forces plotted in Fig. 8. Note that
Fig. 7 shows the results only along a longitudinal line where the maximum pressure
is, i.e., the longitudinal axis of the contact patch when the contact patch is an
ellipse. More studies have shown that the influence of the rolling speed on the
pressure distribution is negligible in the case with a smooth rail contact surface.
This is because the resultant speed at the contact point (assuming a rigid contact, the
contact patch reduces to a point) is zero, being independent of the rolling speed, i.e.,
the instantaneous center of the wheel. Hereinafter, the longitudinal line is referred to
as the longitudinal axis, although the contact patch is not necessarily an ellipse, e.g.,
on corrugated rails. Results shown later are all taken from the rail side.

From Fig. 8, it is seen that AB (Fig. 2a), designed for a dynamic relaxation,
should be at least 2.4 m long for the system to relax to an acceptable oscillation
level (10% of static load) in position B at 500 km/h. This is how AB was deter-
mined. For a speed under 300 km/h, the vertical force becomes very stable after a
rolled distance of 2.4 m. Note that the abscissa of Fig. 8 is set to be the rolled
distance for comparison.
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Note that the displacement difference in Fig. 7 may not be the only reason
behind the initial oscillation. Other factors, probably related to the initial conditions,
may also play certain roles. Nevertheless, this is not discussed further because this
study focuses on the contact solution after achieving an approximate rolling state.

3.2 Longitudinal and Vertical Forces

The initial increase rate of the driving torque is varied by setting T1 (Fig. 4) at
different values, from zero to sufficiently large. Figure 9 shows the contact force
results of a smooth case when T1 is varied, for which a rolling speed of 300 km/h
and a traction coefficient of 0.3 are assumed. For clarity, only representative results
corresponding to three values of T1, namely 0.0001, 0.005, and 0.01 s, are plotted.
As expected, the vertical force does not change considerably with T1 (a difference
of much less than 1%). Hence, only one vertical force result scaled by the COF (i.e.,
fFN) is plotted in the figures to illustrate the limit of the longitudinal force.
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The initial oscillation also influences the longitudinal (contact) forces consid-
erably (Fig. 9). After the dynamic relaxation (t > 0.028 s), the longitudinal force
becomes very stable, like the vertical force, when T1 is 0.005 or 0.01 s, but not in
the case when T1 = 0.0001 s. Moreover, the longitudinal force does not reach the
specified value at T1 but has a delay of about 0.005 s. This delay is the response
time of the material in contact to the torque applied to the axle. Hereinafter, cases
with T1 = 0.005 s are used for analyses. Variations of the longitudinal force in the
case with T1 = 0.0001 s are not further studied here.

Contact force results at different rolling speeds and with different traction
coefficients are shown in Figs. 10 and 11, respectively. A stable rolling contact is
achieved after the dynamic relaxation in all cases.

3.3 Contact Stresses and Frictional Work

For the case of v = 300 km/h and l = 0.3, distributions of the maximum contact
stresses along the longitudinal axis are shown in Fig. 12 together with the

0.000 0.005 0.010 0.015 0.020 0.025
0

10

20

30

500 km/h
300 km/h
252 km/h
180 km/h
100 km/hLo

ng
itu

di
na

l f
or

ce
, F

L (
kN

)
Time (s)

Fig. 10 Longitudinal forces
at different rolling speeds
(l = 0.3)

0.000 0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040

0

10

20

30

40

50

60

FL, =0.5 FL, =0.4

FL, =0.3

FL, =0.2

FL, =0.1

FL, =0.0 

C
on

ta
ct

 fo
rc

e 
(k

N
) 

Time (s)

fFN 

μ

μ

μ

μ

μμ

Fig. 11 Vertical and
longitudinal forces at different
traction coefficients
(v = 300 km/h)

Modeling of High-Speed Wheel–Rail Rolling Contact … 291



corresponding frictional work. A maximum stress at a location means the maximum
value reached at that location during the simulated wheel passage. The frictional
work given in the figure indicates the calculated result in a longitudinal strip with a
width of 1.1 mm (the width of the elements there). These results confirm that
approximately steady rolling is achieved in the simulation.

As the traction coefficient becomes larger, the magnitudes of the stresses and
frictional work shown in Fig. 13 all increase, as expected. Note that the Von Mises
(V-M) stresses presented in this study are of the surface layer of elements (at their
centers) because constant stress elements are employed. Pressure is not plotted in
Fig. 13 because it is independent of the traction level.
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4 Corrugation

4.1 Measurements on a High-Speed Line

Corrugation occurred on a Chinese high-speed line was measured using a corru-
gation analysis trolley (CAT). Figure 14a shows roughness level spectra in 1/3
octave bands measured at two sites where the running speeds were about 300 km/h.
Two typical wavelengths, namely around 65 and 125 mm, are observed, and the
first one dominates. Note that the wavelength of 80 mm shown in Fig. 1 (a picture
taken on site 2 illustrated in Fig. 14) is not obvious in the roughness level spectra.
This may be because those spectra were obtained from measurements of rails of
several hundred meters (about 300 and 1000 m at sites 1 and 2, respectively), in
which the wavelength of the corrugation varied around 65 mm and the wavelength
of 80 mm existed at only some locations. The physical essence behind such a
wavelength variation is likely to be the inevitable variations of the vehicle–track
parameters along the measured site. In addition, the discrete frequencies taken in the
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1/3 octave bands may also cause some errors in the wavelength estimation.
Figure 14b shows five CAT measurements at site 2 conducted during a grinding
cycle. It is seen that the corrugation re-occurred after grinding and gradually
became stabilized in a short period.

In this study, corrugation with a wavelength range of 65–95 mm is modeled to
study its influence on transient wheel–rail interaction at high speeds. All corruga-
tion models are applied in the same way as corrugation D (with the default
wavelength of 80 mm, Fig. 6), i.e., with the same location and phase in the lon-
gitudinal direction, and the same depth distribution in the lateral direction. Other
corrugation models are later referred to by their wavelengths and maximum depths,
without presenting their geometry in figures.

4.2 Transient Wheel–Rail Interaction

The transient wheel–rail interaction on a corrugated rail is analyzed in this section,
for which corrugation D is considered with v = 300 km/h and l = 0.3. Figure 15
shows variations of the contact forces together with the geometry of corrugation D,
in which the vertical force is scaled by the COF (f) for comparison. As expected,
both the vertical and longitudinal forces significantly fluctuate at the corrugated site.
The maximum vertical force (FN) is 193.19 kN, and the minimum is as low as
3.02 kN, i.e., the wheel and rail almost separate from each other. At several cor-
rugation troughs, fFN coincides with FL, i.e., full sliding occurs. The phenomenon
that the force peaks do not occur exactly at the corresponding corrugation crests
(referred to as the longitudinal shift hereinafter) will be discussed later.

Furthermore, the vertical force is larger when the wheel is above the fastenings
than in between, demonstrating the considerable influence of the discrete supports
of the rail. Such a result is in line with authors’ observations that some corrugations
are deeper in positions above fastenings than in between, which has also been
reported in (Clayton and Allery 1982; Jin et al. 2008). Note that the influence of the
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discrete supports on the longitudinal force is different from that on the vertical one.
The relationships between the normal and the tangential wheel–rail interactions will
be discussed later.

Pressure and surface shear stress distributions at 10 typical instants (i.e., t1–t10)
are plotted in Fig. 16 to show the transient effects. As expected, the contact stresses
vary greatly on the corrugated rail. Within the selected instants, the rolling contact
changes from the rolling-sliding state to full sliding (at t4), and then back to rolling
sliding. It should be specified that the pressure reaches local maximums (within a
wavelength) at t1 and t7, and local minimums at t4 and t10. At t1, t7, and t4, the
surface shear stress also reaches local maximums or minimums, but another local
minimum occurs at t10′, being slightly different from t10. In a word, the typical
instants are not completely the same in Fig. 16a, b for better illustration.

It is further shown from Fig. 16a that local maximums of pressure occur before
the contact patch center reaches a corrugation crest. This is because the pressure is
determined by both the contact geometry and the dynamic vertical force (as men-
tioned above, a longitudinal shift exists). Figure 17a shows the 3D distribution of
the maximum pressure in the same section as shown in Fig. 16. Comparing
Fig. 17a with the corresponding results on the smooth rail shown in Fig. 17b, great
influences of corrugation can be observed clearly.

Figure 18 presents the creepage variation caused by corrugation D. From the
creepage results calculated at node Ncr (located in the contact patch at t = 0, Fig. 5),
it is seen that the maximum creepage reached on the corrugated rail is close to
double the stabilized value on the smooth contact surface (before the wheel enters
the corrugation, about 0.276%). Fluctuation of the creepage becomes obviously
fiercer at x = 2.69 m because the node Ncr comes into contact again after a rolled
distance of 2.69 m (a cycle), i.e., continuum (local) vibrations are excited by the
contact load. To filter out the influence of the local vibrations, the calculated
creepages at 28 selected nodes (distributed over the whole circumference of the
wheel) are averaged and also plotted in Fig. 18. Little further explanation of the
creepage results is given hereinafter because: (1) the transient contact stresses and
the resulting irregular frictional work and/or irregular V-M stress, not the irregular
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creepage, are the immediate causes of corrugation development; (2) according to
rolling contact theories, higher creepage usually means larger tangential contact
force, higher frictional work, and larger V-M stress, which is valid for cases sim-
ulated in this study.

Figure 19 shows distributions of the maximum pressure, maximum surface shear
stress, maximum V-M stress, and frictional work along the longitudinal axis in the
corrugated section. It is observed that the stresses all vary following the pattern of
corrugation, but with slightly different longitudinal phases, and the relative posi-
tions of the stress peaks with respect to the corresponding crests change slightly at
different waves of corrugation. Moreover, the patterns of the maximum V-M stress
and the frictional work are closer to those of the maximum surface shear stress than
to those of the maximum pressure, as expected.
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4.3 Different Wavelengths and Depths

Keeping v = 300 km/h and l = 0.3, the wavelength (L) and depth (dm) of corru-
gation are varied separately to study their influences. Considering the wavelength
range reported in Sect. 4.1, three wavelengths, namely 65, 80, and 95 mm, are
considered. Figure 20 shows that among the simulated cases, the maximum vertical
and longitudinal forces both occur in the case of L = 80 mm. For L = 65 mm, the
longitudinal force does not follow the pattern of the simulated corrugation any
more, but shows a shorter characteristic wavelength (Fig. 20b), and its magnitude is
much smaller than in the other two cases. This may be explained as follows: The
excitation frequency of corrugation (fex = v/L, i.e., the passing frequency) mono-
tonically decreases with the corrugation wavelength; for a wavelength of 80 mm,
fex is closest (among the three cases) to an eigenfrequency of the system related to
corrugations, leading to the strongest response.

The mean value of the maximum V-M stress in the corrugated section is
approximately constant for different wavelengths, while its fluctuation range is the
largest at L = 80 mm (Fig. 21). This is in line with the longitudinal force results in
Fig. 20b. In contrast, the largest fluctuation of the frictional work occurs at
L = 95 mm (being 0.016, 0.023, and 0.024 J at L = 65, 80, and 95 mm,
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respectively), because the frictional work is determined not only by the contact
stresses (or the contact forces) but also by the micro-slip. Significant influences of
the wavelength on the micro-slip in the corrugated section can be seen from the
creepage (integration of the micro-slip over the contact patch) variations given in
Fig. 22. No more detailed distributions of the maximum V-M stress and the fric-
tional work in corrugated sections are given hereinafter, considering that their
patterns are similar to those of the longitudinal force, as mentioned above.

When the corrugation depth increases, fluctuation ranges of the dynamic forces,
the maximum V-M stress, and the frictional work all increase as expected (Fig. 23).
Detailed variations of the dynamic forces are not illustrated here because their
patterns remain constant for different depths.

4.4 Different Traction Coefficients

The traction coefficient is varied from 0.0 to 0.5 to examine its influence on the
tangential wheel–rail interaction, for which corrugation D is considered and the
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rolling speed is kept at 300 km/h. From the dynamic forces shown in Fig. 24, it is
found that the longitudinal force gradually becomes in phase with the vertical force
scaled by the COF as the traction coefficient increases. This is determined by
Coulomb’s law of friction employed in the model, i.e., the surface shear stress
distribution approaches the scaled pressure distribution with the increase of traction
coefficient. When the traction coefficient is very low, variation of the pressure
distribution (i.e., variation of the upper limit of the surface shear stress distribution)
has little influence on the surface shear stress distribution since the slip area in the
contact patch (where the upper limit is reached) is very small. Obviously, such an
influence becomes more significant as the slip area enlarges, i.e., as the traction
coefficient increases. This is why the fluctuation range of the longitudinal force
increases with the traction coefficient (Fig. 24). Figure 25 presents the mean values
and fluctuation ranges of the maximum V-M stress and the frictional work over the
section in Fig. 19. It is seen that the mean values and the fluctuation ranges all
increase with the traction coefficient, showing the same trend as the longitudinal
force.
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4.5 Different Rolling Speeds

The dynamic forces caused by corrugation D at different rolling speeds are illus-
trated in Fig. 26, in which the traction coefficient remains 0.3. The maximum
vertical and longitudinal forces first increase with the rolling speed when the speed
is less than 300 km/h, and then decrease (i.e., the maximums at 500 km/h are lower
than those at 300 km/h). This is a consequence of the following phenomena:
(1) The excitation frequency of the corrugation changes with the rolling speed,
leading to the strongest response at a certain speed (the same reason as that men-
tioned in Sect. 4.3); (2) among the simulated speeds, the influence of the discrete
supports of the rail is the greatest at 300 km/h (Fig. 26).

0.1 0.2 0.3 0.4 0.5

-200

0

200

400

600

800

Fr
ic

tio
na

l w
or

k 
(J

)

 Maximum V-M stress
 Frictional work

Traction coefficient
M

ax
im

um
 V

-M
 s

tre
ss

 (M
Pa

)

0.00

0.05

0.10

0.15

0.20

0.25

0.30Fig. 25 Mean values
(symbols) and fluctuation
ranges (error bars) of the
maximum V-M stress and the
frictional work at different
traction levels, over the
section of corrugation D in
Fig. 19

(a)

(b)

F

z

F

x

x

z

Fig. 26 Dynamic forces
caused by corrugation D at
different rolling speeds.
a Vertical force;
b longitudinal force

300 X. Zhao et al.



Furthermore, the longitudinal shift of the vertical force decreases with the rolling
speed. For example, as indicated in Fig. 26a, it varies from 0.55p at 100 km/h to
0.21p at 500 km/h at the first corrugation crest (a shift of 2p corresponds to a
corrugation wavelength). Note that the relative positions of the force peaks with
respect to the corresponding crests are not constant at different waves due to the
transient effects.

Influences of the speed on the longitudinal shift of the longitudinal force are
more complicated than those of the vertical force (comparing Fig. 26a and b). This
is because the tangential interaction has its own eigenmodes and in the meantime is
limited by the normal one. As mentioned in Sect. 4.4, the tangential force will
follow exactly the vertical force scaled by the COF in a full-sliding case due to the
application of Coulomb’s law of friction.

From Fig. 27, it is further seen that the fluctuation range of the maximum V-M
stress caused by corrugation D is the largest at 300 km/h, while at 250 km/h, the
fluctuation range of the frictional work reaches its maximum. From the results in
Figs. 26 and 27, it could be concluded that, for the simulated speed range, the
responses of the system to corrugation D reach the maximum at a speed between
250 and 300 km/h. Moreover, Fig. 27 shows that the mean values vary consider-
ably when the rolling speed changes from 180 to 250 km/h.

4.6 Comparison with the Multi-body Approach

The vertical force obtained from the transient FE simulation is compared to that of
the traditional multi-body approach (Jin et al. 2005, 2008; Xiao et al. 2014) in
Fig. 28, for which a corrugation with a wavelength of 80 mm and a depth of
dm = 0.18 mm is considered at 500 km/h. It is seen that the transient FE result is
significantly lower. Contact loss corresponding to the vertical force of zero is
predicted by the multi-body approach, but not by the transient FE simulation. Such
a difference can be explained as follows: In the multi-body approach, the whole
wheel is lumped into one mass particle, the rail is represented by Euler beams, and a
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Hertz spring is used to model the wheel–rail contact, which significantly exag-
gerates the contact stiffness and assumes the contact patch is infinitesimal. In other
words, the results from the transient FE model should be more reasonable and the
multi-body approach overestimates the dynamic wheel–rail interaction under the
excitation of corrugations. Note that the longitudinal force is not compared here
because it cannot be obtained by the traditional multi-body approach.

It should be specified that with a modified Hertz spring, the traditional
multi-body approach may still provide accurate predictions of the contact forces
caused by corrugations. Such an approach is appealing due to the low computa-
tional costs of multi-body simulations. To this end, the transient FE model devel-
oped in this study provides a potential calibration and validation tool for the suitable
contact stiffness. Once calibrated and validated, more accurate contact force pre-
dictions may be realized without increasing the computational costs.

5 Discussion

Parameter variation analyses show that fluctuation ranges of the maximum V-M
stress and the frictional work on a corrugated rail increase with the traction coef-
ficient. This means that for the same excitation (e.g., a corrugation in this study), the
irregular material response, namely the irregular plastic deformation and wear,
probably becomes more severe as the friction exploitation level increases. Such
results may explain why corrugations are more often observed on curves where the
transmitted friction force is relatively high.

Moreover, for the simulated system, fluctuation ranges of the contact forces, the
V-M stress, and the frictional work caused by a corrugation are found to reach their
maximums at a speed between 250 and 300 km/h. As the wavelength varies, the
maximum fluctuation ranges of the contact forces and the V-M stress all occur at
the wavelength of 80 mm, whereas the frictional work fluctuation at the wavelength
of 80 mm is slightly less than that at the wavelength of 95 mm, but significantly
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larger than that at the wavelength of 65 mm. Considering that components of the
random rail roughness leading to higher dynamic responses than others may
gradually develop, the above-mentioned results seem to explain why a corrugation
with a wavelength of about 80 mm occurred in the rail section shown in Fig. 1
where the running speed was about 300 km/h.

The simulations also show that the longitudinal force variation excited by the
corrugation with a wavelength of 65 mm becomes different from the corrugation in
pattern and has a small magnitude, demonstrating the low possibility of occurrence
of such a corrugation and of those with shorter wavelengths. This is in agreement
with observations that a lower bound always exists for the corrugation on a track.
Note that values of the system parameters, such as the wheel diameter and stiffness
of the rail fastenings, are all nominal and kept constant in simulations, for which
new wheels, new rails, and many designed values are considered. In reality,
however, the wheels and rails are constantly worn and regularly re-profiled or
ground, and track characteristics vary from section to section and with time. These
factors should be born in mind when interpreting the numerical results. For
example, the above-shown results suggest that the corrugation wavelength on the
monitored Chinese high-speed line should be around 80 mm, while according to
the CAT measurement, it is around 65 mm (Sect. 4.1). In other words, the nominal
values of the parameters may represent the track section shown in Fig. 1, but not
every section of the monitored track, which should be studied further in the future.

Results in Sect. 3 show that the calculated material response would be regular
along the rail if no corrugation was applied. This means that the initiation mech-
anism of corrugation (growing up from smooth rails) is not included in the FE
model. The irregular material response corresponding to the results in Sect. 4 is the
consequence of the existing corrugation or caused by the geometric variation at the
corrugation. So, what is the relationship between the initiation mechanism
(the wavelength fixing mechanism) and the existing corrugation’s consequence?
The authors here propose a theory, explained in the following paragraph, to
answer this question.

The irregular material response caused by the initiation mechanism, hereinafter
referred to as the irregular response I, should be larger at corrugation valleys and
smaller at crests, i.e., leading to the occurrence of a corrugation. This is the
dominant mechanism in the relatively early stages of a corrugation. Once the
corrugation comes into being, another irregular material response also starts to act
due to the geometric variation at the corrugation, referred hereinafter to as the
irregular response II. The irregular response II is larger at crests than at valleys
(Fig. 19), being very different from the irregular response I, especially at high
speeds (smaller longitudinal shifts at higher speeds, Fig. 26a). Obviously, the
irregular response II will alleviate the irregular response I due to their different
patterns. Further considering that the irregular response II becomes more irregular
with the corrugation depth (Fig. 23), at a certain depth the combined material
response (irregular response I + II) starts to become regular, or the initiation
mechanism and the consequence of the existing corrugation become balanced, i.e.,
the corrugation stabilizes. The phenomenon of corrugation stabilization has been
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observed in the field, e.g., the high-speed corrugations shown in Fig. 14b.
Figure 29 shows a schematic diagram to help understand the mechanism explained
above. Note that other factors such as material work hardening and residual stresses
could also play certain roles in the stabilization of corrugation.

By changing the driving torque definition, braking cases can also be simulated
by the 3D transient FE model, although only traction cases are presented in this
paper due to space limitations. To authors’ experience, for the same friction
exploitation level, the results of the braking and the traction cases indeed show
some differences in contact stresses. In the future work, the 3D transient FE model
can be employed to further study the material damage mechanisms on corrugated
rails. Finally, it might be worthwhile to note that all discussions are mostly based on
the numerical results shown above, in which influences of the lateral movement of
the wheelset and the initiation mechanism of corrugation are not included.

6 Summary and Conclusions

On the basis of field measurements and observations of (short-pitch) corrugations
occurred on a recently opened Chinese high-speed line, a 3D transient rolling
contact FE model is developed by an explicit FE approach to analyze the
high-speed vehicle–track interaction in the presence of rail corrugations. The
vehicle and the track subsystems are considered to ensure that the vehicle–track
interaction is solved accurately in both the vertical and longitudinal directions.
Detailed contact solutions on corrugated rails, including both the normal and the
tangential solutions, are examined at different traction levels and at rolling speeds of
up to 500 km/h. A summary of the results shown above and some conclusions are
as follows.

Corrugation initiation 
mechanism

Irregular material response I

Corrugation occurrence Transient contact on
corrugated rail

Irregular material 
response II

Corrugation grows and gradually 
gets stabilized Combine

Fig. 29 Schematic diagram
of corrugation occurrence
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1. The vertical and longitudinal (contact) forces, the pressure, and the surface shear
stress all vary following the pattern of the corrugation, but with slightly different
longitudinal phases. The patterns of the V-M stress and the frictional work are
closer to those of the surface shear stress than to those of the pressure.

2. The discrete supports of the rail have considerable influences on the vehicle–
track interaction on the corrugated rail at certain rolling speeds.

3. At certain friction exploitation levels, the state of rolling contact may oscillate
between rolling sliding and full sliding at the passing frequency of corrugation,
leading to a significantly higher creepage than on smooth rails.

4. Fluctuation ranges of the V-M stress and the frictional work caused by a cor-
rugation increase with the traction coefficient. This may explain why corrugation
is more often observed on curves where the transmitted friction force is rela-
tively high.

5. According to simulations by the nominal parameters, the wavelength of the
corrugation occurring on the monitored Chinese high-speed line is most prob-
ably around 80 mm and a speed between 250 and 300 km/h is most detrimental,
corresponding well to the corrugation shown in Fig. 1. Inevitable variations of
the parameters along the track and their changes from the nominal values
probably explain why the dominant corrugation wavelength found by CAT
measurements is about 65 mm on sections where the running speed is about
300 km/h.

6. The traditional multi-body approach overestimates the dynamic wheel–rail
interaction on corrugated rails, whereas results from the transient FE model
should be more reasonable.

7. A theory is proposed to explain the observed phenomenon that the corrugation
gradually stabilizes.
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1 Introduction

High-speedrailways are developing rapidly in many countries around the world.
The mileage of commercial high-speed railway in China now exceeds 6000 km.
The operating speed of high-speed trains ranges from 200 to 350 km/h. China plans
to construct 16,000–18,000 km of passenger dedicated lines by 2020, with oper-
ating speeds exceeding 200 km/h (Zhang 2009). Nowadays, more and more people
consider high-speed trains as a comfortable, safe, low-emission, and clean energy
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consumption transportation tool with a high on-schedule rate. But increasing the
speed posts very high requirements in service performance, running safety, and
vibration control in environments which are all closely related to the dynamic
performance of the train/track coupling system. Therefore, the following studies on
train/track system dynamics are very important for designing well-matched
high-speed trains/tracks and ensuring the safe operation of high-speed trains.

Railway system dynamics studies have been performed for almost a century,
resulting in thousands of papers and theoretical models being published (Knothe
and Grassie 1993; Popp et al. 1999; Evans and Berg 2009; Zhai et al. 2009; Arnold
et al. 2011; Xiao et al. 2014). Throughout previous studies, there are mainly two
types of simulation models: single-vehicle/track coupling models and models for
multi-vehicles (or trains) coupled with a rigid or nearly rigid track.

In traditional railway vehicle dynamics simulations and track modeling using
commercial software, such as SIMPACK, NUCARS, GENSYS, and VAMPIRE,
the railway track is often assumed to be a rigid or nearly rigid structure. However,
many studies have pointed out that track flexibility has a significant influence on
wheel–rail contact behavior and vehicle/track dynamics. Neglecting track dynamic
behavior may lead to a significant overestimation of railway vehicle dynamics
performance, including hunting stability, wheel–rail contact forces, and other
vehicle system dynamical behaviors that are involved (Jin et al. 2002; Zhai et al.
2009; Di Gialleonardo et al. 2012). In addition, the classical vehicle dynamics study
using a simplified rigid track model cannot solve the dynamic problems caused by
the failure of a track component and other severe conditions, such as the running
safety of railway vehicles passing over unsupported tracks, broken rails, and
buckled tracks. These models, of course, cannot characterize the dynamic behavior
of track components or the ground vibration induced by high-speed trains in
operation. Another important factor to consider is that a train running on a track is a
large-scale coupling system and that the dynamic behaviors of the train and the
track, and the neighboring vehicles significantly affect each other. Thus, it is nec-
essary to develop a 3D dynamic model of a high-speed train coupled with a flexible
track to allow a deeper investigation into the dynamic behavior of high-speed trains
under various conditions. That is the purpose of the present study.

The widely used coupled single-vehicle/track models (VTMs) can simulate the
basic phenomena of a vehicle coupled with a track. An overview of
single-vehicle/track modeling and its interaction analysis can be seen in (Knothe
and Grassie 1993; Popp et al. 1999; Zhai et al. 2009). Most of the existing models
were used to deal with single-vehicle/track vertical interaction problems (Nielsen
and Igeland 1995; Fröhling 1998; Oscarsson and Dahlberg 1998; Sun and
Dhanasekar 2002; Lei and Mao 2004; Cai et al. 2008), and a few were used to
analyze lateral and vertical dynamical behavior (Zhai et al. 1996; Sun et al. 2003;
Jin et al. 2006; Baeza and Ouyang 2011; Xiao et al. 2011; Zhou and Shen 2013). In
addition, a few models for train/railway structure interactions were developed to
investigate railway system dynamics (Yang and Wu 2002; Xia et al. 2003; Tanabe
et al. 2008; Ju and Li 2011).
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Although coupled VTMs can solve many scientific problems effectively, there
are some issues which these models cannot deal with. The most prominent one is
that they cannot consider the effect of inter-vehicle connections on the dynamic
behavior of the train/track system. Most modern high-speed trains are equipped
with tight-lock inter-vehicle connections, such as tight-lock couplers and
inter-vehicle dampers. When high-speed trains run in complex operating envi-
ronments, such as a derailment occurring due to strong crosswinds, earthquakes,
or serious track buckling, the mutual influence between the adjacent vehicles on
the system’s dynamic behavior should not be neglected in a dynamic behavior
analysis (Evans and Berg 2009; Zhang 2009; Jin et al. 2013). In these environ-
ments, any VTM cannot characterize the behavior of the vehicle and track
accurately and reliably. To the authors’ knowledge, no previous research results
have been published regarding the difference between the dynamic behaviors
calculated by using a VTM and an entire-train/track model (TTM) even when a
train operates under normal conditions. In the present investigation, the differ-
ences in several key dynamic behaviors between these two types of dynamic
models are clarified.

To meet the challenges of the various complex dynamics problems of high-speed
trains coupled with tracks, the existing models need to be further improved in two
ways: the space scale of trains coupled with tracks and the modeling of their key
components. In this study, a 3D dynamic model of a high-speed train coupled with
a ballast track is developed, which extends the single-vehicle/track vertical–lateral
coupling model to a multi-vehicle/track vertical–lateral–longitudinal coupling
model. In the 3D coupled train/track model, each vehicle is modeled as a 42 degrees
of freedom (DOFs) multi-body system, which considers the nonlinear dynamic
characteristics of the suspension systems and the longitudinal motion of the vehicle
components. To simulate the interaction between adjacent vehicles, a detailed
inter-vehicle connection model is developed, which considers nonlinear couplers,
nonlinear inter-vehicle dampers, and a linear tight-lock vestibule diaphragm. The
track is a flexible 3-layer model consisting of rails, sleepers, and ballast. The
dynamic behavior and elastic structure of the track components are considered. An
improved wheel/rail contact geometry model is introduced to take the effect of the
profiles and the instant deformation of the wheel and the rail into account (Chen and
Zhai 2004; Xiao et al. 2011). The modified model is also able to deal with sepa-
ration occurring between the wheels and the rails. A moving sleeper support track
model is adopted to simulate train/track excitation caused by the discrete sleepers
(Xiao et al. 2011). The reliability of the 3D coupled train/track model is then
validated through a detailed numerical comparison with the commercial software,
SIMPACK, and the contrast caused by different track modeling methods is ana-
lyzed. Also, the differences are investigated between the dynamical behaviors
obtained by VTM and TTM, with the results calculated using the proposed TTM
being more reasonable. The investigated dynamic behaviors include vibration fre-
quency components, ride comfort, and curving performance, which are important in
estimating the operational qualities and dynamic characteristics of trains and tracks.
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2 3D Modeling of High-Speed Train/Track System

A 3D dynamic model of a high-speed train coupled with a ballast track is developed
in this study (Fig. 1). The coupled train/track dynamic model consists of four
subsystems: the vehicle, the inter-vehicle connection, the track, and the wheel/rail
contact. The interaction of the vehicles and the track is characterized through the
wheels/rails in rolling contact, and the interaction between adjacent vehicles is
transferred via the inter-vehicle connection. They are described in Sects. 2.1–2.4 in
detail.

2.1 Modeling Vehicle Subsystem

A new generic Chinese high-speed train, named CRH380A, is selected to be
modeled in this study. The train consists of six power vehicles and two trailing
vehicles, and its highest operating speed reaches 380 km/h. The calculation model
of a high-speed vehicle coupled with a ballast track is shown in Fig. 2. In the
coupled dynamic model, each power vehicle or each trailing vehicle is modeled as a
42 DOFs nonlinear multi-body system, which includes seven rigid components: a
car body, two bogies, and four wheelsets.

In Fig. 2, the coordinate system x–y–z is a Cartesian system and the initial one.
Axis x is in the moving direction of the high-speed train, axis z is in the vertical
direction, and axis y is in the lateral direction of the track. For convenience, the
front bogie and the rear bogie are numbered 1 and 2, respectively; the leading
wheelset and the trailing wheelset of the front bogie are numbered as 1 and 2,
respectively; and the corresponding wheelsets of the rear bogie are indicated by 3
and 4, respectively. The subscript j (j = L or R) refers to the left or right side when
looking in the direction of movement of the train. Each component of the vehicle
has six DOFs: the longitudinal displacement X, the lateral displacement Y, the
vertical displacement Z, the roll angle /, the pitch angle b, and the yaw angle w.

Fig. 1 High-speed train/track coupling model
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Fig. 2 3D views of the
vehicle and track model:
a elevation; b side elevation;
c planform
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In Fig. 2, the notations C and K with subscripts stand for the coefficients of the
equivalent dampers and the stiffness coefficients of the equivalent springs,
respectively. The equivalent dampers and springs are used to replace the connec-
tions between the components of the high-speed vehicle and the ballast track.

The equations of motion of the car body in the longitudinal, lateral, vertical,
rolling, pitching, and yawing directions are

Mc€Xc ¼ �Fxs1 � Fxs2 � Fxcf � Fxcb;
Mc€Yc ¼ Fys1 þFys2 � Fycf � Fycb þMcg/sec þFycc;
Mc€Zc ¼ �Fzs1 � Fzs2 � Fzcf � Fzcb þMcgþFzcc;
Icx€/c ¼ �Mxs1 �Mxs2 þMxcf þMxcb þMxcc;
Icy€bc ¼ �Mys1 �Mys2 þMycf þMycb;

Icz€wc ¼ �Mzs1 �Mzs2 þMzcf þMzcb þMzcc;

8>>>>>><
>>>>>>:

ð1Þ

where Mc is the mass of the car body; Icx, Icy, Icz are the rolling, pitching, and
yawing moments of inertia, respectively; €Xc; €Yc; €Zc; €/c;

€bc, and €wc are the ac-
celerations of the car body center in the longitudinal, lateral, vertical, rolling,
pitching, and yawing directions, respectively; /sec is the angular deflection of the
car body rolling caused by the cant of the high rail; Fxsi, Fysi, Fzsi, Mxsi, Mysi, and
Mzsi (i = 1, 2) denote the mutual forces and moments between car body and bogie
frames in the x, y, and z directions; subscripts 1 and 2 indicate the front and rear
bogies; Fxci, Fyci, Fzci,Mxci,Myci, andMzci (i = f or b) denote the inter-vehicle forces
and moments caused by inter-vehicle connections between the adjacent car bodies
in the x, y, and z directions; and subscripts f and b indicate the front and end of each
car body. Detailed expressions of the inter-vehicle forces between the adjacent
vehicles will be given in Sect. 2.2. Fycc, Fzcc, Mxcc, and Mzcc denote the external
forces on the car bodies resulting from the centripetal acceleration when a train is
negotiating a curved track. Lastly, g is the gravitational acceleration.

The equations of motion of the bogie i (i = 1, 2) in the longitudinal, lateral,
vertical, rolling, pitching, and yawing directions are

Mb€Xbi ¼ Fxsi � Fxfð2i�1Þ � Fxfð2iÞ;
Mb€Ybi ¼ Fyfð2i�1Þ þFyfð2iÞ � Fysi þMbg/sebi þFycbi;

Mb€Zbi ¼ Fzsi � Fzfð2i�1Þ � Fzfð2iÞ þMbgþFzcbi;

Ibx€/bi ¼ �Mxfð2i�1Þ �Mxfð2iÞ þMxsi þMxcbi;

Iby€bbi ¼ �Myfð2i�1Þ �Myfð2iÞ þMysi;

Ibz€wbi ¼ �Mzfð2i�1Þ �Mzfð2iÞ þMzsi þMzcbi;

8>>>>>>><
>>>>>>>:

ð2Þ

where Mb is the mass of the bogie; Ibx, Iby, and Ibz are the moments of inertia of the
bogie in rolling, pitching, and yawing motions; €Xb; €Yb; €Zb; €/b;

€bb, and €wb are the
accelerations of the bogie center in the longitudinal, lateral, vertical, rolling,
pitching, and yawing directions, respectively; /seb is the angular deflection of the
bogie rolling caused by the cant of the high rail; Fxfi, Fyfi, Fzfi, Mxfi, Myfi, and Mzfi
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(i = 1, 2, 3, 4) denote the mutual forces and moments between bogie frames and
wheelsets in the x, y, and z directions; subscripts 1, 2, 3, 4 indicate the four
wheelsets of the vehicle, respectively; and Fycbi, Fzcbi, Mxcbi, and Mzcbi (i = 1, 2)
denote the external forces on bogies resulting from the centripetal acceleration
when the vehicle is negotiating curved track.

The equations of motion of the wheelset i (i = 1, 2, 3, 4) in the longitudinal,
lateral, vertical, rolling, pitching, and yawing directions are

Mw€Xwi ¼ Fxfi þFwrxi;
Mw€Ywi ¼ �Fyfi þFwryi þMwg/sewi þFycwi;
Mw€Zwi ¼ Fzfi � Fwrzi þMwgþFzcwi;
Iwx€/wi ¼ Mxfi �Mwrzi þMxcwi;
Iwy€bwi ¼ Mwryi þMTBi;

Iwz€wwi ¼ Mzfi þMwrzi þMzcwi;

8>>>>>><
>>>>>>:

ð3Þ

where Mw is the mass of the wheelset; Iwx, Iwy, and Iwz are the moments of inertia of
the wheelset in rolling, pitching, and yawing motions, respectively; €Xw; €Yw, and €Zw
are the accelerations of the wheelset in the longitudinal, lateral, and vertical
directions, respectively; €/w;

€bw, and €ww are the angular accelerations in rolling,
spin, and yawing directions, respectively; /sew is the angular deflection of the
wheelset rolling caused by the cant of the high rail; Fwrxi, Fwryi, Fwrzi, Mwrxi, Mwryi,
andMwrzi (i = 1, 2, 3, 4) denote the contact forces and moments between the wheels
and the rails in the x, y, and z directions, respectively; Fycwi, Fzcwi, Mxcwi, and Mzcwi

(i = 1, 2, 3, 4) denote the external forces on the wheelsets resulting from the
centripetal acceleration when the train is negotiating curved track; and MTBi is the
traction or braking moment acting on the wheelsets when the train is accelerating or
decelerating. In this study, a constant traveling speed of the train is assumed. Thus,
MTBi equals zero here.

In the present train/track model, each bogie is equipped with double suspension
systems. The wheelsets and the bogies are connected by the primary suspensions,
while the car body is supported on the bogies through the secondary suspensions.
The primary and secondary suspension systems were represented using 3D spring–
damper elements, and the nonlinear dynamic characteristics of the suspension
systems were considered. The nonlinear suspension elements include the yaw and
lateral dampers and the bump-stops installed on the secondary suspension, and the
vertical dampers installed on the primary suspension, as illustrated in Fig. 3. In the
model developed in this study, the nonlinear behavior of the suspension system
components was modeled using bilinear spring and damping elements, as shown in
Fig. 4.
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According to the bilinear postulation, the forces between the bogies and the car
body or the wheelsets are

FxYD ¼ CYD1D _xYD; D _xYDj j\V0YD;
signðD _xYDÞ½CYD1V0YD þCYD2ð D _xYDj j � V0YDÞ�; D _xYDj j �V0YD;

�
ð4Þ

FyST ¼ 0; DySTj j\d;
KSTð DySTj j � dÞ; DySTj j � d;

�
ð5Þ

FyLD ¼ CLD1D _yLD; D _yLDj j\V0LD;
signðD _yLDÞ½CLD1V0LD þCLD2ð D _yLDj j � V0LDÞ�; D _yLDj j �V0LD;

�
ð6Þ

FzVD ¼ CVD1D_zVD; D_zVDj j\V0VD;
signðD_zVDÞ½CVD1V0VD þCVD2ð D_zVDj j � V0VDÞ�; D_zVDj j �V0VD;

�
ð7Þ

Fig. 3 Bogie of a Chinese high-speed train
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where CYD, CLD, and CVD stand for the equivalent coefficients of the yaw dampers,
the lateral dampers, and the vertical dampers, respectively; KST is the contact
stiffness when the car body is in contact with the bump-stops; V0YD, V0LD, and V0VD

are the load-off velocities of the yaw dampers, the lateral dampers, and the vertical
dampers, respectively; d is the lateral clearance between the car body and the
bump-stops on the bogie frames; D _xYD is the longitudinal relative velocity between
the car body and the side frame; DyST is the lateral relative displacement between
the bottom of the car body and the bogies; D _yLD is the lateral relative velocity
between the bottom of the car body and the bogies; D_zVD is the vertical relative
velocity between the axle and the side frame; FxYD, FyST, and FyLD are the forces of
the yaw dampers, the bump-stops, and the lateral dampers between bogies and car
body, respectively; and FzVD is the force of the vertical dampers between bogies
and wheelsets.

2.2 Modeling the Inter-vehicle Connection Subsystem

The design of the inter-vehicle connection is very important for a high-speed train
because it has to include mechanical and electrical connections between adjacent
vehicles. In addition, it should provide passengers with a comfortable and safe
passage. Among the inter-vehicle suspensions of a high-speed train, three devices
have a significant influence on the dynamics of the train/track system: couplers,
inter-vehicle dampers, and tight-lock vestibule diaphragms. In the present model,
the nonlinear couplers and inter-vehicle dampers are replaced with nonlinear
spring–damper elements and are retractable only along the axial direction. The
tight-lock vestibule diaphragm is simplified as a linear 3D spring element, which
can restrain the adjacent vehicles in the longitudinal, lateral, vertical, rolling,
pitching, and yawing directions. Therefore, the inter-vehicle forces can be calcu-
lated based on the deformation of the connectors and the relative angles between
connectors and car bodies.

To improve running stability and ride comfort during acceleration or decelera-
tion, tight-lock couplers are installed comprehensively on modern high-speed trains.
A type of tight-lock coupler system used on the Chinese high-speed trains is
modeled in this study, as shown in Fig. 5a. In this type of tight-lock coupler, the
couplers installed on adjacent vehicles are fixed by the coupler connection, and
the slackless is very small. The couplers can rotate by a certain angle around the
coupler yoke in the horizontal and vertical directions. The coupler body is
approximately rigid, and the inter-vehicle contact stiffness is offered by the draft
gear. In this model, the nonlinear stiffness characteristic of the draft gear is con-
sidered, and the draft gear is modeled by a bilinear spring element, as shown in
Fig. 5b. According to the bilinear assumption, the coupler forces are
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Fcg ¼
0; jDxj\Dx0;
KCB1ðDx� Dx0Þ; Dx0 � jDxj �X0CB;
KCB1ðX0CB � Dx0ÞþKCB2ðDx� X0CBÞ; Dxj[X0CB;

8<
: ð8Þ

where Dx is the relative displacement between the two ends of the couplers con-
necting the adjacent vehicles in the axial direction, Dx0 is the slackless of the
coupler, X0CB is the initial length of the coupler, and KCB is its equivalent stiffness
coefficient.

According to the dynamic responses of the vehicles and the geometric rela-
tionship between couplers and car body ends, the lateral and vertical angles
between the coupler and the adjacent vehicles can be calculated (Garg and
Dukkipati 1984). The longitudinal, lateral, and vertical components of the coupler
forces applied to the adjacent vehicles near to the coupler are then obtained.

Inter-vehicle dampers are widely used on high-speed trains, such as the
German ICE, the French TGV, the Japanese Shinkansen train sets, and the
Chinese CRH. In the present model, a type of longitudinal inter-vehicle damper
used on Chinese high-speed trains is introduced, as shown in Fig. 6a. Field tests
and numerical studies (Zhang 2009) highlight that this kind of damper can reduce
the longitudinal impacts between the vehicles and improve the lateral stability and
ride comfort of high-speed trains. The inter-vehicle dampers are also replaced with
bilinear spring–damper elements, and their damping and stiffness are considered, as
shown in Fig. 6b, c. Based on Fig. 6, the forces on the inter-vehicle dampers are

FCDL;R ¼
CCD1DVCDL;R; DVCDL;R

�� ��\V0CD; DXCDL;R

�� ���X0CD;
signðDVCDL;RÞ CCD1V0CD½
þ CCD2 DVCDL;R

�� ��� V0CD
� ��

; DVCDL;R

�� ���V0CD; DXCDL;R

�� ���X0CD;

signðDXCDL;RÞKCDð DXCDL;R
�� ��� X0CDÞ; DVCDL;R

�� ���V0CD; DXCDL;R
�� ��[X0CD;

8>><
>>:

ð9Þ

where FCDi (i = L, R) are the interaction forces of the longitudinal inter-vehicle
dampers; CCD and KCD stand for the coefficients of the equivalent damper and the
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Fig. 5 Nonlinear coupler model (a) and nonlinear characteristic of coupler system (b)
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equivalent spring, respectively; V0CD is the load-off velocity of the inter-vehicle
dampers; X0CD is the initial length of the inter-vehicle damper; DVCDi and DXCDi

(i = L, R) are the relative velocity and displacement between two ends of the
inter-vehicle dampers connecting adjacent vehicles in the axial direction, respec-
tively; and the subscript i (i = L, R) refers to the left or right longitudinal
inter-vehicle damper. Using the same process as in the coupler angle calculation,
the relative angles between the dampers and the car body ends are then calculated.
Thus, the forces caused by the inter-vehicle dampers in x, y, and z directions can be
obtained.

The tight-lock vestibule diaphragm also has an impact on the dynamics of a
high-speed train. For simplicity, it is replaced with 3D linear spring elements in the
present model, which can supply the car body with restraining stiffness in the
longitudinal, lateral, vertical, rolling, pitching, and yawing directions.

2.3 Modeling the Track Subsystem

The model of the track is a flexible one consisting of rails, sleepers, and ballasts, as
shown in Fig. 2. In the track model, rails are assumed to be Timoshenko beams
supported by discrete sleepers, and the effects of vertical and lateral motions and rail
roll on wheel/rail creepage are taken into account. Each sleeper is treated as an
Euler beam supported by a uniformly distributed stiffness and damping in its
vertical direction, and a lumped mass is used to replace the sleeper in its lateral
direction. The ballast bed is replaced by equivalent rigid ballast bodies in the
calculation model, taking into account only the vertical motion of each ballast body.
The motion of the roadbed is neglected. The equivalent springs and dampers are
used as the connections between rails and sleepers, between sleepers and ballast
blocks, and between ballast blocks and the roadbed.

The bending deformations of the rails are described by the Timoshenko beam
theory. Using the modal synthesis method and normalized shape functions of a
Timoshenko beam, the fourth-order partial differential equations of the rails are
converted into second-order ordinary differential equations as follows:

(a)
(b) (c)

Fig. 6 Inter-vehicle damper model. a Inter-vehicle damper; b Nonlinear damping; c Nonlinear
stiffness
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For the lateral bending motion:

€qrykðtÞþ jryGrAr

qrAr

kp
lr

� �2
qrykðtÞ � jryGrAr

kp
lr

ffiffiffiffiffiffiffiffiffiffi
1

mrqrIrz

q
wrykðtÞ

¼ �PNs

i¼1
RyiðtÞYrkðxsiÞþ

PNw

j¼1
FwryjðtÞYrkðxwjÞ;

€wrykðtÞþ jryGrAr
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þ ErIrz

qrIrz
kp
lr

� �2

 �

wrykðtÞ

� jryGrAr
kp
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ffiffiffiffiffiffiffiffiffiffi
1

mrqrIrz

q
qrykðtÞ ¼ 0; k ¼ 1; 2; . . .;NMY;

8>>>>>>>>><
>>>>>>>>>:

ð10Þ

For the vertical bending motion:

€qrzkðtÞþ jrzGrAr
qrAr

kp
lr

� �2
qrzkðtÞ � jrzGrAr

kp
lr

ffiffiffiffiffiffiffiffiffiffi
1

mrqrIry

q
wrzkðtÞ

¼ �PNs

i¼1
RziðtÞZrkðxsiÞþ

PNw

j¼1
FwrzjðtÞZrkðxwjÞ;

€wrzkðtÞþ jrzGrAr
qrIry

þ ErIry
qrIry
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lr

� �2

 �

wrzkðtÞ

� jrzGrAr
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lr

ffiffiffiffiffiffiffiffiffiffi
1

mrqrIry

q
qrzkðtÞ ¼ 0; k ¼ 1; 2; . . .;NMZ;
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>>>>>>>>>:

ð11Þ

For the torsional motion:

€qrTkðtÞþ GrKr

qrIr0

kp
lr

� 
2

qrTkðtÞ ¼ �
XNs

i¼1

MsiðtÞUrkðxsiÞ

þ
XNw

j¼1

MGjðtÞUrkðxwjÞ; k ¼ 1; 2; � � � ;NMT:

ð12Þ

In Eqs. (10)–(12), qryk(t), qrzk(t), and qrTk(t) are the generalized coordinates of the
lateral, vertical, and rotational deflection of the rail, respectively, while wryk(t) and
wrzk(t) are the generalized coordinates of the deflection curve of the rail with respect
to the z-axis and the y-axis. The material properties of the rail are indicated by the
density qr, the shear modulus Gr, and Young’s modulus Er. mr is the mass per unit
longitudinal length. The geometry of the cross section of the rail is represented by
the area Ar, the second moments of area Iry and Irz around the y-axis and the z-axis,
respectively, and the polar moment of inertia Ir0. The shear coefficients jry =
0.4057 and jrz = 0.5329 for the lateral and the vertical bending and the shear
coefficient Kr = 2.473,346 � 10−6 are obtained through a finite element analysis of
the rail profile of Chinese CN 60 using the software package ANSYS. The cal-
culation length of the beam is denoted by lr, the value of which was set at 420 m
when considering an eight-vehicle train running on the calculated track. In this case,
1000 vibration modes of the rail were considered, and the frequency of the highest
mode was approximately 1.2 kHz. Ryi and Rzi are the lateral and vertical forces
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between the rail and sleeper i, respectively. The wheel/rail forces at the wheel j in
the lateral and vertical directions are represented by Fwryj and Fwrzj, respectively.
Msi and MGj denote the equivalent moments acting on the rail. xsi and xwj denote the
longitudinal positions of the sleeper i and the wheel j, respectively, and Nw and Ns

are the number of wheelsets and sleepers within the analyzed rail, respectively. The
subscript i indicates sleeper i and j for wheel j. NMY, NMZ, and NMT are the total
numbers of the shape functions, and Yrk(x), Zrk(x), and Urk(x) are the kth shape
functions, which are given by

YrkðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2

qrArlr

s
sin

kp
lr
x

� 

; ð13Þ

ZrkðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2

qrArlr

s
sin

kp
lr
x

� 

; ð14Þ

UrkðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2

qrIr0lr

s
sin

kp
lr
x

� 

: ð15Þ

The sleeper in the present model is treated as an Euler–Bernoulli beam with
free-free ends in the vertical direction, while a lumped mass is used to replace it for
its lateral motion. The longitudinal rigid motion and rotating motion of each sleeper
are neglected, as shown in Fig. 2. Using the modal synthesis method and the
normalized shape functions of the Euler beam, the fourth-order partial differential
equations of its vertical vibration can be simplified as a second-order ordinary
differential equation as follows:

€qszkðtÞþ EsIs
ms

kp
ls

� 
4

qszkðtÞ ¼ �
XNb

i¼1

FbziðtÞZskðybiÞ

þ
XNr

j¼1

RzjðtÞZskðyrjÞ; k ¼ 1; 2; . . .;NMS,

ð16Þ

where qszk(t) are the generalized coordinates of the sleeper vertical deflection, Es is
Young’s modulus, Is is the second moment of area of the sleeper cross section about
the y-axis, ms is the mass per unit longitudinal length, ls is the length of the sleeper,
Nb and Nr are the number of ballast and rails within the analyzed sleeper, respec-
tively, Fbzi is the force between the sleeper and the ballast body in the action spot i,
Rzj is the force between the sleeper and the rail in the action location j, NMS is the
total number of the shape functions, and Zsk(y) is the kth modal function, which is
given by
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ZskðyÞ ¼

ffiffiffiffiffiffiffiffiffiffi
1=ms

p
; k ¼ 1;ffiffiffiffiffiffiffiffiffiffi

3=ms

p ð1� 2y=lsÞ; k ¼ 2;ffiffiffiffiffiffiffiffiffiffi
1=ms

p ðcoshðakyÞþ cosðakyÞÞ
�CkðsinhðakyÞþ sinðakyÞÞ�; k ¼ 3; 4; . . .;NMS;

8>><
>>: ð17Þ

where ak and Ck are the frequency coefficient and the function coefficient of a beam
with free-free boundary conditions, respectively.

The equation of the lateral rigid motion of the sleeper is

Ms€Ysi ¼ FyLi þFyRi � Fbyi; ð18Þ

where FyLi and FyRi are the lateral forces between sleeper i and the left and right
rails, and Fbyi is the equivalent lateral support force by the ballast body. The
longitudinal rigid motion and rotating motion of each sleeper are neglected.

The ballast bed is replaced by equivalent rigid ballast blocks in this calculation
model, while only the vertical motion of each ballast body is taken into account.
The vertical equations of motion of the ballast body i are

Mbs€ZbLi ¼ FbzLi þFzrLi þFzLRi � FzgLi � FzfLi; ð19Þ

Mbs€ZbRi ¼ FbzRi þFzrRi � FzLRi � FzgRi � FzfRi; ð20Þ

where FzfLi, FzrLi, FzfRi, FzrRi, and FzLRi are the vertical shear forces between
neighboring ballast bodies, FzgLi and FzgRi are the vertical forces between ballast
bodies and the roadbed, and Mbs is the mass of each ballast body. Such a ballast
model can represent the in-phase and out-of-phase motions of two vertical rigid
modes in the vertical–lateral plane of the track. For brevity, the detailed derivation
of track system equations, which can be seen in (Zhai et al. 2009; Xiao et al. 2011),
is omitted here. Note that it is easy to develop the present track model in the case of
a slab track or other ballastless tracks. The results for a slab track are not given here.
A detailed description of the slab track model can be seen in (Xiao et al. 2012).

2.4 Modeling the Wheel/Rail Contact Subsystem

The wheel/rail contact is an essential element that couples the vehicle subsystem
with the track subsystem. The wheel/rail contact model includes two basic issues:
the geometric relationship and the contact forces between the wheel and the rail.
The wheel/rail contact geometry calculation is necessary to acquire the location of
the contact point on the wheel and rail surfaces and the wheel/rail interaction forces.
In this study, an improved geometric calculation model of the wheel/rail contact
based on the method discussed in (Jin et al. 2005) is introduced. The modified
spatial wheel/rail geometric contact model is able to take the instant motion and
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deformation of the rails into account and to deal with the separation of wheel and
rail (Chen and Zhai 2004; Xiao et al. 2011).

In this study, calculating the wheel/rail normal force uses the Hertzian nonlinear
contact spring model, and the creep force calculation uses Shen et al. (1983)’s
model based on Kalker (1967)’s linear creep theory. These two models are based on
the assumptions of Hertzian contact theory. The contact points were previously
calculated in the wheel/rail force calculation. The detailed contact point calculation
is described as follows.

The wheel/rail contact points vary with the lateral displacement yw, yawing angle
ww, and rolling angle /w of the wheelset; the lateral displacements YrL,R, vertical
displacements ZrL,R, and torsion angles /rL,R of the rail obtained through the
dynamics calculation; and the given profiles of the wheel and rail. The profiles of
the rails and wheels are expressed with the discrete datum, which is described in
coordinate systems OXYZ and o′x′y′z′, respectively, as shown in Fig. 7. The origin
of o′x′y′z′ is fixed at the center of the wheelset, and its axis y′ coincides with the axle
of the wheelset. By solving the vehicle and track system equations, the instant
motions of the wheelset and the two rails and the positions of the rails at any given
moment in a fixed reference configuration OXYZ are calculated, as shown in Fig. 7.
In the contact geometry calculation, the height Zw0 of the wheelset in OXYZ is then
set high enough to ensure no penetration occurred between the wheels and the rails.
Using the wheel/rail contact point trace method (Wang 1984), the minimum vertical
distances between the wheels and the rails are calculated on both of the left and
right sides. Hence, the two points on the wheel and rail treads with the smallest
distance for each side wheel/rail are obtained, respectively. These two points
constitute a pair of contact points CL,R between the wheelset and the two rails
before their deformation.

Fig. 7 Wheel/rail contact geometry calculation model
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Using the known locations of the contact points, one obtains the curvature radii
of the wheels/rails at their contact points according to the prescribed wheel/rail
profiles. Using the radii and the static wheel normal load, one calculates the
semi-axle lengths of the wheel/rail contact patches and the initial wheel/rail normal
approach by means of Hertzian contact theory; then, the Kalker (1967)’s creep
coefficients can be found from his creep coefficient table. So far the calculation of
the wheel/rail forces (normal and tangent) can be carried out by using the Hertzian
nonlinear contact spring model and Shen et al. (1983)’s model.

The calculation model of the wheel/rail normal force, which characterizes the
relationship law of the normal load and deformation between the wheel and rail, is
described by a Hertzian nonlinear contact spring with a unilateral restraint and reads

FnðtÞ ¼
1
G ZwrncðtÞ
� �3=2

ZwrncðtÞ[ 0;
0; ZwrncðtÞ� 0;

�
ð21Þ

where G is the wheel/rail contact constant (m/N2/3), which can be obtained using
the Hertzian contact theory. Zwrnc(t) is the normal compressing amount (or the
normal approach) at the wheel/rail contact point. Zwrnc(t) is strictly defined as an
approach between the two far points, one belonging to the wheel and the other
belonging to the rail. It can be determined by solving the system of equations and
calculating the contact geometry of the wheelset and the rails discussed above. In
Eq. (21), Zwrnc(t) > 0 indicates the wheel/rail in contact, and Zwrnc(t) � 0 stands
for their separation. The creep force calculation employs Shen et al. (1983)’s model,
which is based on Kalker (1967)’s linear creep theory. Kalker (1967)’s linear creep
theory is only available for small creepages. When large creepages are generated as,
for example, in the case of wheel/rail flange contact, the creep force saturates, and
then, the creep forces vary nonlinearly with the creepages.

2.5 Train/Track Excitation Model

In the train/track dynamics calculation, there are four existing models (Popp et al.,
1999): (1) the stationary load model; (2) the moving load model; (3) the moving
irregularity model; and (4) the moving mass model. The most realistic one is the
so-called moving mass model. However, it is very difficult to carry out numerical
implementation using such a model because of the continuously updated track
under the running train. For simplicity, a moving track support model (Xiao et al.,
2007) developed by the authors is used to simulate the effect of the discrete periodic
track support between the interaction of a high-speed vehicle and a track when
high-speed trains run at constant speeds. The model of a half vehicle (one bogie)
coupled with a track was extended to consider a whole vehicle (two bogies) in
(Xiao et al. 2011). In this study, the model of Xiao et al. (2011) is further extended
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to consider the multi-vehicles of a train or the whole train coupled with a track, as
shown in Fig. 8.

The model is seen as if one watches the behavior of a vehicle of the train running
along the track through a window of ltim width. The window moves forward at the
speed of the moving train. It is assumed that the vehicle always vibrates in the
window. The track passes through the window in the inverse direction at the speed
of the train, as shown in Fig. 8. The advantage of this model is that it allows rapid
calculation of the train/track interaction of a train running on an infinitely long
flexible track.

2.6 Initial and Boundary Conditions of the Coupled
Train/Track System

Before solving the equations of the dynamic system, the initial and boundary
conditions should be prescribed. Both ends of the Timoshenko beam modeling the
rails are hinged, and the deflections and the bending moments at the hinged beam
ends are assumed to be zero. The vertical motion of the ballast bodies at both ends
of the calculation track is assumed to be always zero, and the static state of the
systems is regarded as the original point of reference. The initial displacements and
velocities of all components of the track are set to zero. The initial displacements
and the initial vertical and lateral velocities of all components of the high-speed
train are also set to zero, and the initial longitudinal velocity is the running speed of
the train, which is a constant.

It is obvious that the equations of coupled train/track model form a large-scaled
nonlinear system. The stability, calculation speed, and accuracy of the numerical
method for the equations are very important. A numerical method developed by
Zhai (1996), termed as ‘new fast numerical integration for dynamics analysis of
large systems,’ is used to analyze the equations in a time step of 1.4 � 10−5 s in
this study.

Calculated track length 

‘Tracking window’

v

v

Vehicle Vehicle Vehicle 

Track Ballast Sleeper 

Fig. 8 Train/track excitation model: ‘Tracking window’
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3 Verification of the Train/Track Model

Based on the mathematical model described in Sect. 2, a computer simulation
program, named high-speed train/track system dynamics (HSTTSD), was devel-
oped to analyze the dynamics of the coupled train/track system. To verify the 3D
coupled train/track model, the dynamic results calculated by the present model are
compared with those obtained by the commercial software SIMPACK. In this
section, the vehicle/track dynamic interactions in the vertical and lateral directions
are analyzed, by comparing the system responses obtained through HSTTSD and
SIMPACK, under the excitation of vertical and lateral track irregularity on the
tangent track. In the calculation, the vehicle parameters and the fastening param-
eters used are the same, and the vehicle speed is 300 km/h. The track irregularities
are artificially generated sine wave defects with a length of 20 m and an amplitude
of 10 mm.

Figure 9a, b is the wheelset vertical displacements and wheel/rail vertical forces,
respectively, calculated by SIMPACK and HSTTSD. From Fig. 9, it is clear that
the vertical displacements of the wheelsets are very close. Strictly speaking, the
vertical displacement calculated by HSTTSD is a little larger than that obtained by
SIMPACK, which is not clearly shown in Fig. 9a. The vertical force calculated by
HSTTSD is also a little larger than that calculated by SIMPACK.

The lateral interaction of the wheel/rail system has a great influence on running
safety against derailment of a train and wear of the wheels and rails. Figure 10a, b
indicates the wheelset lateral displacements and wheel/rail lateral forces,
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respectively, achieved by SIMPACK and HSTTSD. It is obvious that the lateral
displacements and forces calculated by HSTTSD are larger than those obtained by
SIMPACK, which is similar to the phenomena that occurred in the results relating
to the vertical interaction of the vehicle and the track, as described in Fig. 9.

The reason for the above phenomenon is that the track model in HSTTSD is
different from that in SIMPACK. The track model in HSTTSD considers a flexible
three-layer infrastructure consisting of rails, sleepers, and ballast bed. The con-
nections between rails and sleepers, between sleepers and ballast blocks, and
between ballast blocks and roadbed are replaced with the equivalent dampers and
springs. The structure deformations of rails and sleepers are taken into account.
Thus, the vertical (lateral) stiffness of the track characterized by HSTTSD is lower
than that characterized by SIMPACK, which leads to the vertical (lateral) dis-
placement calculated by HSTTSD being slightly larger than that obtained by
SIMPACK, as shown in Figs. 9a and 10a.

Figures 9b and 10b show that the difference between wheel/rail forces calculated
by HSTTSD and by SIMPACK is significant, i.e., the relative errors are approxi-
mately 10%. Compared to the simplified track model in SIMPACK, the flexible
track model in HSTTSD also considers the longitudinal propagating vibration
waves induced in the rails and the periodical excitation caused by discrete sleepers.
The structure deformation of rails, wave reflection from the adjacent wheels, and
the moving track excitation may result in larger wheel/rail contact forces, and their
corresponding contribution onto these differences needs to be examined in future
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work. However, the differences between the calculated results by the two models
can be accepted in practice. Through the results discussed above, the proposed
vehicle/track model is verified to be reliable, and it can be extended to a 3D coupled
train/track model, as discussed in Sect. 2.

Through the comparisons, it can be concluded that the track model in HSTTSD
is more reasonable than that of SIMPACK, because HSTTSD considers the flexi-
bility and the dynamic behavior of the track components. But when we simulated a
high-speed vehicle running over a 1000-m-length straight track at a speed of
350 km/h by using the Windows operating system on a 2.79 GHz CPU DELL
Studio XPS (which has one node with eight processors), the computational time
required for HSTTSD and SIMPACK was 470 and 121 s, respectively. This means
the computation speed for SIMPACK is approximately three times faster than that
for HSTTSD. In other words, we should try to optimize the numerical algorithm to
improve the calculation efficiency of the current model in the future.

4 Comparison of Dynamic Performances Obtained
by TTM and VTM

Traditional dynamics studies of railway vehicle/track systems were mainly based on
the coupled VTM, while the cross-influence between the adjacent vehicles and the
effect of the vehicle location in a train were neglected. However, the interaction of
the neighboring vehicles has a great influence on the dynamic performance of the
train/track system due to the tight-lock inter-vehicle connections installed on
modern high-speed trains. In this situation, the difference in dynamic performance
obtained by TTM and VTM should be taken into account. To obtain more accurate
and reliable results from the dynamics simulation, the differences between the two
types of dynamic models should first be pointed out.

In this section, several key dynamics performances, including vibration fre-
quency response, ride comfort, and curving performance, obtained by TTM and
VTM, are compared, which will be discussed in Sects. 4.1–4.3. In the calculation,
the TTM used a Chinese high-speed train comprised of eight vehicles coupled with
the ballast track. For simplicity, the parameters of the vehicle and the track used in
the two dynamic models are the same. The measured track irregularities of a
Chinese high-speed line from Beijing to Tianjin were used in this calculation.

4.1 Comparison of Vibration Frequency Components

To make clear the differences in the dynamics performances obtained by TTM and
VTM, the random responses of the car bodies and the wheel/rail forces were firstly
compared. In this simulation, the 3D high-speed train/track model described in
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Sect. 2 was used, a tangent track was considered, and the operating speed was
350 km/h. The power spectral densities (PSDs) of the vertical and lateral car body
accelerations calculated by VTM and TTM are shown in Fig. 11, and the PSDs of
the vertical and lateral wheel/rail forces are shown in Fig. 12. In these figures, the
leading and trailing vehicles mean the 1st and 8th vehicles of the train, respectively,
and the 4th vehicle is taken as the middle vehicle.

Figure 11 shows significant difference occurs on vertical accelerations of the car
body center upper the bogie for frequencies below 3 Hz, while 4 Hz for lateral
accelerations, calculated by the two types of dynamic models, whereas the differ-
ence is small at higher frequencies due to the dominant low-frequency vibration of
the rigid car body model. From Fig. 11, it can be found that the car body PSD
responses obtained by VTM are much higher than those obtained by TTM, espe-
cially in the frequency range of 1–3 Hz. The reason for this phenomenon is that the
tight-lock inter-vehicle connections between the adjacent vehicles of the train
effectively restrain the relative motion of the neighboring vehicle ends, including
the vertical, lateral, pitching, and yawing motions of the vehicles. The role of the
tight-lock inter-vehicle connections can be characterized in TTM. But in VTM, the
two ends of the car body are considered to be free. In this situation, the motions at
the ends of the vehicle calculated by VTM are larger than those calculated by TTM,
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especially at low frequencies. From Fig. 11, it can also be seen that the PSD of the
middle car is lower than that of the leading car and trailing car, especially at 1–
3 Hz, as shown in Fig. 11b. For vertical car body acceleration, the peak response
quite often occurs in the trailing car, while the greatest lateral acceleration of the car
body is found in the leading car.

Figure 12 indicates the PSDs of the vertical and lateral wheel/rail forces of the
first left wheel achieved by VTM and TTM. From Fig. 12, it can be seen that there
is a little difference between the wheel/rail vertical and lateral forces calculated by
the two models in the frequency range below 100 Hz, but there is a significant
difference at higher frequencies. The wheel/rail force PSD obtained from VTM is
larger than that obtained from TTM in the high-frequency range. These differences
are caused by the wave reflections between the wheels. Wu and Thompson (2002)
pointed out that there is a big difference between the wheel/rail contact forces in the
frequency region of 550–1200 Hz obtained by a multiple-wheel/rail interaction
model and a single-wheel/rail interaction model due to the effect of wave reflections
between the wheels.

This explanation is also appropriate for the results of Fig. 12. The first wheelset
of VTM receives wave reflections from three other wheelsets, while the leading
wheelset of TTM receives reflections from 31 other wheelsets. These wave
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reflections between wheels would make the responses of wheel/rail interaction
calculated by VTM and TTM differently. The wheel/rail force PSD of the leading
car is larger than that of the middle car and trailing car in the frequency range of
more than 100 Hz. The vertical wheel/rail PSD of the middle car is the smallest,
compared to those of the leading and trailing cars.

The comparison shown in Figs. 11 and 12 clearly indicates that there is a sig-
nificant difference in the dynamic behavior characteristics of the vehicles charac-
terized by VTM and TTM. The vehicle location also has an important influence on
the dynamic behavior. It is important to consider the vehicle location and the
cross-influence of adjacent vehicles in the analysis of vertical and lateral car body
accelerations in the frequency range below 20 Hz and the wheel/rail force varia-
tions at high frequencies.

4.2 Comparison of Ride Comfort

The ride comfort, one of the key dynamic performance targets of high-speed trains,
is closely related to the vibration characteristics of the car body in the
low-frequency range. The analysis in Sect. 4.1 indicates that the vibration fre-
quency components of the car body in the frequency range below 20 Hz obtained
by VTM and TTM are very different, which means the ride comforts calculated by
the two types of dynamic models are different. To clarify this difference, a com-
parison of ride comfort performance is carried out in this section. In this calculation,
the tangent ballast track was used, and the operating speed ranged from 200 to
400 km/h. Other parameters were the same as those used in Sect. 4.1. The com-
parison results of the lateral and vertical Sperling’s comfort indices are shown in
Fig. 13.

From Fig. 13a, it can be clearly seen that the lateral Sperling’s comfort index
calculated by VTM is larger than that calculated by TTM in all speed ranges. The
maximum difference in the results between the single-vehicle model and the middle
vehicle and the leading vehicle reach 0.25 and 0.11, respectively. The difference
between the two types of dynamic models increases with increasing train speed.
When the running speed reaches 400 km/h, the maximum lateral Sperling’s comfort
indices of the leading vehicle, middle vehicle, and the trailing vehicle, calculated by
TTM, are 2.42, 2.28, and 2.32, respectively. However, the maximum lateral
Sperling’s comfort index of VTM reaches 2.53, which is greater than the comfort
index limit value of the ‘Excellent grade’ used in Chinese Railways (SAC 1985). It
means that the lateral comfort of high-speed trains would be overestimated by VTM
in practical engineering application. Thus, when the lateral comfort of high-speed
trains is investigated though numerical simulation, using TTM is more reasonable.
The vehicle location also has a great influence on the ride comfort. Among the three
vehicles compared, the lateral comfort index of the middle car is the smallest in the
speed range, and the ride comfort of the leading car is the worst.
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Compared to the obvious difference of the lateral comfort indexes calculated by
the two models, the difference of the vertical comfort indexes is not so significant,
as shown in Fig. 13b. From the comparison results of the vertical comfort index, it
can be concluded that VTM is appropriate for analyzing the vertical comfort index
of the vehicles when a long high-speed train operates on a tangent track without
serious irregularities, such as corrugated rails, rail welding dips, and track subsi-
dence. However, it can be expected that if the track irregularity is severe, the
difference of the vertical ride comfort when using these two models would be large.
Furthermore, the operating speed has a great influence on the ride comfort. With
increasing speed, the differences in the lateral and vertical Sperling’s comfort
indices calculated by the two models increase rapidly.
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4.3 Comparison of Curving Performance

When a high-speed train negotiates a curved track, large lateral forces are generated
between the wheels and rails. These large lateral forces, in combination with the
small vertical forces, may cause wheel climbing and rail rollover as the train
negotiates the curve. Therefore, curving performance is very important for evalu-
ating the running safety of high-speed trains. In this section, the curving perfor-
mances obtained by TTM and VTM are compared. The curved track had a circle
curve radius of 9000 m, a transition curve length of 490 m, a circle curve length of
400 m, and a superelevation of 125 mm. The running speed of the train ranged
from 200 to 400 km/h. The track irregularities and other concerned parameters are
the same as in Sect. 4.1.

To evaluate curving performance, two safety criteria used in Chinese Railway
were selected. One is the derailment coefficient (or Nadal coefficient) (SAC 1985)
defined as the ratio of the lateral force to the total vertical force on the same wheel.
The other is the wheel load reduction, which is defined as the ratio of the reduction
in the vertical dynamical forces on both wheels of a wheelset to the total vertical
wheelset loading. The total vertical force is the sum of the static wheel load and the
dynamic vertical force on the same wheel. The safety limit values of both derail-
ment coefficient and wheel load reduction are 0.8 in the evaluation of the operating
safety of high-speed trains in China. TTM and VTM are used to calculate the two
safety criteria when the train passes over curved track at different speeds. The
calculated results are compared and discussed as follows.

Figure 14 shows the maximum values of the dynamic derailment coefficient and
wheel loading reduction of all the wheelsets calculated by VTM and TTM. As
expected, the derailment coefficient and wheel loading reduction increase as the
train speed increases. When the train speed is greater than 350 km/h, the maximum
wheel loading reduction is greater than its safety limit value, 0.8. This means that
the running speed of the high-speed train should be limited when it is negotiating a
curved track.

From Fig. 14, it can also be seen that the interaction of neighboring vehicles and
the vehicle location have a large effect on the derailment coefficient, but their effects
on wheel unloading are not significant due to the large radius of the curved track.
Figure 14a illustrates the great difference of derailment coefficients calculated by
the two models. The derailment coefficient calculated by VTM is much larger than
that calculated by TTM in all the analyzed speed ranges. Specifically, the derail-
ment coefficient calculated using VTM is larger than reality when the train passes
over the curved track. The maximum difference occurs between the middle-vehicle
and the leading-vehicle models, which are calculated by VTM and TTM, respec-
tively. Compared to the results of the leading and trailing vehicles of the same train,
the derailment coefficient of the middle vehicle is the smallest. Note that the dif-
ference of the results obtained with the two models increases with increasing
operating speed. On the other hand, Fig. 14b shows a good agreement between the
wheel load reductions calculated by the two models in all the analyzed speed ranges
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under the present curved track conditions. However, it can be predicted that if the
radius of the curved track is small, the difference of wheel load reductions calcu-
lated by the two models would be large.

The above results discussed show that the vertical comfort indexes on the tan-
gent track and the wheel load reduction on large radius curved tracks calculated by
VTM and TTM are close. However, if the operating environment is bad or the
radius of the curved track is small, how much would be the difference between the
two types of dynamic models? To measure that difference, a comparison of the
dynamic responses on a small radius curved track obtained by TTM and VTM is
carried out. The curved track has a circle curve radius of 600 m, a transition curve
length of 100 m, a circle curve length of 280 m, and a cant of 100 mm. The
operating speed of the train ranges from 80 to 120 km/h, and other concerned
parameters used in this numerical simulation are the same as in Sect. 4.1. Figure 15
shows the results of vertical comfort indexes and wheel load reductions calculated
by VTM and TTM, respectively.
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The difference in the dynamical behavior calculated by the two models is evident
for a train operating on a curved track with a relatively small radius. The dynamical
behavior of the different vehicles of the same train calculated by TTM is also
different under the same operating conditions. From Fig. 15a, the differences of
vertical comfort indexes of these vehicles increase with increasing operating speed.
Figure 15b shows that the wheelset load reductions of the vehicles approach to 1
with increasing operating speed. This is because the speed increase causes the
normal load between the wheels and the low rail reduces to zero; that is to say, the
wheels lose contact with the low rail.

Through the detailed comparisons of the results obtained by VTM and TTM, it is
noticeable that the dynamical behavior of the vehicle/track system calculated by
VTM will be overstated, and it is more reasonable that TTM is used to calculate the
dynamic behavior of the train and the track, especially in the situation of trains with
strong lateral and vertical vibrations. Since the neighboring vehicles of a train
influence each other and each vehicle has different boundary conditions, the
dynamic behavior of each vehicle is different from the others in the same train.
Therefore, it is necessary that a 3D dynamic model of a train coupled with a flexible

80 90 100 110 120
0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

Single vehicle   Leading vehicle
 Middle vehicle  Trailing vehicle

W
he

el
 lo

ad
 re

du
ct

io
n 

Train running speed (km/h)

(b)

80 90 100 110 120
1.8

1.9

2.0

2.1

2.2

2.3

2.4

Single vehicle
 Leading vehicle
 Middle vehicle
 Trailing vehicleVe

rti
ca

l c
om

fo
rt 

in
de

x,
 W

z

Train running speed (km/h)

(a)
Fig. 15 Comparison of
dynamic performance on a
small radius curve track:
a vertical Sperling’s comfort
indices; b wheel load
reductions

A 3D Model for Coupling Dynamics Analysis … 335



track is carried forward to estimate the dynamical behavior of the train and the track
in high-speed operations.

5 Conclusions

A 3D dynamic model of a nonlinear high-speed train coupled with a flexible ballast
track is put forward. The advantages of this model are as follows: (1) The mutual
influence of the adjacent vehicles on the dynamic behavior of high-speed vehicles
and the track is considered; (2) it is possible to carry out fast dynamics calculations
on a long train running on an infinitely long flexible track. The reliability of the 3D
coupled train/track model was verified through a detailed numerical comparison
with the commercial software SIMPACK, and the difference caused by the track
modeling was then analyzed. Several key dynamic performances, including
vibration frequency components, ride comfort, and curving behavior, obtained by
TTM and VTM, are compared and discussed. Subsequently, the following con-
clusions were reached:

1. There is a distinct difference in the vibration frequency components calculated
between VTM and TTM. The inter-vehicle connections of a train have an
important influence on the dynamic behavior of a car body in the frequency
range below 20 Hz and the wheel/rail forces at high frequencies.

2. The lateral comfort index calculated by VTM is greater than that calculated by
TTM, which can be predicted. Therefore, in practical engineering applications,
using TTM is more reasonable. The vertical comfort indexes obtained by the
two models are close when the train operates on a curved track of large radius,
but the difference is very large when the train operates on a small radius curved
track.

3. The difference of derailment coefficients obtained by the two models is very
large when the train negotiates curved tracks with large radii. It is obvious that
the derailment coefficient is overestimated using VTM, and using TTM is more
reasonable in practical engineering applications. The wheel load reductions
obtained by the two models have a good agreement when the train operates on a
curved track with a large radius. If the radius of the curved track is small, the
difference is obvious.

4. The difference in lateral dynamic behavior is relatively large when looking at
different vehicle locations in a high-speed train, but the difference in vertical
dynamic performance is relatively small when a high-speed train operates on a
usually tangent track. Among the vehicles of a long train, the results calculated
by TTM show that the ride comfort and curving performance of the intermediate
vehicles are better than those of the leading and trailing vehicles because the two
ends of the intermediate vehicles are restrained by their neighbors.
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1 Introduction

High-speed railways are currently popular globally. However, there are some prob-
lems including passenger riding comfort, noise pollution, and even operational safety
(Jin et al. 2013). Rail corrugation, rail welding irregularity, wheel burning, and wheel
out-of-roundness (OOR) generate high-frequency components of the dynamic
wheel–rail contact forces that contribute significantly to the total wheel–rail contact
forces (Nielsen et al. 2003), and reduce the life of the components of track and
vehicle, such as wheels, rails, and fasteners. Rail grinding and wheel reprofiling are
the most common measures that have been proved to be effective in controlling rail
irregularities and wheel OOR. However, these measures lead to notably high main-
tenance costs. A lot of measurements at the sites and coupling vehicle–track
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dynamics modeling have been carried out to investigate the mechanism and devel-
opment of these phenomena. In the vehicle–track dynamics modeling, a rigid
multi-body system is often adopted to simulate railway vehicles, based on several
commercial codes available for the low-frequency domain, such as GENSYS,
NUCARS, SIMPACK, andVAMPIRE. These computer programs are generally used
to analyze railway vehicle dynamics responses at frequencies below 20 Hz, where the
influence of rigid motions of the vehicle on wheel–rail contact forces is dominant
(Nielsen et al. 2005). To analyze the vehicle dynamic responses at mid- and high
frequencies, the vehicle structural flexibility should be taken into account in the
modeling. It is obvious that wheelset structural flexibility has an influence on wheel–
rail contact behaviors at mid- and high frequencies. Different flexible wheelset
models have been set up due to various motivations in the past (Chaar 2007).

The methods applied to modeling flexible wheelset can be summarized as three
major categories (Chaar 2007). The first is a lumped model developed in a simple
and convenient way, in which a wheelset is divided into several parts interconnected
with springs and dampers. This model can describe the bending and torsional
motions of the wheelset with only a few degrees of freedom, which could not be
applied to studying wear phenomena on wheel treads or rails (Popp et al. 1999). The
second is a continuous model developed by Szolc (1998a, b), in which the wheelset
axle was modeled as a beam, and two wheels and brake disks were modeled as rigid
rings attached to the axle through a massless, elastically isotropic membrane. The
model can characterize the wheelset dynamic behavior in the frequency range of 30–
300 Hz. In the model proposed by Popp et al. (2003), the wheelset axle was con-
sidered as a 1D continuum, having the properties of a bar, a torsional rod, and a
Rayleigh beam. The wheel was considered as a 2D continuum, having the properties
of a disk and a Kirchhoff plate. The third was developed based on finite element
method (FEM) , which simulates wheelset flexibility more realistically than the first
two categories of model. The wheelset modes and corresponding natural frequencies
were obtained through the modal analysis of the finite element (FE) model by using
the commercial software, and they were input into the simulation by means of the
commercial codes (SIMPACK, NEWEUL) (Meinders and Meinker 2003) or some
non-commercial multi-body dynamic system codes. The non-commercial code
developed by Fayos et al. (2007) and Baeza et al. (2008, 2011) introduced the
Eulerian coordinate system to replace the Lagrangian coordinate system in the
flexible wheelset modeling. In this way, it is convenient to obtain the motion offixed
physical nodes and consider the inertial effect due to wheelset rotation. Relying on
current computing power, it is feasible to use FEM to consider the effect of flexible
wheelset in modeling a railway vehicle coupling with a track.

Regarding the wheel–rail contact treatment in considering flexible wheelset
influence, wheel–rail rolling contact condition is simplified based on different prior
assumptions, especially in the detection of wheel–rail contact points. This is the
prerequisite for the calculation of wheel–rail creepages and contact forces. Baeza
et al. (2011) neglected the effect of the high-frequency deformation and the devi-
ation of a rotating flexible wheelset rolling over a flexible track model on the
wheel–rail contact point in the investigation into the effect of the rotating flexible
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wheelset on rail corrugation. Through the detailed calculation, Kaiser and Popp
(2006) found that the contact point was in the location where the wheel and the rail
had positive penetration maxima, and the penetration direction was orthogonal to
the common tangent plane of the wheel and the rail before their deformations.
A linear wheel–rail contact model was proposed and used to carry out the detection
of wheel–rail contact point and the contact zone’s normal direction (Andersson and
Abrahamsson 2002). In the detection, the functions were created using a first-order
Taylor expansion around a reference state described by a group of parameters
which represent a configuration, in which the train was in static equilibrium and the
wheel and the track were free from geometric imperfections. The advantage of this
approach is that the contact position and orientation in each time step can be
calculated by interpolation replacing iterations, which results in a low computa-
tional cost. But the approach is only suitable for the case that the effect of all the
parameters is very small on the contact point position and the contact patch ori-
entation around the references is in static equilibrium. The wheel–rail contact point
position and the contact patch orientation greatly depend on parameters, such as the
curvatures of wheel and rail. In (Torstensson et al. 2012; Torstensson and Nielsen
2011), the contact point detection was done before the simulation and used in the
subsequent time integration analysis in the form of lookup table. The commercial
software GENSYS allows for such calculations using the preprocessor KPF (from
Swedish contact point function). In the KPF, the location and orientation of the
contact patch were assumed to be dependent only on the relative displacement in
the lateral direction between the wheelset and the rails, and hence, the influence of
the wheelset yaw angle was not taken into account. In some other papers, detailed
discussions on the wheel–rail contact model were omitted. In this study, the wheel–
rail contact model considering the effect of wheelset flexibility (Zhong et al. 2013,
2014) is further improved and the new contact model is suitable for the analysis on
the effect of the local higher-frequency deformation of the wheels on the wheel–rail
contact behavior.

2 Vehicle–Track Coupling Dynamic System

A flexible wheelset model (to be illustrated in Sect. 2.1) and a suitable wheel–rail
contact model (to be discussed in Sect. 2.2) are integrated into the vehicle–track
coupling dynamic system model. All parts of the vehicle system, except for its four
wheelsets, are considered as rigid bodies. The primary and secondary suspension
systems of the vehicle are modeled with spring–damper elements. A triple-layer
model of discrete elastic support is adopted to simulate the ballasted track. The rails
are modeled as Timoshenko beams. The sleepers are modeled as rigid bodies, and
the ballast model consists of discrete equivalent masses. The equivalent spring–
damper elements are used as the connections between the rails and the sleepers, the
sleepers and the equivalent ballast bodies, and the ballast bodies and the roadbed.
Figure 1 shows the vehicle–track coupling dynamic system model. The equations
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of motion of each component of the vehicle excluding wheelsets and the track are
illustrated in detail in (Xiao et al. 2007, 2008, 2010). The parameters and their
values describing the dynamic models are given in Appendix A.

2.1 Flexible Wheelset Model

The wheelset structural flexibility is considered by modeling the wheelset axle as an
Euler–Bernoulli beam in two planes, one perpendicular to the track centerline and
the other parallel to the track level. The crossing effect of the bending deformations
in the two planes is ignored. In the first two bending modes obtained using the
modal analysis of the FE model of a wheelset, two wheels have little deformation
(Fig. 2), and their frequencies are in the available frequency range (0–500 Hz) of an
Euler–Bernoulli beam model. Therefore, two wheels can be treated as rigid bodies
in this study.

Fig. 1 Vehicle–track coupling model (elevation)
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There are two force systems acting on the wheelset, one is the wheel–rail contact
forces and the other is the forces of the primary suspension system (Fig. 3).

In Fig. 3, OfL and OfR are the left and right points on the axle, respectively,
where the primary suspension force systems are applied. OCL and OCR are the left
and right contact points of wheel–rail, respectively. O indicates the origin of the
coordinate system O-XYZ that is a coordinate system with a translational motion
along the tangent track centerline at operational speed. If the speed is constant, this
coordinate system is an inertial coordinate system and therefore regarded as an
absolute coordinate system (geodetic coordinate system).

To analyze the axle’s deformation, the force systems from wheel–rail interaction
acting on the left and right wheel treads are translated to the nominal circle centers
OL and OR, respectively, and extra moments are produced in the procedure of
translating contact forces. Thus, the force systems acting on the axle in the two
planes are obtained in Fig. 4.

The notations of the variables and symbols are defined in Table 1. The subscript
p denotes the primary suspension, the subscripts x, y, and z denote X-, Y-, and
Z-direction, respectively, and A denotes the axle.

Fig. 2 First two bending modes obtained using FE model

Fig. 3 Force analysis diagram of the flexible wheelset
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The differential equation for the flexural vibration of an Euler–Bernoulli beam
(the axle) in the plane O-YZ is written as

EIx
@4uzðy; tÞ

@y4
þ qA

@2uzðy; tÞ
@t2

¼ Qzðy; tÞ � @Mxðy; tÞ
@y

; ð1Þ

where

Qzðy; tÞ ¼ FALzdðy� ywLÞþFpLzdðy� ypLÞþFARzdðy� ywRÞþFpRzdðy� ypRÞ;
ð2Þ

Mxðy; tÞ ¼ MALxdðy� ywLÞ
þ ð�FpLyupLz þFpLzupLyÞdðy� ypLÞ
þMARxdðy� ywRÞ
þ ð�FpRyupRz þFpRzupRyÞdðy� ypRÞ: ð3Þ

The force analysis diagram of the two wheels including the D’Alembert forces is
shown in Fig. 5, based on which differential equations of motion of the two wheels
are written as

mw
@2

@t2
uzðywðL;RÞ; tÞ ¼ mwg� FAðL;RÞz � FwrðL;RÞz; ð4Þ

(a)

(b)

Fig. 4 Force analysis diagram in the plane O-YZ (a) and in the O-XY plane (b)
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Table 1 Notations of the variables

Variable Explanation

upLz, upRz Z-direction components of the displacements of the nodes where
the left and right primary suspension forces are applied on the axle,
respectively

upLy, upRy Y-direction components of the displacements of the nodes where
the left and right primary suspension forces are applied on the axle,
respectively

upLx, upRx X-direction components of the displacements of the nodes where
the left and right primary suspension forces are applied on the axle,
respectively

L Length of the wheelset axle

FpLx, FpLy, FpLz X-, Y-, and Z-direction components of the primary suspension
forces on the left sides of a wheelset

FpRx, FpRy, FpRz X-, Y-, and Z-direction components of the primary suspension
forces on the right sides of a wheelset

FALx, FALy, FALz X-, Y-, and Z-direction components of the forces between the left
wheel and the axle of a wheelset

FARx, FARy, FARz X-, Y-, and Z-direction components of the forces between the right
wheel and the axle of a wheelset

MALx, MALz X- and Z-direction components of the moments between the left
wheel and the axle of a wheelset

MARx, MARz X- and Z-direction components of the moments between the right
wheel and the axle of a wheelset

E Young’s modulus

Ix Cross-sectional area moment of inertia about the X-axis

Iz Cross-sectional area moment of inertia about the Z-axis

t Time

uz(y,t), ux(y,t) X- and Z-direction components of the displacements of the nodes
on the axle at time t, respectively

Qz(y,t), Qx(y,t) X- and Z-direction components of the forces on the axle at time t,
respectively

Mz(y,t), Mx(y,t) X- and Z-direction components of the moments on the axle at time
t, respectively

mw Mass of a wheel

g Gravity acceleration

aLz, aRz Z-direction components of the accelerations of the left and right
wheels, respectively

aLx, aRx X-direction components of the accelerations of the left and right
wheels, respectively

Jw Mass moment of inertia about the diameter of the wheel

aLx, aRx X-direction components of the angular acceleration of the left and
right wheels, respectively

aLz, aRz Z-direction components of the angular acceleration of the left and
right wheels, respectively

u′z(y,t), u′x(y,t) The first derivative of uz(y, t), ux(y, t) with respect to y, respectively
(continued)
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Table 1 (continued)

Variable Explanation

ywL, ywR y coordinates of the joints of the left and right wheels and the axle,
respectively

FwrLx, FwrLy, FwrLz X-, Y-, and Z-direction components of the left wheel–rail contact
forces, respectively

FwrRx, FwrRy, FwrRz X-, Y-, and Z-direction components of the right wheel–rail contact
forces, respectively

OcL, OcR Left and right wheel–rail contact points, respectively

OwL, OwR Centers of the nominal circles of the left and right wheels,
respectively

OwL-XwLYwLZwL, OwR-
XwRYwRZwR

Body coordinate systems attached to the left and right wheels,
respectively

qzk, €qzk The kth generalized coordinate and the kth generalized acceleration
coordinate in the plane O-YZ

qxk, €qxk The kth generalized coordinate and the kth generalized acceleration
coordinate in the plane O-XY

xk The kth circular frequency

N Considered number of the modes

Uzk(y), U′zk(y) The kth mode function of the axle in the O-YZ plane and its first
derivative with respect to y

Uxk(y), U′xk(y) The kth mode function of the axle in the O-XY plane and its first
derivative with respect to y

Fig. 5 Force analysis diagram of the two wheels
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Jw
@2

@t2
u0zðywðL;RÞ; tÞ ¼ �FwrðL;RÞyucðL;RÞz

� FwrðL;RÞzucðL;RÞy �MAðL;RÞx: ð5Þ

Note that the lateral accelerations of the wheels are assumed to be the same as
the wheelset axle so there is no relative motion between wheels and axle.

Substituting the expressions of FA(L,R)z and MA(L,R)x obtained through Eqs. (4)
and (5) into Eqs. (2) and (3), respectively, we can obtain:

Qzðy; tÞ ¼ FpLzdðy� ypLÞ

þ mwg� FwrLz � mw
@2

@t2
uzðywL; tÞ

� �
dðy� ywLÞ

þ mwg� FwrRz � mw
@2

@t2
uzðywR; tÞ

� �
dðy� ywRÞ

þFpRzdðy� ypRÞ; ð6Þ

Mxðy; tÞ ¼ ð�FpLyupLz þFpLzupLyÞdðy� ypLÞ

þ �FwrLyucLz � FwrLzucLy � Jw
@2

@t2
u0zðywL; tÞ

� �
dðy� ywLÞ

þ ð�FpRyupRz þFpRzupRyÞdðy� ypRÞ

þ �FwrRyucRz � FwrRzucRy � Jw
@2

@t2
u0zðywR; tÞ

� �
dðy� ywRÞ; ð7Þ

EIx
@4uzðy; tÞ

@y4
þ qA

@2uzðy; tÞ
@t2

þmw
@2

@t2
uzðy; tÞdðy� ywLÞ

þmw
@2

@t2
uzðy; tÞdðy� ywRÞ � Jw

@2

@t2
u0zðy; tÞdðy� ywLÞ

� Jw
@2

@t2
u0zðy; tÞdðy� ywRÞ ¼ W0; ð8Þ

where

W0 ¼ ðmwg� FwrLzÞdðy� ywLÞþFpLzdðy� ypLÞ
þ ðmwg� FwrRzÞdðy� ywRÞþFpRzdðy� ypRÞ
� @

@y
½ð�FwrLyucLz � FwrLzucLyÞdðy� ywLÞ

þ ð�FpLyupLz þFpLzupLyÞdðy� ypLÞ
þ ð�FwrRyucRz � FwrRzucRyÞdðy� ywRÞ
þ ð�FpRyupRz þFpRzupRyÞdðy� ypRÞ�: ð9Þ
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Consider a solution of Eq. (8) in the form:

uzðy; tÞ ¼ UzðyÞ sinðxtþ rÞ: ð10Þ

Using the calculus of variation (Qiu et al. 2009), the modal function satisfies:

mij ¼
ZL
0

qAðUziUzjÞdy

þmw UziðywLÞUzjðywLÞþUziðywRÞUzjðywRÞ
� �

þ Jw U0
ziðywLÞU0

zjðywLÞþU0
ziðywRÞU0

zjðywRÞ
� �

¼ dij; ð11Þ

kij ¼
ZL

0

EIx U00
ziU

00
zj

� �
dy ¼ x2

j dij ð12Þ

EIx

ZL
0

UzjU
0000
zi dy

þ Jw U0
zjðywLÞU0

ziðywLÞþU0
zjðywRÞU0

ziðywRÞ
� �

þ Jw UzjðywLÞU0
ziðywLÞþUzjðywRÞU0

ziðywRÞ
� � ¼ x2

i dij; ð13Þ

where dij is the Kronecker delta. For i = j, Eq. (11) can be written as

mjj ¼
ZL
0

qAðU2
zjÞdyþmw U2

zjðywLÞþU2
zjðywRÞ

� �

þ Jw U02
zj ðywLÞþU02

zj ðywRÞ
� �

¼ 1: ð14Þ

To obtain the mode shape functions with the wheelset axle modeled as a uniform
Euler–Bernoulli beam carrying two particles (wheels), the segment of the beam
from the left end to the first particle is referred to as the first portion, in between the
two particles as the second portion, and from the second particle to the right end as
the third portion. The beam mode shape will be the superposition of the mode
shapes of the three portions. The derivation of the mode shape functions is pre-
sented in Appendix B. The first three modes have the frequencies of f1 = 111 Hz,
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f2 = 245 Hz, and f3 = 547 Hz, respectively. These mode shape functions are nor-
malized so as to satisfy Eq. (14), as shown in Fig. 6. The third mode is not in the
frequency range of 0–500 Hz where the Euler–Bernoulli beam is available to
analyze the system. Hence, the effect of the first two modes on dynamic responses is
conducted in this study.

According to the modal analysis, we let the solution of Eq. (8) have the form:

uz ¼
XN
i¼1

Uziqzi: ð15Þ

Substituting Eq. (15) into Eq. (8), the differential equation can be written as

EIx
XN
i¼1

U0000
zi qzi þ qA

XN
i¼1

Uzi€qzi

þmw

XN
i¼1

UziðywLÞ€qzi þmw

XN
i¼1

UziðywRÞ€qzi

� Jw
XN
i¼1

U0
ziðywLÞ€qzi � Jw

XN
i¼1

U00
ziðywRÞ€qzi ¼ W0: ð16Þ

Multiplying both sides of Eq. (16) by Uzj and integrating over the domain
0 < y < L, we can obtain:

0.0 0.4 0.8 1.2 1.6 2.0 2.4
-0.010

-0.005

0.000

0.005

0.010
i =1
i =2
i =3

Length (m)

U
zi

Fig. 6 First three bending
mode shapes of the wheelset
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EIx
XN
i¼1

qzi

ZL

0

UzjU
0000
zi dy

2
4

3
5þ qA

XN
i¼1

€qzi

ZL
0

UzjUzidy

2
4

3
5

� mw

XN
i¼1

€qzi

ZL
0

UzjUzidðy� ywLÞdy
2
4

3
5

þmw

XN
i¼1

€qzi

ZL

0

UzjUzidðy� ywRÞdy
2
4

3
5

� Jw
XN
i¼1

€qzi

ZL

0

UzjU
0
zidðy� ywLÞdy

2
4

3
5

� Jw
XN
i¼1

€qzi

ZL

0

UzjU
0
zidðy� ywRÞdy

2
4

3
5 ¼ W1j: ð17Þ

Using the orthogonality of the modal shape function as expressed in Eqs. (11)
and (13), Eq. (17) can be written as

XN
i¼1

qzi x
2
i dij � Jw U0

zjðywLÞU0
ziðywLÞ

�hn

þU0
zjðywRÞU0

ziðywRÞ
�
� Jw UzjðywLÞU0

ziðywLÞ
�

þUzjðywRÞU0
ziðywRÞ

��
þ €qzi dij � Jw U0

zjðywLÞU0
ziðywLÞ

�h
þU0

zjðywRÞU0
ziðywRÞ

�
� Jw UzjðywLÞU0

ziðywLÞ
�

þUzjðywRÞU0
ziðywRÞ

��	 ¼ W1j; ð18Þ

where

W1j ¼
ZL

0

UzjW0dy

¼ ðmwg� FwrLzÞUzjðywLÞþFpLzUzjðypLÞ
þ ðmwg� FwrRzÞUzjðywRÞþFpRzUzjðypRÞ
þ ð�FwrLyucLz � FwrLzucLyÞU0

zjðywLÞ
þ ð�FpLyupLz þFpLzupLyÞU0

zjðypLÞ
þ ð�FwrRyucRz � FwrRzucRyÞU0

zjðywRÞ
þ ð�FpRyupRz þFpRzupRyÞU0

zjðypRÞ: ð19Þ
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Equation (18) can be expressed as:

€qzj þx2
j qzj � Jw

XN
i¼1

qzi U
0
zjðywLÞU0

ziðywLÞ
hn

þU0
zjðywRÞU0

ziðywRÞ
þUzjðywLÞU0

ziðywLÞþUzjðywRÞU0
ziðywRÞ

�
þ €qzi U

0
zjðywLÞU0

ziðywLÞþU0
zjðywRÞU0

ziðywRÞ
h

þUzjðywLÞU0
ziðywLÞþUzjðywRÞU0

ziðywRÞ
�	 ¼ W1j:

ð20Þ

Equation (20) can be written in the matrix form:

M1 €qzj

 �þM2 qzj


 � ¼ W1j

 �

; ð21Þ

where

ðM11Þði;jÞ ¼ ðM21Þði;jÞ
¼ �Jw U0

zjðywLÞU0
ziðywLÞþU0

zjðywRÞU0
ziðywRÞ

h
þUzjðywLÞU0

ziðywLÞþUzjðywRÞU0
ziðywRÞ

�
;

M12 ¼ I; M22 ¼ x2
j

h i
I;

M1 ¼ M11 þM12; M2 ¼ M21 þM22:

ð22Þ

The explicit integral method illustrated in Zhai (2007) is used to obtain the
vector €qzj


 �
of each acceleration coordinate.

For the vibration in the plane YOX, the differential equation expressed with
respect to €qxy


 �
can be written as:

€qxj þx2
xjqxj � Jw

XN
i¼1

qi U
0
xjðywLÞU0

xiðywLÞ
hn

þU0
xjðywRÞU0

xiðywRÞ
þUxjðywLÞU0

xiðywLÞþUxjðywRÞU0
xiðywRÞ

�
þ €qi U

0
xjðywLÞU0

xiðywLÞþU0
xjðywRÞU0

xiðywRÞ
h

þUxjðywLÞU0
xiðywLÞþUxjðywRÞU0

xiðywRÞ
�	 ¼ Wxoy

1j : ð23Þ

The derivation of Eq. (23) is similar to that of Eq. (20) and omitted here.
Equation (23) can be expressed in matrix form:
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Mxoy
1 €qxj


 �þMxoy
2 qxj


 � ¼ Wxoy
1j

h i
; ð24Þ

where

ðM11Þxoyði;jÞ ¼ ðM21Þxoyði;jÞ

¼ �Jw U0
xjðywLÞU0

xiðywLÞ
�

þU0
xjðywRÞU0

xiðywRÞ
þUxjðywLÞU0

xiðywLÞþUxjðywRÞU0
xiðywRÞ

�
;

Mxoy
12 ¼ I; Mxoy

22 ¼ x2
j

h i
I;

Mxoy
1 ¼ Mxoy

11 þMxoy
12 ; Mxoy

2 ¼ Mxoy
21 þMxoy

22 : ð25Þ

2.2 Wheel–Rail Contact Model

As mentioned in Sect. 2.1, the main concern in this work is the wheelset axle
bending. The wheels are assumed to be rigid, and their nominal rolling circles are
always perpendicular to the deformed wheelset axle at their interference fit surfaces.
Figure 7 shows that the flexible wheelset moves from its initial reference state
(O1(t1)) to its t2 status (O2(t2)), which is described in the plane of O-YZ. O1 is the
center of the undeformed wheelset at t1, and O2 is the center of the deformed

Fig. 7 A flexible wheelset moving from its initial reference state (O1(t1)) to its any status (O2(t))
in the plane of O-YZ
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wheelset at any time t. O1O2 is the displacement vector of the wheelset center due to
its rigid motion, and /R1 is the roll angle due to the wheelset rigid motion. The
auxiliary line, A0

LA
0
R; is the central line of the undeformed wheelset axle, A1

LA
1
R is

obtained by moving A0
LA

0
R from O1(t1) to O2(t2), and A2

LA
2
R is obtained through

rotating A1
LA

1
R by /R1. A2

LA
2
R is actually the central line of the rigid wheelset axle at

t2. Figure 7 shows that the wheels are assumed to be rigid and always perpendicular
to the deformed axle line at their connections at any time t2.

To clearly describe the new wheel–rail contact model, the dummies of the two
rigid half wheelsets, as shown in Fig. 8, are employed to describe wheel–rail rolling
contact behavior affected by the wheelset bending. The two dummies are indicated
by DWL and DWR, respectively, and the wheels of the DWL and the DWR are
assumed to overlap the left and right wheels of the flexible wheelset, respectively;
all the time, namely, the motion of the assumed rigid wheels of the flexible wheelset
can be described by the DWL and the DWR (Fig. 8). /R2 is the roll angle of the
right wheel due to the bending deformation of the flexible wheelset. It is exactly
the included angle between the line A2

LA
2
R and the axle line of the right wheel or the

wheel of the DWR.
It is not difficult to calculate the wheel–rail contact geometry considering the

effect of the flexible deformation of the wheelset or the local high-frequency
deformations of the wheels if the spatial positions of the DWL and the DWR are
determined. Determining the spatial positions of the DWL and the DWR involves
calculating their motion parameters, such as the lateral displacements of the centers
of the wheels of the DWL and the DWR, indicated by yDWL and yDWR, respectively,
the vertical displacements, zDWL and zDWR, the roll angles, /DWL and /DWR, and

Fig. 8 Relationship between the two rigid half wheelset dummies and the flexible wheelset
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the yaw angles, wDWL and wDWR. These parameters are key to calculating the
contact geometry of the flexible wheelset in rolling contact with a pair of rails by
using this new wheel–rail contact model. This will now be demonstrated in detail.

Figure 8 describes the motion of the DWL and the DWR influenced by the
wheelset bending and its rigid motion in the O-YZ plane only. After the rigid
wheelset moves with the center displacement of O1O2 and the rolling angle of /R1

in the O-YZ plane of the global reference, O-XYZ, its center position O1(t1) reaches
the position O2(t2) and A0

LA
0
R reaches (or becomes) A2

LA
2
R. Note that the vector O1O2

and the roll angle /R1 around axis X are described in the O-YZ plane. The dash-dot
line A1

LA
1
R is through point O2(t2) and parallel to A0

LA
0
R. From Fig. 6, it is obvious

that the rolling angle of the DWR caused by the wheelset rigid motion is just /R1

and that caused by the wheelset bending deformation is /R2, so the total rolling
angle of the DWR is /DWR = /R1 + /R2, as shown in Fig. 6.

In addition, the displacement of the DWR is the vector O1O3R, which could be
written as:

O1O3R ¼ O1O2 þO2O3R: ð26Þ

In Fig. 8, the vector O2A1 is parallel to O3RA2 with the same length l0. l0 is
actually the distance between the center of the wheel nominal circle and the center
of the undeformed wheelset. The vector O2O3R is parallel to A1A2, with the same
length. Thus, O1O3R can be written as:

O1O3R ¼ O1O2 þA1A2 ¼ O1O2 þ O2A2 � O2A1ð Þ: ð27Þ

Moreover, the vector O2A1 is described by {x1 y1 z1}[i j k]
T in O-XYZ and can be

obtained by rotating the vector {0 l0 0}[i j k]
T (coinciding with the line A1

LA
1
R) about

the X-axis by /DWR. O2A1 is written as:

O2A1 ¼ x1 y1 z1f g i j k½ �T

¼
0

l0
0

8><
>:

9>=
>;

T 1 0 0

0 cosð/R1 þ/R2Þ sinð/R1 þ/R2Þ
0 � sinð/R1 þ/R2Þ cosð/R1 þ/R2Þ

2
64

3
75

i

j

k

2
64

3
75: ð28Þ

The curve (Fig. 6) is the deformed axle centerline of the wheelset, which
does not consider the influence of the rotation caused by the wheelset rigid motion.
The point BR is the center of the right nominal circle. The axle centerline of
the deformed wheelset can be obtained by rotating about the X-axis by /R1.
According to the definition of the curve , the vector O2BR is defined as:

O2BR ¼
x2
y2
z2

8<
:

9=
;

T i
j
k

2
4

3
5 ¼

Dx2
Dy2 þ l0
Dz2

8<
:

9=
;

T i
j
k

2
4

3
5; ð29Þ
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where {Dx2 Dy2 Dz2}[i j k]
T is the displacement vector of the center of the right

nominal circle due to the axle bending. Then, the vector O2A2 is defined as {x3 y3 z3}
[i j k]T and can be written as:

O2A2 ¼
x3
y3
z3

8<
:

9=
;

T i
j
k

2
4

3
5 ¼

x2
y2
z2

8<
:

9=
;

T 1 0 0
0 cos/R1 sin/R1
0 � sin/R1 cos/R1

2
4

3
5 i

j
k

2
4

3
5; ð30Þ

which is obtained according to the relationship between and or
obtained by rotating by /R1. The wheelset center displacement vector O1O2 is
defined as {x0 y0 z0}[i j k]

T.
Substituting Eqs. (28) and (30) and the expression of O1O2 into Eq. (27), the

vector O1O3R can be written as:

O1O3R ¼
x0
y0
z0

8><
>:

9>=
>;

T

þ
Dx2

Dy2 þ l0
Dz2

8><
>:

9>=
>;

T

M1 �
0

l0
0

8><
>:

9>=
>;

T

M2

0
B@

1
CA

i

j

k

2
64

3
75;

M1 ¼
1 0 0

0 cos/R1 sin/R1

0 � sin/R1 cos/R1

2
64

3
75;

M2 ¼
1 0 0

0 cosð/R1 þ/R2Þ sinð/R1 þ/R2Þ
0 � sinð/R1 þ/R2Þ cosð/R1 þ/R2Þ

2
64

3
75:

ð31Þ

Similarly, when considering the wheelset bending deformation in the plane
O-XY, the vector O1O3R should be given as

O1O3R ¼
x0
y0
z0

8><
>:

9>=
>;

T

þ
Dx2

Dy2 þ l0
Dz2

8><
>:

9>=
>;

T

M1M3 �
0

l0
0

8><
>:

9>=
>;

T

M2M4

0
B@

1
CA

i

j

k

2
64

3
75;

M3 ¼
coswR1 sinwR1 0

� sinwR1 coswR1 0

0 0 1

2
64

3
75;

M4 ¼
cosðwR1 þwR2Þ sinðwR1 þwR2Þ 0

� sinðwR1 þwR2Þ cosðwR1 þwR2Þ 0

0 0 1

2
64

3
75;

ð32Þ

where wR1 and wR2 are the yaw angles caused by the rigid motion and the bending
deformation in the plane O-XY, respectively.
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wDWR = wR1 + wR2 is the total yaw angle of the DWR. Similarly, the position of
the DWL can be obtained. When the positions of the two dummies are known at t2,
the wheel–rail contact geometry can be calculated. Then, the positions of the
wheel–rail contact points are easily found, and the wheel–rail contact forces can be
calculated. The normal wheel–rail contact forces are calculated by the Hertzian
nonlinear contact spring model, and the tangent contact forces and spin moments
are calculated by means of the model by Shen et al. (1983). Compared with the
conventional wheel–rail contact model (Wang 1984; Zhai 2007), this new wheel–
rail contact model can characterize the independent high-frequency deformations of
the two wheels of the flexible wheelset more conveniently.

3 Results and Discussion

When a vehicle is running on an ideal track, it is only excited by sleepers. Note that
the “flexible” wheelset model used in this section denotes the model considering the
first two bending modes. The dynamic system with flexible wheelset models is used
in the simulation on an ideal track at the speed of 300 km/h. Figure 9a, b shows the
vertical forces in the frequency domain in steady and unsteady stages, respectively.
In the unsteady stage, the peaks appear not only at a set of harmonic frequencies nfs
(n = 1, 2, 3,…) produced by passing sleeper but also at fb1, while the influence of the
second bending mode is small since there is no peak at fb2. In the steady stage, the
contribution of the component at fb1 is weakened and only the peaks at nfs (n = 1, 2,
3,…) remain. These results are reasonable because when a system comes to a steady
stage, its responses only contain the component at the excitation frequency.

Based on a large range of site measurements, the components of roughness on
rails mostly appear in the range of 1–20 m. The natural frequencies of the first two
bending modes are below 250 Hz, meaning the available frequency of this model is
limited. Therefore, the components of the random irregularity on the rails are
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Fig. 9 Vertical contact force
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mainly in the frequency range of 0–150 Hz at the speed of 300 km/h. Figure 10a
presents the local section of 900–950 m in the time domain, and Fig. 10b shows the
irregularity in the frequency domain. Note that the results below are from the steady
stage.

Figures 11 and 12 show the wheel–rail contact forces acting on the rigid and
flexible wheelsets in the time and frequency domains, respectively. As shown in
Fig. 11a, the average of the oscillation of the lateral contact force acting on the
flexible model is little smaller than that on the rigid wheelset model, and the shapes
of the oscillation are different. As shown in Fig. 11b, the vertical contact forces
acting on the two models oscillate around a similar average, while their shapes are
different. These differences are caused by the wheelset flexibility.
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In the frequency domain, the distributions of the components contained in both
the lateral and vertical contact forces are in the excitation frequency range of the
random irregularity. A peak at frequency 2 fs appears in Fig. 11a, b. The contri-
bution of the component at frequency fs is overwhelmed by the effect of the ir-
regularity. In addition, the uniform distribution in 0–150 Hz of the irregularity
results in the non-uniform distribution of contact forces. As shown in Fig. 12a, b,
the components in 80–150 Hz are higher than those in 0–80 Hz. This shows that
under this present irregularity, this dynamic system is more sensitive to the exci-
tation in 80–150 Hz than to that in 0–80 Hz.

In the frequency domain, the component at fb1 of the lateral contact force acting
on the flexible model is a little larger than that on the rigid model, as marked using
the arrow in Fig. 12a. This shows that the first bending mode is excited, and the
availability of the model to characterize the wheelset bending is proved. However,
there is no evident difference at fb1 for vertical contact forces acting on the two
models. This shows that the wheelset bending deformation has a stronger effect on
the lateral contact force than on the vertical contact force.

The wheel–rail contact force is affected by the position of the lateral contact
points. Figure 13a, b shows the oscillations of the contact points in lateral direction
described in the body coordinate system attached to the rail cross section in the time
and frequency domains, respectively. The average of the magnitudes of oscillation
of the contact points on the flexible model in the time domain is larger than that on
the rigid model. This is caused by the wheelset bending. Moreover, it can weaken
the relative movement between rail and wheel caused by the irregularity. Therefore,
it is one cause of the smaller average of the lateral contact force acting on the
flexible model (Fig. 11a). As shown in Fig. 13b, the difference of the components
between the two models at fb1 is evident. This explains the difference in the time
domain (Fig. 13a) and again shows the effectiveness of the proposed model.
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4 Conclusions

In this study, a new wheel–rail contact model is integrated into the high-speed
vehicle–track coupling dynamics system model, which takes into account the effect
of wheelset structural flexibility. Based on the new vehicle–track model, the effect
of the first two bending modes of the wheelset on wheel–rail contact behavior is
analyzed under the random irregularity in a frequency range of 0–150 Hz. The
numerical results of the rigid wheelset model and the flexible wheelset model are
compared in detail. The following conclusions can be drawn from the results:

1. The present vehicle–track model considering flexible wheelsets can very well
characterize the effect of the flexible wheelset on wheel–rail dynamic behavior.

2. Under the excitation, the shapes of the oscillations of the wheel–rail contact
forces and contact points for the new and conventional vehicle–track models are
different. The difference is caused by the excited first bending mode of the
wheelset.
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For future work, the first improvement to be considered is to model a wheelset
using the FEM or the Timoshenko beam theory to broaden the model’s available
frequency range. This could allow it to help investigate the mechanisms behind the
generation and development of wheel–rail wear and noise.

Appendix A

The vehicle notations and track parameters are given in Table 2.

Appendix B

The axle is modeled as a uniform Euler-Bernoulli beam carrying two particles
(wheels). The segment of the beam from the left end to the first particle is referred
to as the first portion, in between the two particles as the second portion and from
the second particle to the right end as the third portion. The beam mode shape will
be the superposition of the mode shapes of the three portions. The mode shape of
each portion has four constants of integration, i.e., a total of 12 for the three
portions. It is necessary to satisfy: the boundary conditions; continuity of deflection
and continuity of slope at the two ‘locations’; and compatibility of bending
moments and compatibility of forces acting on the two particles.

Here we take the calculation of the mode shape functions in the plane O-YZ as an
example. Fig. 14 shows a uniform Euler-Bernoulli beam O1O3 of flexural rigidity
EIx, and length (R1 + R2 + R3)L carrying the first particle of mass mw at axial
coordinate R1L from O1 and the second particle of mass mw at axial coordinate
R3L from O3.

To write the equations of transverse vibrations of the system, three coordinate
systems are chosen with origin at O1, O2, and O3. The choice of these coordinate
systems has some algebraic advantages. In the text, the subscripts k = 1, 2, and 3
refer to the first portion, the second portion, and the third portion of the beam,
respectively. For free vibration of the beam at frequency, if the amplitude of
vibration of the beam is Uzk(yk) at axial coordinate yk (in the range 0 < yk < RkL),
then based on the Euler-Bernoulli bending theory, the bending moment Mxk(yk), the
shearing force Qzk(yk), and the mode shape differential equation for the three por-
tions are

MxkðykÞ ¼ EIx
d2

UzkðykÞ
dy2k

;

QzkðykÞ ¼ �EIx
d3

UzkðykÞ
dy3k

;

EIx
d4

UzkðykÞ
dy4k

� qAx2UzkðykÞ ¼ 0:

8>>>>><
>>>>>:

ð33Þ
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Table 2 The vehicle notations and track parameters

Physical
parameter

Value Notation

Mc (kg) 3.38 � 104 Car body mass

Mbi (kg) 2.4 � 103 The ith bogie mass

Mwi (kg) 1.85 � 103 The ith wheelset mass

Cty (N�s/m) 2.0 � 104 Equivalent lateral damping of the secondary suspension
(considering damping of lateral shock absorber joint)

Kty (N/m) 1.813 � 107 Equivalent lateral stiffness of the secondary suspension
(considering stiffness of lateral shock absorber joint and lateral
stiffness of air spring)

Ctz (N�s/m) 4.0 � 104 Equivalent vertical damping of the secondary suspension
(considering vertical damping of air spring)

Ktz (N/m) 2.99 � 105 Equivalent vertical stiffness of the secondary suspension
(considering vertical stiffness of air spring)

Cfy (N�s/m) 0 Equivalent lateral damping of the primary suspension

Kfy (N/m) 6.47 � 106 Equivalent lateral stiffness of the primary suspension
(considering the lateral stiffness locating node of the axle-box
rotary arm)

Cfz (N�s/m) 1.5 � 104 Equivalent vertical damping of the primary suspension
(considering damping of vertical shock absorber joint)

Kfz (N/m) 6.076 � 106 Equivalent vertical stiffness of the primary suspension
(considering stiffness of vertical shock absorber joint and steel
spring)

Mr (kg/m) 60.64 Rail mass per unit length

Ms (kg) 349 Mass of sleeper

Mb (kg) 466 Mass of ballast element

Ls (m) 0.6 Sleeper bay

E (N/m2) 2.06 � 1011 Young’s modulus

KpLi (N/m) 2.0 � 107 Lateral stiffness of the ith pad

CpLi (N/m) 5 � 104 Lateral damping of the ith pad

KpVi (N/m) 4.0 � 107 Vertical stiffness of the ith pad

CpVi (N/m) 5 � 104 Vertical damping of the ith pad

Kbv(L,R)i

(N/m)
8.0 � 107 Vertical stiffness between sleeper and the ith ballast element

Cbv(L,R)i

(N�s/m)
1 � 105 Vertical damping between sleeper and the ith ballast element

Kw (N/m) 7.8 � 107 Vertical stiffness between the ith ballast elements on the left
and right

Cw (N�s/m) 8 � 104 Vertical damping between the ith ballast elements on the left
and right

Kfv(L,R)i

(N/m)
6.5 � 107 Vertical stiffness between road bed and the ith ballast element

Cfv(L,R)i

(N/m)
3.1 � 104 Vertical damping between road bed and the ith ballast element
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To express these equations in dimensionless form, one defines the dimensionless
axial coordinate Yk, amplitude Zk(Yk), operator D

n, dimensionless bending moment
Mxk(Yk), shearing force Qzk(Yk), and a dimensionless natural frequency X as
follows:

Yk ¼ yk
L ; ZkðYkÞ ¼ UzkðykÞ

L ;

Dn ¼ dn

dYn
k

;MxkðYkÞ ¼ MxkðykÞL
EIx

;

QzkðYkÞ ¼ QzkðykÞL2
EIx

;X2 ¼ qAx2L4

EIx
¼ a4:

8>><
>>: ð34Þ

Therefore, Eq. (33) can be expressed in the dimensionless form:

MxkðYkÞ ¼ D2ZkðYkÞ;
QzkðykÞ ¼ �D3ZkðYkÞ;

D4ZkðYkÞ � X2ZkðYkÞ ¼ 0:

8<
: ð35Þ

Consider the solution of the previous equation as

ZkðYkÞ ¼ Ck1 sinðaYkÞþCk2 cosðaYkÞ
þCk3 sinhðaYkÞþCk4 coshðaYkÞ:

ð36Þ

There are 12 unknown constants Cki (i = 1, 2, 3, 4) for the three segments.
For free vibration the D’Alembert force and moment acting on the left wheel is

mwx2Uz1ðR1LÞ and Jwx2U0
z1ðR1LÞ; respectively (Fig. 15). Continuity of deflection

and continuity of slope at OwL together with compatibility of bending moments and
compatibility of forces acting on the left wheel results in

Uz1ðR1LÞ ¼ Uz2ð0Þ;
dUz1ðR1LÞ

dy1
¼ dUz2ð0Þ

dy2
;

Mx1ðR1LÞ ¼ Mx2ð0Þþ Jwx2U0
z1ðR1LÞ;

Qz1ðR1LÞ ¼ Qz2ð0Þþmwx2Uz1ðR1LÞ:

8>>><
>>>:

ð37Þ

The D’Alembert force and moment acting on the left wheel is mwx2Uz2ðR2LÞ
and Jwx2U0

z2ðR2LÞ; respectively. Continuity of deflection and continuity of slope at

Fig. 14 Coordinate systems
attached to the three sections
of the wheelset axle
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OwR together with compatibility of bending moments and compatibility of forces
acting on the right wheel results in

Uz2ðR2LÞ ¼ Uz3ðR3LÞ;
dUz2ðR2LÞ

dy2
¼ � dUz3ðR3LÞ

dy3
;

Mx2ðR2LÞ ¼ Mx3ðR3LÞþ Jwx2U0
z2ðR2LÞ;

Qz2ðR2LÞ ¼ �Qz3ðR3LÞþmwx2Uz2ðR2LÞ:

8>>><
>>>:

ð38Þ

Note that Eq. (38) takes into account the contra directions of the axial coordi-
nates y2 and y3. Eqs. (37) and (38) in dimensionless form are

Z1ðR1Þ ¼ Z2ð0Þ;
DZ1ðR1Þ ¼ DZ2ð0Þ;

D2Z1ðR1Þ ¼ D2Z2ð0Þþ JwX2

maL2
DZ1ðR1Þ;

D3Z1ðR1Þ ¼ D3Z2ð0Þ � mw
ma

X2Z1ðR1Þ;

8>>><
>>>:

ð39Þ

Z2ðR2Þ ¼ Z3ðR3Þ;
DZ2ðR2Þ ¼ �DZ3ðR3Þ;

D2Z2ðR2Þ ¼ D2Z3ðR3Þþ JwX2

maL2
DZ2ðR2Þ;

D3Z2ðR2Þ ¼ �D3Z3ðR3Þ � mw
ma

X2Z2ðR2Þ:

8>>><
>>>:

ð40Þ

For the free boundary condition at the left end of the first portion and the right
end of the third portion, the coefficients of the dimensionless mode shape functions
satisfy

C11 ¼ C13; C12 ¼ C14; C31 ¼ C33; C32 ¼ C34: ð41Þ

Then one can write the dimensionless mode shape functions of the first and third
portions as

Fig. 15 Wheel diagrams
including D’Alembert forces
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ZkðYkÞ ¼ Ck1 sinðaYkÞþ sinhðaYkÞð Þ
þCk2 cosðaYkÞþ coshðaYkÞð Þ

¼ Bk1PkðYkÞþBk2VkðYkÞ;
k ¼ 1; 3:

ð42Þ

Substituting Eqs. (42) and (36) into Eqs. (39), we can obtain:

B11P1ðR1ÞþB12V1ðR1Þ ¼ C22 þC24;
B11DP1ðR1ÞþB12DV1ðR1Þ ¼ aðC21 þC23Þ;

B11ðD2P1ðR1Þ � JwX2

maL2
DP1ðR1ÞÞ

þB12ðD2V1ðR1Þ � JwX2

maL2
DV1ðR1ÞÞ ¼ a2ð�C22 þC24Þ;

B11ðD3P1ðR1Þþ mw
ma

X2P1ðR1ÞÞ
þB12ðD3V1ðR1Þþ mw

ma
X2V1ðR1ÞÞ ¼ a3ð�C21 þC23Þ:

8>>>>>>>><
>>>>>>>>:

ð43Þ

Then one can write the dimensionless mode shape function of the second por-
tions as

Z2ðY2Þ ¼ B11P2ðY2ÞþB12V2ðY2Þ; ð44Þ

where

P2ðY2Þ ¼ P21 sinðaY2ÞþP22 cosðaY2Þ
þP23 sinhðaY2ÞþP24 coshðaY2Þ;

V2ðY2Þ ¼ V21 sinðaY2ÞþV22 cosðaY2Þ
þV23 sinhðaY2ÞþV24 coshðaY2Þ:

8>><
>>: ð45Þ

The coefficients of sin(aY2), cos(aY2), sinh(aY2), and cosh(aY2) in Eq. (36)
(when k = 2) correspond to those in the expression obtained by substituting
Eq. (45) into Eq. (44), so we can obtain

C2i ¼ B11P2i þB12V2i; i ¼ 1; 2; 3; 4: ð46Þ

The coefficients of B11 and B12 in Eq. (46) correspond to those in the expression
by simplifying Eq. (43), so we can obtain:

P21 ¼ DP1ðR1Þ
2a � D3P1ðR1Þþ mw

ma
X2DP1ðR1Þ

2a3 ;

P23 ¼ DP1ðR1Þ
2a þ D3P1ðR1Þþ mw

ma
X2DP1ðR1Þ

2a3 ;

P22 ¼ P1ðR1Þ
2 � D2P1ðR1Þ�JwX2

maL2
DP1ðR1Þ

2a2 ;

P24 ¼ P1ðR1Þ
2 þ D2P1ðR1Þ�JwX2

maL2
DP1ðR1Þ

2a2 ;

8>>>>>><
>>>>>>:

ð47Þ
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V21 ¼ DV1ðR1Þ
2a � D3V1ðR1Þþ mw

ma
X2DV1ðR1Þ

2a3 ;

V23 ¼ DV1ðR1Þ
2a þ D3V1ðR1Þþ mw

ma
X2DV1ðR1Þ

2a3 ;

V22 ¼ V1ðR1Þ
2 � D2V1ðR1Þ�JwX2

maL2
DV1ðR1Þ

2a2 ;

V24 ¼ V1ðR1Þ
2 þ D2V1ðR1Þ�JwX2

maL2
DV1ðR1Þ

2a2 :

8>>>>>><
>>>>>>:

ð48Þ

So far the mode shape functions of the second and third portions have four
unknown constants in total. These four unknown constants can be calculated using
Eq. (40). The first two equations of Eq. (40) can be written as

B11P2ðR2ÞþB12V2ðR2Þ
¼ B31P3ðR3ÞþB32V3ðR3Þ;

B11DP2ðR2ÞþB12DV2ðR2Þ
¼ �B31DP3ðR3Þ � B32DV3ðR3Þ:

8>><
>>: ð49Þ

One considers

B31 ¼ B11P31 þB12P32;
B32 ¼ B11V31 þB12V32;

�
ð50Þ

where

P31 ¼ DV3ðR3ÞP2ðR2ÞþV3ðR3ÞDP2ðR2Þ
DV3ðR3ÞP3ðR3Þ � V3ðR3ÞDP3ðR3Þ ;

P32 ¼ DV3ðR3ÞV2ðR2ÞþV3ðR3ÞDV2ðR2Þ
DV3ðR3ÞP3ðR3Þ � V3ðR3ÞDP3ðR3Þ ;

V31 ¼ � DP3ðR3ÞP2ðR2ÞþP3ðR3ÞDP2ðR2Þ
DV3ðR3ÞP3ðR3Þ � V3ðR3ÞDP3ðR3Þ ;

V32 ¼ � DP3ðR3ÞV2ðR2ÞþP3ðR3ÞDV2ðR2Þ
DV3ðR3ÞP3ðR3Þ � V3ðR3ÞDP3ðR3Þ :

ð51Þ

Using the last two equations of Eq. (40), we can obtain:

B11E11 þB12E12 ¼ 0;
B11E21 þB12E22 ¼ 0;

�
, E11 E12

E21 E22

� 

B11

B12

� �
¼ 0; ð52Þ
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where

E11 ¼ D2P2ðR2Þ � JwX2

maL2
DP2ðR2Þ

�P31D2P3ðR3Þ � V31D2V3ðR3Þ;
E12 ¼ D2V2ðR2Þ � JwX2

maL2
DV2ðR2Þ

�P32D2P3ðR3Þ � V32D2V3ðR3Þ;
E21 ¼ D3P2ðR2Þþ mw

ma
X2P2ðR2Þ

þP31D3P3ðR3ÞþV31D3V3ðR3Þ;
E22 ¼ D3V2ðR2Þþ mw

ma
X2V2ðR2Þ

þP32D3P3ðR3ÞþV32D3V3ðR3Þ:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð53Þ

Using the matrix form of Eq. (52), one can obtain

E11 E12

E21 E22

� 
����
���� ¼ E11E22 � E12E21 ¼ 0: ð54Þ

Eq. (54) is the frequency equation, which is a transcendental equation. By using
an iterative procedure based on linear interpolation, the first three natural fre-
quencies are f1 = 111 Hz, f2 = 245 Hz, and f3 = 547 Hz, respectively.

The calculation of the coefficients of the three mode shape functions are
demonstrated in detail in the following.

The dimensionless mode shape functions can be written as

ZkðYkÞ ¼ B11PkðYkÞþB12VkðYkÞ; k ¼ 1; 2; 3: ð55Þ

One may set the deflection of the first particle to be A and without loss of
generality one may choose A = 1, hence

A ¼ 1 ¼ Z1ðR1Þ ¼ B11P1ðR1ÞþB12V1ðR1Þ: ð56Þ

From the above equation and Eq. (52), one can obtain the following equations:

B11 ¼ AE12
P1ðR1ÞE12�V1ðR1ÞE11

;

B12 ¼ �AE11
P1ðR1ÞE12�V1ðR1ÞE11

:

(
ð57Þ

Subsequently, substituting the last equations into Eq. (55) (assuming k = 1) one
can obtain the dimensionless mode shape function of the first portion
Z1ðY1Þ ð0� Y1 �R1Þ: Substituting Eq. (55) into Eq. (55) (assuming k = 3) one can
obtain the dimensionless mode shape function of the third portion.

Z3ðY3Þ ð0� Y3 �R3Þ: By inserting Eqs. (47) and (48) into Eq. (36) (assuming
k = 2) one can obtain the dimensionless mode shape function of the second portion
Z2ðY2Þ ð0� Y2 �R2Þ:

Hence, the coefficient of the three mode shape functions can be calculated in
Table 3.
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1 Introduction

Wheel polygonalization is one type of irregular wear of railway wheels. Until
recently, it seemed that wheel polygonalization leads to a major problem of not only
an increase in track and possibly vehicle maintenance, but also vehicle interior noise
and passenger comfort reduction. This problem has not been completely solved. The
polygonal phenomenon occurring on the rolling circles of railway wheels is often
called wheel corrugation or wheel harmonic wear or wheel periodic out-of-
roundness (OOR). Nielsen and Johansson (2000) discussed why out-of-round rail-
way wheels develop and the damage they cause to track and vehicle components,
and Nielsen et al. (2003) surveyed high-frequency train-track interaction and
mechanisms of wheel/rail wear that is nonuniform in magnitude around/along the
running surface. Johansson and Andersson (2005) and Johansson (2006) extended
an existing multi-body system model for simulation of general 3D train-track in-
teraction, which considered wheel/rail rolling contact mechanics and measured the
transverse profile and surface hardness of 99 wheels on passenger trains, freight
trains, commuter trains, and underground trains, and investigated wheel tread
polygonalization. Furthermore, a series of site tests and numerical simulations about
polygonal wheels were carried out by Morys (1999), Meinke and Meinke (1999),
and Jin et al. (2012). While there is a lot of research on the effect of wheel polygonal
wear on the dynamic behavior of the vehicle/track, there are few studies on its noise
problems, especially of high-speed trains. The few studies on the noise problem
related to wheel polygonal wear are mainly divided into two categories: (1) for the
wheel polygonal wear problem, because it is very complex and has not been com-
pletely solved, researchers focus on the vehicle/track system dynamics to study its
mechanism. They have findings on such things as the effects of tread braking,
stiffness of axle, wheel material, etc.; (2) for the wheel/rail noise problem, others
have focused on their acoustic characteristics and actively have designed a low-noise
wheel/rail (Bouvet et al. 2000; Jones and Thompson 2000; Thompson and Gautier
2006; Behr and Cervello 2007). However, wheel polygonal wear leads to ever more
vehicle noise problems on the high-speed railways of China (Zhang et al. 2013). The
focus here is on the characteristics of high-order polygonal wear and its influence on
wheel/rail noise, and the interior noise of high-speed trains. We also discuss whether
the current criteria used for wheel re-profiling of China’s high-speed trains are
suitable from the point of view of noise control. This work presents a detailed
investigation through extensive experiments and numerical simulations.
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2 Measurement of Wheel Polygon and Vehicle Noise
and Vibration

2.1 Test Overview

From long-term field experiments on high-speed trains, it was found that wheel
polygonal wear caused a series of interior noise problems. These occurred suddenly
and seriously, and the railway operation departments of China called these
“abnormal interior noise”, but they did not know the mechanism of their produc-
tions (Zhang et al. 2013). The present work conducted a typical “abnormal interior
noise” analysis. The high-speed train under investigation is made up of 16 coaches
and its business operational speed is 300 km/h. The sketch of the coach generating
“abnormal interior noise” is shown in Fig. 1.

There is a microphone at a vertical height of 1.5 m above the interior floor used
for testing the interior noise and a surface microphone installed on the exterior floor
for testing the exterior noise. An accelerometer was fixed on the interior floor to
measure the vertical vibration of the floor, and three accelerometers were fixed on
the axle box, the bogie frame, and the car body, respectively, to measure the vertical
vibration of the bogie.

Figure 2 shows the test photos. Both the noise and the vibration before and after
re-profiling were tested, as well as the wheel roughness.

The vibration and acoustic measurements were conducted using a B&K PULSE
platform, including a B&K 4190 microphone, a B&K 4948 surface microphone,
four B&K 4508 accelerometers, and a B&K Type 3560D data acquisition hard-
ware. The wheel roughness measurement was carried out using a Müller-BBM’s m|
wheel.

Fig. 1 Measuring points on the high-speed coach generating “abnormal interior noise”. “Red
circle” refers to the acoustic measuring points, and “blue square” denotes the vibration measuring
points
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2.2 Characteristics of Wheel Diameter Difference
and Polygon

Figure 3 shows the roughness and the polygon order of the wheel circumference of
the left 4th axle of the coach bogie before and after re-profiling. The roughness
results (Fig. 3a) are based on the wheel diameter before and after re-profiling.

From Fig. 3a, it can be seen that the roughness of the wheel before re-profiling is
very large. For example, at 240°, the roughness is about −0.573 mm of the wheel
before re-profiling, and it is about 0.001 mm after re-profiling. Here, −0.573 mmmeans
its roughness is much bigger than 0.001 mm. The diameter difference of the wheel
before re-profiling is up to 0.795 mm. The wheel diameter difference here is defined by

D ¼ Rmax � Rmin; ð1Þ

where Rmax and Rmin are the maximum and minimum wheel roughness in numerical
value, respectively.

Fig. 2 Test photos: a surface
microphone installed on the
exterior floor; b wheel
roughness measurement
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The statistical results of wheel roughness tests show that the diameter differences
of all other wheels are less than 0.1 mm except the wheels of the 4th axle before
re-profiling. After re-profiling, the diameter difference of all the wheels are less than
0.1 mm. Figure 3b indicates the polygon order distributions corresponding to the
measured results as shown in Fig. 3a. In Fig. 3b, the horizontal axis illustrates the
polygon order and the vertical axis denotes the amplitudes of the wheel polygons.
The peaks mean that the corresponding polygons have a large contribution to the
uneven wear of the wheels. Figure 3b shows the high peak at the ordinate of 19,
which indicates that the 19th order polygonal wear of the wheel is very serious.
After re-profiling, the roughness level of the 19th order polygon reduced nearly
39 dB.
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2.3 Effect of Re-profiling on Vehicle Noise and Vibration

Here, the train is running at 293 km/h (the actual tested speed). Figure 4 shows the
measured results of noise and vibration before and after re-profiling. Before and
after re-profiling with polygonal wear, the acceleration level differences of the axle
box, the bogie frame, and the car body reach almost 16–19 dB (Fig. 4a). This
phenomenon is particularly obvious on the axle box whose acceleration level
decreases from 46 to 27 dB. The wheel polygonal wear can cause a very high
acceleration level of the axle box. In addition, such a fierce vibration due to the
wheel polygonal wear excitation is further transmitted into the coach and the track
infrastructure. The acceleration level of the interior floor increases by 7 dB.

The wheel polygonal wear increases the extra exterior noise in bogie area by
9 dB(A). The big exterior noise and the strong vehicle vibration eventually result in
the 11 dB(A) increase of the interior noise (Fig. 4a). The interior noise level
directly affects the ride comfort of a high-speed train. In this test, the 11 dB(A)
overall level increase of the interior noise is mainly caused by the significant noise
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components in the 1/3 octave band centred at 500 Hz (Fig. 4b). The sound pressure
level in this 1/3 octave band before re-profiling is nearly 19 dB(A) bigger than after
re-profiling, and the 1/3 octave band centred at 500 Hz includes those at 447–
562 Hz frequencies. In this range, it is found, by fast Fourier transformation
(FFT) analysis, that there is the highest peak at 536 Hz as shown in Fig. 4b. Here
536 Hz is just the passing frequency of the 19th order polygon when the train is
running at 293 km/h.

For a given train speed v, the passing frequency of the wheel polygon is cal-
culated by

f ¼ v=3:6
pd

� i; ð2Þ

where d (d = 0.92 m) is the wheel diameter, and i is the polygon order. Hence, the
19th order polygon of the wheel wear can excite the strong wheel/rail vibration and
the big noise at about 540 Hz at about 300 km/h.

3 Model of Polygonal Wheel for Wheel/Rail Rolling Noise
Calculation

From the above, it is clear that the wheel polygonal wear has a major impact on the
interior noise and exterior noise of the high-speed train. However, up to now there
has been little understanding or research on the effect of the wheel polygonal wear
on the interior and exterior noise of high-speed trains, and the wheel/rail rolling
noise. The maintenance regulation of China’s high-speed trains now has a criterion
of high-speed wheel re-profiling based on wheel diameter difference due to uneven
wear, regardless of the wheel polygonal wear characteristics and its mechanisms.
The current wheel re-profiling criterion involves only the effect of the wheel uneven
wear on the vehicle dynamic performance, but neglects that of the interior noise
problem related to the uneven wear characteristics of the wheel. There are two
problems with this criterion: (1) the serious uneven wheel wear generally occurs
due to the wheel polygonal wear of low order (the low passing frequencies) and
high amplitudes, which can cause the annoying interior noise; (2) in spite of mild
uneven wheel wear (i.e., not a large wear amplitude), the wheel polygonal wear of
high order (high passing frequencies) still creates a large interior noise. If the wheel
uneven wear situation is classified as (2) in maintenance, it can avoid re-profiling
according to the present criterion. So the re-profiling criteria for high-speed wheels
need to involve the effect of the polygonal wear on not only the dynamic behavior
but also on the noise of the vehicle.
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3.1 Characteristics of Two Wheels with the Same Diameter
Difference

Figure 5 indicates the measured results of nearly the same diameter difference but
the different wheel polygon distributions of the two high-speed wheels, A and B.
Figure 5a shows that the diameter differences of the two wheels are about
0.054 mm. However, their wheel polygonal wear is different (Fig. 5b). In general,
the roughness amplitudes of most order polygons of the wheel B are larger than
those of the wheel A. However, wheel A shows the 20th order polygonal wear with
a high peak, as indicated in Fig. 5b.

To investigate the noise difference caused by a very similar diameter difference
of the high-speed wheels with different polygon distributions, the high-speed
wheel-track noise software (HWTNS) is used to analyze wheel/rail noise of the two
wheels running at 300 km/h.
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3.2 Theory of Wheel/Rail Rolling Noise Prediction

The HWTNS was developed by Wu and Thompson (1999, 2000, 2001). It uses a
similar conformation to the track-wheel interaction noise software (TWINS)
(Thompson et al. 1996a, b), but adds the ballastless track model of high-speed
railway (Wu 2012). Figure 6 shows the flowchart of the HWTNS.

For the ballastless track model in the HWTNS, a wheel/rail interaction model is
used to calculate wheel/rail dynamic force based on wheel/rail combined roughness.
This dynamic force has effects on the rolling contact of the wheel and the rail and
causes the vibration and the noise radiation. The dynamic force can also transmit to
the track infrastructure through the rails and fasteners, which causes vibration and
noise radiation of the sleepers or slabs. More details are given in (Wu 2012).

The vibration and sound radiation of the wheel is calculated using a
semi-analytical method. They are divided into three parts, namely vibration and
sound radiation caused by (i) wheel axial modes, (ii) wheel radial modes, and
(iii) wheel rim rotation modes. The overall sound power level of the wheel is
obtained by the summation of the sound radiation of each mode (Thompson 1997):

Ww ¼ qc
X
n

raðnÞ
X
j

Saj~v2ajn þ rrðnÞSr~v2rn
(

þ rtðnÞSt~v2tn
o
; ð3Þ

where q is the density of the air and c is the sound velocity in the air. ra(n), rr(n),
and rt(n) are the sound radiation ratios of the wheel axial vibration, the wheel radial

Wheel/rail dynamic 
force

Wheel radiation

Wheel modal 
vibration

Dynamic force on 
track

Timoshenko beam 
rail model

Rail vibration Sleeper/slab model

Wheel modal 
radiation Rail radiation

Σ

Sleeper/slab vibration

Wheel/rail noise

Wheel modal analysis 
model

Sleeper/slab radiation

Track noise

Wheel/rail roughness
Fig. 6 Wheel/rail noise
prediction using the HWTNS
(Wu 2012), with permission
from the author
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vibration, and the wheel rim rotation of n nodal diameter, respectively. ~v2ajn; ~v2rn; and

~v2tn are the mean square velocities of the wheel axial vibration, the wheel radial
vibration, and the wheel rim rotation of n nodal diameter, respectively. Saj, Sr, and St
are the sound radiation areas of these mean square velocities, respectively. For the
wheel axial vibration, the area of the wheel web is large and its velocity generates
great variation, so in the calculation of the vibration and sound radiation of the
wheel it needs to be divided into circles with different radii and then the vibration
and sound radiation of the circles are summed.

Figure 7 shows the divided circles of the wheel in the HWTNS.
The sound radiation areas are given by Thompson (1997):

Saj ¼ 2pðr2j � r2jþ 1Þ; ð4Þ

Sr ¼ 2prwþ 2pr2ðw� wwebÞ; ð5Þ

St ¼ 2pr
w3

12
þ 2pr2

w3

12
� w3

web

12

� �

þ 4p
rþ r2
2

� � ðr � r2Þ3
12

;

ð6Þ

where r is the radius of the wheel, rj (j = 1, 2, …, 7) is the radius of each divided
circle, w is the width of the wheel tire in its cross-section, and wweb is the width of
the wheel web in its cross-section (Fig. 7).

The sound radiation ratio of each nodal diameter mode is given by Thompson
(1997):

(i) Wheel axial vibration

raðnÞ ¼ 1

1þðfcaðnÞ=f Þ2nþ 4 ;

fcaðnÞ ¼ c
2pr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ 1Þðnþ 4Þ

p
;

ð7Þ

(ii) Wheel radial vibration

rrðnÞ ¼ 1

1þðfcrðnÞ=f Þ2nþ 2 ;

fcrðnÞ ¼ c
2pw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ 1Þðnþ 4Þ

p
;

ð8Þ
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(iii) Wheel rim rotation

rtðnÞ ¼ 1

1þðfctðnÞ=f Þ2nþ 4 ;

fctðnÞ ¼ c
pw

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ 1Þðnþ 4Þ

p
;

ð9Þ

where f is the frequency. and fca, fcr, and fct are the critical frequencies when
the bending wavelength of the wheel vibration and the acoustic wavelength
are equal.

Fig. 7 The divided circles of the wheel in the HWTNS (Wu 2012), with permission from the
author
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The rail is defined as the infinite line sound source and its radiation is given by
Wu (2012):

Wr ¼ qcLh v2r
D E

rr; ð10Þ

where L is the length of the rail, h is the length of the rail cross-section profile in the

vertical projection, and rr is the rail sound radiation ratio. v2r
D E

is the mean square

velocity of vertical vibration of the rail and is given by

v2r
D E

¼ 1
L

X
v2r ðzÞDz; ð11Þ

where vr is the vertical velocity of the rail in the length of Dz.
The slab sound radiation is given by Wu (2012):

Wp ¼ qcBL v2p
D E 1

1þðfcp=f Þ2
;

fcp ¼ cffiffiffiffiffiffiffiffiffiffiffiffiffi
2pBLp

p ;
ð12Þ

where v2p
D E

is the mean square velocity of vertical vibration of the slab in the track

length of L, Lp is the length of the slab, and B is the width of the half slab. When the
slab is considered as a rigid body, the mean square velocity of vertical vibration of
the slab in Eq. (12) is given by

v2p
D E

¼ 1
Np

XNp

i¼1

v2pi;

v2pi ¼
1
Lp

ZLp=2
�Lp=2

ðvci þ _hcixÞ2dx ¼ v2ci þ
1
12

_h2ciL
2
p;

ð13Þ

where v2pi is the mean square velocity of vertical vibration of single slab, Np is the

quantity of the slabs in the track length of L, and vci and _hci are the vertical velocity
of the slab mass center and the rotational velocity around its mass center,
respectively.

Predicting the wheel/rail noise using the HWTNS needs three input files
including wheel data, wheel/rail combined roughness, and rail sound radiation ratio.
The wheel data is analyzed using the wheel finite element (FE) model based on the
commercial ANSYS. The wheel/rail combined roughness is calculated using
the method described in (Thompson et al. 1996a, 1996). The rail roughness is the

384 J. Zhang et al.



Class A selected from the HARMONOISE project (van Beek and Verheijen 2003).
The rail sound radiation ratio calculation uses the data of UIC 60 rail.

The other parameters used are shown in Table 1.

3.3 Wheel/Rail Rolling Noise Prediction Results

Figure 8 shows the wheel/rail noise prediction results of wheel A and wheel B at
300 km/h.

From Fig. 8, it can be seen that the sound power levels of wheel B and the rail in
rolling contact are higher than that of the wheel A and the rail in all 1/3 octave
bands except for one band centred at 500 Hz. It is because the roughness ampli-
tudes of most order polygons of the wheel B are higher than those of wheel A, but
the peak of the 20th order polygon of wheel A is very prominent (Fig. 5b, also see
the small picture on the left in Fig. 8). When the train operates at 300 km/h, the
20th order polygon of the wheel would excite vibration with frequency at about
577 Hz, which is in the 1/3 octave band centred at 630 Hz. However, the simu-
lation result (Fig. 8) shows that the sound power level of wheel A and the rail is
higher than that of wheel B and the rail in the 1/3 octave band centred at 500 Hz,
not 630 Hz. The reason for this 1/3 octave frequency band difference is attributed to

Table 1 Parameters in the
HWTNS

Parameter Value

Rail

Density (kg/m3) 7850

Tensile modulus (MPa) 2.1 � 105

Shear modulus (MPa) 7.7 � 104

Shear factor 0.4

Cross-sectional area (m2) 7.69 � 10−3

Area moment of inertia (m4) 3.055 � 10−5

Projected length of radiation (m) 0.413

Slab

Density (kg/m3) 2500

Stiffness of cement mortar (MPa/m) 4000

Damping loss factor 0.2

Length (m) 6.0

Width (m) 2.5

Thickness (m) 0.2

Fastener

Stiffness (MN/m) 60

Damping loss factor 0.2

Spacing (m) 0.6
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the correspondence between the wavelengths and the frequencies in the wheel/rail
noise calculation. Table 2 shows the difference of 1/3 octave frequency bands
between the simulated and actual cases.

As shown in Table 2, when the train operates at 300 km/h, the actual excitation
(passing) frequencies of the 13th–25th order polygons of the wheel and their 1/3
octave frequency bands are shown, and their correspondences used in the numerical
simulation are also shown. In the wheel/rail noise calculation (in the HWTNS), part
of the input data is the wheel/rail combined roughness in 1/3 octave frequency band
(some of the bands are as indicated in Table 2). So the FFT analysis on the

−10Polygon order

30

40

50

60

70

80

90

100

110

B A

Wheel A
Wheel B

So
un

d 
po

w
er

 le
ve

l (
dB

(A
) r

e 
1 

pW
) 500 Hz (difference: 1.7 dB(A)) 

B

A

B

A

17 18 19 20
−30
−20
−10

0
10
20

21 22 23 24 25
−30

−20

0

10

20 26 27 28 29 30
−30
−20

0
10
20

R
ou

gh
ne

ss
 le

ve
l (

dB
 re

 1
 μ

m
)

R
ou

gh
ne

ss
 le

ve
l

 (d
B 

re
 1

 μ
m

)

R
ou

gh
ne

ss
 le

ve
l

 (d
B 

re
 1

 μ
m

)

50 3150100 200 400 800 1600
Frequency (Hz)

Polygon order

Polygon order

Fig. 8 Sound power level of
wheel/rail noise

Table 2 The difference of 1/3 octave frequency bands between the simulated and actual cases

Polygon
order

Actual case Simulated case

Frequency
(Hz)

1/3 octave
frequency band
(Hz)

Wavelength
(m)

1/3 octave
wavelength band
(m)

1/3 octave
frequency band
(Hz)

13 375.01 400 0.2222 0.2 400

14 403.86 400 0.2063 0.2 400

15 432.71 400 0.1926 0.2 400

16 461.55 500 0.1806 0.2 400

17 490.40 500 0.1699 0.16 500

18 519.25 500 0.1605 0.16 500

19 548.09 500 0.1520 0.16 500

20 576.94 630 0.1444 0.16 500

21 605.79 630 0.1376 0.125 630

22 634.63 630 0.1313 0.125 630

23 663.48 630 0.1256 0.125 630

24 692.33 630 0.1204 0.125 630

25 721.18 800 0.1156 0.125 630
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measured wheel circle irregularity samples is first carried out to translate them to the
samples expressed with different wavelengths. Then the different wavelengths are
allocated into several 1/3 octave wavelength bands [Table 2, and Eqs. (20) and
(21)], and further transformed into 1/3 octave frequency bands at the specific speed
(300 km/h). Obviously, the wavelength of the 20th order polygon is 0.1444 m
which belongs to the 1/3 octave wavelength band centered at 0.16 m, and this 1/3
octave wavelength band is transformed into 1/3 octave frequency band centered at
500 Hz (not 630 Hz) at 300 km/h. That is the root cause of the 1/3 octave fre-
quency band difference between the numerical simulation and the actual result of
the 20th order polygon. In addition, the wavelength 0.1444 m of the 20th order
polygon is just the lower boundary value of the 1/3 octave wavelength band cen-
tered at 0.16 m, and neighbors the 1/3 octave wavelength band centered at 0.125 m.
During the transformation from the measured wheel circle irregularity samples to
the wavelength samples through the FFT analysis, the partial power of the 20th
order polygon leaks into the 1/3 octave wavelength band centred at 0.125 m
(corresponding to 630 Hz) though it belongs to the 1/3 octave wavelength band
centred at 0.16 m (corresponding to 500 Hz). Therefore, in spite of the visible 20th
order polygon occurring on wheel A, the wheel/rail rolling noise calculation results
in the 1/3 octave band centred at 500 Hz and is only a little higher than that of the
wheel B.

The sound power levels of wheel B in the 1/3 octave bands centred between
630 Hz and 800 Hz are much higher than those of wheel A owing to the larger
roughness of the 21st to the 25th and the 26th to the 30th order polygons (see the
small pictures at the bottom and in the right of Fig. 8, respectively).

In summary, although there are some differences between the actual data and the
calculated sound power levels of the wheel polygons in 1/3 octave frequency bands,
the calculation results can still show well the characteristics of the wheel polygon
excitation at high-speed. The overall sound power levels of wheel A and wheel B
are 110.9 dB(A) and 111.6 dB(A), respectively. It can be seen that a very similar
wheel diameter difference can cause different wheel/rail rolling noises because of
different distribution of the wheel polygon order.

4 Prediction Model of Interior Noise of Coach

To further study the influence of wheel polygonal wear on the interior noise of a
high-speed train, the simulation model of the coach end is built up by means of the
vibro-acoustic analysis software VA One 2012. The model is developed based on a
hybrid of the finite element method and the statistic energy analysis (Langley and
Bremner 1999; Shorter and Langley 2005; Cotoni et al. 2007), which is called the
hybrid FE-SEA for short.
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4.1 Theory of the Hybrid FE-SEA

The FE method and the SEA are at present the two main methods for solving the
acoustic problem of complex structural systems. The FE method usually works well
in solving the structural acoustic problem in the low-frequency range, where the
modal density is low and the system exhibits a global modal behavior. The SEA is
usually used for solving the acoustic problem of complex structural systems at high
frequencies, where the modal densities of all the subsystems are very high. For the
high-speed train, because its large size leads to the generation of numerous elements
in modeling the coach for solving its noise problem, it is difficult to solve the
vibro-acoustic issue only using the FE method. Furthermore, the coach interior
noise caused by wheel polygonal wear is always prominent in the middle frequency
range, which is defined as from about 200 to 1000 Hz in the present analysis
(Fig. 4b). So the hybrid FE-SEA is used in the noise calculation.

However, the coupling of FE and SEA in a single model is difficult because the
two methods differ in two ways: (i) the FE method is based on dynamic equilibrium
while the SEA is based on the conservation of energy flow, and (ii) the FE method
is a deterministic method while the SEA is an inherently statistical method. Here the
two main equations of the hybrid method are given as follows (Shorter and Langley
2005; Cotoni et al. 2007):

xðgj þ gd;jÞEj þ
X
k

xgjknjðEj=nj � Ek=nkÞ ¼ Pext
in;j; ð14Þ

Sqq ¼ D�1
tot Sff þ

X
k

4Ek

xpnk

� �
Im DðkÞ

dir

n o" #
D�1�T

tot ; ð15Þ

where

Pext
in;j ¼

x
2

X
rs

Im DðjÞ
dir;rs

n o
D�1

tot Sff D
�1�T
tot

� �
rs; ð16Þ

xgjknj ¼
2
p

X
rs

Im DðjÞ
dir;rs
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tot Im DðkÞ
dir

n o
D�1�T
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� �
rs
; ð17Þ

xgd;j ¼
2
pnj

X
rs

Im Dd;rs
	 


D�1
tot Im DðjÞ

dir

n o
D�1�T

tot

� �
rs
: ð18Þ

The definitions of the variables in Eqs. (14)–(18) can be found in (Langley and
Bremner 1999; Shorter and Langley 2005; Cotoni et al. 2007). Equation (14)
represents the subsystem energy balance in the SEA, in which Pext

in;j is the external
power input, and Eq. (15) describes the system response by the FE method, while
Sqq is the ensemble average cross-spectral response. Equations (14)–(18) couple the
FE with the SEA. Equation (14) has a precise form of the SEA, but the coupling
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loss factor ηjk and the loss factor ηd,j are calculated using the FE model.
Furthermore, Eq. (15) has the form of a standard random FE analysis, but addi-
tional forces arise from the reverberant energies in the SEA subsystems. If the SEA
subsystems are not included, it is obvious that the present hybrid method is just the
FE method. On the other hand, if only the junctions between the SEA subsystems
are modeled by the FE method, the hybrid method becomes the SEA method.

4.2 Interior Noise Simulation Model of the Coach End

The hybrid FE-SEA simulation model of the high-speed coach end includes the
beam, the plate, and the acoustic cavity subsystems. Figure 9 presents the hybrid
model in VA One 2012.

Because the modal densities of the beam subsystems are very low, the beam
subsystems are meshed into the subsystems characterized by the FE models. The
noise sources, including the wheel/rail noise and the aerodynamic noise, are
extracted from the field pass-by test data of the high-speed trains operating at
300 km/h. In the test, B&K 4948 surface microphones are fixed on the external
floor above the bogie and on the external side wall of the car body. So the wheel/rail

Fig. 9 The hybrid FE-SEA simulation model of coach end
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noise and the aerodynamic noise are treated approximately as the diffuse acoustic
field (DAF) loaded on the plate. Transmission loss (TL) data, including from the
floor, the side wall, and the roof, is taken from the test results in the acoustics
laboratory, and defined through the area junction. A semi-infinite fluid (SIF) is
created and connected to the car body to simulate the outside acoustic environment.

Figure 10 shows the interior noise results of the numerical simulation and the
field experiment, including before and after re-profiling. In the simulation, the
different cases change only the wheel/rail noise inputs.

From Fig. 10, it can be seen that both before and after re-profiling, the interior
acoustic energy is dominant in the frequency range from 200 to 2000 Hz, which
belongs to the middle frequency range. The predicted responses and the measured
sound pressure level are generally in good agreement. The difference of the overall
sound pressure level is less than 2 dB(A). Thus, the interior noise hybrid FE-SEA
model established in this study is reliable and effective. However, in the
low-frequency range (frequencies lower than 200 Hz), simulation results do not

(a)

(b)

Fig. 10 Results of the
numerical simulation and the
experiment before (a) and
after (b) re-profiling
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agree well with experimental results. This is because the hybrid FE-SEA model is
more suitable for the mid-frequency. For low-frequency, simulation results could be
improved by the use of a boundary element method (BEM) fluid and a set of plane
waves. Further investigation on this topic is being conducted.

The wheel polygons which are going to be discussed have the characteristics of
high-order polygons (13–30). They can excite strong vibration with frequencies
from 375 to 865 Hz (at 300 km/h), which are typical mid-frequency. So in the
following sections, the hybrid model is used to calculate the effect of different
wheel polygon characteristics on the coach interior noise. We examine different
wheel/rail noise sources due to different wheel polygon characteristics.

5 Influence of Different Wheel Polygonal Wear on Noise

5.1 Characteristics of Wheel Polygon

Usually, the wheel polygonal wear has three characteristics, which should be dis-
cussed before carrying out the analysis. They are (i) the different polygon order with
very similar roughness levels, (ii) very similar polygon order with different
roughness levels, and (iii) very similar polygon order and very similar roughness
levels with different distribution phases of the polygons. These characteristics can
be found from the detailed analysis of the measured wheel circle irregularity data.

A MATLAB program is developed to construct a series of different wheel
polygons. The code technique routine is indicated with Fig. 11.

The created wheel circle irregularity sample consists of a series of sine curves,
Aisin(xix + ui) (i = 1, 2, …, n), where Ai is the roughness amplitude of wave i, xi

is the wavenumber and uj is the phase angle. First, use a bandpass filter [here we
use the Chebyshev filter (Williams and Taylors 2006)], which filters out each
polygon and obtains its roughness level. Then all filtered wheel circle irregularity
samples are summed and these samples correspond to their polygon order. It is
checked whether the summed sample is correct for the original sample. If not, the
bandpass filter should be redesigned. In addition, the FFT analysis can translate
wheel circle irregularity samples into wavenumber samples using

XðkÞ ¼
XN
j¼1

xðjÞxðj�1Þðk�1Þ
N : ð19Þ

Fig. 11 MATLAB code
technique routine for creating
wheel polygon data

Influence of Wheel Polygonal Wear on Interior Noise … 391



Equation (19) implements the transform given for vectors of length N, where
xN ¼ e 2pið Þ=N , which is the Nth root of the unit.

Through FFT analysis, the 1/3 octave wavelength band can be calculated. The
relationship between the centre wavelength and the cut-off wavelength of 1/3
octave is given by

kupper ¼
ffiffiffiffiffi
2n

p
kc; ð20Þ

klower ¼ kc=
ffiffiffiffiffi
2n

p
; ð21Þ

where kupper, klower, and kc are the upper cut-off wavelength, the lower cut-off
wavelength, and the centre wavelength, respectively, where n = 1/3 represents a 1/3
octave.

5.2 Effect of Different Order of Wheel Polygon on Noise

According to the extensive investigation into high-speed wheel roughness and
vehicle noise, mainly the 19th and the 20th order wear polygons are those which
quite often cause serious noise problems. To study the influence of different
polygon order of the worn wheels, a MATLAB program is used to generate
polygon wheel shapes with order from 13 to 30. Their roughness levels are 30 dB.

Figure 12a shows the different polygons versus their order, and Fig. 12b shows
their roughness levels versus their wavelengths.

Although there are 18 polygon order (Fig. 12a), there are only four main peaks
with different wavelengths in 1/3 octave (Fig. 12b). The root cause of this phe-
nomenon has already been discussed in Sect. 3.3 (Table 2). Because noise peaks are
mainly due to wheel polygon peaks (there are only four main peaks as indicated in
Fig. 12b), and to avoid some critical polygon order (Table 2), the 15th, the 19th, the
24th, and the 30th order polygons are selected in calculating the effect of them on
wheel/rail noise and interior noise using the models described in the Sects. 3 and 4.

Figure 13a, b indicate the effect of different polygon order on the wheel/rail
noise and the interior noise at 300 km/h, respectively.

By using the obvious wheel polygons as inputs in the calculation, there are four
peak frequencies of 400, 500, 630, and 800 Hz in the calculated noise results. The
noise peak frequencies correspond to the wheel polygon order. Notably, even
though the roughness levels are 30 dB (Fig. 12a) and the peak amplitudes with
different wavelengths are almost the same (Fig. 12b), the wheel/rail noise levels
caused by the four different order polygons are different. As the wheel polygon
order increases, in the different 1/3 octave bands, the wheel/rail noises increase by
about 5 dB(A) per 1/3 octave. This is mainly because the higher order polygon has
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the higher passing frequency (corresponding to the shorter wavelength) and a larger
excitation energy when the wheel rolls over the rail at the same speed, compared to
the lower order polygon with the same roughness level. The other reason for this
phenomenon is that as the excitation frequencies increase, the sound radiation ratios
of both the wheel and the rail increase. Generally speaking, the higher sound
radiation ratio causes the higher sound radiation power. Thus, although there are the
same roughness levels, different polygon order can cause different wheel/rail noises.
Therefore, the higher order polygon can cause the higher wheel/rail noise level.

From Fig. 13b, there are four peak frequencies in the interior noise, which is the
same as in the wheel/rail noise. So the wheel/rail noise makes a great contribution to
the interior noise. However, the increase in the ratio of the interior noise at the peak
frequencies is different from that of the wheel/rail noise (as indicated in Fig. 13a).
One reason for this phenomenon is that the interior noise is influenced by not only
the wheel/rail noise, but also other exterior sources and the structure TL.
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Fig. 12 Different polygon
orders: a polygon roughness
levels characterized by order;
b polygon roughness levels
characterized with the
wavelength
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5.3 Effect of Different Roughness Levels of Wheel Polygon
on Noise

With increase in operational mileage, the roughness levels and the distribution of
the wear polygons will change. Here, this section discusses the influence of dif-
ferent roughness levels of the wear polygon on the noise level. Taking the fre-
quently occurring wheel polygon order (the 19th order polygon) as a numerical
example, in which the MATLAB code discussed above is used to make it with
different roughness levels. Figure 14a shows the 19th order polygon with different
roughness levels, characterized by order, and Fig. 14b shows the roughness level
described with the wavelength.

(a)

(b)

Fig. 13 Different polygon
orders: a wheel/rail noise;
b interior noise

394 J. Zhang et al.



The roughness levels of the 19th order polygon increase from 21 to 39 dB with a
3 dB interval, as indicated in Fig. 14a. The roughness levels in the 1/3 octave
wavelength centred at 0.16 m also increase with about 3 dB interval, as indicated in
Fig. 14b.

Figure 15 shows the results of the wheel/rail noise and the interior noise at
300 km/h.

Obviously, there is a peak frequency of 500 Hz in the wheel/rail noise that is the
passing frequency of the 19th order polygon at 300 km/h. As the roughness level of
the polygon increases from 21 to 39 dB with a 3 dB interval, the wheel/rail noise in
the 1/3 octave band centred at 500 Hz increases from 107 to 125 dB(A) also with
about a 3 dB interval (Fig. 15a).

As shown in Fig. 15b, there is a 500 Hz peak frequency in the interior noise
which is the same as in the wheel/rail noise. With the increase of the roughness
level of the 19th order polygon, the interior noise in the 1/3 octave band centred at
500 Hz increases from 66 to 80 dB(A), but with a nonlinear increase.
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5.4 Effect of Different Phases of Wheel Polygon on Noise

As shown in Sects. 5.2 and 5.3, both the different order polygons and the different
roughness levels have a great effect on the interior noise. Actually, the different
polygon phases are also important, especially for the re-profiling. This is because
the different polygon phases can be combined to make different wheel diameter
differences even though the order distribution and roughness of the wheel polygons
are the same. In other words, high-order wheel polygons, which can make the
annoying interior noise, may occur with normal or low wheel diameter difference.
To study the influence of the different polygon phases on the interior noise, this
section discusses whether the present standard of wheel re-profiling is suitable for
the noise reduction problem, being only based on the diameter difference. We
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consider the 17th to 19th order polygons and the different diameter differences are
obtained by creating different combinations of the polygon phases.

Using three sine curves creates the different combinations of the different
polygon phases. The equation including the three sine waves is given by

Y ¼ A sin x1xþu1ð ÞþB sin x2xþu2ð ÞþC sin x3xþu3ð Þ; ð22Þ

where A, B, and C are used to define the roughness levels of the 17th, the 18th, and
the 19th order polygons, respectively. xj (j = 1, 2, 3) is used to indicate the jth
order polygon and uj (j = 1, 2, 3) is used to denote the phase angle of the jth order
polygon. Ymax − Ymin is the wheel diameter difference. To make the diameter dif-
ference higher than 0.3 mm which is caused by the combination of the three
polygons described with Eq. (22), the calculation uses the 30 dB roughness level of
the 17th order polygon and 33 dB roughness levels of both the 18th and the 19th
order polygons. Here 0.3 mm is the upper limit of the wheel diameter difference
according to the maintenance standard for the high-speed trains of China (Zeng
2011). The numerical analysis sets u1 = 0 rad while u2 and u3 change from 0 rad
to 2p rad. Figure 16 shows the effect of the variations of u2 and u3 on the wheel
diameter differences with u1 = 0 rad.

From Fig. 16, it can be seen that even though the roughness levels of the wheel
polygons do not change, their different phases can be combined to make the dif-
ferent wheel diameter differences. When u1 = u2 = u3 = 0 rad, there is the biggest
diameter difference at 0.33 mm. When u1 = 0 rad, u2 = 4.54 rad, and
u3 = 5.93 rad, there is the smallest diameter difference, 0.24 mm. The difference
between the biggest and the smallest is about 0.1 mm.

Figure 17 shows the wheel/rail noise and the interior noise of the two cases at
300 km/h which indicate the biggest and the smallest diameter differences (indi-
cated by Max and Min in the figure) discussed above.

As shown in Fig. 17a, there is a peak frequency at 500 Hz in the wheel/rail noise
as the 17th to 19th order polygons have an excitation frequency in the 1/3 octave
band centred at 500 Hz. In spite of the different polygon phases (different diameter
difference), their wheel/rail noise sound power levels in the 1/3 octave frequency
centred at 500 Hz are nearly the same. Thus, the polygon phase’s change cannot
change its wheel/rail noise level in the excitation frequency band. However, there

Fig. 16 Wheel diameter
differences caused by
combination of different
phase angles
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are some differences between the wheel/rail noises of the two cases in the 1/3
octave bands below 500 Hz and above 1000 Hz. These are due to the differences
between their wavelength spectra which are caused by the characteristic of the filter
in the program. Because the wheel/rail noises in the 1/3 octave band centred at
500 Hz are almost the same, there is little difference between the overall levels of
these two cases.

From Fig. 17b, it can be seen that there is also little difference between the
interior noises, similar to the wheel/rail noises. Nevertheless, the interior noise in
the 1/3 octave bands below 500 Hz are nearly the same which is a little different
from the wheel/rail noise. That is because wheel/rail noise in the 1/3 octave bands
below 500 Hz is not as important as other exterior sources. The overall sound
pressure levels of the interior noises are nearly the same in the two cases. So the
influence of the polygon phases on interior noise is small.

However, the maintenance regulation of China’s high-speed train now uses a
criterion for re-profiling based only on diameter difference, regardless of the wheel
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polygonal wear status. It is generally considered that when the wheel circle
diameter difference is smaller than 0.1 mm, the polygon status is good. When the
diameter difference due to the polygonal wear is between 0.1 and 0.2 mm, it is
normal. Furthermore, when the diameter difference is bigger than 0.3 mm, it is bad.
If the diameter difference is bigger than 0.3 mm, the wheel needs to be re-profiled
(Zeng 2011). Although the interior noise is almost the same for the above two
cases, the wheel with 0.33 mm diameter difference needs to be re-profiled and the
other wheel with 0.24 mm diameter difference could continue working.

From the test and simulation results shown in Sect. 3, we find that although the
wheel circle diameter differences are nearly the same, different wheel polygons can
cause different wheel/rail noise levels. Furthermore, we can find that even if the
wheel polygon order are the same, their different polygon phases can be combined
to make a different wheel circle diameter difference. However, the wheel/rail noise,
especially the interior noise, is more determined by the order of the wheel polygons,
not the phase of wheel polygons. In summary, a criterion based on only the wheel
diameter difference is not suitable for carrying out re-profiling for noise reduction.
The wheel polygon characteristics should also be considered.

6 Conclusions

The present work conducts a detailed investigation into the relationships between
high-speed wheel polygonal wear and wheel/rail noise, and the interior noise of
high-speed trains through extensive field experiments and numerical simulations.
The conclusions can be drawn:

1. The field experiments show that when the 19th order polygonal wear is
prominent and common, the vibration and noise of the high-speed coach are
dominant at about 540 Hz. That is just the passing frequencies of the 19th order
polygon at about 300 km/h. The root cause of the 19th order polygonal wear has
not so far been understood. Further investigation is underway on this topic and
is not in the scope of this paper.

2. Through test and simulation, in cases where the wheel circle diameter differ-
ences due to the wheel polygonal wear are nearly the same, the different wheel
polygonal wear patterns can cause different wheel/rail noise levels.

3. The numerical simulation shows that different polygon order with nearly the
same roughness levels can cause different wheel/rail noise levels and interior
noise levels. Namely, the wheel polygons with higher order can make more
serious wheel/rail noise and interior noise. This is because the higher order has
the higher passing frequency at a certain operational speed, and generates higher
wheel/rail vibration energy.

4. Changing the phases or the distribution of the wheel polygons can change the
wheel diameter difference caused by the wheel polygonal wear. However, the
effect of the change of the polygon phases is not great on wheel/rail noise and
interior noise.
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5. The criterion for re-profiling of high-speed trains needs to involve not only the
wheel diameter difference due to the wear but also the characteristics of the
wheel polygons.
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1 Introduction

The noise generated by high-speed trains is a sensitive issue, as high-speed train
tracks are built in densely populated areas, where prior noise levels were very low.
There is a need for an accurate description of the main characteristics (position,
strength, spectrum, energy contribution, etc.) of different noise sources of moving
high-speed trains, since this information is typically used as input for noise pre-
diction and to guide studies on noise mitigation measures.

Over the past decades, many studies have been performed to determine the noise
sources of high-speed trains and their precise characteristics. It has been recognized
that the main noise sources are rolling noise, aerodynamic noise, and traction noise
(Thompson 2008). However, so far it has been difficult to clearly distinguish the
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location of these noise sources and their independent contribution to the total noise
of a traveling high-speed train. In this respect, the beam-forming method is able to
effectively identify individual noise sources. As a signal processing technique, this
method has been used in microphone arrays for signal transmission and reception
(Christensen and Hald 2004). Recently, Dittrich and Janssens (2000) developed a
T-like microphone array to identify the noise sources of trains. Based on near-field
acoustical holography, Schulte-Werning et al. (2003) developed a spiral-like
microphone array with a diameter of 4.0 m. Within the Deutsche Bahn ‘low-noise
railway’ project, noise sources from ICE high-speed trains were recognized in a
frequency range of 200–3150 Hz. Furthermore, noise source identification exper-
iments on TGV trains moving at speeds from 250 to 320 km/h were carried out, and
the distribution of aerodynamic and wheel/rail rolling noise was analyzed (Mellet
et al. 2006). Silence (2005) carried out source identification for TFS tramcars and a
CITADIS 302 train for traveling speeds of 20–100 km/h, and reported that wheel/
rail noise was the major noise source, and 5.0–10.0 dB(A) larger than other noise
sources. The spiral-like microphone array was also used for the Japanese
Shinkansen train and for noise source identification tests of Fastech 360S trains
(Wakabayashi et al. 2008). When the speed of the trains reached 340 km/h, the
maximum noise came from their wheels. Poisson et al. (2008) carried out noise
source identification for TGV trains and arrived at the conclusion that the first bogie
and the pantograph gradually became the main sound sources as the train speed
increased. Thron (2010) studied the sound source identification of the IC2000 for a
train velocity of 190 km/h. Below 2000 Hz, the main sound source is the bogies.
Above 4000 Hz, the sound originates along the entire train height, especially at the
first coach. Koh et al. (2007) also carried out a noise source identification of Korean
high-speed trains. In the frequency range of 2500–4500 Hz, the noise was dis-
tributed along the train height. Another noise source identification of Korean
high-speed trains was carried out by Noh et al. (2011). Also in a report about the
TR08 maglev system, sound sources were identified and their vertical distribution
was given (Bernd et al. 2002). The intensity difference in this direction lessened
with increasing train velocity. All the source identification tests used the classic
delay and sum beam-forming technique, which is recognized for the identification
of moving sound sources.

In this study, the delay and sum beam-forming method is used for noise mea-
surements of Chinese high-speed trains, with test speeds ranging from 270 to
390 km/h. In the analysis of the test results, the main characteristics of the different
noise sources are discussed. The sound exposure level (SEL) in every 1/3 octave
frequency is analyzed for speeds of 271, 341, and 386 km/h. In addition, the
frequency characteristics of the pass-by noises and assessment of the wayside
noises are provided.
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2 Noise Source Identification of High-Speed Train

2.1 Facility and Its Principle

As a signal processing technique, the beam-forming method is always used in sensor
arrays for localization and separation of noise sources (Johnson and Dudgeon 1993;
Christensen and Hald 2004). When sound propagates from an arbitrary direction, its
signal can be measured using a sensor array. The sensor signals are associated with
time delays. The distances between the sources and sensor positions determine the
length of the time delays. The delays are adjusted according to the source locations,
enabling the correct reinforcement of the sum of the signals.

As illustrated in Fig. 1, when a planar array consisting of M microphones at
locations rm is applied for both the localization and separation of the noise sources,
the measured sensor signals ym are individually delayed and subsequently summed
(Johnson and Dudgeon 1993):

zðj; tÞ ¼
XM
m¼1

wmymðt � DmðjÞÞ; ð1Þ

where j is a unit vector, t is transient time, wm is the weighting or shading coef-
ficient applied to the microphone signal, and Dm is the time delay, the value of
which is obtained by adjusting the time delays such that the sound signals are
associated with a plane wave incident from that specific direction. The signals are
time-aligned before being summed. As shown in Fig. 1, geometrical considerations
indicate that the time delays can be obtained by

Dm ¼ j � rm
c

; ð2Þ

Plane wave 

rm

k −k

Side lobe Main lobe
30 dB

20 dB

10 dB

−90°

−60°

−30° 0° 
30° 

60° 

90°

Fig. 1 Basic principle of external sound source localization (Christensen and Hald 2004). k is the
amplitude of k. Reprinted from Christensen and Hald (2004) by permission of Brüel & Kjær
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where c is the speed of sound. The sound signals arriving from other far-field
directions are not aligned before their summation, and are therefore not added up
coherently. The frequency-domain version of Eq. (1) for the delay and sum
beam-forming method is expressed as

Zðj;xÞ ¼
XM
m¼1

wmYmðxÞe�jxDmðjÞ ¼
XM
m¼1

wmYmðxÞejk�rm ; ð3Þ

where Ym(x) is the frequency-domain sound pressure expression of the mth
microphone, x is the angular frequency, and k is the wavenumber vector of a plane
wave incident from the focus direction j.

The presence of side lobes can cause waves from unfocused directions to leak
into the main lobe direction j, resulting in false noise sources. A good planar array
design can overcome this weakness. The performance of the beam-forming array is
determined by the array pattern, the spatial resolution, and the maximum side lobe
levels (MSLs). When a plane wave with a wave vector k0 arrives from a direction
different from the focus direction, the pressure measured by the array sensors is
given by

YmðxÞ ¼ Y0e�jk0�rm ; ð4Þ

where Y0 is the pressure amplitude. According to Eq. (3), the output in the fre-
quency domain is

Zðj;xÞ ¼ Y0
XM
m¼1

wmejðk�k0Þ�rm ¼Y0Wðk� k0Þ: ð5Þ

Assuming that K = k − k0, the function W can be expressed by

WðKÞ ¼
XM
m¼1

wmejðKÞ�rm : ð6Þ

This expression is the so-called array pattern and represents the amount of
“leakage” obtained from plane waves incident from other directions, being some-
thing that strongly depends on the array geometry.

The ability of a beam-forming array to distinguish incident waves from various
directions is indicated by its resolution. Under the assumption that two waves with
wave vectors k1 and k2 have a unitary amplitude, the output can be expressed as

Zðj;xÞ ¼ Wðk� k1ÞþWðk� k2Þ: ð7Þ
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Then, considering a small angle difference dh between k1 and k2, the resolution
at a finite distance z is given by

RðhÞ ¼ zdK
k

1
cos3 h

; ð8Þ

where dK is the width of the main lobe in the array pattern, whose value is
k1 � k2j j; h is the incident angle of the wave, and k is the amplitude of k1 and k2. It
can be seen that the resolution deteriorates when the incidence angle increases. In
practice, the useful open angle is typically restricted to 30°.

Another important parameter is the side lobe magnitude. For existing side lobes,
waves from unfocused directions leak into the measurement direction (the main
lobe direction), resulting in the possible production of false noise sources. A good
planar array design can therefore be characterized by a low MSL. The radial profile
of the array pattern is defined by

WPðKÞ ¼ 10 lg max
Kj j¼K

WðKÞj j2=M2
� �

: ð9Þ

Furthermore, based on this expression, the MSL function can be written as

MSLðKÞ ¼ max
K0
min\K 0 �K

WPðK 0Þ

¼ 10 lg max
K0
min\K0 �K

WðKÞj j2=M2

 !
;

ð10Þ

where K0
min is the width of the main lobe. For low MSL values, the array will

exhibit a better performance. In this test, an optimized wheel microphone array with
78 channels is used (Fig. 2). Its geometrical design has improved the spatial res-
olution and reduced the MSL. The microphones are arranged in a series of tilted
linear spokes. In practice, such a wheel array has an excellent performance and is
easily operated.

2.2 Measurement of High-Speed Train Noise Sources

The beam-forming method can effectively locate noise sources in the far-field
(Kook et al. 2000). Hence, to measure the noise emitted from a train passing at high
speed, the microphone array with 78 channels is placed at a horizontal distance of
7.5 m from the center line of the track (Fig. 2). The diameter of the array is 4.0 m
and the height of the array center is located 2.0 m above the rail head.
A photoelectric sensor is installed to measure the speed of the train. The speed is
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determined by calculating the ratio of the measured train length to its pass-by time.
Processing of the measurement data is conducted using B&K devices.

The test speeds range from 270 to 390 km/h. Figure 3 indicates the distribution
of the external noise sources of the train at 386 km/h, which is identified by the
microphone array discussed above. The frequency range of the noise shown in
Fig. 3 is from 500 to 5000 Hz, being the frequency range in which main external
noise components are present. From the noise map, it can be deduced that the main
noise sources over the entire frequency range are located at the bogies, the elevated
pantograph, and the inter-coach gaps (Fig. 4).

The maximum noise comes from the bogie areas, followed by the pantograph
and inter-coach gap areas. The noise generated from the bogie areas includes the
wheel/rail rolling noise, gear noise, and aerodynamic noise generated at the bogies
under the carriages. The wheel/rail rolling noise is caused by the surface roughness
of the wheels and the rails, and their mutual friction at the running surface. The gear
noise is caused by the meshing impact and friction between the gears, and structural
vibrations. The aerodynamic noise originates from the airflow around the entire
bogie, including the influence of severe turbulence due to the complex geometry of
the bogie. The noise coming from the bogie areas also includes contributions from
structural vibrations. However, in these bogie areas, the wheel/rail rolling noise is
always the dominant noise source when the train is moving although, so far, it has
been very difficult to accurately identify to which extent (by percentage) each noise
source contributes to the overall noise coming from the bogie area.

Fig. 2 Microphone array measurement setup
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The noise in the pantograph area mainly includes aerodynamic noise, friction
noise, and sparking noise. The aerodynamic noise is generated from interactions of
the pantograph frame and shield with the airflow around them. The frictional noise is
caused by the pantograph collector sliding on the catenary, while the sparking noise
is produced by interaction between the collector and the catenary. In the pantograph
area, the aerodynamic noise contribution is the greatest, followed by the sparking
noise. As is the case for the bogie areas, it is also difficult to accurately identify the
contribution percentages of each source in the overall noise generated in this area.

The noise of the inter-coach gaps includes aerodynamic noise and noise coming
from structural vibrations. In this regard, the aerodynamic noise is the dominant
source, due to the sags and crests of the outer windshield surfaces in the inter-coach
gaps.

Tr
ai

n 
he

ig
ht

 (m
) 

Bogie 
Pantograph 

Train length (m) 

Inter-coach spacing 

Sound pressure level (dB(A))

Fig. 3 Noise source distribution of a high-speed train traveling at 386 km/h on viaduct (frequency
range: 500–5000 Hz)

Fig. 4 Noise sources: the first bogie, inter-coach gap, and pantograph
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Hence, the external noise emitted by high-speed trains can be divided into two
main source families: rolling noise and aerodynamic noise. The rolling noise is one
of the most important noise sources of high-speed trains and is caused by the
excitation at the wheel/rail contact patch. The aero-acoustic sources are generated
by vortex shedding and flow disturbances around the train structure; these are
mainly located at the bogies, the pantograph and its recess, the inter-coach gaps,
and the doors.

Figure 3 shows that the noise produced at the first bogie of the train is evidently
greater than that at the other bogies. Obviously, when the train is running at high
speed, the vortex shedding from the first bogie generates a much larger aerody-
namic noise than the other bogies. From the color map shown in Fig. 3, it can be
seen that the noise from the inter-coach gaps is mainly distributed underneath the
coach roof and on the apron board. In these two areas, no windshields are used to
decrease flow disturbances at the coach edges and the gaps (Fig. 4). Note that the
color map in Fig. 3 is a summation of every 1/3 octave frequency-band results and
represents the overall noise distribution. However, the predominant noise compo-
nents of the noise sources vary for different frequency ranges and train speeds.

Other results involving external noise measurements are shown in Fig. 5, in
which the noise distribution of the first two coaches is highlighted at 630, 1600, and
5000 Hz.

At 630 Hz, the noise sources are mainly located at the bogies and consist mainly
of rolling and gear noises, which are produced by wheel/rail contact and
friction/meshing mechanisms, respectively. At 1600 Hz, the noise is mainly located
at the bogies and is formed by wheel/rail contact. Lastly, at 5000 Hz, noise is
mainly located at the train body and inter-coach gaps, and is caused by flow
disturbance around the train structure and vortex shedding. Hence, the dominant
noise sources differ in all three analyzed frequencies. Similar results have been
reported in previous studies (Koh et al. 2007; Thron 2010; Noh et al. 2011).

Sound pressure level (dB(A))Pantograph 
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Access door Inter-coach gap

Equipment

Fig. 5 Noise distribution of the first two cars at 386 km/h with the frequency of 630 Hz (a),
1600 Hz (b), and 5000 Hz (c)
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Distinction between the test results discussed in this study and those in previous
studies are attributed to the train type and its operational speed. The train type
affects the intensity, distribution, and frequency characteristics of the noise sources.
Furthermore, as the train velocity increases, the aerodynamic noise becomes more
significant, especially at high frequencies. Thus, for a speed of 386 km/h, the noise
source intensity at 5000 Hz changes negligibly and does not depend on the height.

2.3 Frequency Characteristics of Main Noise Sources

The previous section provided a qualitative analysis of the noise sources, their
locations, and their relative intensity. In this section, a quantitative analysis of the
frequency characteristics of the main noise sources is provided, in which the noises
at the bogies, the elevated pantograph, and the inter-coach gaps are being consid-
ered. The formula for averaging the noise pressure can be expressed as

Lp ¼ 20 lg
1
s
�
R
s pds
p0

� �

¼ 20 lg
XNi

i¼1

XNj

j¼1

pðyi; zjÞdydz
 !,

ðsp0Þ
" #

;

ð11Þ

where s is the area of the analyzed region, p is the A-weighted sound pressure in the
considered area, p0 is the reference sound pressure, Ni and Nj represent discrete
points, and dy and dz represent the increment of diversity along the length and the
height directions, respectively. The analyzed regions and their areas for the three
noise sources have been documented elsewhere (He 2010). When combined with
the source regions, the intensity of the three noise sources can be evaluated. As the
sound pressure at a given field point is an average value, the average sound pressure
Lp deserves more attention, since this data is also used as the sound source in noise
prediction models.

The frequency characteristics of the three sources are shown in Figs. 6, 7 and 8,
corresponding to speeds given by 271, 341, and 386 km/h, respectively. When the
speed is 271 km/h, the average sound pressures in the wheel/rail areas, the pan-
tograph area, and at the inter-coach gaps are 106.2, 104.2, and 104.3 dB(A),
respectively. The sound pressure increases as the frequencies increase, peaking at
1600 Hz with values of 99.5, 95.9, and 95.0 dB(A) for the wheel/rail areas, the
inter-coach gaps, and the pantograph area, respectively. Below 1600 Hz, the noise
originating at the wheel/rail area is the largest, followed by the inter-coach gap
noise and the pantograph noise. The maximum pressure difference between the
noises originating at the wheel/rail area and the inter-coach gaps is approximately
6.8 dB(A). The pressures at frequencies above 3150 Hz are very similar, with a
maximum value of approximately 97.7 dB(A).
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For a speed of 341 km/h, the average sound pressures in the wheel/rail areas, the
pantograph area, and the inter-coach gap areas are 108.5, 107.7, and 107.0 dB(A),
respectively. The sound pressures reach their maxima at 2000 Hz, with values of
101.1, 99.8, and 99.5 dB(A) for the wheel/rail areas, the pantograph area, and the
inter-coach gap areas, respectively. Below 2000 Hz, the noise coming from the
wheel/rail areas is the highest, followed by the noise originating at the pantograph
area. The noise at the inter-coach gaps has the smallest contribution in this fre-
quency range. The maximum pressure differences between them are approximately
3.1 and 2.9 dB(A). The resulting pressures above 3150 Hz are quite similar, with a
maximum value of 100.0 dB(A).

Finally, for a train velocity of 386 km/h, the average sound pressures in the
wheel/rail areas, the pantograph area, and the inter-coach gap areas are 110.4,
110.3, and 109.0 dB(A), respectively. The largest sound pressure, at approximately
102.4 dB(A), is reached at 5000 Hz. At 2500 Hz, there are local sound pressure
peaks with values of 100.7, 100.4, and 99.8 dB(A) for the wheel/rail areas, the
pantograph area, and the inter-coach gap area, respectively. Below 2500 Hz, the
wheel/rail area is the largest noise contributor, followed by the pantograph areas
and the inter-coach gap area. Above 3150 Hz, the measured pressures are very
similar, with a maximum measured value of approximately 102.4 dB(A).

From the above analysis, it can be seen that for low train velocities, the average
noise pressure coming from the wheel/rail areas is the largest, while the noise
pressure produced by the inter-coach gaps takes the second place. As the speed
increases, the average pantograph noise exceeds that of the inter-coach gaps. When
the speed is 386 km/h, the noise produced in the wheel/rail areas is still the largest,
although the noise produced in the pantograph area is almost consistent with that
from the wheel/rail areas. Furthermore, as the velocity increases, the frequency of
the maximum noise moves to higher values. In this regard, for speeds of 271, 341,
and 386 km/h, the maximum noise is measured at 1600, 2000, and 5000 Hz,
respectively.

Figure 9 shows the average pressures of the three noise sources as a function of
the train speed. The aerodynamic noise at the pantograph area increases faster than
the other two noise sources. So the power law relationship for this area between
noise and train speed is larger than that for other areas. The wheel/rail noise
contains rolling noise and aerodynamic noise, so the produced average sound
pressure in this area is higher than that of the inter-coach gap areas. From the sound
levels and the spectrum of the three noise sources, it can be seen that for a speed of
271 km/h, the major noise type generated in the wheel/rail areas is rolling noise.
However, as the train speed increases, the share of the aerodynamic noise in the
wheel/rail noise is greater. For a velocity of 386 km/h, the aerodynamic noise in
wheel/rail areas approaches the rolling noise.
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2.4 Characteristics of SEL at Different Speeds

The vertical noise distribution of high-speed trains reflects the intensity of noise
sources in the vertical direction along the train and is expressed by the SEL. This
quantity measures the energy contained in transient noise. According to the ISO
3095:2013 standard (ISO 2013), the formula to calculate the SEL is given by

SEL ¼ 10 lg
1
T0

ZT
0

p2AðtÞ
p20

dt

0
@

1
A ¼ 10 lg

ZT
0

p2AðtÞ
p20

dt

0
@

1
A; ð12Þ

where T0 is the reference time interval (T0 = 1 s), pA(t) is the A-weighted instan-
taneous sound pressure, p0 is the reference sound pressure, and T is the measure-
ment time interval.

Figures 10, 11 and 12 show the SEL distribution along the vertical height
direction for train velocities of 271, 341, and 386 km/h, respectively. The parameter
T is the pass-by time of the high-speed train. The abscissa represents the value of
the SEL, the ordinate represents the vertical height, and the height coordinate
corresponding to 0 indicates the height of the rail head.

The vertical distribution of the SEL in the frequency range of 500–5000 Hz is
illustrated in Fig. 10a for a train speed of 271 km/h. It can be clearly observed that
in every 1/3 octave frequency band, the SEL corresponding to the wheel/rail area
within a height of 1.0 m is the highest. Below 1600 Hz, SEL values of all heights
increase as the frequencies increase. Furthermore, the SELs at 4000 and 5000 Hz
are approximately similar, showing negligible variation along the vertical direction.
At a height of 1.0 m, the SEL at 1600 Hz is maximized, and can be attributed to
wheel/rail noise. Above 1.0 m, the SELs corresponding to 4000 and 5000 Hz
exhibit the largest values. As revealed by the noise source identification, it is known
that the main noise contributor corresponding to these frequencies is aerodynamic
noise produced by the pantograph, the bogies, the inter-coach gaps, and the first
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Fig. 9 Sound pressures
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access door. Figure 10b shows the total SEL values for a speed of 271 km/h. Here
the maximum SEL is 128.7 dB(A), corresponding to a height of 0.1 m. At the base
of the pantograph, a local maximum SEL is observed with a value of 126.4 dB(A).
The minimum SEL value is 126.2 dB(A) and is measured at heights given by 2.9
and 5.0 m, corresponding to the center of the train body and the pantograph,
respectively. Hence, during the pass-by time, the total SEL is maximized in the
wheel/rail region, followed by the inter-coach gaps and the pantograph.
Furthermore, the SEL difference between the wheel/rail area and the pantograph
(from the bottom up) is 2.5 dB(A), being the maximum measured SEL difference.

As shown in Fig. 11a, for a speed of 341 km/h, SEL values below 1.0 m exhibit
the largest values for every 1/3 octave frequency band. This is attributed to the
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Fig. 10 SEL distribution at 271 km/h. a SEL in every 1/3 octave frequency band; b SEL in the
full frequency range
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contribution of intensive wheel/rail noise. Below 2000 Hz, the SEL increases along
all heights as the frequencies increase. The SEL at 4000 and 5000 Hz are
approximately equal and only change little along the vertical direction. Below
4.5 m, the SEL at 2000 Hz is larger than the values corresponding to 4000 and
5000 Hz. This is due to a large noise contribution at this frequency from the
wheel/rail area and the carriage structure. Above 4.5 m, the contrary is the case,
something that can be attributed to the large aerodynamic noise generated by the
pantograph at 4000 and 5000 Hz. Figure 11b shows the total SEL for a speed of
341 km/h, showing a maximum SEL of 131.4 dB(A) located 0.1 m above the rail
head. Two local SEL minima are found at a height of 2.0 m and at the pantograph
with values given by 129.2 and 129.1 dB(A), respectively. Hence, the largest SEL
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Fig. 11 SEL distribution at 341 km/h. a SEL in every 1/3 octave frequency band; b SEL in the
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is obtained in the wheel/rail area, while the SELs corresponding to the regions of
the pantograph and the inter-coach gaps are similar to each other. For a speed of
341 km/h, the maximum SEL difference is obtained between the wheel/rail area and
the pantograph (from the bottom up) and equals 2.3 dB(A).

Similarly to Figs. 10a, 11a, and 12a shows that the SELs corresponding to a train
velocity of 386 km/h are maximized below a height of 1.0 m for every 1/3 octave
frequency band. However, in this case the SELs at all heights increase for larger 1/3
octave frequency bands. The SEL at 5000 Hz is the highest compared to all other
frequencies. From the results obtained for the source identification, it became
apparent that the main noises at this frequency are of an aerodynamic nature,
originating at the pantograph, the inter-coach gaps, and the first access door.
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Fig. 12 SEL distribution at 386 km/h. a SEL in every 1/3 octave frequency band; b SEL in the
full frequency range
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Figure 12b shows the total SEL for a train moving at 386 km/h, with a maxi-
mum SEL value of 133.1 dB(A) that again occurs at a height of 0.1 m relative to
the rail head. The minimum SEL is 131.0 dB(A) and is obtained at the pantograph.
The total SEL difference above 1.0 m lies within 0.1 dB. Hence, the total SEL at
the wheel/rail is the largest, while the SEL values measured at the pantograph and
the inter-coach gaps are very similar. Lastly, the maximum SEL difference is
2.1 dB(A) and is between the wheel/rail area and the pantograph.

The SEL discussed above reflects the characteristics of the sound energy dis-
tribution along the vertical height of the high-speed train during the pass-by time.
For low frequencies, the observed SEL difference is larger in this direction, since
the noise mainly comes from the wheel/rail regions. As the frequency increases, the
aerodynamic noise in the high frequency range that is caused by the train body, the
inter-coach gaps, and the pantograph starts to emerge. Table 1 depicts the maxi-
mum SEL differences for each 1/3 octave frequency band. From the results shown
in Figs. 10, 11 and 12 and Table 1, it can be deduced that the frequency corre-
sponding to the maximum sound energy increases with increasing train velocity. In
every 1/3 octave frequency band, the SEL exhibits its maximum in the wheel/rail
region, especially at a height of 0.1 m above the rail head. As the frequency and the
speed increase, the aerodynamic noise caused by disturbed flow and turbulence
emerges along the entire height, resulting in a decrease of the maximum SEL
differences by 9.3–9.9 dB among the analyzed frequency components that range
from 500 Hz to 5000 Hz. For the full frequency range, the maximum SEL differ-
ences in the vertical direction equal 2.5, 2.3, and 2.1 dB for speeds of 271, 341, and
386 km/h, respectively. Hence, the SEL difference along the vertical direction
decreases as the train speed increases. A similar result has been reported in another
study (Bernd et al. 2002). Furthermore, faster train speeds also push down the ratio
between the wheel/rail noise and the aerodynamic noise.

Table 1 Maximum SEL differences at different train speeds and different frequencies

Frequency (Hz) Maximum SEL difference [dB(A)]

v = 271 km/ha v = 341 km/h v = 386 km/h

500 10.4 10.6 9.6

630 9.7 8.8 8.5

800 6.9 7.4 6.8

1000 5.5 5.4 5.4

1250 4.8 4.5 4.6

1600 5.1 4.0 4.0

2000 3.0 3.0 2.6

2500 2.1 2.0 1.9

3150 1.0 0.9 0.9

4000 0.8 0.7 0.6

5000 0.5 0.4 0.3

Overall SEL 2.5 2.3 2.1
av is the operating speed of the train
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3 Pass-by Noise Magnitude and Its Characteristics

When noises generated by different sources of a high-speed train radiate outward
based on their precise characteristics (especially directivity) and reach different field
points, the corresponding sound pressure responses can be measured. The sound
pressure levels at standard measuring points are important for evaluating the noise
of high-speed trains. In the ISO 3095:2013 standard, M1 (7.5, 1.2 m), M2 (7.5,
3.5 m), and M3 (25, 3.5 m) are three specified field points. The numbers in brackets
represent the distances with respect to the center line of the track and the height of
the rail head.

Figure 13 illustrates the time histories of the sound pressure levels of the
high-speed train measured at M1, M2, and M3, obtained during a single pass-by at
271 km/h. These results can be used for further identification of the noise sources.
The time histories of field points M1 and M2 have a strong correlation with the
characteristics of the train structure, showing nine sound pressure peaks (Fig. 13).
The first peak corresponds to the entrance of the train head, while the last peak is
attributed to the exit of the train tail. The seven peaks between them represent the
seven gaps between the eight coaches, making the number of observed valleys
equal to the number of coaches. It is confirmed that the pressure peaks are pre-
dominantly generated at the train head, the train tail, the bogie areas, and the
inter-coach gaps. Note that the pantograph is located close to one of the inter-coach
gaps (Fig. 13). During the pass-by time, the highest noise pressure level is mea-
sured at M2, subsequently followed by M1 and M3. This situation is closely related
to the characteristics of the near-field sound directivity, except for the aerodynamic
noise generated in the inter-coach gaps, the pantograph, and the bogies.

Figure 14 depicts the time histories of the sound pressure levels measured at M2
for different speeds. The noise peak distribution and its qualitative explanation are
similar to the results shown in Fig. 13. The noise peak caused by the pantograph is
the third peak located near the second inter-coach gap. For a train speed of
271 km/h the maximum noise during a single pass-by is caused by the fourth
inter-coach gap, close to the wheel/rail region. When the speed is 341 km/h, the
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maximum noise comes from the train head and the first bogie region. The noise
peak caused by the second inter-coach gap and the pantograph is larger than all
other peaks, except for the first and second peaks. When the speed is 386 km/h, the
second and third peaks are dominant, corresponding to the first inter-coach gap, and
the combination of the second inter-coach gap and the pantograph, respectively.

As the speed increases, it can be seen that the noise caused by the first two
coaches increases, becoming significantly larger than the noises caused by all other
coaches. The main reason for this is the fierce interaction of airflows with the first
bogie, the pantograph, and the first two inter-coach gaps, thus generating a strong
aerodynamic noise around these structures when the train travels at higher speeds.

The A-weighted equivalent continuous sound pressure level (LAeq,Tp) reflects the
average noise energy during the pass-by time. Table 2 shows these values at the
three field points M1, M2, and M3 for different train speeds, while Fig. 15 depicts
the frequency characteristics of the noise pressures at these three field points for
different speeds. The frequency range shown in Fig. 15 goes from 160 to
10,000 Hz, covering the main external noise frequencies of the train. The sound
sources spread through the air, and subsequently cause a response at the field
points. According to sound propagation theory, the sound pressures measured at the
field points are closely related to the frequency, the directivity of the sound source,
and the environment of the sound field (airflow, temperature, humidity, terrain,
etc.). Thus, the frequency characteristics of the field points are not solely deter-
mined by the frequency characteristics of the sound sources. The pressure levels
detected at the field points increase with increasing speeds. For equal velocities, the
noise level at M3 is approximately 10.0–13.0 dB lower than that at M1 and M2.
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Table 2 Sound pressure
levels of M1, M2, and M3 at
different speeds

Speed (km/h) LAeq,Tp [dB(A)]

M1 M2 M3

271 93.2 95.8 82.0

341 96.5 98.0 85.5

386 98.5 100.1 88.1
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As shown in Fig. 15a, at M1, for a speed of 271 km/h the noise is maximized at
1600 Hz, while for velocities of 341 and 386 km/h this happens at 1000 Hz.
However, when analyzed as a function of the speed, the noise level at 1600 Hz does
not change significantly and the peak disappears for larger velocities. For M2
(Fig. 15b), the noise component characteristics at 1600 Hz are similar to those
measured at M1, while the noise levels corresponding to speeds of 341 and
386 km/h reach their maxima at 2000 and 2500 Hz, respectively. At both M1 and
M2, the noise components measured at 1600 and 2000 Hz do not change much as a
function of the train velocity. At M3 (Fig. 15c), the levels of all noise components
increase with increasing speeds along the entire analyzed frequency range.

Since the measuring points M1 and M2 have the same distances with respect to
the center line of the track, but different distances with respect to the rail head, their
frequency characteristics are different, which is exemplified in Figs. 15a, b. The
main difference is that the dominant components of the noise or the peak fre-
quencies move forward. At M1 the noise components from 600 to 2000 Hz are
predominant, while at M2 the dominant noise components are distributed between
1600 and 4000 Hz. This is caused by the fact that M1 is located close to the wheel/
rail area, hence demonstrating that noise generated in this area has a greater con-
tribution to the measured results, when compared to other noise sources. However,
M2 is located near the pantograph, the carriage body, and the inter-coach gaps.
Since at these regions much aerodynamic noise is generated, this demonstrates that
this noise type greatly contributes to the measured results at M2, when compared to
other noise sources.

When comparing the results at M1, M2, and M3, it can be concluded that the
results measured at M1 and M2 are quite similar. Although the heights of M2 and
M3 are approximately the same, at M3, which is placed at a much larger distance
from the central line of the track, the wheel/rail noise has a much larger contribution
to the total noise level, when compared to the aerodynamic noise. At this mea-
surement point, the dominant noise components range from 600 to 2500 Hz and
their characteristics clearly change with increasing train speeds. Usually, these noise
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components mainly consist of wheel/rail noise. Hence, for moving high-speed
trains, the control and reduction of wheel/rail rolling noise should be considered
first.

Figure 15 clearly shows that the differences in level of the noise components at
points M1, M2, and M3 have the tendency to decrease for larger frequencies and
increasing speeds. This explains that the aerodynamic noise of the train increases in
an extensive frequency range as the train velocity becomes larger. In addition,
Fig. 15 shows that the noise components at 630, 1000, 1600, 2000, and 2500 Hz
are always activated. Their precise generation mechanisms, which up to this point
are not known, will be further investigated.

To effectively reduce the external noise, the maximum noise in the full fre-
quency range, the location of its source, and the mechanism generating it should
first be clearly identified. Taking M3 as an example, maximum noise peaks occur at
630 and 1000 Hz. From Fig. 12, it can be deduced that the SEL below a vertical
height of 1.0 m is about 9.0 and 5.0 dB larger than those at other heights for 630
and 1000 Hz, respectively. The vertical height of 1.0 m belongs to the wheel/rail
area. Therefore, the noise generated in this area needs to be controlled and reduced
preferentially. Major measures to suppress wheel/rail noise include the employment
of a bogie skirt to reduce the aerodynamic noise, the use of damping measures for
both wheels and rails to reduce rolling noise, and the installation of sound barriers
to change the noise propagation path.

4 External Noise Behaviors as a Function of Speed

The characteristics of the noise radiated by high-speed trains can be established
with an approximate function that depends on the train speed. The function can be
approximated by a second-order polynomial of the variable lg(v) (Mellet et al.
2006). The regression equation can be expressed as

LAeq;Tp
ðvÞ ¼ A½lgðvÞ�2 þB lgðvÞþC; ð13Þ

where A, B, and C are regression coefficients. For simplicity, this piecewise linear
function can be used to replace the nonlinear function displayed in Eq. (13).
According to the characteristics of the wheel/rail noise and the aerodynamic noise
with respect to the train speed, the piecewise linear regression function is consid-
ered in two speed ranges, one being defined below 300 km/h, and the other above
300 km/m. The speed of 300 km/h is considered the break speed (Mauclaire 1990;
Krylov 2001). Below 300 km/h, the slope of the linear function is approximately
30, while above the break speed a slope of 60 is found. For both speed ranges, 30
and 60 denote the regression coefficient B in Eq. (13). If the value of LAeq,Tp at the
reference speed v0 is known, the linear regression law can be expressed as
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LAeq;Tp
ðvÞ ¼ B lgðv=v0Þþ LAeq;Tp

ðv0Þ: ð14Þ

Figure 16 shows the linear regressions of LAeq,Tp for the three different field
points. Note that from 280 to 390 km/h, the regression coefficients B are 32.4, 30.1,
and 42.3, while the corresponding correlation coefficients R2 are 0.99, 0.93, and
0.98 for M1, M2, and M3, respectively.

Using these measured results, it can be assumed that this linear expression is
valid up to velocities of 390 km/h. The transition speed for which aerodynamic
noise becomes as important as the rolling noise, which generally is considered to lie
around 300 km/h (Mauclaire 1990; Krylov 2001), is not clearly observed. The
regression coefficients for M1 and M2 are close to 30, a value which is commonly
used in the prediction formula for wheel/rail rolling noise. Hence, the rolling noise
is dominant when considering the total noise measured at M1 and M2 for a speed
close to 390 km/h. For M3, the regression coefficient is approximately 42. To
reduce the pass-by noise at this field point, one needs to take measures to suppress
both rolling noise and aerodynamic noise, although the rolling noise still makes a
greater contribution to the total noise detected at M3 compared with the aerody-
namic noise.

5 Conclusions

This paper presents the test results and an analysis of external noise characteristics
produced by a Chinese high-speed train traveling at different speeds. From this
study, the following conclusions can be drawn:

1. External noise identification of the high-speed train shows that main noise
originates at three areas: the wheel/rail systems (or bogies), the pantograph, and
the inter-coach gaps. The wheel/rail area produces the dominant rolling noise
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and the aerodynamic noise caused by airflow around the bogie. The pantograph
and the inter-coach gaps of the train mainly generate aerodynamic noise. For
speeds below 386 km/h, the SEL of the wheel/rail area is the greatest in the
frequency range below 3150 Hz, while the SELs of the three noise sources are
quite similar for larger frequencies.

2. For both the total external noise and the predominant noise components ana-
lyzed at different frequencies, the wheel/rail noise has the greatest contribution
compared with the aerodynamic noise sources located at the pantograph and the
inter-coach gaps. The measured noise from the wheel/rail area mainly includes
the wheel/rail rolling noise and the aerodynamic noise coming from the bogie
area. However, it has so far been difficult to experimentally determine their exact
relative proportions in the total noise.

3. Along the vertical train height, maximum noise levels are found in the wheel/rail
area. At distances far from the central track line, the wheel/rail rolling noise still
makes a greater contribution than the aerodynamic noise for the entire train
velocity range analyzed.

4. The measured results at all field points show that the noise components from
630 to 2500 Hz, which are typically attributed to wheel/rail rolling noise,
always dominate. Therefore, it is suggested that the design of low-noise
high-speed trains and external noise control should be focused on the control
and reduction of this type of noise.

5. The measured results at all different field points clearly indicate that the noise
level differences have a tendency to decrease with increasing frequencies and
train speeds. This explains the growth of aerodynamic noise over an extensive
frequency range as the train runs faster. In addition, the test results show that
noise components at 630, 1000, 1600, 2000, and 2500 Hz are always activated.
Nevertheless, their exact generation mechanisms are currently unknown and will
be further investigated.
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1 Introduction

In the operation of high-speed trains, different degrees of damage are suffered by
the cement asphalt mortar (CAM) that forms the filling layer between the slab and
the concrete base (Lin 2009; Liu 2013). The damage includes cracks, shelling,
aging, and rain soaking (Fig. 1). Much research work on vehicle-track coupling
dynamics and track-subgrade dynamics was carried out (Chen et al. 2014; Ling
et al. 2014; Zhong et al. 2014). However, there have been few studies of
vehicle-track coupling systems that consider CAM damage. Xiang et al. (2009)
studied the effect of a voided slab induced by the deterioration of the CAM layer on
vibration responses of a slab track at variable vehicle speeds. Based on the per-
spective of the system energy, he used the Wilson-# numerical integral method to
solve the track vibration equations. Wang et al. (2014) analyzed the effect of CAM
debonding on the dynamic properties of a CRTS-II slab track, using LS-DYNA to
solve the dynamic equations. Both Xiang et al. (2009) and Wang et al. (2014)
treated the rail as a continuous Euler beam, and their models considered only
vertical vibration. Zhu and Cai (2014) investigated interface damage and its effect
on vibrations of a slab track under different temperature and vehicle dynamic loads.
The loads were obtained using the developed vehicle-track coupling dynamic
model, and the track model was developed using ABAQUS software. The model
assumed that the influence of temperature is important to CAM damage after a
period of time. However, when CAM damage had already occurred, its effect on
train running safety was not discussed.

The CAM softening not only leads to track structural failure but also becomes a
potential factor responsible for increasing the probability of vehicle derailment.

Fig. 1 CAM damage
(softening). Reprinted from
(Zhu et al. 2014), with kind
permission from Springer
Science + Business Media
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Zhou and Shen (2013) and Xiao et al. (2007) studied the effect of disabled fastening
systems or unsupported sleepers on ballast tracks on vehicle derailment using a
vehicle-track coupling dynamic model. CAM damage is particularly common in
slab tracks. It is important to study the influences of CAM softening on the dynamic
characteristics of a 3D vehicle-track system because CAM damage endangers the
safety of train operation, especially for curved lines.

CAM softening seriously affects vehicle operation safety and track interface
shear failure. In this paper, a 3D coupling dynamic model of a vehicle and a
CRTS-I slab track is developed. The vehicle runs on a curved track at 300 km/h.
Using the proposed model, the wheel-rail contact forces, derailment coefficient,
wheelset loading reduction ratio, and the track displacements are calculated to study
the influences of CAM softening on the dynamic characteristics of the vehicle-track
system. A track-subgrade finite difference model is developed to investigate the
effect of CAM softening on slab stress and track interface failure.

2 Coupling Dynamic Model of Vehicle and CRTS-I Slab
Track

Figure 2 illustrates the coupling dynamic model of a high-speed vehicle and the
CRTS-I slab track to study the effect of CAM softening on the dynamic behavior of
a vehicle-track system. In the numerical simulation, different degrees of CAM
softening are considered under one slab. A moving rail-support is adopted as a new
vehicle-track coupling interface excitation model (called the “Tracking Window”)
(Jin and Wen 2008; Xiao et al. 2011; Jin 2014). This excitation model is closer to a
real moving vehicle under the excitation of discrete sleepers and saves a lot of
computation time. The vehicle-track coupling system equations are solved by
means of a new explicit integration method (Zhai 1996).

2.1 Dynamic Model of Vehicle Subsystem

The high-speed railway vehicle is considered as a rigid multi-body model, in which
the car body is supported by two double-axle bogies with the primary and the
secondary suspension systems. For the connecting parts (the primary vertical
damper, the secondary lateral damper, the secondary yaw damper, and the lateral
stopping block) with nonlinear characteristics, a piecewise linear simulation is used.
Each component of the vehicle has six degrees of freedom (DOFs): longitudinal
motion, lateral motion, vertical motion, roll angle, yaw angle, and pitch angle
(Fig. 2). The vehicle has a total of 42 DOFs. Based on the coordinate system,
moving along the track at the constant speed of the vehicle, the equation of the
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vehicle subsystem can be described in the second-order differential equation in the
time domain as follows:

Mv€uv þCv _uv þKvuv¼ Fv; ð1Þ

where Mv is the mass matrix of the vehicle, and Cv and Kv are the damping and the
stiffness matrices. uv; _uv; and €uv are the vectors of displacement, velocity, and
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Car body

Concrete base
CAM

Fasteners
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Z

Rail
Fasteners
Slab

Concrete base
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Car bodyX

Z

CAM softening zone

(a)

(b)

Fig. 2 Vehicle-track coupling dynamic model. a Elevation; b end view
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acceleration, respectively, of the vehicle subsystem, and Fv is the vector of gen-
eralized loads acting on the vehicle subsystem.

2.2 Dynamic Model of Slab Track Subsystem

The dynamic model of the slab track subsystem includes rails, fastener systems,
slabs, CAM layers, and concrete base (Fig. 2). The rail is treated as a continuous
Timoshenko beam resting on rail pads, and the lateral, vertical, and torsion motions
of rails are simultaneously taken into account (Xiao et al. 2008). The slabs and the
concrete base are modeled using the 3D finite element method. The rail fastener
systems and the CAM layer are modeled using periodic discrete viscoelastic units.
The finite element model of the slab has 20,600 solid elements and 26,520 DOFs.
The length of the slab is 4.962 m. The geometric dimensions of its cross section are
2.4 m � 0.19 m. The vibration of the slab can be easily described in the
second-order differential equation in terms of generalized coordinates, as expressed
by Eq. (2). Modal analysis of the slab is carried out by means of ANSYS to obtain
20 order modes, by which Eq. (2) is decoupled and solved according to the modal
superposition principle, as follows:

Msi€usi þCsi _usi þKsiusi ¼ Frsi þFsci; ð2Þ

where Msi, Csi, and Ksi are the mass, damping, and stiffness matrices, respectively,
of the ith slab. €usi; _usi; and usi are the acceleration vector, velocity vector, and
displacement vector, respectively. Frsi is the load vector between the rail and the ith
slab, and Fsci is the load vector between the slab and the concrete base.

The model of the concrete base is similar to that of the slab. The concrete base
model has 433,956 solid elements and 515,424 DOFs. The length of the concrete
base is 60 m. The geometric dimensions of its cross section are 0.3 m � 3 m.

2.3 Model of Wheel-Rail Interaction in Rolling Contact

Wheel/Rail dynamic interaction modeling is the key to the vehicle-track coupling
dynamic model. The calculation of wheel/rail contact forces includes a normal
model and a tangent model. The normal model, which characterizes the relationship
law of a normal load and deformation between the wheel and rail, is described by a
nonlinear Hertz contact spring with a unilateral restraint:

NðtÞ ¼ 1
GHertz

ZwrncðtÞ
h i3=2

; ZwrncðtÞ[ 0;

0; ZwrncðtÞ� 0;

(
ð3Þ
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where GHertz is the wheel/rail contact constant (m/N2/3), which can be obtained
using the Hertz contact theory. Zwrnc(t) is the normal amount of compression at the
wheel/rail contact point. Zwrnc(t) is strictly defined as an approach between two
distant points, one belonging to the wheel, and the other belonging to the rail. The
wheel and the rail are assumed to be an elastic half-space. This approach is confined
to the normal direction at the contact point of the wheel and the rail. Zwrnc(t) > 0
indicates the wheel/rail in contact, and Zwrnc(t) � 0 indicates their separation.

The tangential wheel-rail creep forces are calculated using the Shen-Hedrick-
Elkins non-linear theory (Shen et al. 1983). In this paper, when calculating the
dynamic response of the vehicle-track, the tracing-curve-method (Chen and Zhai
2004) is adopted to locate the wheel-rail spatial contact geometry. This can greatly
reduce the computational time.

2.4 CAM Softening in the Vehicle-Track Coupling Dynamic
Model

CAM softening, including CAM aging or rain soaking, is considered. CAM soft-
ening leads to changes in the vertical and lateral supporting stiffnesses of the slab
and becomes a potential factor responsible for increasing the probability of vehicle
derailment.

CAM softening is simulated by changing the stiffness coefficient of the CAM
layer, i.e., the parameters considered are multiplied by “softening coefficients” in
the coupled vehicle-track model. The damping used in this paper is assumed to be
structural damping. So the same softening coefficient is applied to damping, as
shown in Eqs. (4) and (8).

K 0
scl ¼ Kscl=kscl; C0

scl ¼ Cscl=kscl; 1\kscl\þ1;
K 0
scv ¼ Kscv=kscv; C0

scv ¼ Cscv=kscv; 1\kscv\þ1;

�
ð4Þ

where K 0
scl is the softening lateral stiffness, Kscl is the original lateral stiffness, C0

scl is
the softening lateral damping, Cscl is the original lateral damping, K 0

scv is the
softening vertical stiffness, Kscv is the original vertical stiffness, C0

scv is the softening
vertical damping, Cscv is the original vertical damping, kscl is the lateral softening
coefficient, and kscv is the vertical softening coefficient.

2.5 Evaluation Criteria of Railway Vehicle Derailment

At present, two important criteria are widely used to evaluate the dynamic behavior
and safety operation of high-speed trains (Xiao et al. 2007, 2014; Zhou and Shen
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2013). One is Nadal’s criterion (derailment coefficient), denoted by Eq. (5), and the
other is the wheelset loading reduction, indicated by Eq. (6):

L
V

� �
Critical

¼ tan dmax � l
1þ l tan dmax

; ð5Þ

DV
V

¼
1
2 ðVL � VRÞ
1
2 ðVL þVRÞ

¼ VL � VR

VL þVR
; ð6Þ

where dmax is the maximum flange angle of the wheel, and l indicates the friction
coefficient between the wheel and the rail. L and V denote the lateral and vertical
forces, respectively, of the wheel and the rail, and DV indicates the normal loading
difference between the left and right wheels of the same wheelset.

3 Track/Subgrade Coupling Model

3.1 Finite Difference Model of Slab Track and Subgrade

Figure 3 shows the 3D finite difference model of the CRTS-I slab track system and
its subgrade built in this study. The slab track includes three layers: the slab, the
CAM, and the concrete base. The subgrade includes three layers: the upper, middle,
and bottom layers. The layers have different properties (Table 1). The constitutive
relation of the CAM is the Mohr-Coulomb elastic-plastic model. Those of the other
parts are linear elastic models. Table 2 shows the material parameters of the
CRTS-I slab track components. A viscoelastic artificial boundary (Liu et al. 2006)
was applied to the bottom and sides along the longitudinal direction of the sub-
grade. This can characterize the real behaviour of the subgrade bottom support, and
avoid wave reflection on the boundary and model infinite track length along the
longitudinal direction. The boundary is simulated using a normal and tangential
spring and damping. One end of the spring-damping is connected to the subgrade
boundary, and the other end is fixed. Equation (7) describes their stiffness and

Fig. 3 3D model of a
CRTS-I slab track and its
subgrade
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damping. The subgrade slope is free. There are three slabs in Fig. 3. The middle
slab was chosen for the analysis.

Kt ¼ 0:5GDs=R;
Kn ¼ GDs=R;
Ct ¼ qCsDs;
Cn ¼ qCpDs;

8>><
>>:

ð7Þ

where Kt and Kn are, respectively, the tangent and normal stiffness, Ct and Cn are,
respectively, the tangent and normal damping, and G is the shear stiffness. R is the
equivalent length between the source and the bottom (5.7 m), and Ds is the smallest
mesh size. Cs is the shear wave velocity, and Cp is the press wave velocity.

3.2 CAM Softening in the Track Finite Difference Model

In the track finite difference model, the CAM is modeled by a solid layer. CAM
softening is characterized by changing Young’s modulus and the cohesion of the
CAM, i.e., the parameters considered are multiplied by “softening coefficients” in
the model, as follows:

E0
CAM ¼ ECAM=kCAM; 1� kCAM\þ1;
c0CAM ¼ cCAM=kCAM; 1� kCAM\þ1;

�
ð8Þ

where E0
CAM is the softening Young’s modulus, ECAM is the original Young’s

modulus, c0CAM is the softening cohesion, cCAM is the original cohesion, and kCAM
is the softening coefficient.

3.3 Contact Model of Track

There are two interfaces (i.e., slab-CAM and CAM-concrete base) in the track
system. The interfaces of the slab-CAM and the CAM-concrete base are simulated
by zero thickness elements. The constitutive relation is the Coulomb shear model.
In this model, the interfaces have the properties of friction, cohesion, normal
stiffness, and shear stiffness. The interface is represented as a collection of

Table 1 Material parameters of subgrade components

Component Poisson’s ratio Young’s modulus (MPa) Density (kg/m3)

Upper layer of subgrade 0.25 150 1900

Middle layer of subgrade 0.25 110 1950

Bottom layer of subgrade 0.30 70 1950
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triangular elements (interface elements), each of which consists of three nodes
(interface nodes). Two triangular interface elements form a quadrilateral zone face.
Interface nodes are then created automatically at every interface element vertex.
When another grid surface comes into contact with an interface element, the contact
is detected at the interface node and is characterized by normal and shear stiffnesses,
and sliding properties. Each interface element distributes its area to its nodes in a
weighted way. Each interface node has an associated representative area. The entire
interface is thus divided into active interface nodes representing the total area of the
interface as shown in Fig. 4 (Han et al. 2015). Han et al. (2015) used this contact
model to study the relationship between track and subgrade surface considering
water. The model in this paper is mainly used to study the CAM layer without
considering water. The normal and shear forces that describe the elastic interface
response are determined at the calculation time (t + Dt) using the following rela-
tions (Han et al. 2015):

FtþDt
n ¼ knunAþ rnA;

FtþDt
si ¼ Ft

si þ ksDutþ 0:5Dt
si Aþ rsiA;

�
ð9Þ

where FtþDt
n is the normal force at time t + Dt, FtþD t

si is the shear force at time
t + Dt, un is the absolute normal penetration of the interface node into the target
face, Dusi is the incremental relative shear displacement, rn is the additional normal
stress added due to interface stress initialization, kn is the normal stiffness, ks is the
shear stiffness, rsi is the additional shear stress due to interface stress, and A is the
representative area associated with the interface node initialization.

Table 2 Material parameters of CRTS-I slab track components

Component Poisson’s
ratio

Young’s
modulus (MPa)

Density
(kg/m3)

Internal
friction angle

Cohesion
(kPa)

Slab 0.2 36,000 2400 – –

CAM 0.3 150 2100 35° 1000

Concrete
base

0.2 32,500 2400 – –

Interface element

Node’s
representative area

Interface 
node

Fig. 4 Distribution of
representative areas in relation
to interface nodes (Han et al.
2015)
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The Coulomb shear-strength criterion limits the shear force by the following
relation without considering water pressure (Han et al. 2015):

Fsmax ¼ cAþFn tan/; ð10Þ

where c is the cohesion along the interface, and / is the friction angle of the
interface surface. If the criterion is satisfied (if Fsj j �Fsmax), then sliding is assumed
to occur.

3.4 Loading on the Track-Subgrade Finite Difference
Model

The rail-supporting forces at fastener i can be calculated using Eq. (5) by the
coupling dynamic model of the vehicle and CRTS-I slab track (Sect. 2). The
rail-supporting forces are applied to the fasteners on the slab of the 3D track-
subgrade coupling model in Fig. 3.

Fsup;iðtÞ ¼ ksupDZsup;i þ csupD _ZsupðtÞ; ð11Þ

where Fsup is the discrete rail-supporting force, ksup and csup are, respectively, the
supporting stiffness and damping, and DZsup and D _Zsup are, respectively, the relative
displacement and the relative velocity between the rail and slab.

4 Results and Discussion

In the analysis, the considered curved track has a radius of 7000 m and a
super-elevation of 150 mm. The left rail is the high rail, and the right rail is the low
rail. It is assumed that different degrees of CAM softening occur when the vehicle is
running on the curved track. The usual track geometry irregularity is not consid-
ered. The train speed is 300 km/h. In Sects. 4.1–4.3, the CAM softening coeffi-
cients were chosen as 1 (Good: without CAM softening), 10, 100, 1000, and 10,000
(Empty: the CAM has almost completely failed). Although the CAM damage
condition corresponding to each CAM softening coefficient was not tested and
discussed in this paper, it is very important to study the effect of the percentage of
CAM softening on the dynamic behavior of the vehicle-track system. Once the
influencing factors, such as track age, loading cycles, and weather cycles, are
determined and shown by testing correspond to the softening coefficient, the limit
value discussed below will provide a helpful reference for the safe running of
high-speed trains and track maintenance.
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4.1 Effect of CAM Softening on High-Speed Vehicle
Operation Safety

Figure 5 shows the lateral and vertical forces between the rails and the first wheelset
of the vehicle when the high-speed train passes over the curved track with different
degrees of CAM softening. The section with CAM softening is shaded in Fig. 5.
When the high-speed vehicle passes through the CAM softening area, considerable
impact vibrations occur between the wheels and the rails, which then gradually
decay and reach a steady-state similar to that of the track without CAM softening.
Figure 5 shows clearly that the forces of the wheel/rail fluctuate dramatically in the
case where CAM softening occurs on the curved track. When the vehicle passes
through the track area at a CAM softening coefficient of 10,000 (Empty) (when the
CAM has almost completely failed), the maximum lateral and vertical forces are
generated on the left wheel of the wheelset. Wheel/Rail separation is generated on
both the left and right wheels when the CAM softening coefficient is larger than
1000. Due to the impact of CAM softening and the external centrifugal inertial
force of the vehicle body when the train is running through the curved track, the
lateral and vertical forces on the left wheel (on the high rail) are much larger than
those on the right wheel of the same wheelset. Thus, the right wheel easily jumps
and loses contact with the low rail, and the high-speed train risks a jumping
derailment.

Figure 6 shows the derailment coefficients (L/V) with different degrees of CAM
softening. The section with CAM softening is shaded in Fig. 6. Compared with the
case without CAM softening, the absolute values of the derailment coefficient
increase by about 0.02, 0.19, 0.36, and 0.84 on the high rail and by about 0.01,
0.10, 0.96, and 0.96 on the low rail with increasing degrees of CAM softening
(Fig. 6a and b). When the softening coefficient is larger than 1000, the derailment
coefficients exceed their limit value. The limit value of L/V is ±0.8 (Zhang 2011)
according to the standard of Chinese high-speed railways.

Figure 7 shows the wheelset loading reduction ratio (DV/V) with different
degrees of CAM softening. Compared with the case without CAM softening, the
absolute values of wheelset loading reduction increase by about 0.01, 0.31, 0.88,
and 0.88 with increasing degrees of CAM softening. When the softening coefficient
is larger than 1000, the wheelset loading reduction ratio exceeds its limit value. The
limit value of DV/V is 0.6 (Zhang 2011) according to the standard of Chinese
high-speed railways.

4.2 Effect of CAM Softening on Track Displacement

Figure 8 shows the rail displacement at the first wheelset in different cases of CAM
softening. Compared with the case without CAM softening, the displacements of
the high rail and the low rail increase as the degree of CAM softening increases.
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The vertical displacement of the rail is usually less than the benchmark 1.5 mm and
should not be greater than the maximum limit of 2 mm (MRPRC 2013). None of
the lateral rail displacements exceed the benchmark and the maximum limit. When
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the softening coefficient is larger than 100, the vertical displacement of the rail
exceeds the maximum limit.

Figure 9 shows the slab displacement in different cases of CAM softening.
Compared with the case without CAM softening, the displacements of the slab
increase at the end and in the middle as the degree of CAM softening increases. For
the slab lateral displacement, the benchmark is 0.5 mm and the maximum limit is
1 mm. For the vertical slab displacement at the end, the benchmark is 0.4 mm and
the maximum limit is 0.5 mm. For the vertical slab displacement in the middle, the
benchmark is 0.2 mm and the maximum limit is 0.3 mm (MOHURD 2010). None
of the lateral slab displacements exceed the benchmark and the maximum limit.
When the softening coefficient is larger than 10, the vertical slab displacement in
the middle exceeds the corresponding benchmark. When the softening coefficient is
larger than 100, the vertical slab displacements in the middle and in the end both
exceed the corresponding maximum limit.
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4.3 Effect of CAM Softening on Slab Stress and Track
Interface Failure

Figure 10 shows the maximum tensile stress and shear stress of the slab in different
cases of CAM softening. X, Y, and Z represent tensile stress in the lateral direction,
longitudinal direction (traveling direction), and vertical direction, respectively. In
Fig. 10a, SXX, SYY, and SZZ are tensile stresses in three directions. In Fig. 10b,
SXY, SXZ, and SYZ are shear stresses in three directions. Compared with the case
without CAM softening, the maximum tensile stresses and shear stresses increase as
the degree of CAM softening increases. The slab material is C60 (concrete 60). The
tensile strength is 2.85 MPa and the shear strength is 4.1 MPa (MOHURD, 2010).
Thus, in the four cases of CAM softening, the maximum tensile stress and shear
stress do not exceed their allowable strength. The compressive strength of C60 is
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much larger than the maximum compressive stress of the slab in the four cases of
CAM softening. The compressive stresses are not given in this study.

Figure 11a shows the interface shear failure percentage caused by CAM soft-
ening. According to Eqs. (3) and (4), when the shear force exceeds the
shear-strength criterion limit, interface shear failure occurs. As the degree of CAM
softening increases, the interface shear failure percentage increases slowly when the
softening coefficient is larger than 1000 or smaller than 10 and increases quickly
when the softening coefficient is between 10 and 1000. The relationship between
interface shear failure percentage and the softening coefficient can be fitted using
the GaussAmp Formula (Amplitude version of Gaussian peak function). The whole
fitting curve is similar to an S-shaped curve. Compared with the interface between
the slab and CAM, the interface between CAM and the concrete base is more
vulnerable to shear failure (Fig. 11a). Figure 11b and c show the interface shear
failure distributions corresponding to softening coefficients 10 and 100. When the

(a)

Good 10 100 1000 Empty
0

20

40

60

80

100

In
te

rfa
ce

 s
he

ar
 fa

ilu
re

 p
er

ce
nt

 (%
)

Softening coefficient

 Interface (slab-CAM)
 Interface 

         (CAM-concrete base)

(b) 

(c) 

Fig. 11 Interface shear failure. a Interface shear failure percent vs CAM softening coefficient;
b interface shear failure distribution (slab-CAM) (left 10; right 100); c interface shear failure
distribution (CAM-concrete base) (left 10; right 100)
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softening coefficient is 10, the interface between the slab and the CAM does not
show shear failure, and the interface between the CAM and the concrete base shows
only a small partial shear failure. However, when the softening coefficient is 100,
the shear failure percentages of both the interfaces between the slab and the CAM
and between the CAM and the concrete base reach about 45–60%. The failure
percentage of the CAM-concrete base interface is higher than that of the slab-CAM
interface because the cohesion of the interface between the CAM and the concrete
base is smaller. When the softening coefficients change from 10 to empty, the gap
between the CAM-concrete base and the slab-CAM lines decreases. As this pro-
gresses, as discussed above, the interface between the CAM and the concrete base
fails first. With the failure increasing significantly, even reaching complete failure,
lateral movement of the slab may easily occur. This lateral movement of the slab
will then speed up the relative motion between the slab and the CAM, increasing
the risk of interface failure. Finally, the interface between the CAM-concrete base
and the interface between the slab-CAM fail completely. Figure 11b and c also
show that the interface shear failure develops from the end to the middle. This is
because the relative shear displacement at the end is larger than that in the middle,
which leads to a larger shear force at the end. The shear force at the end then more
easily exceeds the shear-strength limit.

5 Conclusions

In this paper, a 3D coupling dynamic model of a vehicle and a CRTS-I slab track is
developed. Using the proposed model, the wheel-rail contact forces, derailment
coefficient, wheelset loading reduction ratio, and the track displacements are cal-
culated to study the influence of CAM softening on the dynamic characteristics of
the vehicle-track system. A track-subgrade finite difference model is developed to
study the effect of CAM softening on track damage. The following conclusions can
be drawn:

1. Wheel-rail contact forces fluctuate dramatically when a high-speed train runs
over the curved track with CAM softening. When the CAM softening coefficient
is larger than 1000, wheel/rail separation occurs, and the derailment coefficient
and wheelset loading reduction ratio both exceed their safety limits.

2. As CAM softening increases, slab displacement more easily exceeds its geo-
metric limit than rail displacement. When the CAM softening coefficient is
larger than 10, slab vertical displacement in the middle exceeds the corre-
sponding benchmark. When the softening coefficient is larger than 100, the
vertical displacements of both the rail and slab exceed their corresponding
maximum limits.

3. CAM softening cannot lead to slab damage based on a simple strength analysis.
When the CAM softening coefficient reaches 10, a small partial slip occurs
between the CAM and the concrete base. When the CAM softening coefficient
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is larger than 100, at both the slab-CAM interface and the CAM-concrete base
interface, serious damage occurs due to slippage.

According to these conclusions, when the CAM softening coefficients reach 10–
100, track interface shear failure develops. The CAM softening coefficient should
not be less than 1000, otherwise a high-speed running vehicle may risk derailment.

In future work, we propose to conduct a series of tests to obtain the relationship
between the softening coefficients of CAM and loading cycles, temperature cycles,
and weather conditions.
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1 Introduction

Generally, line planning is a procedure of allocating trains with specific travel
demands of many origins and destinations to appropriate lines or line sections. As
the basis of successive decisions, such as rolling stock planning and timetable
planning, line planning is a classical optimization problem in order to obtain
stop-schedules and service frequencies.

Today, China is extensively developing the infrastructure of a high-speed rail-
way. The target is to cover its major economic areas with a high-speed railway
(HSR) network, with four horizontal and four vertical lines in the next several
years. The network scale is much larger than any existing ones in the world.
Considering the high train speed and high train frequency of this railway, the
impact of capacity loss would be more serious than on existing lines (in this paper,
the existing non-high-speed railway line is called existing line for short). On the
other hand, high-speed lines are more passenger-oriented than existing lines (Mo
et al. 2011), where serving different types of passengers, such as regional, inter-
regional, and intercity, is extraordinarily important. Thus, line planning, as the basis
of more detailed planning problems, such as the construction of timetables, rolling
stock planning, and crew scheduling, is of great theoretical and practical signifi-
cance for safe and efficient operation of China’s HSR network.

The literature describes the line planning problem in two ways. One is to find
train routes and service frequencies in the railway network. Most papers focus on
balancing the train route and passenger line assignment to reduce the passenger
transfer times (Baaj and Mahmassani 1991; Bussieck 1998; Nielsen 2000;
Chakroborty and Wivedi 2002; Poon et al. 2004; Pfetsch and Borndorfer 2005;
Cepeda et al. 2006; Goossens et al. 2006; Guan et al. 2006; Borndǒrfer et al. 2007;
Hamdouch and Lawphongpanich 2008; Schmǒcker et al. 2008, 2011; Laporte et al.
2010). The objective is to find a set of routes that maximizes the number of direct
travelers from a service perspective or minimizes the operational costs from the
railway company perspective. The other is to optimize halting stations with a given
route between an origin and a destination station (Goossens et al. 2004b; Deng et al.
2009), and the objective is to reduce the total travel time. Chang et al. (2000)
developed a multi-objective programming model for the optimal allocation of
passenger train services on an intercity high-speed rail line without branches. For a
given travel demand and a specified operating capacity, the model is solved by a
fuzzy mathematical programming approach to determine the best train service plan,
including the train stop-schedule plan, service frequency, and fleet size. However,
this may be feasible for short rail lines with few stations, but is not adaptable to long
rail lines with dozens of stations. Complex computation is also a significant
problem in this model.

Many different algorithms for line planning have been put forward. The integer
programming (Goossens et al. 2004a; Guan et al. 2006; Borndǒrfer et al. 2007),
such as branch and bound, and other traditional optimization methods are usually
used for train route optimization and passenger assignment. In recent years, some
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computational intelligence methods, like genetic algorithm (GA) and particle
swarm optimization algorithm, have also been used to solve the large-scale com-
binatorial optimization problems. Chakroborty and Wivedi (2002) proposed a
GA-based evolutionary optimization technique to develop the optimal transit route
networks. They developed an initial route set generation procedure with a
pre-specified number of routes and gave a measure of goodness of a route set
according to the travel time and the passenger demand satisfaction. However, the
technique neither involves the service frequency of different routes, nor refers to the
influence of different stop-schedules on the passenger assignment. Game theory is
also used in line planning. Laporte et al. (2010) proposed a game theoretic
framework for the problem of designing an incapacitated railway transit network in
the presence of link failures and a competing mode. It is assumed that when a link
fails, another path or another transportation mode will be provided to transport
passengers between the endpoints of the affected link. The goal is to build a
network that optimizes a certain utility function when failures occur. The problem is
posed as a non-cooperative, two-player zero-sum game with perfect information.
Schǒebel and Schwarze (2006) presented a game theoretic model for line planning
with line players. Each player aims to minimize its own delay, which depends on
the traffic load along its edges. Equilibrium exists to minimize the sum of delays of
the transportation system. Deng (2007) and Shi et al. (2007) proposed a bi-level
model through balancing the profit of the railway corporation and demand of
passengers, combining passenger train operation plan with a passenger transfer plan
and considering the flow assignment on the railway passenger transfer network.

In this paper, we investigate a two-layer model with a decision support mech-
anism (DSM) for line planning. Note the three prominent features of this mecha-
nism: realizing interaction with dispatchers, emphasizing passengers’ satisfaction,
and reducing computation complexity with a two-layer modeling approach.

2 Decision Support Mechanism (DSM) for Line Planning

In order to handle operation tasks, there is usually a train line planning system for
dispatchers. When a new rail line is constructed, dispatchers usually issue a line
plan through this system before timetable planning. The proposed DSM is shown in
Fig. 1.

The line planning consists of five components executed in a loop. From the
optimization perspective, the line planning problem is decomposed into two layers.
The first layer optimizes the stop-schedule and service frequency, and the second
layer assigns the passengers to the trains. The detailed descriptions of the com-
ponents are given below.
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2.1 Stop-Schedule Optimization

This layer aims at finding the optimal stop-schedule and service frequency.
Thereafter, the optimization objective is to minimize the operation cost, the
weighted unserved passengers, and used capacities, where the weights correspond
to the passengers’ priorities. In practice, HSR lines in China usually span several
provinces, with dozens of stations. There are two kinds of stations. One is the start
or end station of a train trip (such a station is called major station for short); the
other is the station that is not used as a start or end of a train trip (such a station is
called minor station for short). Four kinds of stop-schedule patterns are usually
adopted for the long rail line according to the passengers’ traveling habits.

Non-stopping-schedule (NSS): The train taking this schedule runs between two
major stations and does not stop at any other stations. Thus, this schedule uses the
least travel time to serve the passengers with the highest priority.

Stop at major stations (SMS): The train taking this schedule can stop at inter-
mediate major stations besides the two endpoint stations. This schedule also has a
high priority.

Stop at staggered stations (SSS): The train taking this schedule staggeringly
stops at minor stations besides intermediate major stations. This schedule can
satisfy most of the passenger demands with a middle priority.

Stop at all stations (SAS): The train taking this schedule must stop at all stations
between the two endpoint stations. This schedule can satisfy the short-path pas-
senger demands with a lower priority.

2.2 Passenger Assignment Optimization

Given the stop-schedule and service frequency, the passenger assignment decides
the number of passengers taking different trains between different origins and

Line planning system

Stop-schedule optimization

Passenger flow assignment

Stop-schedule and frequency

Passenger volume served by 
trains between stations

Two-layer optimization

Interactive interface

Capacity restriction
New stop-schedule and weight

Result assessment

Is the line plan 
acceptable?

No

Yes

Line 
plan

Dispatcher

...

Stop-schedule & 
frequency

Unserved 
passenger volume

Input

Passenger demand
Station set
Distance and running time
    between stations
Dwell time of stations
Capacity of sections
Capacity of stations
Seat capacity of trains
Fixed and variable operating cost
...

Fig. 1 Architecture of the decision support mechanism
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destinations. This layer builds two optimization objectives: one is to maximize the
product of the number of passengers and their travel length (in this paper, the
product is called served passenger volume); the other is to minimize the total travel
time.

The advantages of two-layer decomposition can be interpreted from different
angles. From the system perspective, it facilitates the interaction with dispatchers.
They are enabled to explicitly control the capacity restrictions and add some new
stops for the stop-schedule. From the problem-solving perspective, it effectively
reduces the complexity of optimization. Long computation time is usually a curse
for line planning problems because of the large number of decision variables, which
prevents the application of optimization-based automatic line planning algorithms.

3 Modeling of Line Planning

The line planning optimization is decomposed into two layers as mentioned above.
Data transference between the layers is shown in Fig. 1. The top layer aims at
finding the optimal stop-schedule and its service frequency subject to weighted
unserved passenger volume calculated from the bottom layer. GA is adopted to
solve the nonlinear stop-schedule optimization model in this layer. Finally, mixed
integer linear programming (MILP) is used to model the passenger assignment
problem in the bottom layer. We will describe the key parts of the problem as
follows. First, the numerical inputs of the line planning model are described.

3.1 Input Data

T The planned operating period, i.e., one day.
S The station set in the railway network.
E The section set in the railway network.
l The train type. There are two kinds of trains running on the HSR in China,

high-speed trains and quasi-high-speed trains.
Lo,d The distance between stations o and d.
Po,d,l The travel demand of multiple origins and destinations with different train

types for the planned operating period T.
To,d,l The running time of train l between stations o and d.
T s
i The dwell time of station i.

Cs
i The carrying capacity of station i for the planned operating period T.

Ce
k The carrying capacity of section k for the planned operating period T.

Cl The seat capacity of train l.
K Attendance ratio for the trains. If all the passengers always have seats, then

K < 1.
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Cd
i If the station i can be used as a start or an end station from which a train trip

starts or ends, then Cd
i = 1; otherwise, Cd

i ¼ 0.
D The fixed overhead cost for one train.
F The variable operating cost for one train running one kilometer.
M The total service frequency for all stop-schedules of the plan. It is a large

integer for the passenger demand.

3.2 Model of the Stop-Schedule Optimization

Note that not all the stations in China can be used as a start or end station from
which a train trip starts or ends, and this layer adds many terminal restrictions,
which is different from other studies. The objective of this layer is to minimize the
total operation cost and unserved passenger volume. Some decision variables are
described as follows.

3.2.1 Decision Variables

yj If train j exists in the line plan, then yj = 1; otherwise, yj = 0.
xj, i If train j stops at station i in the line plan, then xj, i = 1; otherwise, xj, i = 0.
oj,i If the start station of train j is station i, then oj,i = 1; otherwise, oj,i = 0.
dj,i If the end station of train j is station i, then dj,i = 1; otherwise, dj,i = 0.
uj,o,d The passengers served by train j between stations o and d.
zj,l If the type of train j is l, then zj, l = 1; otherwise, zj,l = 0.
sj,i If station i exists in the stop-schedule of train j, then sj,i = 1; otherwise, sj,

i = 0.
ej,k If section k exists in the stop-schedule of train j, then ej,k = 1; otherwise, ej,

k = 0.

3.2.2 Objective Functions

1. To minimize the total operation cost:

Ccost ¼ min
XM
j¼1

D � yj þ
XM
j¼1

XS�1

o¼1

XS
d¼oþ 1

yj � F � Lo;d � oj;o � dj;d: ð1Þ
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2. To minimize the unserved passengers:

Cpassenger ¼ min
X
l

XS�1

o¼1

XS
d¼oþ 1

Po;d;l �
XM
j¼1

uj;o;d � zj;l � yj
 !

: ð2Þ

3.2.3 Constraints

1. Trains cannot start from a station without original capacity:

Cd
i � oj;i; i ¼ 1; 2; . . .; S� 1; j ¼ 1; 2; . . .;M: ð3Þ

2. Trains cannot end a trip at a station without destination capacity:

Cd
i � dj;i; i ¼ 2; 3; . . .; S; j ¼ 1; 2; . . .;M: ð4Þ

3. Trains cannot pass by any station before the start station:

XM
j¼1

XS�1

i¼2

Xi�1

i1¼0

yj � oj;i � xj;i1 ¼ 0: ð5Þ

XM
j¼1

XS�1

i¼2

Xi�1

i1¼0

yj � oj;i � sj;i1 ¼ 0: ð6Þ

4. Trains cannot pass by any station after the end station:

XM
j¼1

XS�1

i¼1

XS
i1¼iþ 1

yj � dj;i � xj;i1 ¼ 0: ð7Þ

XM
j¼1

XS�1

i¼1

XS
i1¼iþ 1

yj � dj;i � sj;i1 ¼ 0: ð8Þ

5. There is only one start station for each train:

XS
i¼1

yi � oj;i ¼ 1; j ¼ 1; 2; . . .;M: ð9Þ
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6. There is only one end station for each train:

XS
i¼1

yi � dj;i ¼ 1; j ¼ 1; 2; . . .;M: ð10Þ

7. The train must dwell at its start station:

oj;i � xj;i: j ¼ 1; 2; . . .;M; i ¼ 1; 2; . . .; S: ð11Þ

8. The train must dwell at its end station:

dj;i � xj;i; j ¼ 1; 2; . . .;M; i ¼ 1; 2; . . .; S: ð12Þ

9. The train must pass by the stations that it has dwelt at:

sj;i � xj;i; j ¼ 1; 2; . . .;M; i ¼ 1; 2; . . .; S: ð13Þ

10. Station capacity restrictions:

Cs
i �

XM
j¼0

yj � sj;i i ¼ 1; 2; . . .; S: ð14Þ

11. Section capacity restrictions:

Ce
k �

XM
j¼0

yj � ej;k; k ¼ 1; 2; . . .;E: ð15Þ

The stop-schedule optimization is a multi-objective, discrete, nonlinear program.
It is very difficult to obtain a solution through traditional optimization techniques.
Thus, GA is used to solve the difficult problem.

3.2.4 Coding and Initialization

The solution in this layer means a description of all stop-schedules and their service
frequencies. The stop-schedules are represented as a two-dimensional matrix X;
each row of the matrix means a schedule and the columns represent the stations.
The element value of the matrix is 1 or 0. If a train, based on the stop-schedule j,
stops at station i, then Xj,i = 1; otherwise, Xj,i = 0. The service frequencies are
represented as a string, each element of which corresponds to the appropriate
stop-schedule. The element value of the service frequency string is an integer, and 0
means that no train will take the stop-schedule in the line plan. Figure 2 shows a
typical solution. There are N stations and M stop-schedules with U service fre-
quency strings. Thus, the chromosome size is M and the population size is U.
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As proposed in DSM for line planning section, four kinds of stop-schedule
patterns are usually used in the railway line. Thus, the solution matrix is initialized
as all the possible stop-schedules. The service frequency is created randomly
subject to an upper bound. Note that if a service frequency with the stop-schedule
goes beyond the capacity of some sections or stations, the initialization of this string
should repeat at once.

Since the service frequency, designed as a string, participates in the crossover
and mutation process with the fixed stop-schedule matrix, and the solution coding
covering all the possible stop-schedules can meet lots of the terminal restrictions,
the complexity of the algorithm is effectively reduced.

3.2.5 Crossover Operator

The purpose of crossover is to exchange different features of good strings with the
hope of obtaining better strings (Eiben and Smith 2003). In the present scenario,
features of strings are service frequencies. First, we select two different parent
strings and determine the starting position s and end position e for crossover ran-
domly; then exchange the string fragments between s and e to form two new service
frequency strings. Repeat the procedure until U new service frequency strings are
created. Note that this procedure also needs to verify the capacity constraints.

3.2.6 Mutation Operator

The purpose of the mutation operator is to slightly modify the frequencies. U new
chromosomes are created by crossover process, thus there are 2U strings to par-
ticipate in mutation. First, select a gene of a chromosome randomly and then change
it to any of its probable service frequency. In the model, the mutation probability is
set to 20%, which means 20% of the 2U strings will be modified.

Station 1 Station 2 Station N

1 0 1

1 0 0

1 0 1

10 ...0

1 0 1 ... 0

0

0 0 10 1 1 ... 1

0 0 0 0...

Station 3 Station 4 Station 5 Station N- 1...

5

...

...

1

2

7

Stop-schedulesFrequency

Schedule 1

Schedule 2

Schedule 3

Schedule M

Stations

4

...

6

3

1

...

String 2 String U

3

...

5

0

2

String 1

Fig. 2 Representation of stop-schedules
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3.2.7 Reproduction Operator

The purpose of the reproduction operator is to select U good strings for the next
generation from the 2U strings. First, calculate the total objective value,
f = k1Ccost + k2Cpassenger, where ki (i = 1, 2) is the weight of the objective i, so the
fitness function is 1/f; then, select the string with the highest fitness function to form
the next generation; finally, select the residuary U − 1 strings using the Roulette
Wheel selection (Goldberg 1989). The fitness function is performed considering the
operation cost, weighted unserved passengers, and used capacity, and the weight ki
shows the impact of different objectives in the final decision. Although it is a simple
way to deal with the multi-objectives by taking the sum of the weighted objectives
as the final objective, it works in the model, which is validated by the case in
Sect. 4. The principle for selection of ki is reflecting the optimization purpose, and
the trial and error method or the Delphi method can be used in the selection of ki.

3.2.8 Termination

As proposed in the paper, DSM is designed to facilitate the interaction with dis-
patchers and effectively utilize the precious experience. Hence, there are some
conditions for the dispatchers to terminate the generational process.

1. A solution is found with lower operation cost, less unserved passengers, and
used capacity.

2. Computation time or fixed number of generations is reached.
3. The highest ranking solution’s fitness has reached a plateau such that successive

iterations no longer produce better results (Eiben and Smith 2003).
4. Combination of the above conditions occurs during the iterative process.

3.3 Model of the Passenger Assignment

Given the stop-schedule set and service frequencies, the passenger assignment
optimization is abstracted as an MILP.

3.3.1 Objective Functions

1. To maximize the served passenger volume:

max
XM
j¼1

XS�1

o¼1

XS
d¼oþ 1

yj � uj;o;d � Lo;d : ð16Þ
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2. To minimize the total travel time for all passengers:

min
XM
j¼1

XS�1

o¼1

XS
d¼oþ 1

yj � uj;o;d �
X
l

To;d;l � zj;l þ
Xd�1

o1¼oþ 1

xj;o1 � Ts
o1

 !
: ð17Þ

3.3.2 Constraints

1. Passenger demand restrictions:

XS�1

o¼1

XS
d¼oþ 1

XM
j¼1

yj � uj;o;d � zj;l �Po;d;l

 !
; l ¼ 1; 2: ð18Þ

2. Train seat capacity restrictions:

Xk
o¼1

XS
d¼kþ 1

yj � uj;o;d �
X
l

Cl � K�zj;l � yj; j ¼ 1; 2; . . .;M; k ¼ 1; 2; . . .; S� 1:

ð19Þ

The whole composite algorithm procedure of the two-layer model is shown in
Fig. 3. Note that weighted passenger assignment, performed in the fitness function
calculation, is integrated in the stop-schedule optimization.

4 Case Studies

In this section, we complete two case studies. The first one is simulated on the
Taiwan HSR, aiming to compare the two-layer model proposed in this paper and
the model in (Chang et al. 2000). The other case is illustrated with the
Beijing-Shanghai HSR line with 20 stations, which proves the two-layer model in
practical situations with a long rail line.

4.1 Taiwan HSR

The Taiwan HSR system is a 340-km intercity passenger service line without
branches along the western corridor of the island. It connects two major cities,
Taipei and Kaohsiung, with seven intermediate stations and three terminal stations.
For more details of the Taiwan HSR system, we can refer to (Chang et al. 2000).
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First, we obtain all the four kinds of stop-schedules according to the top-layer
optimization rules. There are three stop-schedules of NSS, one stop-schedule of
SMS, 14 stop-schedules of SSS, and three stop-schedules of SAS. Thus, the
chromosome size is 21 and the population size is set to 50. Figure 4 shows that the
solution converges at 18,277.2 after 40 iterations. The detail line plan is shown in
Fig. 5. All the passengers have been served in the plan, and the total service
frequency is 11. There is one train departing from station 4, which is different from
the result of (Chang et al. 2000). That is because all trains must take the first station
as the start in (Chang et al. 2000). Also, the computation time is 67 s, which is less
than the model in (Chang et al. 2000). All the models are achieved on a Java
platform, and the passenger assignment programming is solved by IBM ILOG
CPLEX 12.2.

Stop-schedule optimization

Mutation

Termination?

Reproduction

Fitness function calculation

 Capacity constraints

Optimal 
line plan

Yes

No

Passenger assignment

Stop-schedule 
and frequency

Weighted unserved 
passengers

Initialization

Crossover

 Capacity constraints

Fig. 3 Composite algorithm
procedure of the two-layer
model
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4.2 Beijing-Shanghai HSR

This model is also simulated on the Beijing-Shanghai HSR. As the north-south
aorta of China, the Beijing-Shanghai HSR connects Beijing (the capital of China)
and Shanghai (the biggest economic center of China) and goes through the Yangtze
River Delta region (the most developed area in China). Figure 6 shows three kinds
of rail lines in the network: HSR, intercity line, and existing line. There are three
close lines (the Shanghai-Nanjing intercity HSR, the Beijing-Tianjin intercity HSR,
and the existing Beijing-Shanghai line), almost parallel to the Beijing-Shanghai
HSR. As Fig. 6 shows, there are 20 stations on the Beijing-Shanghai HSR with five
terminal stations: Beijing, Tianjin, Jinan, Nanjing, and Shanghai. The lengths of the
19 sections starting from Beijing to Shanghai are 59.3, 62.8, 87.9, 103.8, 92.3, 58.6,
70.3, 92.2, 65.3, 67.0, 88.2, 116.0, 32.0, 59.0, 65.3, 61.0, 57.4, 26.8, 31.4, and
43.6 km, respectively. The average running speed is 300 km/h, average dwell time
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Fig. 5 Optimal line plan of the Taiwan High-Speed Railway (HSR). Stations 1, 4, and 7 are the
major stations which can be used as a start or an end station. Lines with points (stops) and arrows
denote different stop-schedules with the figures on the left of the lines meaning the service
frequencies of the stop-schedules
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of a station is 2 min, train seat capacity is 1200, and the attendance ratio for the
trains is set to 1. Daily passenger travel demand of multiple origins and destinations
is shown in Table 1 (Wang 2006). The number of passengers with high priority is
52% with the reference of NSS and SMS, the number of passengers with middle
priority is 28% with the reference of SMS and SSS, and the number of passengers
with low priority is 20% with the reference of SSS and SAS. We only consider the
direction from Beijing to Shanghai without loss of generality, since all of the lines
are double-track.

First, we obtain all the four kinds of stop-schedules set according to the top-layer
optimization rules. There are six stop-schedules of NSS, 19 stop-schedules of SMS,
38 stop-schedules of SSS, and four stop-schedules of SAS. Thus, the chromosome
size is 67 and the population size is set to 150. Figure 7 shows that the solution
converges at 42,714.398 after 103 iterations. The detail line plan is shown in Fig. 8.
All the passengers have been served in the plan. The sum of service frequencies is
133, and the computation time is 316 s.
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5 Conclusions and Future Work

This paper deals with a DSM for dispatchers to use line planning in China. The main
contributions include: (1) Passenger assignment is incorporated into the stop-schedule
optimization with a two-layer optimization model; (2) GA with innovative solution
coding is used to solve the nonlinear stop-schedule optimization model to reduce the
computation complexity; (3)Weighted passengers are incorporated into the passenger
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Fig. 7 Iteration procedure of the solution of the Beijing-Shanghai High-Speed Railway (HSR)
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Fig. 8 Optimal line plan of the Beijing-Shanghai High-Speed Railway (HSR). Stations 1, 3, 6, 14,
and 20 are the major stations which can be used as a start or an end station. Lines with points
(stops) and arrows denote different stop-schedules with the figures on the left of the lines meaning
the service frequencies of the stop-schedules
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assignment to optimize stop-schedules for different failure modes of the railway
network; (4) Dispatchers are effectively involved into the line planning so that their
valuable experience can be leveraged, while most research work on line planning
focuses on the optimization model itself. The proposed mechanism, methods, and
models are simulated on the Taiwan HSR and Beijing-Shanghai HSR. The proposed
DSM shows good performance in the sense that different stop-schedules are created to
match the railway station set.

There remain some interesting topics to explore concerning the proposed model.
First, travel demand tends to change in spatial and temporal distribution in different
situations. How to forecast the passenger demand is an issue. Second, the rolling
stock rebalancing is yet to be considered together with the line planning. Finally,
integrated optimization of line planning and timetable scheduling is our ultimate
goal for safe and efficient operation of China’s HSR.
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1 Introduction

In the high-speed electric railway, the dynamic performance of a pantograph–
catenary system plays an important role in maintaining good contact between the
pantograph and catenary and improving the quality of current collection. Standard
mathematical models and solution methods have been proposed for the dynamic
performance of the pantograph–catenary system (Vinayagalingam 1983; Cai and
Zhai 1997; Arnold and Simeon 2000; Collina and Bruni 2002; Mei and Zhang
2002; Liu et al. 2003; Park et al. 2003; Metrikine and Bosch 2006; Lee 2007;
Lopez-Garcia et al. 2007). Furthermore, in recent years, more attention has been
paid to the influence of contact wire unevenness, the wear between contact line and
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collector, the flexible deformation at higher frequencies, and the influence of
aerodynamics on the dynamic performance, etc. Zhang et al. (2000) investigated the
influence of the irregularity of the contact wire on the contact state and discussed
how to reduce the influence by modifying the design parameters of the pantograph.
Nagasaka and Aboshi (2004) analyzed the influence of the contact wire unevenness
on the contact forces between the catenary and pantograph and devised an instru-
ment to measure the unevenness of contact wires, both accurately and continuously.
They proposed a method to evaluate the conditions of contact wires. He et al.
(1998) investigated the wear and electrical properties of contact wires and collectors
used in lightweight systems, based on laboratory tests with a wear equipment.
Bucca and Collina (2009) established a wear model for the contact between col-
lectors and contact wires and designed a procedure to simulate the dynamic in-
teraction between the pantograph and catenary. They predicted the wear of
collectors and contact wires. The values of contact forces and current were the
inputs of the wear model, and the amount of the wear of the collectors and contact
wires was determined, generating an irregular profile of the contact wires. Collina
et al. (2009) identified the modal parameters of the collectors by experiment and
then investigated the dynamic contact behavior of the pantograph–catenary system,
considering the deformation modes of the collectors. It is proved that there is an
obvious influence of the deformable modes of the collectors on the dynamic
behavior of the pantograph–catenary system. Based on the quasi-steady theory
formulation of the drag and lift forces on the collectors, Bocciolone et al. (2006)
analyzed the turbulence of the incoming flow and the dynamic variation of the
contact force between the pantograph and catenary and investigated the influence of
the aerodynamic action on the current collection.

However, these studies mainly focus on the dynamic contact behavior in the
vertical direction. There have been few published papers on how to comprehen-
sively evaluate the dynamic performance in space, considering the appearance
characteristics of contact surfaces of the pantograph and catenary. Therefore, the
objective of this research was to put forward a pantograph–catenary system model
to investigate the dynamic contact behavior in space and, more importantly, to find
a reasonable method to analyze the influence of the contact wire irregularity on the
contact behavior and the vibration caused by the front pantograph on the dynamic
performance of the rear pantograph for a pantograph–catenary system with double
pantographs.

2 Model of the Pantograph–Catenary System

2.1 Catenary Model

As shown in Fig. 1, the finite element model of the stitched catenary is composed of
a support wire, assistant wire, contact wire, and dropper. A beam element is defined
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to simulate the support wire and contact wire, and a spring element is used to build
the model of the dropper. The length of the 3D finite element model of the catenary
is 500 m (ten spans), and the stagger is 300 mm. The material parameters of the
catenary are shown in Table 1.

2.2 Pantograph Model

First, the pantograph is modeled with a rigid–flexible hybrid body, regarding two
collectors of the pan-head as a flexible body and the other parts of the pantograph as
a rigid body (Fig. 2). With the finite element method, the flexible body model of
two collectors is established. A total of 3980 solid elements are used to depict the
appearance characteristics of two collectors. Then, for comparison, the pantograph
is completely considered as a multiple rigid body system. The two collectors of the
pan-head are no longer a flexible body but a rigid body (Fig. 3). Thus, the
appearance characteristics of contact surfaces of the pantograph and catenary are
not involved.

Fig. 1 Catenary model with one span

Table 1 Material parameters of the catenary

Wire Material Density (kg/m) Tension (kN) Section area (mm2)

Contact CTMH-150 1.35 30 150

Support JTMH-120 1.07 21 120

Assistant JTMH-35 0.31 3.5 35
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2.3 Pantograph–Catenary System Model

Based on the catenary model and the pantograph model, the coupled model of the
pantograph–catenary system is built. If the rigid–flexible hybrid pantograph model
is employed, the action contact surfaces are approximated as multi-rectangular
patches according to the solid elements of the collectors, and the base contact
surfaces are approximated as multi-cylinders in the line of the beam element
(Fig. 4). The lines of the base cylinders are examined to determine whether they are
in contact with the surfaces of the action patches. And then, the contact force is
generated with the compliance characteristics allowing penetration. Thus, the

Fig. 2 Rigid–flexible hybrid
pantograph model

Fig. 3 Rigid pantograph
model
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dynamic contact behavior, such as vertical vibration, longitudinal impact, and lat-
eral oscillation of the pantograph and the catenary, may be exactly described by the
line-to-surface contact. Compared to the rigid–flexible hybrid model, it can be seen
that if the pantograph is simplified as a multiple rigid model, all the appearance
characteristics of the collectors will be lost, the contact behavior is only a
line-to-line contact, and the contact description will be not more accurate than that
defined by the line-to-surface contact.

3 Results of the Dynamic Performance

For the pantograph–catenary system, the solution of the dynamic contact behavior
has been carried out by means of two kinds of pantograph models. Furthermore, the
results of the dynamic performance are obtained, including contact forces and
accelerations in space.

Figure 5 shows the contact forces in the vertical (Y) direction at the speed of
350 km/h. It can be found that there is an obvious difference in the contact forces
for two kinds of pantograph models, and the fluctuation of contact forces based on
the rigid–flexible hybrid model is more volatile than that based on the rigid model.
Meanwhile, it can be found that, for the rigid model, although there are contact
losses on the rear collector, the total contact forces do not appear to be a zero value.
It shows that the contact loss on the front and rear collectors does not occur at the
same time. However, for the rigid–flexible hybrid model, the total contact forces
already present the zero value, and there is a simultaneous contact loss on the front
and rear collectors.

Figure 6 shows the total contact forces in the longitude (X) and lateral
(Z) directions at the speed of 350 km/h. Similarly, it can be found that the obtained

Pantograph

Partial enlarged detail

Contact wire
Line of beam element

Base contact surface

Action contact surface

Fig. 4 Contact description of the pantograph–catenary system
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contact forces in the X and Z directions, based on two pantograph models, have a
basically same rule, and the contact forces by means of the flexible–rigid hybrid
model are slightly larger than those by means of the rigid model.

Figure 7 shows the contact loss between the pantograph and catenary at different
speeds. It can be seen that the contact loss is not detected until the speed is higher
than 325 km/h for the rigid–flexible hybrid model. However, for the rigid model,
there is no contact loss when the speed is lower than 400 km/h. Thus, it indicates
that the calculated maximum operating speed based on the rigid–flexible hybrid
model is less than that based on the rigid model.

Figure 8 shows the accelerations and the corresponding spectra at the speed of
350 km/h. It can be found that the obtained maximum accelerations by means of the
flexible–rigid hybrid model in the X, Y, and Z directions are much larger than those
by means of the rigid model. In particular, in the Y direction, the former is about six
times larger than the latter. For the spectrum of the former, the contribution from the
lower and higher frequency bands can be observed. Furthermore, at a higher fre-
quency, there is an obvious contribution from the frequency component of about
110–120 Hz.

For the rigid–flexible hybrid pantograph model, the modal analysis of the
flexible body is performed to obtain natural frequencies and mode shapes. Table 2
shows the natural frequencies and corresponding mode shapes of the flexible
collector.
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Combining the results of the modal analysis for the flexible body, it is obvious
that the frequency component of about 110–120 Hz mainly comes from the con-
tribution of the second mode of the collector. The flexible deformation of the
collector in the X and Y directions has an important influence on the dynamic
performance. Furthermore, for the rigid–flexible hybrid model, there are multiple
degrees of freedom for the pan-head, and it can exactly describe the motion and the
contact behavior of the pan-head and excite the flexible deformation at higher
frequencies. However, if the pantograph model is considered as a rigid body sys-
tem, all shape features of the pan-head are lost and its flexible deformation cannot
be considered. Thus, it can be seen that it is the consideration of the appearance
characteristics that may inevitably lead to the difference of the calculation results.

4 Validation by a Field Test

A field test of dynamic performances, aimed at identifying contact forces and
accelerations of the pantograph, has been performed on a 350 km/h railway line.
The contact forces between pantograph and catenary are measured by means of
force sensors. Four force sensors are divided into two groups to, respectively,
determine the contact forces of the front and rear collectors. The No. 3 force sensor
between the collector and the triangular frame of the pantograph is shown in Fig. 9.

Two accelerometers are fixed to measure the acceleration of the front and rear
collectors (Fig. 10). As mentioned above, the obtained force by the force sensors is
actually the interaction force (Ft) between the collector and the triangular frame and
is not the contact force (Fc) between the collector and the contact wire. For the
collectors, the applied force may be written as

Fc ¼ Ft þMta;

where Mt is the mass of the collector, a is the vertical acceleration, and Mta is the
inertial force. Thus, the actual contact force is equal to the test interaction force plus

Table 2 Natural frequencies and mode shapes of the flexible body

Mode
number

1 2 3 4 5

Mode
shape

Frequency
(Hz)

60.57 111.68 141.90 150.07 240.59
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the inertial force. Moreover, the inertial force is determined by the test acceleration
of collectors. Figure 10 shows the contact force for the pantograph at the speeds of
300 and 350 km/h.

The results in Fig. 11 show that there is no contact loss at the speed of 300 km/h,
and the pantograph may keep a steady contact with the catenary. However, when
the operating speed is increased to 350 km/h, the contact forces between the pan-
tograph and catenary vary more strongly than those at 300 km/h. The steady contact
is lost, and the quality of current collection is worsened. Furthermore, the com-
parison with the calculated contact forces by means of the two pantograph models
at the speed of 350 km/h is shown in Table 3. It can be seen that the contact forces
obtained by means of the rigid–flexible hybrid model is basically consistent with
the test results; however, for the rigid model, there is an obvious difference in the
statistical results of the contact forces between tests and simulation. Thus, through
the field test, it is proved that the rigid–flexible hybrid model, with consideration of
the appearance characteristics, is more reasonable.

Fig. 9 Force sensor of the
pantograph

Acceleration sensor 1#

Fig. 10 Accelerometers of
the collector
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5 Analysis of the Influence of Contact Wire Irregularity

Based on the modeling and simulation method mentioned above for the pan-
tograph–catenary system, the influence of contact wire irregularity on the dynamic
performance has been analyzed. The catenary model composed of ten spans and the
rigid–flexible hybrid pantograph model are established. The contact wire irregu-
larity is artificially considered as the height error at the location of the third dropper
of the eighth span (about 370 m from the initial location), as shown in Fig. 12.

Figure 13 shows the acceleration of the front and rear collectors at the speed of
350 km/h, considering the height error of 20 mm. Compared to the results in Fig. 8
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Fig. 11 Contact forces in the
Y direction at the speeds of
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Table 3 Statistical results of
the contact forces at the speed
of 350 km/h

Method Contact force (N)

Mean Min Max

Field test 223.87 0 502.11

Rigid–flexible hybrid model 192.40 0 534.95

Rigid model 174.80 23.81 405.32
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without consideration of height error, it can be found that when the pantograph
passes through the eighth span of the catenary, there is an obvious difference in the
acceleration. In particular, at the location of about 370 m, the acceleration in the
Y direction is much larger than 40g, the acceleration in the X direction is up to 20g,
and the acceleration in the Z direction is greatly increased.

By means of the rigid pantograph model, the influence of contact wire irregu-
larity on the dynamic performance is similarly analyzed. Figure 14 shows the
acceleration of the front and rear collectors based on the rigid model at the speed of
350 km/h. However, it can be seen that, when the pantograph runs through the
location of about 370 m, a significantly evident difference in the acceleration is not
observed. The influence of contact wire irregularity on the dynamic performance
cannot be truly represented, due to the lack of appearance characteristics. Thus, the
appearance characteristics should be taken into consideration to reasonably evaluate
the influence of contact wire irregularity on the dynamic performance, using the
rigid–flexible hybrid pantograph model.
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Fig. 12 Model considering the contact wire irregularity
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6 Analysis of the Influence of Double Pantographs

By means of the similar modeling and simulation methods mentioned above, the
influence of the vibration caused by the front pantograph on the rear pantograph has
been analyzed. A pantograph–catenary system model with double pantographs was
built, and the space between two pantographs is 200 m, as shown in Fig. 15.

Figure 16 shows the contact forces in the Y direction at the speed of 350 km/h
by means of two pantograph models. It can be observed that, when the rigid
pantograph model is employed, the contact forces of the rear pantograph fluctuate
slightly and are basically consistent with those of the front pantograph. However,
for the rigid–flexible hybrid pantograph model, there is an obvious difference in the
contact forces between the rear pantograph and the front pantograph. The contact
forces between the rear pantograph and the catenary vary more greatly, and the
quality of current collection deteriorates. Thus, taking into consideration of the
appearance characteristics plays an important role in the analysis of the influence of
the vibration caused by the front pantograph on the rear pantograph for a pan-
tograph–catenary system with double pantographs.
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7 Conclusions

Based on the conventional pantograph–catenary system model, a rigid–flexible
hybrid pantograph model has been put forward to include a consideration of the
appearance characteristics of contact surfaces of the pantograph and the catenary. The
dynamic behavior of the pantograph–catenary system in space has been investigated
bymeans of two levels of modeling, with andwithout consideration of the appearance
characteristics. Furthermore, the influence of the contact wire irregularity and the
vibration caused by the front pantograph on the rear pantograph for a pantograph–
catenary systemwith double pantographs has been analyzed. The results show that the
appearance characteristics of contact surfaces play an important role in the analysis of
dynamic performance. The obvious difference of the contact force, the maximum
operating speed, the acceleration, and the corresponding spectrum is observed.
A consideration of the appearance characteristics is thus essential to reasonably
evaluate the dynamic performance, using the rigid–flexible hybrid pantographmodel.
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1 Introduction

A high-speed railway is an energy-saving, environmentally friendly, and sustain-
able transport mode. It has the advantages of being safe, punctual, fast, and com-
fortable. High-speed railway trunk lines in China will be completed in 2012. With
the construction of intercity railways, a high-speed railway network, covering large
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cities with a population of more than 500,000, will be gradually formed. There will
then be more than 2000 high-speed trains put into operation. Safety and efficiency
of railway transport is increasingly important. The train operation control system is
the key signal system equipment to guarantee the safety of train operation and
improve the transport efficiency. The system is composed of an on board automatic
train protection (ATP) system and a ground control system. The onboard train
control system is the so-called ATP, including onboard vital computer (VC), track
circuit reader (TCR), balise transmission module (BTM), data recording unit
(DRU), driver machine interface (DMI), train interface unit (TIU), and train and
wayside communication unit (TWC). ATP is the final safety executant to ensure
safe operation of a high-speed train, satisfying the requirements of safety integrity
level 4 (SIL4), with fault-oriented safe attributes.

Commonly, the existing domestic ATP system uses a double 2-out-of-2 VC
platform. This computer platform is built on a hot-standby redundant subsystem,
which uses the 2-out-of-2 VCs (Qin et al. 2010). When a failure is found in any
module of the subsystem, it will be in the fail-safe state, and the double 2-out-of-2
system is transformed into 2-out-of-2 redundancy system (Dou et al. 2007), whose
hardware fault tolerance is 1. In the 2-out-of-3 VC platform, if a failure is found in a
certain module, the system will be changed into the 2-out-of-2 redundancy system.
If more than two modules failed, the system will be in the fail-safe state. The
hardware fault tolerance of the 2-out-of-3 VC platform is also 1. There is no
disparity between the double 2-out-of-2 VC platform and the 2-out-of-3 VC plat-
form in the aspect of hardware fault tolerance (IEC 61508-6:2000).

There are two approaches to improve the reliability and safety of the system to
block the failure of a system. The first is fault avoidance, and the second is fault
tolerance (Kim et al. 2005). Because components may develop faults with time, a
fault avoidance technique is very difficult to apply (Kim et al. 2002). However, with
the fault tolerance technique, the system has a redundancy, and a fault is allowed
without termination of its normal operation.

There are several types of fault tolerance techniques, such as hardware redun-
dancy, software redundancy, time redundancy, and information redundancy tech-
niques (Kim et al. 2005). In the high availability quadruple vital computer
(HAQVC) system, we use a hardware redundancy technique, embedded software
redundancy, and safe-bus redundancy. Technologies used in safety systems mainly
include voting structure, or parallel structure, or both structures. The typical voting
system is comprised of n units. The k/n system is that if the numbers of active units
are no less than k (k is between 1 and n), the system will not be inactive. We assume
that the reliability of n units is R, and the reliability mathematical model is shown as

Rs ¼
Xn
i¼k

n
i

� �
Rið1� RÞn�i; ð1Þ
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where
n
i

� �
¼ n!

i!ðn�iÞ! and Rs is the system reliability. The parallel system is also

comprised of n units, and each unit of the system is independent. When all of its
units are inactive, the parallel system will be inactive. The reliability mathematical
model is shown as

Rs ¼ 1�
Yn
i¼1

Fi ¼ 1�
Yn
i¼1

ð1� RiÞ; i ¼ 1; 2; . . .; n; ð2Þ

where Fi and Ri are the unreliability and reliability of unit i.
Using the voting and parallel structures, it not only has the voting structure’s

advantage of high safety, but also has the parallel structure’s advantage of avail-
ability and maintainability. The reliability mathematics model of the system is
shown as

Rs ¼ 1�
YN
i¼1

Fi ¼ 1�
YN
i¼1

1�
Xn
j¼k

n

j

� �
Rjð1� RÞn�j

" #
;

k� n; i ¼ 1; 2; . . .;N:

ð3Þ

As shown in Eqs. (1)–(3), we can obtain the reliability function of the 2-out-of-2
system, the 2-out-of-3 system, and the double 2-out-of-2 system, which can be
formulated as follows:

R2�out�of�2 ¼ R;
R2�out�of�3 ¼ 3� R2 � 2� R3;
Rdouble 2�out�of�2 ¼ 2� R2 � R4:

8<
: ð4Þ

However, the above analysis shows that there is no disparity between the double
2-out-of-2 system and the 2-out-of-3 system. In fact, the 2-out-of-3 system is of the
highest reliability. In order to provide full play to the advantages of four modules
architecture and ensure the safety of the system, while improving the reliability and
availability of the system, we designed a novel HAQVC system, based on the
research on the framework and the mechanism of data interaction and redundant
degeneration of the VC platform. At the same time, we draw the curves of relia-
bility of the HAQVC system, the double 2-out-of-2 system, the 2-out-of-3 system,
and the 2-out-of-2 system in the same figure as a contrast (Fig. 1). Obviously, the
HAQVC system is of the highest reliability.

Design and Reliability, Availability, Maintainability … 483



2 System Design

Compared with a general industrial control system, the onboard ATP system is
essentially a special safety control system with high-speed trains as its controlled
object. The interface units and the function modules of the onboard ATP system
adopt the general modules except for the TIU, which mainly falls into two cate-
gories: multifunction vehicle bus (MVB) and relay interface. The function and scale
of the system controller, types of input–output (IO) module, IO knot number, and
types and number of communication module have been mostly determined. On the
basis of meeting the requirements of the installation of rolling stock mechanical
structure, electromagnetic compatibility, and convenient maintenance, a thorough
study has been conducted for the key elements of the system, such as the
requirements of safety, reliability, availability, maintainability, and real-timing and
their restrictive relationships, so as to determine the scale of the control system,
system architecture, network topology, hardware platform, and the mechanisms of
communication scheduling and redundancy switching-over.

The VC module, input module, and output module of the HAQVC system are all
of quadruple structure, linked by four redundancy safety buses (SBUS1, SBUS2,
SBUS3, and SBUS4). The structure of the system is shown in Fig. 2. The system is
double 2-out-of-2 when the four VC modules are operating correctly, in which one
subsystem with 2-out-of-2 redundancy structure is composed of VC-A and VC-B,
while the other subsystem is composed of VC-C and VC-D. We use four safety
buses to achieve the interconnection, clock synchronization, and the communica-
tions scheduling between each subsystem. With the safety bus, the module can
achieve the purpose of fault diagnosis, data synchronization, state information in-
teraction, and safety data verification.
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The traditional computer system of the double 2-out-of-2 includes two subsys-
tems I and II, which are in a standby mode. Generally, only the master subsystem
sends the results out, while the other subsystem is in the standby mode. Should the
master subsystem break down, the slave subsystem will switch to the master sub-
system and be run by the communication module. The way it works can signifi-
cantly affect the availability and real-time attributes of the system. If some data are
lost because of the handover process, it will lead to an emergency brake.
The HAQVC system works in a parallel operation mode. The subsystems I and II
are in output states; thus, there is no disturbance caused by the shutdown process in
the HAQVC system.

In the traditional double 2-out-of-2 VC system, the system transforms into the
2-out-of-2 architecture when a failure is found in a certain module. Although there
are two modules operating correctly, the system will be in the fail-safe state if
subsystems I and II both have failures. However, if any module fails, the HAQVC
system will degenerate to the 2-out-of-3 architecture. And if any two modules have
faults, the system will transform into the 2-out-of-2 architecture. If more than three
modules have faults, the HAQVC system will be in the fail-safe state. Table 1 lists
the working state of the HAQVC system and the traditional double 2-out-of-2
system. States 2–5 mean the operating states of the system when only one module
fails. The HAQVC system is operating with a 2-out-of-3 architecture, and the
hardware fault tolerance is 1. In the same condition, the traditional double
2-out-of-2 system is operating with a 2-out-of-2 architecture and the hardware fault
tolerance is 1. States 7–10 indicate that two modules of subsystems I and II have
faults. The HAQVC will be operating with 2-out-of-2 architecture, while the double
2-out-of-2 system is in the fail-safe state. The HAQVC system has a distinct
advantage over the traditional double 2-out-of-2 system.

In the system based on the HAQVC architecture, the key IO module and
communication module use the similar architecture. And the interfaces of the ATP
system, vehicle, and wayside equipment are more susceptible to the surge current
and group impulse (Paul 2006). In the application and engineering, we have found
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that the maintenance ratio of those interfaces is high. Therefore, using the HAQVC
architecture can ensure the high availability and safety of the system and enhance
system reliability and maintainability.

3 Hardware and Embedded Safe Operation
System (ES-OS)

In fault-tolerant design techniques, there are passive hardware redundancy, active
hardware redundancy, and hybrid hardware redundancy. The HAQVC system is
passive hardware redundancy, which has a fault masking and detection. If the
HAQVC system has no more than two faults, the fault is masked and has no effect
on the system operation before repair. The HAQVC system is designed on ARM7.

The hardware fault diagnosis is one of the core contents of the hardware design
of the safety-related system. According to the safety requirement of SIL4, the
system hardware should be designed with high diagnostic coverage (DC). The DC
should be more than 99 and 90% for the systems whose hardware fault tolerances
are 1 and 2, respectively (IEC 61508-2:2000). The DC of the HAQVC system is
over 99% by self-diagnosis of single module and the diagnosis between the
modules. The vital CPU module will test the hardware equipment to ensure that the

Table 1 Working state of the high availability quadruple vital computer (HAQVC) system and
the double 2-out-of-2 vital computera

Sequence
no.

VC-A VC-B VC-C VC-D HAQVC Double 2-out-of-2
vital computer

State 1 ○ ○ ○ ○ Double
2-out-of-2

Double 2-out-of-2

State 2 � ○ ○ ○ 2-out-of-3 2-out-of-2

State 3 ○ � ○ ○ 2-out-of-3 2-out-of-2

State 4 ○ ○ � ○ 2-out-of-3 2-out-of-2

State 5 ○ ○ ○ � 2-out-of-3 2-out-of-2

State 6 � � ○ ○ 2-out-of-2 2-out-of-2

State 7 � ○ � ○ 2-out-of-2 Fail-safe

State 8 � ○ ○ � 2-out-of-2 Fail-safe

State 9 ○ � � ○ 2-out-of-2 Fail-safe

State 10 ○ � ○ � 2-out-of-2 Fail-safe

State 11 ○ ○ � � 2-out-of-2 2-out-of-2

State 12 � � � ○ Fail-safe Fail-safe

State 13 � � ○ � Fail-safe Fail-safe

State 14 � ○ � � Fail-safe Fail-safe

State 15 ○ � � � Fail-safe Fail-safe

State 16 � � � � Fail-safe Fail-safe
a○ Normal; � Fault
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hardware is normal. The detecting items include instruction set, register, RAM,
FLASH, the stack pointer, program sequence, crystal oscillator frequency, and
power In terms of function, the detection module falls into four categories:
power-up detection sub-module, periodic check sub-module, the sub-module of
interface of hardware detection circuit, and fault alarm sub-module. The system test
and diagnostic flow are shown in Fig. 3.

The power-up detection sub-module will conduct a complete hardware detection
of key hardware to ensure its normal operation when the system starts. The
detecting objects include instruction set, register, RAM, and FLASH. The detection
should not be complex such that the power-on time of equipment is not too long.
However, the detecting range must include the whole target objects.

In order to find hardware faults, the function of periodic check sub-module is to
detect each part of hardware in real time during equipment operation. The detecting
objects include instruction set, register, RAM, the stack pointer, and the chip.

The sub-module of interface of hardware detection circuit will receive the failure
warning signal from the hardware detection circuit, such as the detection of the
sequencing of programs using watchdog circuit, the crystal failure, the power
management chip, and fault diagnosis of power.

The function of fault alarm sub-module is to record and report the failure
detected by the hardware and provide corresponding measures.

The vital CPU hardware has been developed for nearly five years (Fig. 4).
Besides the technical part of the development, an internal organization that corre-
sponds to the European Committee for Electrotechnical Standardization
(CENELEC) standards has to be built (EN 50126:1999; EN 50128:2001; EN
50129:2003). During the development period, the general and complex CENELEC
process was stripped to an easier-to-handle specific process for generic develop-
ments. Thus, the development process and the product itself fulfill the requirements
of EN 50126:1999, EN 50128:2001, and EN 50129:2003.

According to the requirements of the safety system, a real-time embedded safe
operation system (ES-OS) has been designed for the VC system. The ES-OS and
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application program are non-volatile stored in compact flashcards. Power-on pro-
grams will be transferred to synchronous dynamic random access memory
(SDRAM) and executed from there. Execution of the ES-OS begins with short
self-tests, and cyclic longtime testing is proceeded by the ES-OS in background.
The interface between the ES-OS and application via the application interface
(API) and application works with cyclic proceeded main loops.

Hardware-abstraction-layer (HAL) communicates with hardware on chip and on
board. HAL functions include connector localization in rack, address-switch, on
board/chip universal asynchronous receiver/transmitters (UARTs), test-signal ref-
erence, bus arbitration, power supervision, watchdog supervision, pushing buttons,
reset, light-emitting diode (LED) display.

The ES-OS functional modules communicate with HAL and API, serving as an
interface between HAL and API. The functions of the ES-OS modules include
general control module, communication between HAL and API, output of massages
to display, scanning and control of pushing buttons, self-tests, exception handling,
system functions.

API communicates with application, serving as an interface between ES-OS and
application. Based on practical application, six kinds of API are designed in the
ES-OS. EA-input-API announces the state of the inputs to the application.
EA-output-API controls the outputs by the application layer and reading back
the state of the outputs to the application layer. Man-machine-interface-API
(MMI-API) displays messages and reacts of pushing buttons. External-
communication-API (E-COM-API) sends and receives data via the buses and
local area network (LAN), building and analyzing the safeguarded telegrams.
Internal-communication-API (I-COM-API) communicates with the other channel.
Error-handling-API (Errhler-API) announces errors to the application and exception
handling. System API is for special non-safe system functions such as timers.

Fig. 4 Picture of the hardware
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4 Safety Bus and Deterministic Communication Schedule

The safety communication protocol has been adopted to develop the quadruple
safety bus. By adding three bytes safe cyclic redundancy check (CRC) and
extending a complete byte, a total of four bytes are transmitted to ensure the safety
of the message. CRC adopts the Hamming distance h which equals 7 to ensure the
safety of the 24-byte data. In this study, the bit false rate (BFR), which is usually set
to the value of 10−9 in good transmission equipment, is 10−4. The maximum
transmission rate of the applied communication equipment is 500 frames/s. Each
packet of the transmission frame format contains all the relevant safety perfor-
mance. After the camouflage identification, the packets will be rejected and the
message will be resent.

When the Hamming distance equals 7, 6-bit camouflage data can be identified. If
7-bit or more camouflage data emerges, there will be risks. Since the probability of
over 7-bit camouflage data appearing is far lower than 7-bit camouflage data whose
frame format is 216-bit, it can be neglected. Supposing that the number of bit is n,
the binomial distribution would be: In a message frame format, the probability of
the existence of k-bit camouflage data is

pðkÞ ¼ n
k

� �
� BFRk � ð1� BFRÞn�k: ð5Þ

Because BFR <<1, and pðkÞ � n
k

� �
� BFRk: Based on BFR = 10−4, n = 216,

and k = 7, the value of p(7) can be obtained by pð7Þ � 216
7

� �
� ð10�4Þ7 ¼

4� 10�16: In every 500 frames/s, the risk rate is shown as

HR = 4�10�16�500�3600 h�1 ¼ 7:2�10�10 h�1: ð6Þ

In the double-channel system, the risk rate when the packet data of channels
A and B are camouflaged simultaneously is 5.2 � 10−19 h−1. Because of the low
rate, it can be neglected during the actual calculation process, especially for the
situation when only 20 addresses can be used for the system.

All the communications between modules and CPU rely on the safety commu-
nication bus. The HAQVC system adopts a fixed address coding technique. The first
address of a set of modules (n) is a multiple of 4, n = 4k. The other three address
codes of the group module are 4k + 1, 4k + 2, and 4k + 3, and the following codes 4
(k + 1), 4(k + 1) + 1, 4(k + 1) + 2, and 4(k + 1) + 3 are for the next set of modules.
The CPU modules of HAQVC occupy four communication buses. For the ATP
system, the relationship among communication links of the modules is fixed, and the
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content of communication will change over time and circle. Although the commu-
nication among different VC modules occupies the bus, it will not take the CPU
resources of other modules, because the irrelevant information will be blocked in the
link layer of the bus interface chip. At a certain time, some emergency concerning
driving happens, such as the track circuit’s code sequence mutates, active balise
information, and IO information on train safety status change. Even though the fixed
communication slot has passed, the transmission of relevant messages will be
through event-trigger communication so that the vital CPU module can take safety
measures in time and not need to wait until the next cycle (IEC/PAS 62409:2005).
The specific scheduling diagram is shown in Fig. 5.

The vital CPU module of HAQVC provides interactive information exchange
between diagnostic message and synchronic information through the safety bus in
the second and third time slots. In addition, through the inter-communication, vital
CPU module receives real-time working status and calculation results of other CPU
modules and thus guarantees the effectiveness and real-time attribute of safety
output function based on the voting structure, false diagnosis and screening func-
tion, rapid regression function, and failure-oriented safety function. The control data
can be obtained in the fourth time slot.

The certainty of communication scheduling of the whole system is based on
precision clock synchronization. The measurement accuracy is shown in Fig. 6.
The system, which combines hardware and software synchronization, achieves the
precise synchronization among modules and ensures the safety of clock synchro-
nization. Master clock sends synchronization-related messages within the first
communication slot. The system supports the access of absolute clock of global
positioning system (GPS) to realize global synchronization, and provides a guar-
antee for accident and error recording.

The device modules of the HAQVC system are connected with system bus
through isolating communication interface modules so that the fault module can be
cut off in case of failure and thus ensure the system bus safety when modules are
disconnected from it.

Velocity 

TCR 

VC 

BTM 

SBUS 

Communication macro period I

IO 

Fixed-time-slot period communication Event-trigger communication

Communication macro period II

Fig. 5 Communication scheduling sequence
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5 System Modeling

The proposed HAQVC system structure is shown in Fig. 2. This system is com-
prised of four subsystems. As shown in Fig. 2, each CPU module receives voting
data from four input modules and each output module receives voting data from
four CPU modules. Thus, two CPU module, input module, or output module
failures have no influence on the system. To start the modeling, we have adopted
the following assumptions.

1. The system starts in the perfect operation when all of the system’s modules are
operating correctly.

2. Only one failure will occur at a time.
3. The error probabilities are the same for the same module of the system, which

show symmetry.
4. Errors affecting different components of the same unit are statistically

independent.

A Markov model of the HAQVC system is proposed in Fig. 7. The system is
composed of 28 states. The PF state is a failure state and the rest state is operating.
kP, kIN, and kOUT are the failure rates of the CPU module, the input module, and the
output module, respectively, and r designates the system repair rate of the HAQVC
system. For simplicity, we assume that the repair rate is a specific value for all states

Fig. 6 Diagram of accuracy of clock synchronization. Green and yellow represent pulses
generated by any two different modules. The synchronization accuracy is represented by the time
difference of the two pulse rising edge
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of the system. The discrete system equation is highly complex, and thus, it is
represented in a simple form as

P ¼

1�P
S1;2 � � � S1;27 S1;28

r 1�P � � � S2;27 S2;28
..
. ..

. ..
. ..

.

r S27;2 � � � 1�P
S27;28

r S28;2 � � � S28;27 1�P

2
666664

3
777775 ð7Þ

where Si,j is the state transition probability from state i to state j, and R is the state
transition probability sum of row of the matrix.

Fig. 7 Markov model of the high availability quadruple vital computer (HAQVC) system
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6 Evaluation

In order to be sure that this design is meaningful, we have carried out experiments
to compare the performance of the HAQVC system, the all voting triple modular
redundancy (AVTMR) system (Kim et al. 2005), and the double 2-out-of-2 system
(Wang et al. 2007). Keeping the failure rate and the repair rate unchanged, we draw
the curves of reliability, availability, maintainability, and safety (RAMS) parame-
ters of the three systems in the same figure as contrast using MATLAB.

6.1 Reliability

As is well known, reliability is the ability of a system to perform its required
functions under stated conditions for a specified period of time. As shown in
Fig. 8a, initially, the HAQVC system is of the highest reliability until about
730,000 h, and from 730,000 h, the double 2-out-of-2 system is the same with the
HAQVC system. Anyway, the AVTMR system is not of good reliability among the
three systems for a lengthy time.

6.2 Availability

Availability means the ability of a product to be in a state to perform a required
function under given conditions at a given instant of time or over a given time
interval assuming that the required external resources are provided. Availability of
the HAQVC system, the AVTMR system, and the double 2-out-of-2 system is
shown in Fig. 8b. For simplicity, the repair rate of each system is assumed to be
0.003 for simulation. The availability of each system is close to that shown in
Fig. 8b. The HAQVC system has the highest availability, and the double 2-out-of-2
system is better than the AVTMR system.

6.3 Maintainability

Maintainability is the probability that the failed system will be restored to an
operational state within a specified period of time. As shown in Fig. 8c, the
AVTMR and double 2-out-of-2 systems are of higher maintainability than
HAQVC. Thus, this design can improve the availability of the system.
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6.4 Safety

Safety is the probability of systems where there is no dangerous failure. That is,
safety is a state in which there is no danger. We take each system as a repairable
system, and the repair rate is 0.003. As shown in Fig. 8d, the HAQVC system has
the highest safety.

7 Conclusions

In this paper, based on the analysis of the architecture of the traditional double
2-out-of-2 system and the 2-out-of-3 system, we propose the HAQVC system,
which is a novel fault-tolerant system with fire-new redundancy structure, and can
significantly improve the reliability and safety. Its working process has been
described and compared with the AVTMR system and the double 2-out-of-2 system
in RAMS. Simulation results indicate that the HAQVC system has the best char-
acteristic in RAMS and it is a better VC platform for a railway signal system.
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1 Introduction

The braking system, which is one of the most important technologies of the
high-speed trains, is very crucial to operation reliance and safety. The braking
methods are mainly the regenerative braking system and disc braking system,
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which are widely used in high-speed trains under 300 km/h (Zhang 2009).
However, the velocities of present high-speed trains are over 350 km/h. Thus, it is
very important to explore new braking methods that can be applied to these
high-speed trains. The eddy brake can be used when the velocity of the train
velocities is very high. It cannot only reduce energy consumption, but it also
produces economic benefits and improves technical features (Dietrich et al. 2001).

The existing eddy brake system has some limitations. First of all, down pass
system through pressure relief can ensure that the air cylinder acts when the air
system is compromised. However, when the electric circuit is compromised, the
loss of excitation can lead to loss of braking force. As a result, ICE3 (Inter City
Express 3) installs a lot of batteries as a back-up electrical source, which adds to the
weight of the train (Bottauscio et al. 2006; Guo et al. 2006). Second, if the electrical
sources are switched off when the train stops, the eddy brake system cannot operate.
In addition, the power of excitation and heat is too large (Graber 2003; Kunz 2005).
This paper deals with a hybrid excitation rail eddy brake system, which can help to
deal with the limitations of steering malfunction and parking brake.

2 Theory of Eddy Brake System

The structure of the hybrid excitation rail eddy brake system is shown in Fig. 1.
This system is mainly composed of an airlift system, braking magnetic system, and
braking auxiliaries. When the train is traveling at a high speed, the hybrid excitation
rail eddy brake system causes an eddy brake through the excitation of the perma-
nent magnet. At the same time, the exciting electricity in the exciting coils can be
modified in order to assist the positive motivation, which can ensure that the train’s

1: brake magnet; 2: lifting air cylinder; 3: steel rail; 4: side beam; 
5: wearing plate

1

4

2

3 

5

Fig. 1 Structure of the hybrid excitation rail eddy brake system
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braking process can be dynamically adjusted. When the train’s speed reaches the
threshold, which means that the condition of the friction braking is satisfied, the
electronic magnetic system will contact the rail. The exciting electricity is reduced
or it disappears. The brake system presses the wearing plate on the rail through the
attractive force of the permanent magnets. The energy of motion is changed into the
energy of heat through the friction force.

The braking magnetic system includes the permanent magnets and the exciting
coils (Fig. 2). When the high-speed train is braked, it produces the eddy brake
through the permanent magnets. At the same time, we can input the auxiliary
exciting electricity in the exciting coils so as to produce the positive excitation, and
at the same time to keep the same negative acceleration, which allows the
high-speed train to be controlled dynamically. When the train’s speed reaches the
threshold, which means that the condition of friction braking is satisfied, the aux-
iliary electricity in the exciting coils will be closed. Meanwhile, the attractive force
of the permanent magnets and the wearing plates can help to produce the friction
brake and then realize the energy-saving effect in the braking process. When the
brake system resumes to the relief state, the auxiliary electricity in the exciting coils
produces a negative excitation, which can offset the attractive force of the perma-
nent magnets. As a result, we can lift the brake magnetic system through only a
small force, and the relief status can resume more quickly.

The force of the electronic magnetic system is

Fk � mg� PS� FA � f ¼ 0; ð1Þ

where Fk is the elastic force of the built-in springs, mg is the gravity of the magnetic
system, P is the total pressure of the pistons, S is the cross-sectional area of the
pistons, FA is the attractive of the magnetic system, and f is the friction of the
pistons.

Fig. 2 Principle diagram of the electronic magnetic system of the brake system
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When the brake system is relieved, the electricity in the exciting coils produces
reverse motivation, which can offset the attractive force of the permanent magnets.
As a result, the lift system can use a very small force to hoist the magnetic system,
which can help the recovery of the brake relief process. The two subsystems of the
brake system are shown in detail.

2.1 Lift System of the Brake System

The hybrid excitation rail eddy brake system controls the ups and downs of the
brake exciting system through the air cylinder, which makes the brake exciting
system and the wearing plate reach or keep off the rail, and thus, the working status
of the brake exciting system is determined.

2.1.1 Status of Relief

When the brake system is relieved, the control valve is squeezed so that the up
cavity of the lift air cylinder can be connected with the air. The lift air cylinder is
hoisted via the built-in springs in order that the brake exciting system can maintain
a certain distance off the rail. Figure 3 shows the lift system of relief.

2.1.2 Status of Brake

When the brake system is broken, the left cavity of the control valve releases the
pressure, and the control valve moves left through the built-in springs. The up

1: lifting air cylinder; 2: air compressor; 3: main air cylinder; 4: brake valve; 
5: control valve; 6: auxiliary air cylinder; 7: urgent control valve
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Fig. 3 Lift system of relief
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cavity of the lift air cylinder is connected with the auxiliary air cylinder and moves
down via the pressure of the air in the auxiliary air cylinder, which brings the brake
exciting system close to the rail (Fig. 4).

2.2 Brake Exciting System

The magnetic pole of the brake system includes the permanent magnet and the
exciting coils, whose structure is indicated in Fig. 5.

In principle, the hybrid excitation rail eddy brake system can be regarded as a
kind of special induction linear motor whose magnetic field is non-sin and its
primary is short. This motor includes the primary yoke, the primary exciting coils,
the permanent magnets, the wearing plates, and the secondary steel rail. The

1: lifting air cylinder; 2: air compressor; 3: main air cylinder; 4: brake 
valve; 5: control valve; 6: auxiliary air cylinder; 7: urgent control valve

1
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3

4
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67

Fig. 4 Lift system of brake

1: permanent magnet; 2: exciting coils; 3: wearing plate; 4: steel rail

1 2

3

4

Fig. 5 Brake exciting system
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primary exciting coils use DC. Each of the permanent magnets is set between the
magnetic pole and the magnetic yoke. The secondary is the steel rail. The whole
diagram of the brake magnetic system is shown in Fig. 6.

The air magnetic field between the brake system and the steel rail is produced by
both the permanent magnet and the exciting coils. When the train travels, the air
magnetic field is mainly produced by the permanent magnet, and the DC exciting
coils only supply a small part. As a result, it can be modified by the electricity,
which helps to control the magnetic field and the braking force.

2.3 Main Parameters of the Brake System

In (Lu and Ye 2005), the structural design of the hybrid excitation linear motor
provides a model of the eddy brake and simulates this model (Table 1).

In the hybrid excitation rail eddy brake system, the magnetic field that is pro-
duced by the permanent magnet is the main part of the air magnetic field. The air
magnetic field is affected by both the eddy current magnetic field and the electrical
exciting magnetic field. As a result, the largest degaussing working point must be
paid attention to when the brake system is designed in order to prevent irreversible

1: magnet yoke; 2: exciting coils; 3: permanent magnet; 4: wearing plate;
5: steel rail

Fig. 6 Whole diagram of the brake magnetic system

Table 1 Parameters of hybrid excitation rail eddy brake system

Parameter Value

Pole number 6

Pole pitch (mm) 45

Measure of the permanent magnet (length � thickness) (mm) 20 � 4

Model of the permanent magnet N35SH

Thickness of magnetic yoke (mm) 32

Length of the wearing plate (mm) 35

Thickness of the wearing plate (mm) 3

Turn number of primary exciting coils 395
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degaussing. Note that too strong electrical exciting magnetic field can lead to an
over-saturation of the magnetic circuit (Graber 2003). The permanent magnet in this
study is NdFeB of N35SH. If the working temperature is assumed to be 75 °C:

Br ¼ 1þðt � 20Þ aBr

100

� �
Br20; ð2Þ

where the residual flux density Br in the working temperature is 1.13 T. Br20 is the
residual flux density when the temperature is 20 °C, t is the temperature, aBr is the
irreversible conversion coefficient of the residual flux density, and it is often
−0.0012 K−1.

The coercive force of the permanent magnet in this temperature is often
Hc = 847,138 A/m.

The relative permeability of the degaussing curve is

l ¼ Br20

l0Hc20
¼ 1:062; l0 ¼ 4p� 10�7. ð3Þ

In the above model, the magnetization of the permanent magnet is along the
y axis, and its length is 4 mm. As a result, the calculating magneto motive force is

Fc ¼ Hchpm ¼ 3388:552 A: ð4Þ

where Fc is the magneto motive force, and hpm is the length of the permanent
magnet along the y axis.

Because too large exciting electricity can lead to the over-saturation of the
magnetic field in the motor, the positive exciting electricity should not be too large.
If the exciting electricity is reversed, the electrical exciting can cause degaussing of
the permanent magnet. As a result, the absolute value of the electrical exciting
magneto motive force should be smaller than the calculating magneto motive force
of the permanent magnet. According to calculations, when the exciting electricity is
lower than 4.2 A, the magneto motive force produced by the exciting coils is
always smaller than the calculated magneto motive force of the permanent magnet.
As a result, the electrical exciting coils will not generate irreversible degaussing.

3 Simulation

3.1 Creating Finite Element Method (FEM) Model

The hypotheses are as follows (Gay and Ehsani 2006):

1. In the studied electronic magnetic field, the magnetic field only has two ele-
ments, one is in the x direction, and the other is in the y direction. In addition,
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both the vectors of the electricity density and magnetic potential only have
element in the z direction.

2. Neglect the effect of the temperature on the iron’s conductivity; that is to say, its
conductivity is equal to zero.

3. Neglect the magnetic field outside the motor’s shell. As a result, the outside
surface of both the primary and secondary can be regarded as the equimagnetic
potential surface with the zero vector.

4. The electricity density inside the conductors is uniformly distributed, and there
is no free charge inside the conductors.

According to the abovementioned hypotheses and the brake system model, we
can create a 2D FEM model using the ANSYS software (Fig. 7).

In this model, the brake system has no relative motion to the steel rail, and the
gap between them is 2 mm. In addition, there is no electricity in the exciting coils.
We can change this model into grids (Fig. 8).

When we have loaded the model, we can use the solution to obtain the magnetic
field intensity distribution graph, and then use the postprocessor to gain the mag-
netic induction intensity, which is indicated in Fig. 9. In this graph, the magnetic
induction intensity is larger where the color is deeper.

In the same way, we can obtain the distribution graph of the magnetic lines of
force (Fig. 10).

Fig. 7 FEM analyzing model of the brake system

Fig. 8 Grids of the FEM model
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The abovementioned is on condition that the bake system has no relative motion
to the steel rail. However, what this paper deals with is the magnetic field when the
brake system is static, but the train is traveling at varying speed. The direction of the
speed is horizontal-right and the gap is 2 mm.

From Fig. 11, we can safely come to the conclusion that the faster the speed is,
the more seriously the gap magnetic field is distorted.

3.2 Effects of Gap

The factors such as air gap and exciting electricity both can affect the braking force
of the brake system when independent excitation is used (Tang and Ye 2006; Cai
et al. 2007). To analyze the function of the hybrid excitation rail eddy brake system,
one constructs the model, and then analyzes it for both, when there is exciting and
when there is no exciting.

3.2.1 When There is no Exciting

When there is no exciting, the hybrid excitation rail eddy brake system is changed
into the eddy brake system when only the permanent magnet can excite. Simulating

Fig. 9 Magnetic induction intensity diagram when the speed is zero and the gap is 2 mm

Fig. 10 Distribution of the magnetic lines of force when the speed is zero and the gap is 2 mm
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Fig. 11 Magnetic lines of force when the speed is: a 100 km/h; b 200 km/h; c 300 km/h;
d 400 km/h; and e 500 km/h
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the eddy brake system when the value of the air gap varies, one can obtain the curve
of the braking force with the velocity (Fig. 12). We can see that when the air gap is
smaller, the braking force is larger, and the variation of the braking force is larger.
However, when the velocity magnifies, this variation is smaller, which shows that
the brake system can supply a steady force whose variation is rather small.

Because the attractive force has an effect on the lift system, the simulation can
obtain the relation of the attractive force and the velocity (Fig. 13). When the air
gap is thicker than 6 mm, both the braking force and the attractive force have little
variation when the velocity varies. When the air gap is thicker, this kind of variation
is smaller and the force is constant.
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3.2.2 When There is Exciting

The DC exciting coils of the eddy brake system have 395 turns. When the elec-
tricity is 2 A, the relationship between the braking force and the velocity with
different air gaps is as shown in Fig. 14.

In the case of hybrid exciting, the variation range of the braking force is much
larger than that when only the permanent magnets excite, which leads to the braking
force being raised so that the brake distance can be reduced.

Of course, the variation range of the attractive force in hybrid exciting also
magnifies a lot, which makes it easier for the lift system to raise or to put down the
brake system more easily. In addition, the braking force or the attractive force can be
easily controlled through the regulation of the exiting electricity, such that the braking
force is dynamically controlled and the braking force is kept constant. Figure 15
shows the relationship of the attractive force and the velocity in hybrid exciting.
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3.3 Effects of Electricity

We modify the exciting electricity so that we can control the value of the attractive
force or braking force, and dynamically control the braking force or keep it con-
stant. When the exciting electricity is positive, it will enhance the magnetic field;
but when it is negative, it will decrease the magnetic field, so that we can lift the
electronic magnetic system with a smaller force. As a result, we can examine how
the braking force and attractive force of the brake system vary with the speed in
different electricity. We suppose that the gap is 2 mm.

From Fig. 16, we can see that the smaller the electricity, the smaller the braking
force. When the electricity is negative, the braking force reduces very quickly at the
same speed, while the varying amplitude of the braking force is smaller and smaller
when at different speeds. The reason is that when the electricity is negative, it will
produce a negative magnetic field that is opposite to the permanent magnetic field.
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As a result, the total gap magnetic field decreases greatly, and then the braking force
reduces very quickly. Likewise, the attractive force is smaller when the electricity is
smaller.

From Fig. 17, we can see that when the electricity is negative, the attractive
force decreases quite quickly. When the electricity is −4 A, it does not bring
irreversible demagnetization of the permanent magnets, and it reduces the magnetic
field, decreasing the attractive force considerably. As a result, the air lifting system
uses little force to lift the magnetic system through the built-in springs.

From the above analyses, we conclude that both the gap and the electricity have
obvious effects on the performance of the braking system and that the smaller the
gap, the larger the braking force and the attractive force. In addition, the larger the
electricity, the bigger the braking force and attractive force. When the speed
increases, the braking force also increases, but the attractive force decreases. The
larger the speed, the smaller the variations of the attractive force and baking force.

4 Optimization

The braking force is related to the magnetic induction density and its distribution.
As a result, to choose the rational magnetic materials and to optimize the structure
of the magnetic road and the shape of the permanent magnets both can improve the
energy density of the braking system, such that the braking performances can be
dynamically modified.

Form the above simulation analyses, we can see that the magnetic road of the
original magnetic system needs further optimization. Because the magnetic leakage

Fig. 18 Structure of the brake system after being optimized
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in the teeth of the magnetic poles is quite large, and that in the partition besides the
two ends of the brake system is also large, the exciting magnetic field is coupled
with the rail eddy current magnetic field. We try to add a magnetic shield material
and remove the partitions besides the two ends of the brake system, the optimized
structure of the brake system is shown in Fig. 18.

Fig. 19 Magnetic force lines distribution of the brake system after optimization

Fig. 20 Magnetic induction density of the brake system after optimization
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When there is no electricity in the exciting coils and the gap is 2 mm, we
simulate the brake system and then obtain the magnetic force lines distribution
graph (Fig. 19). After optimization, the magnetic leakage is reduced, and at the
same time the coupling between the magnetic system and the steel rail is also
improved, such that the forces of the brake system and the steel rail are enhanced.
As a result, it is beneficial to the braking process of the high-speed train.

Likewise, the magnetic induction density of the brake system changes is shown
in Fig. 20.

From Figs. 19 and 20, we can conclude that, after structure optimization of the
brake system, both of the two kinds of forces will be affected. Supposing that the
gap is 2 mm, and there is no electricity, we simulate the brake system.

It is obvious that the optimization of the structure improves the gap magnetic
field between the brake system and the steel rail; that is to say, the coupling of the
exciting magnetic field with the eddy current magnetic field is enhanced, which
leads to the addition of the braking force. As a result, we can say that the opti-
mization of the magnetic road reaches its expected effects. Likewise, we can
compare the variation of the attractive force. From Figs. 21 and 22, we can see that
the optimization of the magnetic road also reaches its expected effects.

5 Conclusions

The hybrid excitation rail eddy brake system is a kind of non-adhesion brake system.
As a result, it is not limited by the adhesion conditions and compared to the adhesion
system. It has the advantages such as non-abrasion and better brake effects. In
addition, compared to the single exciting eddy brake system, on one hand, it can be
controlled well, because it can modify the exciting current to control the variation of
the braking force. On the other hand, it does not consume a lot of electricity energy.

This system not only realizes the safety of the malfunction steering through the
airlift system, but also uses the exciting electricity and reduces the attractive force

512 J. Ma et al.



of the permanent magnet to make the wearing plate touch the steel rail easily. As a
result, it integrates the advantages of both the rail eddy brake and the magnetic rail
brake. It not only saves a lot of energy, but also reduces the loss of the motive
energy.
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1 Introduction

In recent years, the construction of high-speed trains has developed very quickly in
China, especially the China Railway High-Speed 2 (CRH2) and China Railway
High-Speed 3 (CRH3) models. Along with this development, the basic theories
relative to CRH have been given more attention. Research on traction driver sys-
tems is particularly important because such systems transform the energy between
the electric network and the train. They should not only supply enough energy to
the train but also have high efficiency and high quality. To improve their perfor-
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mance, detailed simulation results are required. Thus, a suitable simulation method
needs to be investigated (Song 2009).

Normally, a simulation model of a traction driver system is developed using
SIMULINK software. Due to strong computer power and the abundant components
of SIMULINK, a model is easily established. But this kind of model cannot run
without SIMULINK and also lacks a friendly interface to input parameters and output
results. Moreover, users need tomaster the SIMULINK software and know the model
well if they want to use it. These disadvantages limit its wide application. To over-
come these disadvantages, a combined programming method using SIMULINK and
VC++ is adopted because VC++ is popular object oriented software. A strong sim-
ulation program with a friendly interface can then be obtained. Moreover, it can run
on any computer and without SIMULINK (Zhang and Wang 2008).

2 Simulation Model

The CRH2 and CRH3 are typical types of high-speed train and are becoming
increasingly popular in China. Their traction driver systems consist of a traction
transformer, a traction converter, and traction motors. The function of the traction
transformer is to change the 25 kV from the electric network to 1500 V. This
single-phase AC power is supplied to the traction converter, which adopts a popular
AC-DC-AC transmission method. It includes a single-phase pulse rectifier, a
traction inverter, and an intermediate DC link. Using this inverter, the 1500 V
single-phase AC voltage is rectified to 2600 V DC voltage, and then the DC power
is inverted to three-phase AC power with variable frequency and variable voltage,
and supplied to four traction induction motors (Song 2009).

For the CRH2, the topology of both the single-phase pulse rectifier and the
traction inverter is three-level, and has a controlled bridge for energy conversion
(Celanovic 2001). For the CRH3, the topology of both the single-phase pulse
rectifier and the traction inverter is two-level, with a controlled bridge. The con-
trolled bridge operation principle can be illustrated based on their equivalent circuit
(Carter et al. 1997; Lin and Lu 2000). For example, Fig. 1 shows the equivalent
circuit of a single-phase pulse rectifier. Its voltage equation is

Us

Is

L R

a

b

Uab

Fig. 1 Equivalent circuit of a
single-phase pulse rectifier
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_Us ¼ jxL_Is þR_Is þ _Uab; ð1Þ

where _Us is the input voltage, x is the angular speed, R is the equivalent resistance,
L is the equivalent inductance, _Uab is the output voltage of the single-phase pulse
rectifier, and _Is is the input current.

The traction motor adopts indirect rotor magnetic field orientation, vector control
strategy, and space vector pulse width modulation (SVPWM) method (Tolbert and
Habetler 1999). The position of the rotor flux need not be measured or directly
calculated, but can be indirectly deduced from the slip frequency. The estimated
value is taken as the position angle of stator current coordinate transformation.
Comparing the measured motor speed with the given speed, the speed regulator
obtains the given torque component of the stator current. The given rotor flux is
deduced from the given curve of the rotor flux and speed. According to this flux, the
excitation component of the stator current is calculated. By comparing these two
given components of stator current to the corresponding current measured by the
proportional-integral (PI) regulator, the given dq components of the voltage are
obtained. These are then transformed in a–b coordinates with the estimated position
of the rotor flux (Depenbrock 1988; Lascu et al. 2000). Finally, the two voltage
components are supplied to the SVPWM unit and output three-phase variable
voltage and variable frequency (VVVF) voltage.

Based on the CRH2 traction driver system, the simulation model is constructed
based on SIMULINK (Fig. 2).

Based on the CRH3 traction driver system, the simulation model is constructed
based on SIMULINK (Fig. 3). Compared to CRH2, there are two secondary

Fig. 2 Simulated model of the traction driver system of CRH2
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windings and two single-phase pulse rectifiers. The two output DC powers are in
parallel connection, and supply an inverter. The inverter is easier to control due to
the two-level topology, but the LC filter is needed in the DC link. In addition, the
power of the traction system is much greater than that of CRH2.

3 Developed Simulation Software

The simulation software of the CRH2 traction driver system consists of a main
program, an input and output interface program, and a simulation core program. All
programs are developed using VC++. The main program supplies a friendly
interface to accept the simulation parameters and shows the output results. The
input and output interface program can not only exchange more data between the
main program and the simulation model, but also deals with the input parameters
and output results as required. The diagram of this simulation software is shown in
Fig. 4.

The simulation core program of VC++ is changed from that model shown
in Fig. 2 by real-time workshop (RTW), which includes the main code file (*.cpp),
data file (*-data.cpp), and three basic files (Grt_main. c, rt_logging. c, and rt_sim.
c). The main code file describes the simulation model in C code, initiates the
program, sets up the sample time, and outputs the results. The input and output
interface function is also added to this file. The data file gives values to every
module such as the motor, inverter, and transformer. Because the other basic three
files are the same in all models, they do not have any detailed information within
this simulation structure. Although it can not add any detailed code, the adding
input and output interface function should declare for call. Figure 5 shows the
simulation software.

For the CRH2 and CRH3, each has two simulation models, such as a two-level
one motor model, a two-level four motor model or a three-level four motor model.
To every model, the parameters of the motor, power supply, and given train speed
can be input. The simulation results are read in real time and displayed dynamically.
At the same time, the results are analyzed and calculated, and then the fundamental
component, harmonic component, efficiency, power factor, and heating power of
every link are obtained.

Main 
program

Input and output 
interface 
program

Simulation 
core

Parameters

Results

Parameters

Results

Fig. 4 Diagram of
simulation software
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4 Simulation Results

In the developed simulation software, the traction performance can be simulated.
The parameters were as follows: power supply voltage Us = 25,000 V, transformer
ratio k = 25,000/1500, carrier frequency of pulse rectifier fc = 1250 Hz, DC voltage
UDC = 2600 V (traction)/3000 V(brake), DC capacitance C1 = C2 = 16 mF, motor
rated power PN = 300 kW, rated voltage UN = 2000 V, rated frequency
fN = 140 Hz, stator resistance Rs = 0.114 X, stator leakage inductance Ls = 1.417
mH, rotor resistance Rr = 0.146 X, rotor leakage inductance Lr = 1.294 mH, mutual
inductance Lrm = 32.8 mH, and pole pair p = 2 (Venkataraman et al. 1980).

4.1 Traction and Brake Performance of CRH2

The simulation assumes the train accelerates to 200 km/h during 2.2 s, keeps this
speed for 1.3 s, and decreases speed to zero during 1.3 s. Figure 6 shows the
simulation results of traction and brake conditions.

The simulated value of the train speed coincides with the given value. The
traction driver system has a large torque only when the train accelerates or decel-
erates. The voltage of the DC link remains at 2600 V in traction condition and at

Fig. 5 Simulation software
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3000 V in brake condition, which meets the requirements of CRH2. In traction
condition, the current and voltage of the transformer secondary winding are almost
in the same phase, i.e., the power factor is almost one. In brake condition, the
current and voltage of the transformer secondary winding are in positive phase.

As all simulation results met the actual work conditions, it can be concluded that
the developed simulation software is useful and of benefit to system optimization.

4.2 Speed Regulation Performance Simulation

This simulation assumed the train runs at 200, 120, 180, 60, and 250 km/h, in turn
(Fig. 7). The electromagnetic torque and motor current not only increase quickly as
the train accelerates or decelerates, but also increase with the train speed. But the
effect of acceleration is much greater than that of speed. Thus, the speed regulation
performance of this traction system is fine.

4.3 Transient Performance of Fault Condition

Apart from normal operation, the simulation software can also be used to simulate
the transient performance of a fault condition such as the pantograph temporarily
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b electromagnetic torque;
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disconnecting to the grid, four wheels with different radii, or motors with small
differences in parameters. Figure 8a shows the transient train speed when the
pantograph temporarily disconnects from the grid at speeds of 50, 100, and
150 km/h. The time for which the speed is maintained is 1.2, 0.5, and 0.13 s,
respectively. Thus, the time decreases rapidly as the speed increases. Figure 8b
shows the voltage of the DC link. It decreases firstly due to the lost power supply,
and then increases after a short time when the motor acts as a generator. But the
increase is very short-lived. Both the value and duration of the increase depend on
the train speed.

5 Conclusions

This paper describes the development of simulation software in VC++ which can
simulate operation performance and fault diagnosis. After the simulation, the cores
of the CRH2 and CRH3 traction driver system differ from the corresponding
models established by SIMULINK. The developed simulation software combines a
friendly interface and data processing. In the software, the traction motor adopts
transient current control and an indirect rotor magnetic field orientation vector
control strategy, and the traction converter uses SPWM and SVPWM methods. On
this basis, the typical operation performance and fault condition of a traction
converter were simulated and analyzed at different train speeds. The simulation
software has proved useful and can provide a reference for the actual design and
production of traction converters.
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1 Introduction

The Beijing-Shanghai High-Speed Railway officially started operating on June 30,
2011. It is a milestone in the development of China’s railway. A mass of
high-powered electronic devices used in the Beijing-Shanghai High-Speed Railway
System has led to the possibility of interference to the facilities in the environment,
such as telecommunications lines and wireless systems, and also the possibility of
affecting human health. So it is necessary to evaluate the electromagnetic environ-
ment around the railway lines. That is why the electromagnetic compatibility (EMC)
standard (GB/T 24338-2009 2009), translated from CENELEC Standard EN 50121
(2006), has to be established. Where the electromagnetic interference (EMI) source
is and how it propagates to the observer are the primary problems to be solved. The
main high frequency EMI radiates electromagnetic energy from train converters.
A part of the EMI is injected to the contact line, and three patterns are considered for
the EMI affecting other systems: (1) as a horizontal wire antenna radiating elec-
tromagnetic energy; (2) as a multiconductor line propagating the EMI signals away
from the source point; (3) as a multiconductor line leading to the crosstalk between
the lines (Cozza and Demoulin 2008).

The typical configuration of an electric railway line on the Beijing-Shanghai
High-Speed Railway is sketched in Fig. 1, which depicts the electric locomotive,
power supply line, and autotransformer (AT) used in the power supply system.
Electric energy mainly supplied to traction electric machine is regulated by a
switched-mode unit, which generates a strong conducted EMI due to the fast switch
on and off. The conducted EMI goes back to the overhead supply line through a
pantograph, thus imposing external interference through radiation and propagation
along the supply line. The interference mentioned above is the secondary radiation,
and there is also primary radiation from the high-powered electronic devices
themselves (Cozza and Demoulin 2008).

An actual railway system is regarded as an assembly of uniform multiconductor
transmission lines, which consists of catenary wire, contact wire, ground wire,
negative feeder wire, and two rails. Multiconductor transmission lines structures are
generally solved by the transmission line theory (Paul 2008). In his classical book,
all aspects about multiconductor transmission lines are considered. The drawback of
transmission line theory is that only quasi-transverse electromagnetic (TEM) mode
is considered. However, when the frequency becomes higher, other modes’ influ-
ence will be enhanced. The mode analysis of an infinitely long line above the earth
was first solved by Carson (1926). In his theory, the distributed parameters of a
quasi-TEM transmission line were analyzed and calculated. Since then, many
investigators have revisited the problem, and numerous studies have been carried
out. Using Hertz potentials in three media, Sunde (1968) derived the results for a
wider frequency range including the displacement currents in the soil, which was
neglected in Carson (1926)’s model. Sunde (1968)’s model is suitable over wider
frequency range. Excepting the quasi-TEM mode, other models that proved to be
very important have been overlooked. Wait (1972) proposed a modal equation
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through a full-wave approach. The only approximations were thin-wire and complex
exponential current distribution. An extension of Wait (1972)’s model was provided
by D’Amore and Starto (1996a, b), pointing out that the transmission-line mode is
dominant even when the quasi-TEM approximation does not hold. Kuester et al.
(1978) and Olsen et al. (1978) proposed modal equation solutions including
quasi-TEMmode, surface-attached mode, radiation mode, and surface wave. A good
summary of this research can be found in Olsen et al. (2000). The line is assumed
continuous in all the cases above.

But in fact the contact line is disconnected by an AT every 25 km, and a model
considering the lumped-circuit is discussed in (Mazloom et al. 2009). He com-
posited the Finite Difference Time Domain (FDTD) routine and Alternative
Transients Program (ATP), and proved that it was effective in dealing with the
lumped components, such as boost transformers (BTs), ATs, track circuits, and line
interconnections.

Under some condition, the disconnected wire can be seen as infinitely long
(Cozza and Demoulin 2008). Moreover, it is obvious that the overhead lines in a
railway system are above the stratified earth, specially the rails above the sleeper.
Thus, stratified earth has been investigated. The most influential research findings
were summarized by Wait (1970) and Li (2009).
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Fig. 1 Typical configuration used on the Beijing-Shanghai high-speed railway, China
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2 Magnetic Field Formulae

2.1 Geometry of Railway System

The typical configuration of the multiconductor transmission lines system under
consideration is shown in Fig. 2. R1 and R2 are the rails, whose cross-section is not
presented realistically. The distance between them is 1435 mm, and track circuits
are connected with them to ensure safety. R3 and R4 are, respectively, a catenary
wire and contact wire 6 m above the rails, connected by droppers in order to assure
equipotential along the overhead line. R5 is a negative feeder wire connected to one
end of the AT. R6 is a ground wire, one end of which is connected to the middle of
the AT, and the other connected to the rail. Regions 0, 1, and 2 are the air, the
middle layer, and the earth, respectively, characterized by lj, ej, rj, j = 0, 1, 2,
where l0 and e0 are respectively permeability and permittivity of vacuum, and rj is
the conductivity of media i.

2.2 Integrated Formulae

The wave numbers in the three-layered region are

k0 ¼ x
ffiffiffiffiffiffiffiffiffi
l0e0

p
; ð1Þ

Fig. 2 Cross-section of the
multiconductor lines under
consideration
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kj ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l0 e0erj þ irj=x
� �q

; j ¼ 1; 2; ð2Þ

where x is the angular speed, erj is the relative dielectric constant of media j, and
e−ixt is used, the integrated formulae of the magnetic field in the air radiated by a
horizontal infinitely long wire over a two-layered earth are (Wait 1970)

B0x x; y; zð Þ ¼ Il0
4p

B1
0x þB2

0x þB3
0x

� �
; ð3Þ

B0z x; y; zð Þ ¼ Il0
4p

B1
0z þB2

0z þB3
0z

� �
; ð4Þ

where B1 and B2 are direct wave and ideal reflected wave,

B1
0x ¼

Zþ1

�1
e�ic0 z�dj jeikxdk

¼ 2ik0ðz� dÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðz� dÞ2

q K1 ik0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðz� dÞ2

q� �
;

ð5Þ

B2
0x ¼

Zþ1

�1
eic0ðzþ dÞeikxdk

¼ 2ik0ðzþ dÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðzþ dÞ2

q K1 ik0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðzþ dÞ2

q� �
;

ð6Þ

B1
0z ¼ �

Zþ1

�1
e�ic0 z�dj jeikx

k
c0

dk

¼ 2ik0xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðz� dÞ2

q K1 ik0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðz� dÞ2

q� �
;

ð7Þ

B2
0z ¼

Zþ1

�1
e�ic0ðzþ dÞeikx

k
c0

dk

¼ � 2ik0xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðzþ dÞ2

q K1 ik0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þðzþ dÞ2

q� �
;

ð8Þ

where d is the height of line source to the ground surface, and K0 and K1 are the
modified Bessel functions.
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B3
0x ¼

Zþ1

�1
eic0ðzþ dÞeikx Q� 1ð Þdk; ð9Þ

B3
0z ¼

Zþ1

�1

k
c0

eic0ðzþ dÞeikx Q� 1ð Þdk; ð10Þ

where

Q� 1 ¼ 2
�c0c1 þ ic0c2 tanðc1lÞ

c0c1 þ c1c2 � iðc21 þ c0c2Þ tanðc1lÞ
; ð11Þ

cj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2j � k2

q
; j ¼ 0; 1; 2; ð12Þ

where l is the thickness of middle layer.
The main aim is to evaluate the integrals using analytical techniques. Contour

integral technique is applied to the above integrals. The contribution of residue to
the integrals is called trapped surface wave, and the contribution of the integral
along the branch lines is called the lateral wave. The complete wave contributions
are provided next.

2.3 Trapped Surface Wave

From the above derivations, we know that the trapped surface wave is from the
residue. The two factors of the residue are poles and expressions. First, let us
examine the pole equation:

c0c1 þ c1c2 � iðc21 þ c0c2Þ tanðc1lÞ ¼ 0: ð13Þ

The roots are obtained using Newton’s iteration method from the pole equation
(Zhi et al. 2012).

Note that when the roots of the pole equation are solved, the residue is obtained
easily. The terms of the trapped surface wave can be achieved as

BS
0x ¼ �il0I

X
j

eixk
�
j þ ic0ðk�j Þðzþ dÞ

� �c0ðk�j Þc1ðk�j Þþ ic0ðk�j Þc2ðk�j Þ tan c1ðk�j Þl
c1ðk�j Þq0ðk�j Þ

;

ð14Þ
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BS
0z ¼ il0I

X
j

k�j e
ixk�j þ ic0ðk�j Þ zþ dð Þ

� �c0ðk�j Þc1ðk�j Þþ ic0ðk�j Þc2ðk�j Þ tan c1ðk�j Þl
c0ðk�j Þc1ðk�j Þq0ðk�j Þ

;

ð15Þ

where

q0ðkÞ ¼ �k
c0
c1

þ c1
c0

þ c2
c1

þ c1
c2

� �

þ ik tanðc1lÞ
c0
c2

þ c2
c0

þ 2
� �

þ i sec2ðc1lÞ c21 þ c0c2
� � lk

c1
:

ð16Þ

2.4 Lateral Wave

From the above derivations, we know that the lateral wave is from the integral
along the branch lines. Figure 3 shows that there are three branch lines; thus, lateral
wave consists of three compositions. The evaluation of the integral along the branch
cut C1 is zero, and the integral along the branch cut C2 can be neglected (Li 2009).
Thus, the lateral wave is mainly the contribution of branch cut C0, which is pre-
sented in Eq. (A2) in the Appendix.

0Γ
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1k
2k

*
2λ*

1λ
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1Γ
2Γ

Imλ

Reλ

Fig. 3 Configuration of
poles and branch lines
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2.5 Final Formulae for the Magnetic Field

Based on the above results, the final formulae of the magnetic fields B0x and B0z are
shown in the Appendix, where

A ¼ �1þ i
c0
c1

tanðc1lÞ

� �1þ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k22 � k20

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 � k20

p tan
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 � k20

q
l

� �
;

ð17Þ

B ¼ c2 � ic1 tanðc1lÞ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k22 � k20

q
þ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 � k20

q
tan

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k21 � k20

q
l

� �
;

ð18Þ

D ¼ 1ffiffiffi
2

p B
Ak0

� i
zþ d
x

� �
; ð19Þ

p� ¼ k0xD
2: ð20Þ

It is seen that the total field is composed of the direct wave, the ideal reflected
wave or image wave, the trapped surface wave, and the lateral wave.

3 Computation Results and Comparison

With the measuring point on the interface z = 0 m and the height of the source line
d = 6 m, e1 = 2.65, e2 = 8, r2 = 0.4 S/m, and f = 10, 50 and 500 MHz according
to (CENELEC Standard EN50121, 2006) are considered for contact line.
Magnitudes of the total field, the trapped surface wave, and DRL wave, which is
composed of the direct wave, the ideal reflected wave, and the lateral wave, are
computed at k1l = 2.97p as shown in Fig. 4a–c.

With the measuring point on the interface z = 0 m and the height of the source
line d = 0.2 m, e1 = 2.65, e2 = 8, r2 = 0.4 S/m, and f = 10, 50 and 500 MHz are
considered for rail line. Magnitudes of the total field, the trapped surface wave, and
the DRL waves are computed at k1l = 2.97p as shown in Fig. 5a–c.

Compared with trapped surface wave by a dipole in (Li 2009), the amplitude of
the trapped surface wave by a horizontal infinitely long wire has no dispersion
losses, due to the wavefront of the trapped surface wave radiated over the
two-layered earth is always a plane. This characteristic is different from that of a
dipole source in the presence of a three-layered region. In the case of a dipole
source, the wavefront is enlarged as the dispersion of the trapped surface, the
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amplitude of the trapped surface wave is attenuated as q−1/2 in the q direction. The
attenuation of trapped surface wave in all the figures is mainly due to the dielectric
losses. And the nearer the observer is to the interface, the more important the
strapped surface wave is when considering the thickness of the middle layer.

Trapped surface wave
DRL wave
Total field

|H
0z

| (
A/

m
)

0 20 40 60 80 100 120 140 160 180 200

101

100

10-1

10-2

10-3

x (m)

Trapped surface wave
DRL wave
Total field

|H
0 z

| (
A/

m
)

0 20 40 60 80 100 120 140 160 180 200

100

10-1

10-2

10-3

10-4

x (m)

Trapped surface wave
DRL wave
Total field

|H
0z

| (
A/

m
)

0    20 40    60   80  100  120  140 160 180  200

100

10-5

10-10

10-15

10-20

x (m)

(a)

(b)

(c)

Fig. 5 Magnitude of H0z

versus propagating distances
at z = 0, d = 0.2 m with
e1 = 2.65, e2 = 8, r2 = 0.4
S/m and k1l = 2.97p.
a f = 10 MHz; b f = 50 MHz;
c f = 500 MHz

536 Y. Zhi et al.



4 Conclusions

Overhead lines in high-speed railway consist of catenary wire, contact wire, neg-
ative feeder wire, ground wire, and rails, which constitute multiconductor trans-
mission lines. These lines are divided into two groups: contact lines and rail lines.
Magnetic field around the lines is discussed as single line for contact lines and rail
lines.

The total magnetic field consists of the direct wave, the ideal reflected wave or
image wave, the trapped surface wave, and the lateral wave. The trend of the field
and wave is attenuated along the x direction.

When the frequency becomes higher and the source is near the interface, the
trapped surface wave is dominant. But when the source is away from the interface,
the total field is dominated by DRL waves.

Appendix
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1 Introduction

Traction motors are key parts of high-speed trains (Fang 2011), and insulation
failure is a key failure mode. There are about 37% of traction motor failures
resulting from insulation failures (Zhou et al. 2006). The reliability of insulation has
a direct effect on the safety and performance of high-speed trains.

At the rated rotating speed, the winding insulation of traction motors is subject to
a continuous high-voltage square wave pulse instead of a sinusoidal voltage.
Compared with a sinusoidal voltage, a high-voltage square wave may apply a
higher voltage with a high frequency. The high frequency also intensifies the aging
effect of dielectric loss, partial discharge, and space charges on the insulation,
which may provoke premature failure.

Fatigue and shock play a primary role in traction motor insulation failure.
Fatigue is associated with electrical, thermal, and mechanical aging, and shocks
arise from the interventions of extremely high-voltage pulses of regional over-
voltage, over switched voltage, ring effect, and so on. Therefore, a traction motor
insulation can be treated as a deteriorating system subject to the combination of
fatigue load and shock load.

Timely maintenance can free traction motor insulations from sudden catastrophic
breakdown. Maintenance planning is of vital importance to guarantee safety and
availability. Time-based maintenance (TBM) and condition-based maintenance
(CBM) are two mainstream strategies of preventive maintenance (PM) (Liu et al.
2007; Asadzadeh and Azadeh 2014; Gao et al. 2014). Up to now, TBM based on
historical life information is the main method for insulation maintenance, where
maintenance is scheduled based on a pre-specified age threshold. It has obvious
drawbacks, such as either excessive or insufficient maintenance (Ma 2008). With
the development of sophisticated inspection technology on key performance
parameters, such as the quantity of partial discharge, the polarization index, and
winding insulation resistance, CBM shows great potential to substitute for TBM.
However, as far as we are aware no CBM policy specific for motor insulations has
been proposed in previous studies.

The issue of CBM policies for deteriorating systems has attracted a lot of
attention. Most CBM models rely on the accessibility to degradation process
information (Lu and Liu 2014; Shi and Zeng 2014). Gebraeel et al. (2005) pre-
sented a maintenance model combining the estimation of residual life distribution
based on the Bayes theory and PM, in which the degrading function was assumed to
be linear. Yang and Klutke (2000) and van Noortwijk (2009) described the
degrading characteristics of deteriorating systems by a Gamma process and a Levy
process.

Life data collected by the manufactures of insulation materials and the accel-
erating test results before delivery both make the life distribution accessible, and the
integration of CBM and TBM is both possible and a significant development in
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engineering practice. Up to now research on TBM and CBM has remained separate.
Data sharing between these two maintenance modes is a problem and worthy of
in-depth research (Ahmad and Kamaruddin 2012). By sharing the statistical process
data, some researchers attempted to establish the joint optimal models of CBM and
TBM for manufacturing systems (Panagiotidou and Tagaras 2008, 2010, 2012; Yin
et al. 2015). This model is innovative by maximally using the life information and
state information and can be extended to deteriorating system maintenance with
modification. In addition, Tang et al. (2015) provided an autoregressive model to
describe system degradation.

For shock models, Tang and Lam (2006) and Lam (2009) proposed a mainte-
nance model for deteriorating systems under d-shock, which worked out the
maintenance plan on the basis of the interval between two shocks. Hu (1995) and
Montoro-Cazorla and Pérez-Ocón (2014) established the model considering the
shock effect by adopting a Markovian process. All the above-mentioned shock
models assumed that each shock may lead to a discount of residual life. The
accumulation of life loss is used as a reference to set up maintenance models, but
these do not match the extreme shock situation of traction motor insulations. Some
researchers also extended the degradation-threshold-shock model of optimal
maintenance, which integrated degradation and shock effects and described them
with stochastic process models (Wang et al. 2011; Castro 2013; Lin et al. 2014,
2015; Caballé et al. 2015; Castro et al. 2015).

In summary, for the application of CBM in insulation maintenance, it is a big
challenge to establish an integrated model of TBM and CBM, one which explicitly
takes extremely high-voltage shock effect into account. In this paper, we propose a
maintenance policy in which periodic inspections are conducted to evaluate insu-
lation performance, and the preventive maintenance actions are initialized by
exceeding the critical age or exceeding a pre-specified inspection threshold. An
optimization model is set up, which takes inspection interval and the critical age as
the optimization variables, and minimal maintenance cost per time unit as the
optimization objective.

In this paper, we first describe the problem setting and the basic assumption of
the maintenance strategy with details. Then, we focus on the optimization model
and establish the optimization model ignoring the shock effect as a preparation for
future analysis. At last, the proposed model is validated through a numerical
example.

2 Problem Statement and Description

The proposed maintenance strategy is described as follows.

1. The failure modes of traction motor insulations can be divided into two cate-
gories (Yao et al. 2013):
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Failure a: The first type of failure, the situation that functional failure occurs
while inspection data does not reach or exceed the threshold value. A corrective
maintenance (CM) should be executed.

Failure b: The second type of failure, the situation that inspection data reaches or
exceeds the threshold value with no occurrence of functional failure. A PM should
be executed.

Failure a is directly observable and self-announcing, while Failure b can only be
detected through offline inspections. Figure 1 describes the operating and failure
modes of traction motor insulations.

2. Traction motor insulations can work in two states, normal state and latent failure
state. Latent failure state is a transition state between normal state and functional
failure state. During this period, insulations have shifted from a stable period to
an accelerating aging period, and their failure rate increases acutely, that is to
say the probability that functional failure occurs in this state is higher than that
in normal state. s = {0, 1, 2} is the state set of traction motor insulations, and
states 0, 1, and 2 represent normal state, latent failure state, and functional
failure state, respectively. When insulation is under state 1, the operation cost of
traction motors will increase due to the decrease of motor efficiency. Under
either state 0 or state 1, insulation can jump to state 2. Note that the probability
of the jump from state 1 to state 2 is higher than that from state 0 to state 2.
Figure 2 clarifies the state transition mechanism, in which PSi is the failure
probability at state i (i = 0, 1) after each shock, f(t) is the probability density
function (PDF) of the time from normal state to latent failure state, u0(t) is the
PDF of the time to functional failure state in normal state, and u1(t) is the PDF
of the time to functional failure state in latent failure state. The difference
between Fig. 2 and the one proposed by Panagiotidou and Tagaras (2010) is that
shocks are integrated into the state transition process.

3. The offline inspections on the performance indicator are performed periodically
(assuming inspection is perfect). Generally, the inspection times should be an
arbitrary value independent of each other. However, the optimization model
itself is already extremely complicated, and if we set the inspection times as

Normal state

Latent failure
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Inspection threshold
Critical age

Time (h)

Fa
ilu
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 ra

te
 (%
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Fig. 1 Operating and failure
modes of insulations
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arbitrary values, which may add more complexity to the optimization model, it
is too hard to obtain a convergent solution in practice. So for practical feasi-
bility, the inspection will be taken with a constant interval or the interval should
obey a simple rule. In this study, a constant inspection interval is adopted to
simplify the optimization model. When the performance of insulations is lower
than the national standards, Failure b happens, and PM is called for to restore
insulations to the normal state. For simplicity, we define the duration of
N inspection intervals as the critical age, beyond which the failure rate of
insulations will be unacceptably high. If insulations can survive N inspection
intervals without any state transition or failure, a PM is scheduled to be carried
out. Once Failure a happens, the motor has to stop without any delay and an
emergency control mechanism should be launched to let other traction motors
share its traction load. In this situation, CM is indispensable. Once a mainte-
nance action is triggered, either PM or CM, an operation cycle ends, and a
replacement action is performed due to the high safety requirement of
high-speed trains without considering the delivery time of spare parts.
Insulations will restore to an “as good as new” state after maintenance, which
also indicates the start of a new operation cycle.

4. Insulation is subject to external random extremely high-voltage shock which
occurs according to a Poisson process with k as the intensity parameter. The
failure probability after each shock for state 0 is smaller than that for state 1
(PS0 < PS1). Here, we ignore the influence of extreme shocks on insulation
residual life (Chen and Li 2008).

5. A(ti) = {a0, a1, a2} is the maintenance action set at time ti, where a0 represents
no maintenance action, and a1 and a2 are PM and CM, respectively.

6. E = {E(T0), E(T1), PPM, PCM, TC, TIN} is the operation state parameter set. E(Ti)
is the expected time at state i (i = 0, 1) in an operation cycle; PPM and PCM are
the probabilities to carry out PM and CM within one cycle, respectively; TC is
the pre-defined critical age, and TIN is the interval between two continuous
inspections. Note that TIN is a fixed value and TC = NTIN.

Normal
state

Latent 
failure
state

Functional 
failure 
state

f(t)

CBM

CM

PS0

PS1

φ1(t)

φ0(t)Fig. 2 State transition
mechanism
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7. C = {C0, C1, CPM, CCM, CIN, CPT} is the cost set. Ci is the operation cost at
state i (i = 0, 1) and C1 > C0; CPM, CCM, and CIN are the costs of one PM, one
CM, and one inspection, respectively; and CPT is the operation cost per unit
time within one cycle.

3 Mathematical Model Development

In this section, we will establish an optimization model for traction motor insulation
maintenance, in which the minimal CPT in an operation cycle is regarded as the
optimization objective. Since CPT is a function of the variables of N and TIN, they
are defined to be the decision variables with the constraints set as follows:
{TC > TIN > 0; C1 > C0 > 0; CCM > CPM > 0; PS1 > PS0; N � 2}.

The expected operation time within one operation cycle comprises the expected
operation time at state 0 and the expected operation time at state 1. The expected
cost within one cycle includes the expected costs of operation at state 0, operation at
state 1, inspections, PM, and CM.

Then, the objective function can be expressed as

CPT ¼ EðCÞ
EðTÞ ; ð1Þ

where E(C) and E(T) are the expected cost and expected operation time of one
cycle, respectively, and

EðCÞ ¼ EðT0ÞC0 þEðT1ÞC1 þPPMCPM

þPCMCCM þEðIN)CIN;

EðTÞ ¼ EðT0ÞþEðT1Þ;

where E(IN) is the expected number of inspections within one cycle.
In the rest of this section, we focus on the derivation of the variables in this

model.

3.1 Failure Rate of Insulations Under Shocks

SupposeW(t, i) is the survival cumulative distribution function (CDF) of insulations
under high-voltage shocks in the duration of t when operating in state i. According
to Poisson process theory, we can obtain
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Wðt; iÞ ¼
Xþ1

k¼0

ðktÞk
k!

e�ktð1� PSiÞk
" #

¼ expð�ktPSiÞ: ð2Þ

The failure CDF under shocks within period t at state i (i = 0, 1) is

�Wðt; iÞ ¼ 1�Wðt; iÞ;

and the corresponding PDF is

/ðt; iÞ ¼ kPSi expð�ktPSiÞ:

3.2 State Transition Probability During a Single Inspection
Interval

Suppose ti−1 (i � 1) is the time when the (i − 1)th inspection is taken, in which t0
means the initial time of a new operation cycle and at t0 insulations are as good as
new. Suppose s(ti) is the state at time ti, and if s(ti−1) = 0, traction motor insulation
will continue to work. In the duration of ti−1−ti, four scenarios may occur:

(1) Scenario a: During the interval of ti−1–ti, no state transition occurs, that is to say
s(ti) = 0. Then we can obtain the condition probability of occurrence of
Scenario a as

Pti
a ¼ P sðtiÞ ¼ 0jsðti�1Þ ¼ 0f
[ ð8t 2 ðti�1; ti�; sðtÞ 6¼ 1[ sðtÞ 6¼ 2Þg

¼ 1� U0ðtiÞ
1� U0ðti�1Þ

1� FðtiÞ
1� Fðti�1Þ

Wðti; 0Þ
Wðti�1; 0Þ

¼
�U0ðtiÞ
�U0ðti�1Þ

�FðtiÞ
�Fðti�1ÞWðTIN; 0Þ;

ð3Þ

where F(t) is the CDF of the time from normal state to latent failure state, U0(t) is
CDF of the time to functional failure state in normal state, and U1(t) is the CDF of
the time to functional failure state in latent failure state, and

�U0ðtÞ ¼ 1� U0ðtÞ;
�FðtiÞ ¼ 1� FðtiÞ:

(2) Scenario b: During the interval of ti−1–ti, the operation state starts at state 0 but
ends at state 1, which means that one state transition from state 0 to state 1
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occurs without the occurrence of functional failures. The condition probability
of occurrence of Scenario b can be expressed by

Pti
b ¼ P sðtiÞ ¼ 1jsðti�1Þ ¼ 0[ ð8t 2 ðti�1; ti�; sðtÞ 6¼ 2Þf g

¼
Zti

ti�1

f ðtÞ
�Fðti�1Þ

�U0ðtÞ
�U0ðti�1Þ

�U1ðtiÞ
�U1ðtÞ

�Wðt � ti�1; 0ÞWðTIN � tþ ti�1; 1Þdt;

ð4Þ

where

�U1ðtÞ ¼ 1� U1ðtÞ:

(3) Scenario c: At some time between the interval of ti−1–ti, one functional failure
happens without state transition from state 0 to state 1. The operation cycle is
interrupted. Due to the fact that the probability that functional failure resulting
from both the internal factors and shocks simultaneously is quite slim, it is
ignored to simplify calculation. The condition probability of occurrence of
Scenario c is given by

Pti
c ¼ PðsðtiÞ ¼ 2jsðti�1Þ ¼ 0[ ð8t 2 ðti�1; ti�; sðtÞ 6¼ 1Þ

¼
Zti

ti�1

�FðtÞ
�Fðti�1Þ

u0ðtÞ
�U0ðti�1ÞWðt � ti�1; 0Þ

�

þ
�U0ðtÞ

�U0ðti�1Þ/ðt � ti�1; 0Þ
�
dt:

ð5Þ

(4) Scenario d: At some time between the interval of ti−1–ti, one state transition
from state 0 to state 1 happens and then one state transition from state 1 to state
2 takes place in order, when the operation cycle is interrupted. The condition
probability of occurrence of Scenario d is given by

Pti
d ¼ P sðtiÞ ¼ 2jsðti�1Þ ¼ 0f
[ ð8t 2 ðti�1; t

0�; sðtÞ ¼ 1Þ
[ ð8t 2 ðt0; ti�; sðtÞ ¼ 2g

¼
Zti

ti�1

D1

Zti

t

D2dt0dt;

ð6Þ
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where

D1 ¼ f ðtÞ
�Fðti�1Þ

�U0ðtÞ
�U0ðti�1ÞWðt � ti�1; 0Þ;

D2 ¼ u1ðt0Þ
�U1ðtÞ Wðt0 � t; 1Þþ

�U1ðt0Þ
�U1ðtÞ /ðt

0 � ti�1; 1Þ
� �

:

3.3 Mathematical Models for the Variables
in the Optimization Model

3.3.1 Expected Time at State 0 within a Cycle

The expected time at state 0 for traction motor insulations in a cycle includes the
following three parts:

(1) No state transition happens in a cycle, and the expected time at state 0 is
represented by T0

0 ;
(2) One state transition from state 0 to state 1 happens, while no state transition

from state 0 to state 2 happens, and the expected time at state 0 is represented
by T1

0 ;
(3) One state transition from state 0 to state 2 happens, while no state transition

from state 0 to state 1 happens, and the expected time at state 0 is represented
by T2

0 .

Then the expected time at state 0 yields the following expression:

EðT0Þ ¼ T0
0 þ T1

0 þ T2
0 ; ð7Þ

where

T0
0 ¼ TC�FðTCÞ�U0ðTCÞWðTC; 0Þ;

T1
0 ¼

ZTC
0

tf ðtÞ�U0ðtÞWðt; 0Þdt;

T2
0 ¼

ZTC
0

t�FðtÞ u0ðtÞWðt; 0Þþ �U0ðtÞ/ðt; 0Þ½ �dt;
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and after simplification, we can obtain

EðT0Þ ¼
ZTC
0

�U0ðtÞ�FðtÞWðt; 0Þdt: ð8Þ

3.3.2 Expected Time at State 1 in a Cycle

If the inspection at time ti−1 is completed with a result that insulation is at state 0,
we obtain the expression of the probability of its occurrence

PðSti�1
0 Þ ¼ Pti�1

a
�Fðti�2Þ�U0ðti�2ÞWðti�2; 0Þ

¼ �Fðti�1Þ�U0ðti�1ÞWðti�1; 0Þ:

If and only if Scenario b or Scenario d happens during ti−1–ti, there exists time
that insulation is at state 1. The expression of the expected time at state 1 during ti
−1–ti is given by

EðT1iÞ ¼ PðSti�1
0 Þ

Zti

ti�1

Pti
bðti � tÞþD1

Zti

t

D2ðt0 � tÞdt0
2
4

3
5dt: ð9Þ

For the whole cycle, the expression of the expected time at state 1 is given by

EðT1Þ ¼
XN
i¼1

EðT1iÞ: ð10Þ

3.3.3 Probability of PM and CM in a Cycle

PM is called for in the following two situations:
Situation a: insulation is detected to be at state 1 through the periodic inspection.
Situation b: after N inspection intervals, no state transition happens, but insu-

lation is unacceptable. Then a PM is processed.
Through the above analysis, it can be seen that the probability that Situation

a happens is equal to the summation of Scenario b happens in each inspection
interval, and then it can be derived as

Pa
PM ¼

XN
i¼1

Pti
b: ð11Þ
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Then we can obtain the probability that PM is called for in a cycle as follows:

PPM ¼
XN
i¼1

Pti
b þPðStN0 Þ; ð12Þ

where PðSti0Þ is the probability of being at state 0 at time ti.
Because a cycle will end when either a PM or a CM is launched, it is clear that

PCM ¼ 1� PPM: ð13Þ

3.3.4 Expected Number of Inspections in a Cycle

When the inspection at time ti−1 is completed, if and only if Scenario a or Scenario
b happens, the inspection at time ti is called for, whose probability can be repre-
sented by

PIN
ti ¼ PðSti�1

0 ÞðPti
a þPti

bÞ:

So the expected number of inspections within one cycle is

EðINÞ ¼
Xm
i¼1

PðSti�1
0 ÞðPti

a þPti
bÞ; m� 2: ð14Þ

4 Special Case

The above section describes the optimal maintenance model combining TBM with
CBM, in which the shock effect is taken into account. In this part, we will establish
the model of merely integrating TBM and CBM without the shock effect as a
special case for future comparison of their efficiency and analyzing the effect of the
shock parameter variations on optimization solutions. In the following section, we
will put a ^ above the variables to differentiate from the ones used in previous
sections. For example, P̂PM stands for the probability to carry out PM within one
cycle in the model without considering the shock effect.

The mathematical model under such circumstance is shown as follows.
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4.1 State Transition Probability Within One Inspection
Interval

Scenario a:

P̂ti
a ¼

�U0ðtiÞ
�U0ðti�1Þ

�FðtiÞ
�Fðti�1Þ :

Scenario b:

P̂ti
b ¼

Zti

ti�1

f ðtÞ
�Fðti�1Þ

�U0ðtÞ
�U0ðti�1Þ

�U1ðtiÞ
�U1ðtÞ dt:

Scenario c:

P̂ti
c ¼

Zti

ti�1

�FðtÞ
�Fðti�1Þ

u0ðtÞ
�U0ðti�1Þdt:

Scenario d:

P̂ti
d ¼

Zti

ti�1

D̂1

Zti

t

D̂2dt0dt;

where

D̂1 ¼ f ðtÞ
�Fðti�1Þ

�U0ðtÞ
�U0ðti�1Þ ;

D̂2 ¼ u1ðt0Þ
�U1ðtÞ :

4.2 Mathematical Models for the Variables in Optimization
Model

The expected time of one cycle is

EðT̂Þ¼EðT̂0ÞþEðT̂1Þ;
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where

EðT̂0Þ ¼
ZTC
0

�U0ðtÞ�FðtÞdt;

EðT̂1Þ ¼
XN
i¼1

EðT̂1iÞ;

EðT̂1iÞ ¼ P̂ðSti�1
0 Þ

Zti

ti�1

P̂ti
bðti � tÞdt

2
4

þ
Zti

ti�1

D̂1

Zti

t

D̂2ðt0 � tÞdt0dt
3
5:

4.3 Probability of PM, CM, and the Expected Number
of Inspections in One Cycle

The probability of PM and CM, and the expected number of inspections in one
cycle are

P̂a
PM ¼

XN
i¼1

P̂ti
b;

P̂CM ¼ 1� P̂PM;

EðINÞ ¼
Xm�1

i¼1

P̂ðŜti�1
0 ÞðP̂ti

a þ P̂ti
bÞ; m� 2:

5 Numerical Investigation and Discussion

Our numerical example used the data from a specific kind of insulation material for
traction motors. A primary assumption is that the times for state transitions all
follow a Weibull distribution. The time unit is 10,000 h. The shape parameters and
scale parameters are (2.198, 96.542) for state 0 to state 1, (2.653, 41.737) for state 1
to state 2, and (2.207, 89.246) for state 0 to state 2. The failure rates under extreme
shock are 0.0021 and 0.0057 at state 0 and state 1, respectively.

The basic objective of maintenance optimization is to avoid both excessive and
insufficient maintenance and finally reach the best compromise between maintenance
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cost and reliability. Using the above data, we can obtain the mapping relationship
among CPT, TIN, and N as shown in Fig. 3. It can be observed that:

1. The convexity of the surface indicates that there exists an optimal set of N and
TIN.

2. The CPT of the proposed model is much higher with a small N, which results
from the poor availability of traction motor insulations and excessively frequent
PM. In this case, excessive maintenance occurs.

3. For very large N, the maintenance strategy turns into a total CBM model.
Furthermore, if TIN is large simultaneously, both the life information and the
condition monitoring information are given up. This maintenance transfers to a
pure CM strategy and is inevitably costly.

4. At the optimal point, operation cost and failure risk reach the best trade-off. It
can be observed that from this point, with the increase of TIN and N, the risk of
sudden functional failure increases greatly because of insufficient maintenance,
which will finally lead to expensive CM.

The optimal solutions for TIN and N are 1.48 and 12, respectively, and the critical
age is 17.76. In this case, the optimization solution T̂IN and N̂ for the special case
are 1.65 and 14, respectively, and the critical age is 23.1.

C
PT

N
INT

Fig. 3 Mapping relationship
among CPT, TIN, and N

Table 1 Optimization solutions

No. k PS0 PS1 N TIN TC C (%)

1 0.01 0.0004 0.0007 14 1.60 22.40 0.74

2 0.02 0.0017 0.0153 16 1.21 19.36 3.84

3 0.02 0.0021 0.0029 13 1.58 20.54 4.03

4 0.02 0.0150 0.0200 12 1.39 16.68 5.76

5 0.05 0.0021 0.0057 12 1.48 17.76 5.38

6 0.20 0.0004 0.0007 13 1.57 20.41 1.65

7 0.20 0.0170 0.0650 9 1.38 12.42 13.70

8 1.00 0.1000 0.1200 4 1.31 5.24 40.70
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The influence of shock parameters on the maintenance strategy is another crucial
concern. By varying the values of k and PSi, a group of solutions, listed in Table 1,
is obtained. C% indicates the cost decrease percent between the CPT of the pro-
posed model and that of the optimal solution of the special case. We can observe
that:

1. According to the 1st set of data in Table 1, for small values of shock frequency
as well as small failure rate after shocks, the proposed model is very close to the
special case. However, for high frequency of shocks as well as high failure rates
after shocks, such as the No. 8 dataset, the pre-defined critical age is too short to
fulfill the availability requirements, and it is too expensive to operate under such
a situation. It can be concluded that the traction motors are inadequate for
working in this case.

2. TIN is more susceptible to the difference between PS0 and PS1. With an
increasing difference, more frequent inspections are demanded. In state 1,
shocks are more inclined to lead to functional failure and more frequent
inspections should be performed to avoid the operation in state 1.

3. With the increase of the frequency of shocks and failure rate, the optimal critical
age decreases. More shocks may lead to the increase of the probability of
high-cost CM, and therefore, the critical age should be reduced to lower the
probability of CM provoked by time-related internal factors.

4. Comparing with the optimization solution of the special case, both TIN and TC
are diminished. That means the system will operate under insufficient mainte-
nance if the maintenance strategy obtained from the model of the special case is
selected. This may bring about a higher risk of sudden breakdown. With the
increase of the shock parameters, the impact of shocks on maintenance strategies
becomes more remarkable, and the strategy may even eventually mislead the
maintenance actions.

6 Conclusions

We developed an optimization model of PM strategy for traction motor insulations,
which combines TBM and CBM as well as taking random shocks into account.

The primary contribution of this study is to work out a feasible and practical
CBM strategy for traction motor insulations based on their operating characteristics.
Through periodic inspections, an operating mechanism comprising two failure
modes and three operating states is proposed, which can make the best use of
historic life information and inspection information. Moreover, it can overcome the
drawbacks of excessive and insufficient maintenance of traditional time-based
maintenance schemes.

Another main contribution is to take extreme shock effect into account in the
maintenance model. Traction motor insulation is different from normal deteriorating
systems because of suffering random extreme shock load during operation. In the
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proposed model, extreme shocks following a Poisson process are integrated into the
maintenance model, which ultimately increases the accuracy of the maintenance
model.

Numerical investigation validates that by taking shock effect into account,
insulations can operate at a lower risk of catastrophic breakdown, and the operating
cost is reduced considerably.

References

Ahmad, R., & Kamaruddin, S. (2012). An overview of time-based and condition-based
maintenance in industrial application. Computer and Industrial Engineering, 63(1), 135–149.
doi:10.1016/j.cie.2012.02.002.

Asadzadeh, S. M., & Azadeh, A. (2014). An integrated systemic model for optimization of
condition-based maintenance with human error. Reliability Engineering & System Safety, 124,
117–131. doi:10.1016/j.ress.2013.11.008.

Caballé, N. C., Castro, I. T., Pézrez, C. J., et al. (2015). A condition-based maintenance of a
dependent degradation-threshold-shock model in a system with multiple degradation processes.
Reliability Engineering & System Safety, 134, 98–109. doi:10.1016/j.ress.2014.09.024.

Castro, I. T. (2013). An age-based maintenance strategy for a degradation-threshold-shock-model
for a system subjected to multiple defects. Asia-Pacific Journal of Operational Research, 30
(05), 1350016–1350029. doi:10.1142/S0217595913500164.

Castro, I. T., Caballé, N. C., & Pérez, N. C. (2015). A condition-based maintenance for a system
subject to multiple degradation processes and external shocks. International Journal of Systems
Science, 46(9), 1692–1704. doi:10.1080/00207721.2013.828796.

Chen, J. Y., & Li, Z. H. (2008). An extended extreme shock maintenance model for a deteriorating
system. Reliability Engineering & System Safety, 93(8), 1123–1129. doi:10.1016/j.ress.2007.
09.008.

Fang, Y. T. (2011). On China’s high-speed railway technology. Journal of Zhejiang
University-SCIENCE A (Applied Physics & Engineering), 12(12), 883–884. doi:10.1631/
jzus.A11GT000.

Gao, Y. C., Feng, Y. X., Tan, J. R. (2014). Multi-principle preventive maintenance: a
design-oriented scheduling study for mechanical systems. Journal of Zhejiang
University-SCIENCE A (Applied Physics & Engineering), 15(11), 862–872. doi:10.1631/
jzus.A1400102.

Gebraeel, N. Z., Lawley, M. A., Li, R., et al. (2005). Residual life distributions from component
degradation signals: a bayesian approach. IIE Transactions, 37(6), 543–557. doi:10.1080/
07408170590929018.

Hu, Q. Y. (1995). The optimal replacement of Markov deteriorative under stochastic shocks.
Microelectronics Reliability, 35(1), 27–31. doi:10.1016/0026-2714(94)00074-X.

Lam, Y. (2009). A geometric process d-shock maintenance model. IEEE Transactions on
Reliability, 58(2), 389–396. doi:10.1109/TR.2009.2020261.

Lin, Y. H., Li, Y. F., & Zio, E. (2014). Multi-state physics model for the reliability assessment of a
component under degradation processes and random shocks. In ESREL, Amsterdam, the
Netherlands pp. 1–7.

Lin, Y. H., Li, Y. F., & Zio, E. (2015). Integrating random shocks into multi-state physics models
of degradation processes for component reliability assessment. IEEE Transactions on
Reliability, 64(1), 154–166. doi:10.1109/TR.2014.2354874.

556 J. Zhang et al.

http://dx.doi.org/10.1016/j.cie.2012.02.002
http://dx.doi.org/10.1016/j.ress.2013.11.008
http://dx.doi.org/10.1016/j.ress.2014.09.024
http://dx.doi.org/10.1142/S0217595913500164
http://dx.doi.org/10.1080/00207721.2013.828796
http://dx.doi.org/10.1016/j.ress.2007.09.008
http://dx.doi.org/10.1016/j.ress.2007.09.008
http://dx.doi.org/10.1631/jzus.A11GT000
http://dx.doi.org/10.1631/jzus.A11GT000
http://dx.doi.org/10.1631/jzus.A1400102
http://dx.doi.org/10.1631/jzus.A1400102
http://dx.doi.org/10.1080/07408170590929018
http://dx.doi.org/10.1080/07408170590929018
http://dx.doi.org/10.1016/0026-2714(94)00074-X
http://dx.doi.org/10.1109/TR.2009.2020261
http://dx.doi.org/10.1109/TR.2014.2354874


Liu, B. Y., Fang, Y. T., Wei, J. X., et al. (2007). Inspection-replacement policy of system under
predictive maintenance. Journal of Zhejiang University-SCIENCE A, 8(3), 495–500. doi:10.
1631/jzus.2007.A0495.

Lu, X. F., & Liu, M. (2014). Hazard rate function in dynamic environment. Reliability Engineering
& System Safety, 130, 50–60. doi:10.1016/j.ress.2014.04.020.

Ma, H. Z., 2008.Motor state monitoring and fault diagnosis (pp. 354–370 ). Beijing, China: China
Machine Press (in Chinese).

Montoro-Cazorla, D., & Pérez-Ocón, R. (2014). A reliability system under different types of shock
governed by a Markovian process and maintenance policy K. European Journal of Operational
Research, 235(3), 636–642. doi:10.1016/j.ejor.2014.01.021.

Panagiotidou, S., & Tagaras, G. (2008). Evalution of maintenance policies for equipment subject
to quality shifts and failures. International Journal of Production Research, 46(20), 5761–
5779. doi:10.1080/00207540601182260.

Panagiotidou, S., & Tagaras, G. (2010). Statistical process control and condition based
maintenance: a meaningful relationship through data sharing. Production and Operations
Management, 19(2), 156–171. doi:10.1111/j.1937-5956.2009.01073.x.

Panagiotidou, S., & Tagaras, G. (2012). Optimal integrated process control and maintenance under
general deterioration. Reliability Engineering & System Safety, 104, 58–70. doi:10.1016/j.ress.
2012.03.019.

Shi, H., & Zeng, J. C. (2014). Preventive maintenance strategy based on life prediction. Computer
Integrated Manufacturing Systems, 20(5), 1133–1140. (in Chinese).

Tang, D. Y., Makis, V., Jafari, L., et al. (2015). Optimal maintenance policy and residual life
estimation for a slowly degrading system subject to condition monitoring. Reliability
Engineering & System Safety, 134, 198–207. doi:10.1016/j.ress.2014.10.015.

Tang, Y. Y., & Lam, Y. (2006). A d-shock maintenance model for deteriorating system. European
Journal of Operational Research, 168(2), 541–556. doi:10.1016/j.ejor.2004.05.006.

van Noortwijk, J. M. (2009). Survey of the application of gamma processes in maintenance.
Reliability Engineering & System Safety, 94(1), 2–21. doi:10.1016/j.ress.2007.03.019.

Wang, Z., Huang, H. Z., Li, Y., et al. (2011). An approach to reliability assessment under
degradation and shock process. IEEE Transaction of Reliability, 60(4), 852–863. doi:10.1109/
TR.2011.2170254.

Yang, Y., & Klutke, G. A. (2000). Lifetime-characteristics and inspection schemes for levy
processes. IEEE Transactions on Reliability, 49(4), 377–382. doi:10.1109/24.922490.

Yao, Y. Z., Meng, C., Wang, C., et al. (2013). Optimal preventive maintenance policies for
equipment under condition monitoring. Computer Integrated Manufacturing Systems, 19(12),
2968–2975. (in Chinese).

Yin, H., Zhang, G. J., Zhu, H. P., et al. (2015). An integrated model of statistical process control
and maintenance based on the delayed monitoring. Reliability Engineering & System Safety,
133, 323–333. doi:10.1016/j.ress.2014.09.020.

Zhou, K., Wu, G. N., Deng, T., et al. (2006). Aging time effect on PD and space charge behavior in
magnet wire under high PWM voltage. In IEEE International Symposium on Electrical
Insulation, Toronto, Canada pp. 159–162. doi:10.1109/ELINSL.2006.1665281.

Optimal Condition-Based Maintenance Strategy Under Periodic … 557

http://dx.doi.org/10.1631/jzus.2007.A0495
http://dx.doi.org/10.1631/jzus.2007.A0495
http://dx.doi.org/10.1016/j.ress.2014.04.020
http://dx.doi.org/10.1016/j.ejor.2014.01.021
http://dx.doi.org/10.1080/00207540601182260
http://dx.doi.org/10.1111/j.1937-5956.2009.01073.x
http://dx.doi.org/10.1016/j.ress.2012.03.019
http://dx.doi.org/10.1016/j.ress.2012.03.019
http://dx.doi.org/10.1016/j.ress.2014.10.015
http://dx.doi.org/10.1016/j.ejor.2004.05.006
http://dx.doi.org/10.1016/j.ress.2007.03.019
http://dx.doi.org/10.1109/TR.2011.2170254
http://dx.doi.org/10.1109/TR.2011.2170254
http://dx.doi.org/10.1109/24.922490
http://dx.doi.org/10.1016/j.ress.2014.09.020
http://dx.doi.org/10.1109/ELINSL.2006.1665281


Author Biographies

Jian Zhang Ph.D., is an assistant researcher of Electrical
Engineering at Zhejiang University, China. He received his Ph.D.
in mechanical engineering in 2010 from Zhejiang University. In
2015 he was an Academic Visitor at the University of
Nottingham, UK. His main research interests are on reliability
engineering and motor design.

Ji-en Ma Ph.D., is an associate professor in Zhejiang University,
Hangzhou, China. She received a Ph.D. degree in mechatronics
from Zhejiang University in 2009. Then she did postdoctoral
work in the College of Electrical Engineering, Zhejiang
University, China. Her recent work is on electrical machines and
drives. Her research interests include PM machines and drives for
traction applications, and mechatronics machines such as the
magneto fluid bearing.

Xiao-yan Huang Ph.D., is a professor in Electrical Engineering
at Zhejiang University, Hangzhou, China. She received a BE
degree from Zhejiang University in 2003, and received a Ph.D.
degree in electrical machines and drives from the University of
Nottingham, Nottingham, UK, in 2008. From 2008 to 2009, she
was a Research Fellow with the University of Nottingham. Her
research interests are PM machines and drives for aerospace and
traction applications, and generator systems for urban networks.

558 J. Zhang et al.



You-tong Fang is a professor at Zhejiang University. He is
chairman of the High Speed Rail Research Center in Zhejiang
University, deputy director of the National Intelligent Train
Research Center, on the committee of the China High Speed Rail
Innovation Plan, and expert of the National 863 Program (China
High Technology Development Program) in modern transporta-
tion and advanced carrying technology. He is also director of
three projects of the National Natural Science Foundation of
China (NSFC) and more than ten National 863 projects and
Technology Support Programs. Recent work has been on elec-
trical machines and drives. His research interests include per-
manent magnet (PM) machines and drives for traction
applications.

Optimal Condition-Based Maintenance Strategy Under Periodic … 559



A Combined Simulation of High-Speed
Train Permanent Magnet Traction System
Using Dynamic Reluctance Mesh Model
and Simulink

Xiao-yan Huang, Jian-cheng Zhang, Chuan-ming Sun,
Zhang-wen Huang, Qin-fen Lu, You-tong Fang and Li Yao

Contents

1 Introduction.......................................................................................................................... 562
2 Dynamic Reluctance Mesh Model ...................................................................................... 562

2.1 Principle of Basic Reluctance Mesh (RM) Model .................................................... 562
2.2 Dynamic Reluctance Mesh Model ............................................................................. 564
2.3 DRM Model of the PM Traction Motor.................................................................... 564
2.4 Simulation Results of DRM Model ........................................................................... 565

3 Combined Model Using DRM and Simulink..................................................................... 567
3.1 Dynamic Modeling and Interface............................................................................... 568
3.2 Vector Control System ............................................................................................... 569
3.3 Combine DRM and Simulink Model......................................................................... 570

4 Simulation Results............................................................................................................... 571
4.1 Constant Parameter PMSM Traction System Simulink Models ............................... 571
4.2 Combined Simulation Using DRM and Simulink..................................................... 571

5 Conclusions.......................................................................................................................... 574
References .................................................................................................................................. 575

X. Huang � J. Zhang � Z. Huang � Q. Lu (&) � Y. Fang
College of Electrical Engineering, Zhejiang University, Hangzhou 310027, China
e-mail: luqinfen@zju.edu.cn

C. Sun
CSR Qingdao Sifang Co. Ltd., Qingdao 266111, China

L. Yao
Danfoss (Tianjin) Ltd., Tianjin 301700, China

© Zhejiang University Press, Hangzhou and Springer Nature Singapore Pte Ltd. 2018
Y. Fang and Y.H. Zhang (eds.), China’s High-Speed Rail Technology,
Advances in High-speed Rail Technology, https://doi.org/10.1007/978-981-10-5610-9_30

561



1 Introduction

Permanent magnet (PM) motor traction systems for high-speed railways have been
highlighted recently due to their inherent advantages in terms of compact structure,
high efficiency, and high-power factor (Matsuoka 2007). Some prototype trains
have been independently developed by Alstom, Bombardier, and Siemens.
Although large-scale commercial application is not in prospect at the moment, the
PM motor traction system is considered as one of the most advanced high-speed
train technologies for the future (Mermet-Guyennet 2010; Lee 2012).

A common way to evaluate the performance of the PM motor traction system is
a dynamic simulation using the MATLAB Simulink models (Lu et al. 2011).
However, the PM motor Simulink model is based on constant machine parameters
such as resistance, d-axis inductance (Ld), q-axis inductance (Lq) but, in practice,
the parameters such as Ld and Lq vary during operation. Therefore, the PM motor
Simulink model cannot represent the real situation.

The finite element PM motor model can be used together with the Simulink
power electronics model for accurate and complete solutions for detailed behavior
(Ugalde et al. 2009). However, a substantial amount of computational resources and
much longer computational time are needed, especially for the traction motor which
is normally rated at a few hundred kilowatts.

The dynamic mesh modeling (DRM) method was developed by Carpenter
(1968), Ostovic (1986, 1988, 1989), Sewell et al. (1999), and Yao (2006). It is
based on the reluctance mesh. The magnetic field behavior is mapped onto an
equivalent lumped equivalent circuit. This DRM method can save computation time
without compromising accuracy (Dogan et al. 2013; Araujo et al. 2014;
Nguyen-Xuan et al. 2014). Therefore, in this paper, a dynamic mesh PM motor
model is built and combined with Simulink power electronics models for better
accuracy and higher simulation efficiency.

2 Dynamic Reluctance Mesh Model

2.1 Principle of Basic Reluctance Mesh (RM) Model

The DRM method is based on the concept of equivalent magnetic circuits. Many
laws and analysis methods for magnetic circuits can be analogous to those of
electric circuit theory. In electric circuits, the fundamental parameters are voltage
(V), current (I), and resistance (Re), and their behavior is described by network
constraints, such as Kirchhoff’s voltage and current laws, and their constitutive
relationships are described by, for example, Ohm’s law. In magnetic circuits, the
corresponding fundamental parameters are magnetomotive (MMF), flux (U), and
reluctance (Rm) as shown in Table 1. A simplified RM motor model consists of nine
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components as shown in Fig. 1, where the square components represent the
reluctance, while the circle component represents the MMF.

The magnetic circuit laws are analogous to those of electric circuits as follows:
Kirchhoff’s current and voltage law for magnetic circuits, for each node,

X
k

/k ¼ 0; ð1Þ

X
k

Fk ¼ 0; ð2Þ

where /k is the flux, and Fk is the MMF.

Table 1 Fundamental
parameters in magnetic and
electric circuits

Magnetic
circuit

Reluctance MMF Flux

Rm MMF = U�Rm U = MMF/Rm

Electric circuit Resistance Voltage Current

Re V = IRe I = V/Re

1

2

3 4

5

6 7

8

Rotor

Air gap

Stator

9

Fig. 1 Simplified RM model.
1 rotor yoke; 2 magnetic
source in rotor (permanent
magnet); 3 rotor pole; 4
leakage between rotor poles; 5
air gap between stator and
rotor; 6 stator teeth; 7 air gap
between stator teeth; 8 stator
yoke; 9 magnetic source in
stator
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The reluctance of each component can be calculated by

Rm ¼ l
lA

; ð3Þ

where l is the length, A is the cross section area of each component, and l is the
permeability.

Based upon the above equations, the performance of the machine can be
investigated.

2.2 Dynamic Reluctance Mesh Model

The air gap plays a very important role in performance of the PM motor, because its
reluctance is large compared to that of the other parts. Therefore, the air gap model
is a key factor in simulating electrical machine performance accurately. However,
air gap reluctances change as the rotor rotates, because under different rotor posi-
tions, the coupling between stator and rotor teeth is different.

In this study, the air gap reluctance is recalculated at every instantaneous rotor
position. This is also the reason why the reluctance mesh is “dynamic.” The torque
can be calculated from the derivatives of the energy (co-energy) versus the dis-
placement of the rotor. Since the air gap is the only parameter that varies with the
rotor position, the torque can be written as (Yao 2006)

Te ¼
XN�1

i¼0

1
2
B2
i dili
l0

@wi

@h

� �
; ð4Þ

where Bi is the flux density in the ith air gap reluctance, l0 is the permeability of the
vacuum, h is the angle, N is the turn number of the winding, and di, li, wi are the
depth, length, width of the ith air gap reluctance, respectively.

2.3 DRM Model of the PM Traction Motor

A quarter model of the PM traction motor analyzed in this study is shown in Fig. 2.
The interior PM rotor structure is used to improve the torque performance of the
traction motor. However, due to the complex rotor structure, the magnetic calcu-
lation will be more challenging, especially in the calculation of Ld and Lq. Based on
the analysis above, the reluctance network model per pole pair is built as shown in
Fig. 3. In addition, the equivalent magnetic network model of the air gap at a
certain rotor position is shown in Fig. 4, which should be changed as the rotor
rotates as discussed above.
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2.4 Simulation Results of DRM Model

Using the DRM model, the main motor parameters such as electromotive force
(EMF) at no-load conditions, Ld and Lq can be accurately calculated in less time.

The back EMF at the no-load condition is calculated by Eq. (5). Based on the
winding distribution, the phase-A winding is across a number k of stator teeth, so
the flux linkage of phase-A winding can be expressed as Eq. (6). The comparison
results for the back EMF separately calculated by DRM and finite element method
(FEM) are presented in Fig. 5. It can be seen that the result calculated by DRM has
a good agreement with that calculated by FEM.

Fig. 2 Quarter model of the PM traction motor

Fig. 3 Reluctance network model of the PM motor
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EA ¼ � dUA

dt
; ð5Þ

UA ¼
Xk
i¼1

N � ui; ð6Þ

where EA is the back EMF at the no-load condition of phase-A winding, UA is the
flux linkage of phase-A winding, and ui is the flux through stator tooth i.

As for calculation of Ld and Lq, an advanced method called frozen permeability
is used to consider the effect of saturation caused by magnets and current. The
frozen permeability method calculates the inductance through two calculations. In

Fig. 4 Equivalent magnetic
network model of the air gap
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0
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Electrical degree

FEM
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Ba
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 E
M

F 
(V

)

Fig. 5 Back EMF results
calculated by DRM and FEM
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the first calculation, excitation sources of both the winding current and the magnet
are active. The resulting permeability distribution from the first calculation is used
in the second calculation. In addition, in the second calculation, the magnet is set to
inactive, so only the winding current is involved. Thus, the inductance can be
calculated through Eq. (7). The inductance calculation results are presented in
Fig. 6 and show good agreement with the FEM calculation.

L ¼ dw
dI

: ð7Þ

where L is the inductance, and w is the flux linkage.

3 Combined Model Using DRM and Simulink

The basic concept of the combined Simulink-DRM simulation is using the DRM
model as the motor model, while using the control system model provided by
Simulink. There are two common ways to implement the combined Simulink-DRM
simulation:

3.0

3.5

4.0

4.5

5.0

1200 2400 3900 5250
Speed (r/min)

FEM
DRM

0

4

8

12

16

FEM

DRM

L d
 (m

H
)

1200 2400 3900 5250
Speed (r/min)

L q
 (m

H
)

(a)

(b)

Fig. 6 Ld (a) and Lq
(b) calculated by DRM and
FEM
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1. Replacing the DRM of PM motors for the constant parameter model (CPM) of
PM motors provided by Simulink. DRM and Simulink will be running simul-
taneously. The dynamic parameters will be provided by DRM. However, for
every time-stepping, the DRM and Simulink models need iteration calculation,
which makes the simulation more complicated and time-consuming.

2. A dynamic parameters database is generated using DRM simulation. Then the
dynamic parameters are put in the CPM in Simulink using the database index or
lookup table. In this case, the constant parameters in the traditional Simulink
model will be modified instantaneously according to the motor operating con-
dition. Compared to the first method, this method is more efficient without
sacrifice of accuracy. Therefore, it will be adopted in this study.

The combined simulation carried out in this paper is based on the following
assumptions:

1. Ignoring the effect of rotor skew on the stator back-EMF harmonics;
2. Keeping the excitation from the PM constant;
3. Ignoring the saturation of stator end winding flux leakage.

3.1 Dynamic Modeling and Interface

The dynamic parameter permanent magnet synchronous motor (PMSM) model was
built using the Simulink S-function block, to replace the traditional CPM. The
following equations are used with the S-function block to build the d–q coordinated
PMSM model (Wang 2011):

ud ¼ R1id � xwd þ
dwd

dt
;

uq ¼ R1iq � xwq þ
dwq

dt
;

8>><
>>:

ð8Þ

wd ¼ Ldid þwm;
wq ¼ Lqiq;

�
ð9Þ

dx
dt

¼ 1
J
ðTe � Tf � Fx� TmÞ; ð10Þ

Te ¼ 3
2
p½wmiq þðLd � LqÞidiq�; ð11Þ

where ud, uq are the voltage of the d-, q-axis; id, iq are the current of the d-, q-axis;
wd, wq, wm are the flux linkage of the d-, q-axis, and permanent magnet flux
linkage; Te, Tf, Tm are the electric torque, friction torque, and load torque; J, F are
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the inertia, friction; Ld, Lq are the inductance of the d-, q-axis, respectively, and x is
the angular speed. In dynamic parameter models, Ld, Lq vary with the rotor position.

3.2 Vector Control System

The basic concept of PMSM vector control is to control the PMSM like a separately
excited DC motor. The stator current can be defined in the d–q coordinate system.
The field flux linkage component of the current is normally aligned with the d-axis,
while the torque component of the current is aligned along the q-axis. By con-
trolling id and iq, the field and torque can be controlled respectively. In this study,
the traction system behavior under id = 0 and maximum torque per ampere control
(MTPA) will be investigated.

1. PMSM with id = 0 control

According to Eq. (11), when id = 0, the torque will be determined by controlling iq.
In the case of id = 0, there is no reluctance torque, which means it is more suitable
for a non-saliency motor. In this study, the salient PMSM will be used. Thus, this
method is not the best choice and is only be used here to provide comparison with
other methods.

2. MTPA

For the MTPA control, the following equations are used (Tang 1997):

@ðTe=isÞ
@id

¼ 0;

@ðTe=isÞ
@iq

¼ 0:

8>><
>>:

ð12Þ

Keeping stator current is constant, and substituting is ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
i2d þ i2q

q
into Eq. (12), id

can be written as

id ¼
�wm þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
m þ 4ðLd � LqÞ2i2q

q
2ðLd � LqÞ ; ð13Þ

and then the torque can be rewritten as

Te ¼ 3
4
piq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w2
m þ 4ðLd � LqÞ2i2q

q
þwm

� �
: ð14Þ

For any given torque, the minimum id, iq can be found.
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3.3 Combine DRM and Simulink Model

1. Traction system model with id = 0

Figure 7 shows the PMSM traction system diagram with id = 0. The id reference is
set to zero. iq will be controlled by the proportional integral (PI) controlled
according to the speed error. The PMSM model is built using an S-function, and Ld,
Lq vary with the rotor position.

2. Traction system model with MTPA

PMSM traction system with MTPA control is similar to that with the id = 0 control.
The only difference is that id, iq will be calculated according to the torque demand
using Eq. (14) as shown in Fig. 8. It can be seen from the equation that the torque
and current relationship cannot be solved directly. In this study, an MTPA control
block using the S-function will be built to determine iq using a bi-section method
for the numeric solution. Then id can be found.

PI PI

PI dq

αβ

αβ

abc

IGBT
converter

PMSM

αβ

abc

dq

αβ

iq*

iq
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-
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Fig. 7 PMSM traction
system diagram with id = 0
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Fig. 8 PMSM traction
system diagram with MTPA
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4 Simulation Results

A 600 kW PMSM traction system model for a high-speed train was built. The
required starting torque is 3500 N m. In the constant torque area, the rated torque is
1350 N m, and the speed is 3000 r/min. In the brake mode, the speed will reduce to
zero. The output current and torque were observed.

4.1 Constant Parameter PMSM Traction
System Simulink Models

The first model had id = 0 using Simulink built in blocks. Both id = 0 and MTPA
control were adopted. The motor dynamic speed response, torque, id, iq, and power
factor were compared under both control strategies, as shown in Fig. 9.

The speed response is faster and smoother under the MTPA control as shown in
Fig. 9a. It also can be seen from Fig. 9b, under both control methods, that the
output torque can be controlled precisely, providing starting and braking torque of
3500 N m. However, with id = 0 control, the torque pulsation was greater than that
under MTPA control. It means that the system has better transient performance
under MTPA control. For the phase-A current, as shown in Fig. 9c, for the same
torque, with MTPA control the current is much less than with id = 0 control, which
will lead to high efficiency of the PMSM. id could be less than zero to realize field
weakening control under MTPA control as shown in Fig. 9d, e. In this case, the
operation speed range can be extended. The power factor with MTPA control was
better as shown in Fig. 9f.

Based upon the above simulation results, it can be concluded that although the
MTPA is more complicated, they have advantages in terms of fast transient
behavior, high efficiency, and high-power factor.

4.2 Combined Simulation Using DRM and Simulink

The key feature of the combined simulation using DRM and Simulink is that Ld and
Lq vary with the rotor position. However, the changes of Ld and Lq will not have
much effect under id = 0 control. Thus, the system performance under id = 0
control will not be investigated in this study. The transient behavior using CPM and
combined DPM under MTPA control will be compared. The simulations were
carried out. The results are shown in Fig. 10.

The transient behavior of the system under each model is similar except for the
Ld and Lq as shown in Fig. 10. However, during the acceleration of the train, the
system was operating in the constant torque area, and the output torque waveform is
as shown in Fig. 11. Because of the variation of id and iq, the degree of motor
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saturation varied and therefore Ld and Lq varied. The output torque varied
accordingly, especially when the speed was further increased, and the torque pul-
sation increased correspondingly.

During the braking operation, the output torque waveforms using the CPM and
DPM are shown in Fig. 12. The system was in the field weakening operation;
therefore, Ld and Lq varied dramatically due to saturation, which leads to a large
torque pulsation.

0 0.05 0.10 0.15 0.20 0.25 0.30
0

500

1000

1500

2000

2500

3000

3500

Time (s)

S
pe

ed
 (r

/m
in

)

id=0 control

MTPA control

-6000

-4000

-2000

0

2000

4000

To
rq

ue
 (N

·m
)

id=0 control

MTPA control

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

-600

-400

-200

0

200

400

600

i q 
(A

)

id=0 control

MTPA control

0 0.05 0.10 0.15 0.20 0.25
Time (s)

0.25
0

0.2

0.4

0.6

0.8

1.0

P
ow

er
 fa

ct
or

id=0 control

MTPA control

0 0.05 0.10 0.15 0.20 0.25
Time (s)

0.25

-600

-400

-200

0

200

400

600

C
ur

re
nt

 (A
)

MTPA control

id=0 control

0 0.05 0.10 0.15 0.20 0.25 0.30

Time (s)

-300

-200

-100

0

100

200
id=0 control

MTPA control

0 0.05 0.10 0.15 0.20 0.25 0.30

Time (s)

i d 
(A

)

(f)(e)

(c)

(a) (b)

(d)

Fig. 9 Comparison of system behavior under id = 0 and MTPA control using Simulink model.
a speed response; b torque; c phase-A current; d id; e iq; f power factor

572 X. Huang et al.



-4000

-2000

0

2000

4000

To
rq

ue
 ( N

·m
)

Constant parameter

Dynamic parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

0 0.05 0.10 0.15 0.20 0.25
0.5

0.6

0.7

0.8

0.9

1.0

Time (s)

P
ow

er
 fa

ct
or

Constant parameter

Dynamic parameter

-400

-200

0

200

400

P
ha

se
-A 

cu
rr

en
t (

A
) Constant parameter

Dynamic parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

8

9

10

11

12

13

14

15

L q
 (m

H
) Constant parameter

Dynamic parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

4.3

4.4

4.5

4.6

4.7

L d
 (m

H
)

Dynamic parameter

Constant parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

i q 
(A

) 

Dynamic Parameter

Constant parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

-400

-200

0

200

400

-250

-200

-150

-100

-50

0

50

i d 
(A

)

Constant parameter

Dynamic parameter

0 0.05 0.10 0.15 0.20 0.25 0.30
Time (s)

0 0.05 0.10 0.15 0.20 0.25 0.30
-1000

0

1000

2000

3000

4000

Time (s)

S
pe

ed
 (r

/m
in

)

Constant parameter

Dynamic parameter

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 10 Comparison of simulations using constant parameter model and dynamic parameters
model under MTPA control. a speed response; b torque; c phase current; d id; e iq; f power factor;
g Ld; h Lq

A Combined Simulation of High-Speed Train Permanent Magnet … 573



5 Conclusions

This paper presented a combined dynamic parameter PMSM traction system model
using the DRM and MATLAB Simulink. Models under id = 0 and MTPA control
were built. Simulations were carried out under real high-speed train operation
including acceleration, constant speed, and braking. The results proved that the
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system with MTPA control has advantages in terms of fast transient response, and
high-power factor and efficiency. Simulations using both CPM and DPM models
were carried out. The results confirm that the DPM model provides higher accuracy
without much sacrifice of time consumption or computation resource. The com-
bined DPM model was shown to be useful and able to provide a reference for the
actual design and production of a high-speed train traction system.
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1 Introduction

In recent years, permanent magnet (PM) machines have attracted much attention in
various industries, such as electric vehicles, wind generators, electric ships, and
high-speed trains, due to their high-torque density and high efficiency in compact
packages. With the ever-growing demand for high-torque density and drive power,
the thermal problems of PM machines have become increasingly studied, and the
efficient analysis and design of cooling techniques for PM machines have become
very important and necessary.

It is widely known that the performance of PM machines in many applications,
including high-speed trains, is affected by overheating, which can easily cause
magnet demagnetization and degradation of the isolation materials and of motor
efficiency. Therefore, it is very important to develop an effective heat dissipation
technique for PM machines. In this paper, a novel and special cooling system
design for an axial flux permanent magnet (AFPM) machine are carried out as a
case study. In the literature, there has been much research on the electromagnetic
aspects of AFPM machines, but their thermal performance has not been fully
investigated (Mellor et al. 1991; Hendershot and Miller 1994; Lee et al. 2000;
El-Refaie et al. 2004; Boglietti et al. 2005; Mezani et al. 2005; Dorrrell et al. 2006;
Trigeol et al. 2006; Yu et al. 2010; Wrobel et al. 2013; Chong et al. 2014; Dong
et al. 2014). For other types of electrical machines, there are four methods generally
used for thermal analysis. These are the lumped parameter network method, the
finite element method (FEM), the computational fluid dynamics (CFD) method, and
the experimental method. The lumped parameter network method is widely used
due to its fast prediction and reasonable simplification. However, to achieve
accurate results, the model parameters such as convective heat transfer coefficients,
thermal contact resistances, and the properties of components have to be defined or
assumed before the analysis, and some of these properties are difficult or impractical
to measure in reality. In comparison, the FEM needs less experimental or empirical
values for an accurate analysis, and it can provide more details about localized
temperature distribution. However, the FEM is usually used for conduction heat
transfer problem rather than convection heat transfer and conjugate heat transfer
problems and that restricts its wide application for AFPM machines with air-forced
cooling. The experimental method is the most effective method, but the test facil-
ities required can be costly and time-consuming. Therefore, for convection heat
transfer analysis of AFPM machines with air-forced cooling devices, the CFD
method is chosen here because it can consider both conduction and convection
phenomena, even though it usually takes a little more time and effort than the
lumped parameter network and FEM.

This paper presents a 3D thermal study of an AFPM machine using CFD
analysis. The heat source is obtained and defined based on physical experiments.
Two kinds of fans for forced convection cooling are designed and installed on the
AFPM machine without adding any cooling equipment. The results show that CFD
is very efficient for thermal analysis of the AFPM machine at the design stage.
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The design of cooling fans is helpful in lowering the temperature and avoiding
overheating issues in the machine.

2 AFPM Machine

The AFPM used in this study for thermal analysis is shown in Fig. 1. It is used for
traction drive applications. There are three main components of the machine, of
which the first is the rotor disc with 30 embedded permanent magnets, the second is
the stator with copper wires wound around a steel core, and the third is the casing
supporting the rotor disc and the stator. The copper windings are bundles of
individual wires of 0.5 mm diameter coated with a layer of insulation. Figure 2
shows a simplified model in 3D, which considers the bundles as one non-individual
body. The air enters through the cutout on the casing around the shaft,and flows out
from the cutout on the casing in the axial direction.

3 CFD Modeling

The approach used for thermal analysis in this study is based on steady CFD
analysis. As mentioned above, it involves both heat conduction and convection
transfer. To solve such a conjugate heat transfer problem with a high accuracy, 3D
steady Reynolds-averaged Navier-Stokes equations and the energy equation are
developed and numerically solved.

IronCopper 
wires

Rotor

Casting

Magnet

Shaft

Fig. 1 Photo of the AFPM
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Some assumptions are required for solving the heat transfer problem. These are
as follows: (1) The flow is turbulent and incompressible, (2) The flow is steady
state, (3) Buoyancy and radiation heat transfer are neglected, and (4) the
thermo-physical properties of the fluid are temperature independent. Based on these
assumptions, the governing equations (continuity, momentum, and energy equa-
tions) are established as follows:
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Fig. 2 Numerical model of
the AFPM. a CAD model;
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where q is the fluid density, ui and uj are the velocity vectors in two perpendicular
directions i and j, respectively, p is the static pressure, l is the molecular viscosity,
also referred to as the dynamic viscosity, dij is the Kronecker delta function, E is the
total energy per unit mass, SE is the energy generation rate per unit volume, T is the
temperature, u′i and u′j represent the velocity fluctuations, qu0iu

0
j is the Reynolds

stress, keff is the effective thermal conductivity, and (sij)eff is the deviatoric stress
tensor. Since this is also a conjugate heat transfer problem, which involves heat
conduction, the governing equation of the solid is also required:

@

@xj
ks

@T
@xj

� �
þ SE ¼ 0; ð4Þ

where ks is the thermal conductivity of the solid.
A 3D model is built to contain all the rig components and the cooling fan.

Figure 2a shows the sectional structure model with reasonable simplification and
with addition of the cooling fan which does not exist in the original model shown in
Fig. 1. Figure 2b depicts the CFD model used for the thermal analysis of the AFPM
based on the simplified structural model in ANSYS CFX 14.0. The CFD model is
verified in terms of grid size, turbulence model selection, and discretization
schemes, and it encloses all components in an air cabinet by using solid–solid
interfaces and fluidsolid interfaces. A total of four parts including the flow field
(outside and inside) and structure model are built and connected together. Taking
advantage of symmetrical geometry, it is only necessary to develop a 1/24 model
(30° in the symmetrical model) to reduce the computational burden, in which
symmetrical boundary conditions instead of periodic boundary conditions are used
in the cut planes, since the planar smooth surfaces of the rotor have less effect on
heat transfer even during high-speed rotation. The effect of small fins installed
along the diameter edge is ignored, because the air gap between the rotor and stator
is very small and its precise implementation in the calculation is difficult. From a
basic electromagnetic simulation, the total heat generated in the full model is
780 W at 2600 r/min (including winding copper loss and iron loss), so an
approximate estimation of heat generated at the stator and rotor can be made as
shown in Table 1.

To optimize the cooling design, a comparative study is conducted for the AFPM
machine under three conditions: no fan, fan #1, and fan #2. Fan #1 is an empirical
design based on engineering experience, which is shown at the upper left corner of

Table 1 Heat generated in
the 1/24 model

Component Volume (m3) Heat (W) Source (W/m3)

Stator 3.74 � 10−5 16.25 4.34 � 105

Rotor 1.29 � 10−4 16.25 1.26 � 105
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Fig. 3. Fan #2 with curved surfaces is optimized by aerodynamic study and is
shown at the lower right corner of Fig. 3. The two have identical outer diameters
and the numbers of blades. For the model without a cooling fan, the inlet region in
Fig. 2b is set as an opening boundary. In the case of the models with cooling fans,
the opening boundary condition at the inlet region is replaced by a constant inlet air
mass flow, which is calculated in terms of CFD simulation as shown in Fig. 3;
Table 2. This gives a straightforward way of estimating the mass flow condition for
the thermal performance of the AFPM machine, and it can be easily used for other
similar CFD analyzes without prior knowledge of the mass flow condition.

Grid quality and independence have been examined to minimize their influence,
where the grid of flow field has 462,117 nodes, the casting model has 55,574 nodes,
and the rotor and stator models have 8577 and 1593 nodes, respectively. In addi-
tion, the standard k-e turbulence model is used, and a scalable wall function is
implemented over the solid walls. Thermal energy instead of total energy is used to
model the transport of enthalpy through the fluid domain due to the low speed flows
through and around the machine. Automatic time step control is used and the
convergence criteria are assumed to be satisfied if the root mean square
(RMS) residual is lower than 1 � 10−5.

Fig. 3 Simple cooling fan model for mass flow calculations

Table 2 Mass flow rate at
three cooling conditions

Fan type Mass flow rate (kg/s)

2600 r/min 4600 r/min 6600 r/min

No fan No forced ventilation

#1 0.060 0.106 0.152

#2 0.128 0.227 0.327
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Fig. 4 Air streamline (a) and wall heat transfer coefficient (b) around the AFPM with fan #1
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Fig. 5 Temperature distribution of the machine (a) and the middle plane at the air gap (b)
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4 Analysis of CFD Results

The thermal analysis is carried out on a 64-bit workstation, and each analysis takes
about 3 h to converge. Figure 4a plots the streamline through and around the
AFPM with the cooling fan #1. It is found that 74.8% of the total mass flow
pumped by the cooling fan flows outside the machine and the remaining 25.2% of
the total mass flow ventilates the inside space through the cutout on the casting. It is
evident that both the external air flow and the internal flow play a significant role in
heat dissipation. However, the wall heat transfer coefficient plot in Fig. 4b indicates
that the external air flow provides the majority of the total heat dissipation as the
external flow is much greater than the inside one on the disc surface. To enhance the
total cooling performance, it is desired to design a better cutout on the casing, which
would have less pressure loss and thus allow more air flow through it to directly
cool the inside surfaces.

Figure 5 plots the temperature distribution on the three main components of the
machine and the middle plane between the stator and rotor discs, where the max-
imum temperature can be found at the stator at the side approaching the rotor. The
contact surfaces between the casting and stator play a significant part in the heat
conduction, which leads to a temperature reduction in the stator. The temperature
distribution on the middle plane illustrates the flow temperature and shows that, as
expected, much heat is taken away by means of the cutout on the casting.

Table 3 lists the minimum and maximum temperatures in each component with
and without cooling fans. Fans #1 and #2 are efficient in decreasing the temperature.
In particular, the temperatures of the stator, rotor, and casting with fan #1 decrease
by approximately 150, 110, and 150 °C, respectively, as compared to the machine
without a cooling fan. The design with fan #2 has an even better cooling perfor-
mance, resulting in a further 15 °C reduction compared to fan #1.

5 Conclusions

In this study, the CFD method has been used to investigate heat transfer in an axial
flux permanent magnet machine and to optimize a cooling fan design. Some sim-
plifications and assumptions are made to facilitate a numerical analysis, based on

Table 3 Component
temperature at three
ventilation conditions

Fan type Temperature (°C)

Stator Rotor Casting

Min Max Min Max Min Max

No fan 237.5 247.2 192.1 215.4 213.6 242.5

#1 86.8 92.5 78.6 80.5 80.5 87.6

#2 72.1 77.7 65.4 66.7 66.0 72.9
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the steady CFD method, to predict the coolant air mass flow, velocity, and pressures
outside and inside of the machine and the temperature distribution of the machine.
The comparison results of the AFPM machine without a cooling fan, and with two
designs of cooling fans reveal that cooling fans are helpful in enhancing heat
transfer and reducing the temperature of the machine, and a good design of cooling
fans based on aerodynamics is efficient and essential to avoid overheating problems.
Further, work will be set out to conduct extensive experimental tests on these
prototypes.
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