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A Conceptual Architectural Design for
Intelligent Health Information System:
Case Study on India

Sachin Kumar, Saibal K. Pal, and Ram Pal Singh

1 Introduction

In India there is a famous saying that ‘Health is wealth,” yet the situation in India
in terms of health performance is not good. India is seeking to play a global power
role in the world because of its demographic dividend and emerging market. But
to accomplish that, the health of the people will play a vital role. This can be
safeguarded through an operative, competent, and comprehensive intelligent public
health system [5].

1.1 State of Indian Health System

India’s current health care situation for rural areas brings deeply problematic
situations to the surface that are different from other social sectors. People living
in rural and remote areas contribute approximately 86% of all medical visits in our
country where the majority of people still travel long distances to receive medical
help and medical cost 70-80% together from their own hard-earned money lands
them into poverty [8, 12]. In urban areas the government has been able to create
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infrastructure but could not do so effectively in rural or semi-urban areas which
sustain 70% of the population. This forces most of the people to access private
health facilities which are generally unregistered and unauthorized but provide
health care at affordable cost in their villages [8, 12]. Primary public health care
systems’ ineffectiveness and inefficiency have induced a broken recommendation
system which serves as a starting point for people [10]. Proper use of facilities
and utilisation of services and products have displayed dependence on residence
and educational level. For instance, 70% of the illiterate population do not avail
themselves of absolute neutrophil count (ANC) care [8, 12]. If literates are taken
into account, 15% of them and 43% of rural women do not avail themselves
of ANC services. Whereas in the urban sphere 74% avail themselves of ANC
services [10].

1.2 ICT and Big Data Analytics

Information and communication technology (ICT) has changed the landscape in
India and the world. It has created solutions to real- life problems in various
sectors in the form of products and services which elucidate real-world problems
in an effective and efficient manner, and provided infrastructure and other essentials
[10, 14]. There has been two-way development: developing technologies for solving
problems and then applying them to the real world and seeking their application
and suitability. Solutions such as Web portals, devices, network solutions, access
devices, data management applications, and analytics solutions can be efficient
and effective for challenges due to volume, veracity, variety, and velocity, known
as the 4Vs [14]. To extract knowledge insights from data having such features
involves advanced techniques which support the capture, storage, dissemination,
management, and information analysis with good data visualisation techniques
[1, 14]. Big data mean data are big as well as having a high level of complexity
and variety. Data obtained in many forms are considered as raw with or without
proper formatting, mix of different types of data, with or without filters, and so on
[1, 14]. Data need transformation to information by applying some logic or rule in a
particular context. In fundamental thinking, big data are associated with a volume of
data having quantities on the order of petabytes, exabytes, and zettabytes. In terms of
velocity big data become more complex with data streaming in at an unprecedented
speed and analysis of the data in the dynamic situation in a timely manner becomes
difficult. Variety in big data describes various types of data formats [1, 14]. For
instances, data can be structured numeric data as in traditional databases, data from
e- commerce and business applications, mismanaged and unstructured text and
image documents, sets of email, or sets of video, audio, or financial transactions
[1, 14]. In such a mix of data, managing, merging, and governing diversity of
datatypes are very complex and difficult and beyond the control of traditional
data analysis systems. The veracity concept in big data is the sudden increase in
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varieties and velocities of data, in other words, inconsistent flow and volume of data
with periodic peaks [1, 14]. For instance, if something is trending on social media
such as Twitter and Facebook for a time period then it is eligible for veracity of
big data. In real-time, daily, periodically seasonal, and event-triggered peak data
loads become challenges which test the robustness of systems of data collection
and analysis, and the information retrieved from them. Today collected data are
generated in distributed locations, from many fonts and still must be connected,
matched, cleaned, and then transformed across the system. For analysis and solution
of such problems, it is essential to make connections and correlate relationships,
hierarchies, and multiple data linkages in a timely and efficient manner and as data
can quickly curved out of computational machine or analysing systems control.

1.3 Big Data in Public Health in India

Big data in public and private healthcare systems are a mix of both electronic
data coming from urban areas in different formats manually or on standalone
automated systems, or from semi-rural and rural areas but the scope of population
of these data is very large and with even higher volumes in the future it would be
very complex [1]. Traditional software and hardware ICT systems cannot handle
or manage such data. They require new technology in collection, processing,
and analysis with the capability of collection and processing data in distributed
locations. Due to e-governance systems, integration of ICT, modernisation of
systems, and processing of information, Indian hospitals are using electronic health
records (EHR) and hospital information systems (HIS) for maintaining data and
processing for daily tasks [7]. This has made their organisation productive and
profitable at the local level or in a decentralised way. But macro-level integration
of technology and the concept of data-driven health decision making and policy are
not being implemented. The Indian healthcare industry with its current potential is
generating zettabytes of data equal to 1021 GB of data per day by taking records for
patient care and other details, medicines, diagnostic tests, insurance claims, and data
generated with the help of equipment for monitoring vital indications and symptoms
[9, 11]. In the future in Indian health care systems, due to the digital Indian mission
and push for e-governance systems, digital data growth will be exponential and
explosive creating an even more conducive environment for big data and technology
to gain insights from data collected in public health systems [11].

2 Theoretical Prospects and Big Data Analytics

In this section, some key elements about big data which are crucial for public health
care are discussed.
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2.1 Data Collection in Public Health

In Indian circumstances, data collection from decentralisation locations, merging,
and processing are challenging due to volume, connectivity, veracity, diversity,
and dynamic changes taking place in real-time. The data-collection groups are
heterogeneous and make extraction and integration a real challenge. Stakeholders
including health care service providers, patients, payers, employers and employees,
disease monitoring and management companies, social media, and the patients
themselves are part of the data collection process.

2.2 Integrating Data

Many real-life case studies on business and political movements have linked
contrasting sources of data to gain knowledge for choices and decision making for
the nation, customers, and users. After this forward-thinking analysis and study is
applied for transforming existing schemes or to establish a new fashion based on
the collected data, computations are performed. Integration of data from unrelated
sources and formats which are heterogeneous datasets affords real insights, ways
of changing policy direction, and new products and services formation. This
understanding of smart linking can possibly lead to improvements in public health
care with the help of correct classification of the exact and feasible cure for the
patient’s diseases or problems.

2.3 Standardisation of Data

This is a real challenge and there is no common set of rules which solves problems
of health care data standardisation deficiency. The immense volume of collected
data was generated with the help of stakeholders in health care in many formats
including text, audio, video, and other multimedia formats. These formats are
distributed for several purposes: physician records such as notes and patient records
in image format or other diagnostic reports of patient scans, protection claims
such as insurance and medical claims, health discussions on social media, and
information from patients’ wearable and other monitoring devices.

2.4 Generating New Knowledge

After standardisation and data collection from heterogeneous locations and formats
are complete, the real challenge lies in obtaining or generating new knowledge from
the data. Here new technological improvements and algorithmic approaches are
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required. With the usual medical and administrative data available, addition of other
integrated patient and environmental data most probably would give more correlated
and better classification, regression, and clustering with predictions. This would help
in targeting interventions to the right set of patients. Such data-driven predictions
may assist in identification of areas for progress at both the quality and efficiency
levels in public health care [2]. This would assist in areas including the readmissions
process, adverse events taking place because of environmental change or some
other means, treatment optimisation with cost reduction, and early identification
of worsening health problems due to outbreaks. Lack of good analytics, prediction,
and lack of governance important for the analysis of health care data puts this sector
behind.

Many other domains of society and governance such as merchandising have been
utilising the new techniques, for example, graph and data analytics and machine
learning for gleaning better knowledge from the same data sources and collection.
Things need to be changed and changing. For instance, hospitals in urban areas
with data available to them have started customising graph and data analytics for
calculating the relation through several complex and dependent variables including
patients’ lab results, nurses’ records, patients’ family history, diagnostic details
and history, medications, and, for identification purposes, surveys of patients and
preventing their exposure to disease or risk of an adverse outcome. Better knowledge
management with relationships, data visualisations, and efficient assessment of
disparate facts about patients at risk could be helpful with timely intervention.
Natural language processing (NLP) and other artificial intelligence methods have
also become more mainstream in data analysis, prediction, and automation.

2.5 Translating Knowledge into Practice

Some new analytical approaches and collection of standardised data are precarious
for big data and data visualisation for gaining insight. Developing usable practical
applications will be a key to its success. Traditional mind-sets and cultural rituals
pose challenges for data collection and knowledge extraction groups. Stakeholders
and users such as physicians, patients, research staff, employees, and employers
in hospitals and policy makers need from the start to have an indication of the
procedure for converting knowledge into practice. The knowledge gained from big
data is able to simplify many different phases of health care. From various case
studies [2] within and outside India, there is evidence of improved effectiveness
and efficiency of different types of treatments. With the help of diverse delivery
models many outcomes have been achieved which can be used for comparison
purposes, and for diagnoses and treatment, predictive models have been used. Such
data- based approaches may improve understanding regarding the effectiveness
of patient analysis and disease analysis with consumer behaviour which would
provide a solid basis for the government to design its benefits packages. For
example, as fresh insight is added from data for comparing advantages of secondary
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representatives for diabetes treatment and correlation with human behaviour and
symptoms, policy-making experts could utilise the information for developing
plans/recommendations or for guiding upcoming random trials.

3 Solution for Health System

Big data give various opportunities in health care systems. This section deals with
what big data can offer in terms of process improvisation in public health systems
in India.

3.1 Big Data Offering in Health Care Operations

Table 1 discusses the solutions with products and services which big data can offer
in the health domain. In this table, activities and subactivities are discussed.

3.2 Motivation for Indian Context

We have examples throughout the world of how big data analytics is benefiting
the area of health care stakeholders immensely in better services, satisfaction to
people, and revenue models. Some examples of medical data in combination with
cost data to deduce a key characteristic dataset are cited by The Institute for
Health Technology Transformation of US [6]. When this analytics proceeding was
applied it led to the detection of adversarial drug effects in the case of one drug,
Vioxx, which was subsequently withdrawn from the market in the United States
[6]. In addition to this, one IBM report explained the North York General Hospital
examples, 450-bed community hospitals, and one teaching hospital in Canada which
use real-time analytics for improving patient outcomes and maintenance focusing
operations of health care delivery. Apart from this, scalable real-time analytics
has been applied by North York for providing different viewpoints, on the same
types of data collected during patients’ stays including clinical, administrative, and
financial insights [3]. In Toronto, big data analytics is used by The Hospital for Sick
Children based on advanced data visualisation and machine-learning components
for improving the results of nosocomial infections threatening the life of newborns
and insights gained were applied as advanced analytics as vigorous symbolic data
collected with the help of easily observing devices for categorising probable signs of
contamination. In one study at Apollo Hospital, an infection resistor with the help of
data analytics has played a significant role in performing slightly capable outbreak
state, together with early acknowledgement of clusters and outbreaks [3]. Dengue is
a real threat in different parts of the nation repeatedly affecting numerous residents



A Conceptual Architectural Design for Intelligent Health Information System. . .

Table 1 Medical domain and activities

Activities
Research & development

Public health

Evidence-based

Genomic analytics

Patient profile

Clinical data

Web and social media

Description of activities

Prediction and model for lowering erosion and producing a fast,
extra-targeted research and development tube for medicines and
tools. Devices based on advanced algorithms and statistics for
improving the patient admission process and clinical trial design.
Analysis of records of patient and clinical trials needs to recognise
the consequent signs as well as determine adverse signals before
services and products reach the marketplace

Patterns of Disease and disease itself with the process of tracing
sickness eruptions and broadcasting for improving health and
reconnaissance need speedy reaction. This depends on the fast and
accurate analysis of data. Faster development and production of
targeted vaccines and medicines are required, for example,
selecting an annual bug strain in public health. Transforming a
huge amount of data into usable facts is a must and may help in
identification of needs and services to predict and prevent crises

Analyse variety of unformatted, structured and unstructured data in
various forms, financial and operational data for hospitals and
patients, medical data and genomic facts and figures for matching
the treatment process so that patients at risk for readmission and
similar diseases can be recognised and provided extra care

this type of activity is execution of gene sequencing with more
refined search, efficient cost-effective correlation of algorithms,
and development of systems which adopt genomic analysis as one
part of regular medicinal care decision-making policy and growing
patient health records

Capturing, analysing in real-time the huge amount of responsive
data available from hospitals, other medical colleges, devices
which can be used at home to deliver safety and management of
various resources, with the ability for adverse event prediction can
be done by a big data domain. It also helps in advanced analytics
for patient profiling for group segmentation, clustering,
classification, and predictive modelling. This identifies persons
taking advantage of a proactive care system and suggested living
style fluctuations, for instance, those patients in danger of a
particular disease such as diabetes disorder

Medical data includes doctors’ records, notes, prescriptions for
patients, data generated by machines, large format images from
devices, cine sequences, and scanned documents, mostly not
analysed as part of normal text data analysis in traditional systems.
Data collected from numerous equipment such as sensors, in-
home devices, and tele-health are also included in this part which
must be analysed by specific technology for meaning and insights

Data regarding health issues collected from tweets, publications,
and posts on social media are also good sources of data analysis. In
health care big data analytics leads to better results. With the
application of advanced analytics in patients’ data to segment and
identify individuals or build fresh revenue streams with
aggregation and synthesis of patient medical data for providing
information and guidance to a third person
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along with their families with financial as well as human losses [13]. Many features
in the development of the disease can be easily recognised and alerts can be sent
proactively to handle an outbreak situation with the help of big data analytics. For
maintaining standards and in hope of great revolutions on the Indian subcontinent,
ICT was adopted by health care industries to determine diagnostic accuracy and
then generate reports by matching the datasets varying from diagnostic reports and
images, cultures, and other clinical reports and notes, and diagnostic identifications.
The present time requirement is spreading these enterprises by constructing an open
digital platform that can be connected through different types of appliances and
devices, which helps doctors in feeding data of patients, diseases, and behavior,
helping patients and their relatives as well as doctors to stay connected with
one another and to perform large-scale analytics. The idea is that to diagnose or
prescribe effectively and efficiently the doctor present at any location can access
the whole history of a patient. To figure out what actions or decisions should be
taken for which patient, nurses and guardians can frequently receive information
and they can collect data which can be used in making algorithms to improve
diagnoses.

3.3 Challenges and Opportunities in India

Lack of ICT introduction in the governance process and less penetration of
the Internet and e-governance systems are problems faced by many governance
products and services in India. One of them is health care. Health care data are
not consistent and mostly fragmented, generated in traditional IT systems with
formats that are not compatible. In India for data analysis this incompatibility is
also a challenge. Due to the digital India mission, India is also building up access
to information processing in rural and remote areas [4]. An astounding volume
of health care data is distributed amongst medical institutions, hospitals, centres
providing primary care, scientists and research scholars, health guarantors, and state
and central government. The veracity of data would be the next challenge with the
many kinds of data received from diverse systems in different formats, semantic
observance to keep a format standard, interoperability questions, and homogeneity.
Private and public health data both are subjects of complexity for the success of
big data which does not imply that private information can be easily available to the
public. In the proposed framework one of the major challenges of concern is security
during processing to leverage the information for delivering quality care to sufferers.
Policies related to privacy, security, intellectual assets, and even liabilities would be
mentioned in the big data domain. To optimise the big data concept use, along with
putting the right talent and technology at the right place, the organisations also need
to structure incentives and workflows. Machine learning is very useful in obtaining
knowledge from data and prediction. It can help in transforming India’s health care
system. The present need is to better manage these data.
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In addition to this, there is big data analytics’ potential utilisation by the mobile
care space. Either with the help of third-party or independently in the health care
field, value-added services have been launched by mobile telecom service providers.
However, after all of these efforts there has been no real big data winner in health
care. In India the opportunity of working with big data is dissimilar and comprises
many stakeholders including service providers, insurance related to health, research
and development, research scholars and scientists, pharmaceuticals and medical
devices, experimental trials, clients and customers, salespersons, and lastly the
government.

4 Proposed Intelligent Health Information System

The proposed system and its design are based on big data analytics and advanced
analytics policy in the field of health care in India on the basis of its political and
executive structures. The key stakeholders are research centres, medical institutes,
hospitals, doctors, researchers, surgeons, quality teams, citizens, government offi-
cials, and policy-formulating people and agencies. The Indian political system is
hierarchical as shown in Fig. 1 with central government and decentralisation of
power in states and local administrations. Health is a state subject, therefore involve-
ment, access, and modification by state and local administration are important for
the platform for health systems using ICT.

In the development of a model for the intelligent health system, major goals are
dependent on the type of information required from the systems. Figure 2 describes

Central Government

State Government ‘ ' State Government ‘

| ) L | )
! District Government q District Government District Government q District Government
! Block q Block ! Block q Block

! Village q Village q Village q Village

Fig. 1 Political system in India
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Fig. 2 Domain of activities

the four important perspectives listing certain activities which this system would be
accomplishing: clinical, operational, quality, and research for better execution and
implementation. In the execution of the platform, the requirement is to give rights
of data collection and modification at each stakeholder level and also show some
analytics at each level which can be customised. For that reason, one centralised
interface, state interface, and local interface with each stakeholder having editing
rights is required for the system to work. This is described in Fig.3. Regional
nodes are established as per the requirements in district hospitals and zonewise data
insights can be generated with prediction and analytics. Similar things at the central
level will also help a possible solution. The three figures mentioned above set the
solution in model form. All of these set the stakeholders’ role at each place. Figure 4
describes the internal component and structure of the software and Web-integrated
solution for an intelligent health information system. Two main components are
the input and output interfaces. The input interface for data insertion takes data
from distributed locations and merges them, analysing the information through the
Hadoop framework. These data can be categorised in many parts including external
data, internal data, data from digitisation of records, and traditional standalone
system data used by stakeholders.

These data categories cover most of the types of raw data generated in health
systems and those data are fetched by the input interface of the information system.
After this is the output interface which shows statistics, pictorial representation,
analytics, and comparison using highly advanced data visualisation tools. In the
major development, inclusion of various technologies which are efficient solutions
of the analysis of big data should satisfy 4V properties. Internal components are
a machine-learning module which helps in classification of outliers, regression,
and prediction with implemented algorithms and clustering to learn the associated
reason for the disease and other common attributes in patients and diseases. Hadoop
integration helps in processing the large amount of diverse data obtained from
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State Health Sub
Information System

State Health Sub Central Health State Health Sub
Information Information System

Information System

State Health Sub
Information System

Fig. 3 Set of data collection and visualisation

distributed systems and gaining insight from the data in static and dynamic form.
The data visualisation module shows the information in a very easy and simple
way with the latest graphics so that ordinary citizens and other research people
can understand the direction. It helps in policy feedback and decision making to
the executive agency. All this is being implemented on the concept of data-driven
decision-making policy and D-governance. The D-governance concept means that
the decision is based on the knowledge obtained from the data collected from e-
governance systems and other traditional systems dynamically and on a real-time
basis.

4.1 Algorithmic Approach

The following are some of the typical algorithms that can be used for knowledge
extraction and to gain insights from the platform for health care data. Explanations
given below are for reference for some of the use cases:



12 S. Kumar et al.

Hadoop Distributed File System (HDFS)-Centralized Collection from Various Source

External Data Internal Data " Digitization of Records Traditional Systems
v Patient Home Monitoring ¥Nurse Assessment vLab Results v Patient Data till Now
v Personal Evidences Rocior=liss sy ¥ Orders ¥Orders »
v'Health Records : Medical S(af.f Assessment v Endt?scopy Results ¥'Medical Prescription
vSocial Media Documentation vVentilators v'Lab Results
vHealth Events v Financial Records v Equipment Results v Test Results

v Disease Records ¥Physiological Monitors v Patients Status
¥ - L E : *
Hadoop Distributed File System (HDFS)-Centralized Collection from Various Source

Apache Mahout

Pattern Recognition
Pattern Processing

Access to Public
Guidelines
Announcements
Suggestions

Apache Hive
[p—  Query Formation

Query Processing

Generating Large Data Sets
Filter Raw Data from HDFS
Uses Parallel, Distributed algorithm

Research Ecosystem

1 in HTML, JAVA, JSON
| |
External Interface
For Hospitals Ecosystem

To family Members

a
@
o
Q
S

<

@

8

a

=

2

T

o

Central Processing Engine

Mongo DB-NoSQL
Development of Matrix
for pattern engineering

Local DB Integration:

Access to Doctors
Access to Nurses
Access to Patients

ing Layer

Machine Learning Engine
Classification Techniques
Regression Techniques
Clustering Techniques

Integration with Hadoop

Prc

Secure Computing Web Interface - Various Stakeholders

Graph and A I
Displaying and Generating
Relationships

o)
St
<1
o
> o
T 5
oae]
L Q
oo

o
3g
S &

o
= C
w-e
- E
58
E=
Lo
2 £

S
O
Q.
oy
a

Government Official
District Level
Village Level

Central Ministry Of
State Government

Secure Computing Web Interface-Various Functions

-~ “n —,

Clinical Operations Research Operations || 7 |‘Qd;u?gt g"l'l"tro; Operation Analysis
v'Readmission Prediction vData Collection & Formatting Queliy@ atg erecto . v'Process Analysis for Disease
vEvents Schedule v'Feature Selection ;gﬂzi;nga’wﬁ::wal FElEE v'Process Tumaround Real time
il " ¥ - v =
/l\DAomtormg of Disease Cluste_r_mg_ModeIs _ SRR e Gy AT Process Mining and Research

ata Viewer Dashboard ¥ Classification, Regression Data Integration vTreatment Process
v'Big Data Analytics Operation ¥'Relations, Graphs Analytics /E:: Ing ?efation of Qualit v'Discharge Process
v'Predictive Analytics vInformation Visualization \ y P! Y v'Cost to Medical Process

4

Fig. 4 Conceptual architectural diagram

* Algorithms for reduction of patient readmission rates and visualisation

* Process for chronic diseases and approaches for patient detection

» Using machine-learning and data-mining techniques a patient’s condition irregu-
larities in real-time can be detected.
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* Analysis and prediction for a patient’s length of stay (LOS) for disease in
hospitals.

* Prediction and clustering of infection rates, mortality rates, and other trends in
disease and area.

* Analysis of tests, their efficiency, their effectiveness in the cure of numerous
patient disorders suffering from different diseases.

* Help and assistance to doctors to record quality data from patients with the help
of supervised machine learning and its visualisation.

Some of the main functional abilities of the implemented system will be the
following.

4.2 Discussion on Outcome and Functionality

There are various modules to identify and predict several types of insights from data
related to disease and patients. System-generated modules for detection of patients
at high risk of some disease and planning of attentional directions for delivering
health care to avoid readmissions is part of the framework. Good estimation of
readmission guarantees better care for legitimate patients at the hospital/medical
research centre with reduced financial cost and proper management of hospital
resources. Models based on previous year and seasonwise data of previous patient
care help in implementing predictive algorithms and hence help in decision making.
Another component of disease management and care would also work on real-time
analysis of patient data: its mapping on top of process- driven predictive models
for syndromes and patient disorders. Data visualisation with motives of health
monitoring is important for the government. In order to prevent mortalities without
causing any delay, some relevant interventions are necessary which can be done
only after getting processed data in the correct format such as patient temperature,
weight, blood pressure, respiration, heart rate, glucose level, and other parameters
and the processing step includes receiving, storing, examining, and pushing the data
onto real-time metrics and attributes generating a patient scorecard and profile.

4.3 Technological Assessment of Framework

The developed architectural concept uses proven leading open source technologies
in the area of big data and advanced analytics. This big data architectural system
empowers the government to incubate such software developers within a poor
expenses barrier during delivering very powerful abilities at great scale. Acceptance
of open source tools and techniques also enables the team continuously to refine,
embrace, and upgrade several superior upcoming generation products into the policy
for delivering the scale, enhancement, and proficiencies for a predictive model and
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decision taking. Technologies of choice are Apache Hadoop 2.x suite with HDFS,
HBase, Map Reduce, Sqoop, Hive, Pig, Oozie, Zookeeper, R Studio for Data Mining
Pattern definitions, MongoDB NOSQL, Apache Solr and Apache Lucene, Tableau
and D3JS for Advanced Visualizations, HTML5/JSON constructs for UI Rendering,
and Neo4]J for graph capabilities in the system.

5 Expected Results and Conclusion

This prototype model would show a decrease in patient readmissions for a particular
disease or disorder and an increase in the percentage of detection of occurrences of
disease areas patientwise. This would also show many successful cases of advance
recognition of patient behavior pathways for the disease or disorder of interest. The
operational module implemented with the program will reduce patients waiting at
the diagnostic centres and hospitals through the health process chain. Modelling in
real-time and graph-based relationships with financial and other resources will lead
to successful and proactive involvements for management. It basically promotes an
idea for getting data through a system and making recommendations to people who
require understanding and information from data. Data visualisation encourages an
effective customer navigation of a large amount of datasets as a measure of super-
vised machine-learning implementation. It can be constructed on established open
source technologies with a relatively lower cost. The framework should leverage
natural language processing-driven innovative text mining and analytics assimilates
formless data with partly or fully organised datasets to extract quantifiable business
value. Big data analytics and machine learning together with data visualisation
technology produce actionable insights that can be used to predict disease outcomes,
their patterns, plan treatment protocols, and for strategic organisational planning.
By digitising, combining, and effectively using big data, health care organisations
and government ranging from single doctors’ practices to small and large hospitals
to national hospital networks stand to benefit. Data analytics with algorithmic
application consenting to necessities and with a high data processing approach can
help hospitals in financial planning, supply chain management, human resource
management, and quality care delivery which ultimately results in good public
health. Reduction in readmission rates, predictive algorithms for diagnostics, and
real-time monitoring of ICU vacancies will be some of the practical applications of
big data in hospitals and e-governance systems. In the public health domain, big data
help to analyse disease patterns to improve public health surveillance and speedy
response. Big data analysis with the discussed framework can help public health
departments understand disease trends, help control sudden breakouts, and help in
building awareness with facts and data. The platform leverages some of the finest
open source big data technologies including data mining and machine learning.
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A General Framework for Modeling
of Multiple-Version Software with Change-Point

Gaurav Mishra, P. K. Kapur, and A. K. Shrivastava

1 Introduction

Promotion of information technology and software world has changed the pace
of life and society and the development of software. Due to this, the software
developers face a tough time satisfying and pleasing their customers. The developers
are always in a hunt for new ways and paths to customer satisfaction and remarkable
market presence. One possible way to this goal is multi-upgradations of the
software. Most software engineers have always devoted much time and exertion
trying to puzzle out how to design true and authentic software with minimal
faults. During the past 30 years, several non-homogeneous Poisson process (NHPP)
software reliability growth models (SRGMs) have been presented and embraced
for the evaluation and appraisal of the maturation of the reliability of the software
[1-6]. Normally, three critical factors, fault sensing or detection, troubleshooting,
and operating profile, are responsible for evaluation and appraisal of the reliability
of software. In wide-eyed, many SRGMs assume that the troubleshooting is done
with a fixed precalculated speed.

In wide-eyed, at the start of the testing phase, it is possible to detect many defects
in the visual scanning, whereas the sensing of errors or bugs based on the efficiency
of resistance measurement, speed of scanning, defect detection, etc. In the middle of
the testing phase, the anomaly detection frequency is normally based on parameters
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such as the speed of execution of the processor instructions, the failure rate, the
spreading code, and the coefficient of the normal duration of the CPU calendar day.
But in fact, in the period of debugging, the frequency of errors depends largely on
the debugger’s ability, the environment of debugging, tools and methods, etc. Thus,
the speed of bug detection and removal is probably not fixed and unperturbed, called
change-point [3, 5]. The deficiency of developers and testers, ability of bug detection
and removal can be changed with increasing time. In addition, you can also make
new employees so you do not waste resources or waste time. Also, it is always
advisable to offer and implement new debugging techniques and tools in advanced
software development which are significantly different from those used before [4].
These techniques and tools are used to ensure uninterrupted progress in testing and
execution of the software. Thus, in a point of time, adding new techniques and tools
can be viewed as a change-point.

In recent years, many SRGMs are projected with the conceptions of change-
point in reliability of the software [3, 5]. In software and hardware reliability,
modeling and analysis of change-point were innovated by M. Zhao [7]. Various
testing effort controls and testing effort functions with change-point and modeling
of SRGMs with different severities incorporating single and multiple change-
points for software have been introduced by Kapur et al. [8-11]. An SRGM with
environmental function in terms of time and change-point is presented by Zhao
etal. [12]. Also, the testing time and testing effort factors depend on framework with
change-point in the two-dimensional model proposed by Singh et al. [13]. Many
models with hazard rate and change-points for reliability analysis are introduced
by Inoue et al. [14—18]. Chiu [19] proposed SRGMs with staff improvements and
change points. Also, few reliability change-point models have been proposed and
used in the recent years, such as the Littlewood CPM, the Jelinski-Moranda de-
eutrophication and the Weibull distribution with change-point [1, 3, 5, 20-23].

Conventional software failure curves used for modeling SRGMs cannot reduce
the number of errors due to regular updates of the software [24]. However, when the
software is in the operation, the company updates the software by deleting errors
of previous versions and the introduction of new features to improve performance.
These upgrades are at risk that future version may contain new bugs that cause
software error. The company cannot ignore the failure of previous versions during
the operational phase in the last published version. The companies cannot ignore the
defects of the previous version during the operational phase of the latest published
version. This can lead to an increase in the error rate during the update process. This
failure rate is gradually reduced as the testing team detects and corrects the error
before the next version is released. The adding of new software features causes to
increase failure rate and also increase the complexity of the software as the software
functions improved [25]. The purpose of the company’s software has a software
update to improve the reliability, which is possible only through consolidation and
the reintroduction of some modules, using the best engineering techniques to reduce
the intensity of software errors. Various researchers have worked in this direction
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to model multiple versions of software. Singh et al. [26] have developed a model
of detection and correction in the two phases under the influence of two types of
imperfect debugging for multiple versions of the software on the bases of time and
effort. Kapur et al. [25, 27] presented the growth model of reliability of software
based on detection and correction in two phases, with imperfect debugging and
testing effort in multiple-version software. They suggested that the exponential
distribution is a process of discovery and logistic distribution a correction process.
Kapur et al. [24] stretched their work to formulate multiple-version models in the
imperfect debugging environment. They also proposed a two-dimensional model
for modeling multiple versions of software [28]. In the existing literature, no
research has been done for incorporating change-point phenomenon in modeling
multiple versions of the software. We have taken the first step to fill this gap by
proposing a general framework for multiple versions of software considering single
change-point in each version. Furthermore, we have developed a new change-point
model by using a generalized modified Weibull (GMW) distribution presented by
Carrasco [29]. The comparison criteria result shows that our model is best fitted to
the given data set as compared to the existing SRGMs. The rest of the article is
organized as follows: Sect. 2 describes the basic notations, model assumptions, and
the generalized framework for modeling multiple releases with single change-point.
Section 3 describes the process of a GMW distribution with single change-point in
each version. In Sect. 4, we validated the formulated model on the given data set
and compared it with existing SRGMs. Finally, the article concludes in Sect. 5.

2 General Framework for Multiple Versions of Software
with Change-Point

2.1 Basic Notations

Fy(@®) Fault distribution function for i release before and after change-
point,i=1,2,3,4;j=1,2.

fii@® Probability density function (jis representing the change-point).

m;(1) Expected number of defects erased in time (0,¢] for i release,
i=1,2,3,4.

a; Initial fault content,i=1,2,3,4.

T; Change-point in successive release, t;_ | < 7; <f;.

t; Release time of i version.

o, Vij» Aij, Bij Parameters of the flexible GMW distribution before and after
change-point,i=1,2,3,4andj=1,2.
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2.2 Basic Assumptions

The following hypotheses are made for modeling where the number of detectable
defects is fixed and finite. The hypotheses are:

(A1) Once there is a software error, the error which led to it will be detected
and corrected in real time, and no new errors are introduced in the course
correction.

(A2) Error detection and removal rate can be changed at some point of time called
change-point.

(A3) Fixing of issue before and after the change-point follows the same distribution
with modified parameter values.

(A4) There are very few possibilities of survival of the remaining number of defects
of i version to (i + 2)" version.

In practice, a software debugging process is a counting process {N(z),t > 0}, is
said to be an NHPP, follows Poisson distribution with mean function m(t), and is
formulated as

_ {m(ye

Pr{N(r) = r} " ,

r=0,1,2,...... (1

Now we will propose the generalized framework with change-point for multiple
versions of the software. For the validation of the same framework, we propose a
new change-point model in Sect. 4 with a flexible generalized modified Weibull
distribution [19] with four parameters.

2.3 Modeling Multi-upgradation for Release 1

Depending upon the above hypothesis,suppose f(r) and F(¢) are intensity and
cumulative distribution functions of fault and 1— F(¢) represent the fraction of
undetected defects at time #, and then the defect removal process of SRGM for the
very first release with single change-point may be outlined as (Fig. 1)

Fig. 1 Release time and change-point distribution on timeline
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dm() | i la—m@0}0<r<mn

Si2(®) ’
dt I_IFIN) {a1 — m(t)} > 1

2)

where : f '1’;(:')( L Jj = 1,2 1is outlined as the instantaneous failure intensity and a’1 =
Ly

ay —my (11) = a1 (1 — Fy1 (11)) is the remaining defects after the first change-point
71. Solving Eq. (2) under the boundary situations m(t = 0) = 0 and m(t = t) = 0, we
have

arFu (1) 0<t=<n7
i) = ar (1 —Fi (1)) <1—%) T <t<th 3)
_ arFi(t) 0<t=<7
B g ag(l1-Fyu@)Fp(t-1u)nu<t=<t
So, the aggregate defects corrected in time [0, #,] are given by
(1—Fin(1)
mi(t) = aiF (1) +ar (1 = Fui (1)) (1 - m)
(1 —Fi () (1 = Fia(0)) X

(1=Fiz2 (1))

2.4 Modeling of Successive Releases (i=2,3,4)

After the initial release, the remaining number of failures, that is, a;(1 — Fy1(t1))
(1 — F12(t; — 1)), which cannot be discovered in time [0, ], is moved to the
immediate version. If Fj;(7) is representing the defect distribution function before
and after (j = 1, 2) the change-point at 7; in i"" release, where f;_ < t;<t;, then the
failure removal process for upcoming versions is defined as

dm;(t) 1%5?(;) (az/' - m,-(t)) i1 <t=<T

dt 20 (af —mi) w<t<t

®)

where a; = a; + ai—1 (1 — Fi—1)1 (ti=1 — ti=2)) (1 = F—1)2 (tie1 — Ti=1)) is the
aggregate number of defects of the present version and previous version only
and a = [a; + ai—1 (1 — Fi—iy1 (tie1 — ti-2)) (1 = F—pya (im1 — 1i—1)) | (1 = Fa
(7; — t;—1))is the remaining number of faults after t; in the present version.
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On solving (5) with boundary conditions m(t = t;) = Oand m(t = 7;) = 0, we get

[aitai—1 (1=F -1 (tic1—ti-2)) (1=F =12 (ti-1—7i-1)) |

mi(t)= Fy (1—ti-1) lic) <t <7
l [aitai—1 (1=F -1 (tici—ti=2)) (1=F =12 (tim1—Ti=1)) |
(1—Fi1 (‘L’i—l‘,'_l)) Fi (l‘—‘L’,‘) T <t=t
(6)

Hence, aggregate defects corrected in [#;,— 1, #;] are

m;(t) = d;Fy (t; — tim1) + a Fp (t — 12) (N

3 Derivation of SRGM with GMW

The bathtub-shaped failure curves are very utile in survival analysis of software. The
four-parameter flexible GMW is capable of modeling bathtub-shaped distributions.
Also it is capable to model monotone and non-monotone failure curves, which is
very common in reliability problems.

The density function of flexible GMW(a, y, A, B) distribution is given by

aft’™! (y + At)exp {Ar — ar” exp (Ar)} ;

f( = >0 (8)
e [1 —exp {—at” exp (M)}]l_ﬂ
and cumulative distribution function (cdf) is given by

F() = [1 —exp {~ar” exp (1)})/ ©)

where >0,8>0,y>0and A >0.

Here, o controls the scale of distributions, and y, Bcontrols its shape. The
parameter A is a kind of accelerating factor in the imperfection time. The GMW
distribution has flexibility with various forms of known distributions. It is a
generalization for many existing SRGMs. Some of them are listed below.

All the described SRGMs in Table 1 reflect the adoptability of GMW distribution
for modeling of multiple versions of the software product. Now we will find the
mean value function for each version using GMW distribution.
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Table 1 Different SRGMs

Distribution Parameters Expression F()

Weibull distribution A=0,8=1 (1 —exp(—at’))
Exponentiated Weibull distribution [6,8] |A =0 (11— exp(—aty))ﬂ
Modified Weibull distribution [2] B=1 (1 —exp {—at” exp(AD)})
Exponential distribution A=0,8=1,y=1 | (1—exp(—at))
Generalized exponential distribution [28] |A =0,y =1 (1 —exp(—at))?
Rayleigh distribution A=0,=1,y=2 | (1—exp(—ar?))
Log-gamma distribution B=1,y=0 (1 —exp {—aexp(AD)})
Generalized Rayleigh distribution [5] A=0,y=2 (1 —exp(—ar?)?

3.1 For Release 1

Using Egs. (8) and (9) in (3), the mean value function of the first version can be
obtained as follows:

a1[1 — ef—ans eXP(MlI)}]ﬂ” 0<t<t
a; {1 — [1 — et—anm EXP(MITl)}]ﬂ”

my (1) = (10)

% 1_[1_6{—,112,1'12 exp(llz,)}]ﬂlz }

1-— T1<t=<h

% 1_[1_e{—a1211”2 exv(/\lzfl)}]ﬂlz}

So, the aggregate defects corrected in time [0, #{] are

{1_[1_6{—0!11f1y” exp(kllfl)}]ﬂ”} {1_[1_6{—01121”‘2 exp(llzt)}]ﬂ”}

ml(t)=a1 1—
{1—[1—e{—a1211712 exp(llzfl)}]'glz}
1D
3.2 For Release 2,3, and4 (i=2,i=3 and i=4)
a{[l — et eXP(lnt)}]ﬁ“ Lo <t<T
411 = [1 —_ et Cxp(lflli)}]ﬂ“
m;(t) = (12)

% 1—[1—6{*«1;21%‘2 EXP(Aizl)}]ﬂn;
- { 1—[1—e{wizrim SXp(Aizri)}]ﬁiz}

T <t=<t
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where ¢’ = a;+a;_; (1 _ [1 _ et (m1 =)= D! exp(A(f1)1(1,-—1—ti—2))}]ﬂ“_m)
1

(1 _ I:l _ g{—a(i—l)Z(Hfl—‘17[71)1/("—”2 exp(k(i_l)z(t[]—‘[[1))}]ﬁ(i1)2).

So, the aggregate defects corrected in time [z;_ 1, ;] are

{1 _ [1 _ ptain i’ exp(Ai Ti)}]ﬂ”} {1 _ [1 — pl—ant™® exp(lizt)}]ﬂ"z}

{1 — [1 — el—anmi exp(lizf[)}]ﬂiz}

mi(t)=da,|1—

13)

4 Numerical Illustration

The data set used for analysis and validation is from the four versions of the software
product. The initial version is counted 100 bugs in 20 weeks, 120 bugs in 19 weeks,
61 bugs in 12 weeks and 42 bugs in 19 weeks of the testing period [1]. The eighth
week, the sixth week, the third week, and the fifth week are marked as a change-
point in the successive release of the software.

The model proposed in this work is not linear and provides additional problems
in the estimation of the parameters. A software package such as SPSS, which was
used here to estimate the parameters, helps to overcome this problem. The parameter
estimation is done by SPSS and comparison results for all the releases given in
Tables 2, 3 and 4, respectively. The goodness of fit curves is given in Figs. 2, 3, 4,
and 5.

Table 2 Estimated Release (i) | a; a Vi A
parameters of the proposed 1 100.587 | 0.002 | 1.342 | 0.230
2 119.999 | 0.004 | 1.024 |0.282
3 61.000 |0.049 |0.038 |0.448
4 39.978 |0.037 | 1.274 | 0.002
Table 3 Estimated B @, Vs A B2
parameters of the proposed

0.310 0.048 |0.874 |0.107 |0.001
0.438 0.074 |0.908 |0.070 | 0.090
0.899 10.189 |1.394 |0.001 |5.646
0994 1 0.065 |0.815 |0.067 |0.003

model
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Table 4 Comparison results of the model

Release (i) MSE Bias Variance RMSPE TS R?

1 0.882 —0.006 0.964 0.964 1.251% 0.999
2 1.467 —0.104 1.258 1.262 1.411% 0.999
3 0.296 0.117 0.741 0.750 1.260% 0.999
4 0.669 0.014 0.840 0.841 2.806% 0.996

Fig. 2 Goodness of fitcurve 120
for release 1
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4.1 Performance Comparison Criteria

The data we are using for analysis is for failure counts in the successive releases,
so we are using the following criteria to compare various models based on their

prognostic and retrodictive power:

1. The mean square of fitting error (MSE) [3, 5]
2. The prediction bias [3, 5]
3. The variance [3, 5]

4. The root mean square prediction error (RMSPE) [3, 5]
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Table 5 Distribution function of SRGMs [7, 19]

i=1,2,3,4
SRGM 1 (exponential)
SRGM 2 (delayed S-shaped)

SRGM 3 (logistic)
SRGM 4 (Weibull)

SRGM 5 (Rayleigh)
SRGM 6 (normal) (i ,0)—mean and
standard deviation

SRGM 7 (gamma) (c, )—shape and
scale parameters

SRGM 8 (modified Weibull)

Table 6 Estimated
parameters of SRGM 1
(exponential)

Table 7 Estimated
parameters of SRGM 2
(delayed S-shaped)

Table 8 Estimated
parameters of SRGM 3
(logistic)

5. The Theil statistic [3, 5]

Release (i)

1

2
3
4

Fu(t),t<t
(1 —etn7)
(1= (1 + byt) e=bn?)
(H‘ﬁ,l o—bint
(1+/314-° birr)

e bit )
—b,1t2)

(t Mit, Ull)

(-
(-
"

Lt ai, Bin)
(1 — e—int—Badil )

Release (i)
1

2
3
4

Release (i)
1

2
3
4

a;
102.013
118.341
54.720
41.856

bi

0.108
0.081
0.088
0.198

6. The coefficient of multiple determination (R?)

27

Fp(t),t>1
(1 —ear)
(1= (1 + bpt) e7b27)

(1 (H‘ﬁﬂ) efb,zr)
(

(14 Baetir)

1— b,zt”{)
1— —b,zt )

CD(I Hi2, O 12)

C(t;apn, Bi)
(1 _ e—aizt—ﬂiztk'z)

bi

0.105
0.080
0.057
0.052

a;
103.599
123.128
66.392
38.877

biy

0.240
0.194
0.210
0.142

a;
102.445
119.461
58.422
37.949

bi

0.267
0.241
0.256
0.202

biy

0.293
0.265
0.366
0.229

biy

0.321
0.219
0.729
0.228

Bi

0.002
0.003
0.098
3.933

Bi
6.200
0.565
49.905
3.322

We have compared our proposed model with the well-known (eight) existing
SRGMs given in Table 5. The parameter estimation and comparison criteria results
of the SRGMs are given below in Tables 6, 7, 8, 9, 10, 11, 12 and 13 and 14,
15, 16, 17, 18, 19, 20, and 21, respectively. Looking at the comparison criteria
results, we see that our proposed model is best fitted on the given data set. Some of
the distributions which give nearby comparison criteria results are logistic, normal,

gamma, and modified Weibull.
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Table 9 Estimated Release (i) | a; b bi k
parameters of SRGM 4
(Weibull) 1 103.806 |0.128 |0.372 |0.879
2 123.355 | 0.086 | 0.230 |0.945
3 55.621 0.022 |0.020 |2.171
4 44.887 10.039 |0.071 |1.255
Table 10 Estimated Release (i) | a; b bir
?}‘;j;{l;g)s of SRGM'S 1 100.832 | 0.017 | 0.010
2 118.777 1 0.017 |0.011
3 60.345 1 0.025 | 0.028
4 41.446 | 0.015 |0.011
Table 11 Estimated Release (i) | a; [ o i on
parameters of SRGM 6
(normal) 1 100.938 | 6.527 | 5919 |5.888 |5.337
2 120.256 | 7.097 | 4.878 |2.123 | 7.894
3 54.331 6.230 |4.071 |5.377 |2.169
4 41.563 |7.319 [3.931 |2.168 |8.042

Table 12 Estimated

Release (i) | a; ol Bi Qi Bi
parameters of SRGM 7
(gamma) 1 103.364 | 0.832 | 0.078 | 0.917 | 0.246
2 120.442 1 0.958 | 0.075 | 1.537 |0.248
3 61.289 | 0.766 |0.041 | 7.627 |1.297
4 47.095 |1.355 [0.099 |1.142 | 0.150

Table 13 Estimated parameters of SRGM 8 (modified Weibull)

Release (i) a ) Bi an Bix kiy ki

1 103.630 0.093 0.118 0.056 0.188 0.001 0.890
2 129.026 0.070 0.081 0.019 2.115 0.001 0.224
3 48.978 0.063 0.074 0.036 0.002 0.006 3.229
4 49.136 0.050 0.104 0.000 1.055 0.443 0.148

Table 14 Comparison results of SRGM 1 (exponential)

Release (i) MSE Bias Variance RMSPE TS R?

1 3.345 0.291 1.946 1.968 2.436% 0.996
2 1.601 0.095 1.311 1.315 1.474% 0.999
3 4.796 0.134 2.339 2.343 5.075% 0.989
4 0.781 0.084 0.920 0.924 3.033 0.996
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Table 15 Comparison results of SRGM 2 (Yamada)

29

Release (i) MSE Bias Variance RMSPE TS R?

1 25.036 —1.451 5.745 5.925 6.665% 0.969
2 12.607 —0.963 4.030 4.143 4.136% 0.990
3 5.287 —0.376 2.532 2.560 5.329% 0.988
4 0.846 —0.074 0.954 0.957 3.157% 0.995
Table 16 Comparison results of SRGM 3 (K-G logistic)

Release (i) MSE Bias Variance RMSPE TS R?

1 3.426 —0.272 1.910 1.930 2.400% 0.996
2 1.793 —0.087 1.385 1.387 1.560% 0.999
3 0.324 —0.005 0.731 0.731 1.318% 0.999
4 0.774 0.039 0.907 0.907 3.020% 0.996
Table 17 Comparison results of SRGM 4 (Weibull)

Release (i) MSE Bias Variance RMSPE TS R?

1 2.463 0.078 1.616 1.618 2.090% 0.997
2 1.506 0.031 1.262 1.262 1.429% 0.999
3 3.898 0.491 2.285 2.337 4.575% 0.991
4 0.683 0.034 0.851 0.852 2.836% 0.996
Table 18 Comparison results of SRGM 5 (Rayleigh)

Release (i) MSE Bias Variance RMSPE TS R?

1 45.319 2.246 7.977 8.287 8.967% 0.944
2 21.745 1.384 5.387 5.562 5.431% 0.984
3 3.923 0.446 2.261 2.304 4.591% 0.991
4 1.247 0.127 1.169 1.176 3.833% 0.993
Table 19 Comparison results of SRGM 6 (normal)

Release (i) MSE Bias Variance RMSPE TS R?

1 0.962 0.015 1.007 1.007 1.307% 0.999
2 3.560 0.267 1.996 2.014 2.198% 0.997
3 0.276 0.000 0.695 0.695 1.219% 0.999
4 0.930 0.029 0.992 0.993 3.310% 0.995
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Table 20 Comparison results of SRGM 7 (gamma)

Release (i) MSE Bias Variance RMSPE TS R?

1 2.328 —0.061 1.569 1.570 2.033% 0.997
2 1.766 —0.045 1.368 1.368 1.548% 0.999
3 0.316 0.090 0.744 0.749 1.303% 0.999
4 0.665 0.022 0.839 0.839 2.799% 0.996

Table 21 Comparison results of SRGM 8 (modified Weibull)

Release (i) MSE Bias Variance RMSPE TS R?

1 1.700 —0.003 1.338 1.338 1.737% 0.998
2 1.058 —0.023 1.058 1.058 1.198% 0.999
3 0.449 —0.094 0.837 0.842 1.553% 0.999
4 0.773 0.079 0914 0.918 3.018% 0.996

5 Conclusion

Under the present market conditions, software engineers are working hard to fulfil
the rapid increasing demand of reliable software by releasing new versions of
software from time to time. For the market support, companies are changing their
strategies from time to time during the entire time of the software development life
cycle; therefore, existing multi-upgradation framework may not serve the purpose
of estimating the number of faults in every version. In this paper we presented a
generalized framework for software reliability growth modeling of multi-release
accommodating the concept of change-point. In the proposed framework, gener-
alized modified Weibull distribution is considered before and after the change-point
for the fault removal process. This comprehensive modeling framework may help to
derive various models by considering different probability density and distribution
function without making any more assumptions. The formulated model is validated
on real data sets and compared with several existing SRGMs. Numerical illustration
shows that our proposed model is best fitted on the given data set as compared to the
existing SRGMs. In the future, the possibility of including multiple change-points
in each release, fault severity, or imperfect debugging can be worked out.
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An Improved Scoring System for Software
Vulnerability Prioritization

Ruchi Sharma and R.K. Singh

1 Introduction

IT vulnerabilities cannot be eradicated to reach a state of zero, but spotting the
most critical ones is essential. It is practically infeasible for an organization to patch
or remediate all software vulnerabilities as soon as they are discovered. Delay in
fixing the vulnerabilities might be there due to lack of administrative, financial, or
human resources. In some cases, compliance may dictate no changes or patches
to the system. Sometimes the impacted system cannot be allowed to go out of
service during the remediation process. In addition, meeting certain hard deadlines
to survive in the market or scarcity of available resources causes undue delay. So,
there could be varied reasons which lead to an organization’s inability to fix all the
detected vulnerabilities [1, 2, 4, 9].

If there are n vulnerabilities detected in a software but the organization has the
resources and time to fix only k vulnerabilities where

k < n,

then deciding k vulnerabilities out of n is challenging and difficult, and vulnerability
prioritization can address this difficulty. Vulnerability prioritization is the process of
assigning a priority to vulnerabilities so as to schedule their remediation process
while minimizing the risk.

Various organizations, companies, and researchers have their own rating systems
to rank and prioritize vulnerabilities based on qualitative and quantitative rating
systems. Qualitative rating systems constitute an intuitive approach to describe
the severity of vulnerabilities, while quantitative scoring systems associate a score
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with each vulnerability. One of the widely used quantitative scoring systems is
the US-CERT’s vulnerability scoring system, the Common Vulnerability Scoring
System Version 2 (CVSS V2). National Vulnerability Database uses CVSS V2 for
vulnerability scoring. Vulnerability rating and scoring system (VRSS) is a hybrid
methodology which gives a rating to vulnerabilities while associating a score with
each of them. Both CVSS V2 and VRSS give a static rating to vulnerabilities which
remain associated with the vulnerability throughout and do not change with time.

1.1 Common Vulnerability Scoring System (CVSS)

Common Vulnerability Scoring System Version 2 (CVSS V2) is an open framework
to assess the severity of security vulnerabilities in a software. It establishes a
measure of impact and threat posed by a vulnerability so as to prioritize the efforts
during vulnerability fixation [1, 3, 7, 8].

CVSS analyzes a vulnerability based on the base metric which uses vulnerability
impact and exploitability levels to generate a score between O and 10. The higher
the score, the more is the priority. Based on this quantitative score, qualitative rating
of high, medium, or low severity is assigned to vulnerability.

¢ Vulnerabilities having a base score value in the range 7.0-10.0 have high severity.

* Vulnerabilities having a base score value in the range 4.0-6.9 have medium
severity.

* Vulnerabilities having a base score value in the range 0-3.9 have low severity
level.

The base metric group considers those attributes of a vulnerability that do not
change with time. Access vector, access complexity, and authentication metrics are
the three metrics used in this group [1]. It measures how a vulnerability will directly
affect an IT asset if it is successfully exploited. The metrics of this group are shown
in Table 1.

The impact is defined independently as the degree of loss of confidentiality,
integrity, and availability. The possible values for components of impact metric
along with quantitative score are as shown in Table 2.

Table 1 Exploitability

) Exploitability metric | *Metric value | Quantitative score
metrics [1]

Access vector L/A/Nw 0.395/0.646/1.0

Access complexity H/Md/L 0.35/0.61/0.71

Authentication N/S/M 0.704/0.56/0.45
4Legend

L local, A adjacent network, Nw network
H high, Md medium, L low
N none, S single, M multiple
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Table 2 Impact metrics [1] Impact metric | Metric value | Quantitative score

Confidentiality | C, P, N 0.66/0.275/0
Integrity C, PN 0.66/0.275/0
Availability C, PN 0.66/0.275/0

C complete, P partial, N none

The base equation is the foundation of CVSS V2 scoring and is used to generate
the final severity score of a vulnerability [1, 3]. It is evaluated by the following
equations:

*
(0.6*Impact) +
B = I t 1
ase score (( (0.4*Exploitability) 1.5 ) 7 (TMPacV M
Impact = 10.41* ( | ~ (1-Conflmpact) = )
(1-IntegImpact)™ (1-Availlmpact)
Exploitability = 20* AccessVector* AccessComplexity 3)

* Authentication

This score is used for vulnerability prioritization in National Vulnerability
Database (NVD). The higher the value of base score, the higher is the severity
associated with that vulnerability [1].

1.2 Vulnerability Rating and Scoring System (VRSS)

Vulnerability rating and scoring system was given by Qixu Liu and Yuqing Zhang
in 2010 after analyzing vulnerability datasets from three famous vulnerability
databases (IBM ISS X-Force, Vupen Security, and National Vulnerability Database)
[2]. VRSS is a hybrid approach that gives a qualitative rating and quantitative
score to vulnerabilities by combining respective advantages of both qualitative and
quantitative systems. VRSS analyzes a vulnerability based on its impact and assigns
a qualitative rating to it. It then uses the impact score and exploitability levels to
generate a score between 0 and 10. The higher the score, the more is the priority [2].

Quantitative score in VRSS method is taken as the sum of the impact of a vul-
nerability and its exploitability. The impact is evaluated using three subcomponents,
namely, confidentiality impact (C), integrity impact (I), and availability impact (A).
Impact score is evaluated using some predefined rules as shown in Table 3. A
qualitative rating is given to the vulnerability, and a quantitative score is defined
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Table 3 Rules for qualitative rating and impact evaluation [2]

ID | Description Severity | Impact

1. | Each of confidentiality, integrity, and availability properties has a High 9
“complete” loss

2. | One of confidentiality, integrity, and availability properties has a High 8
“partial” loss. The other two have a “‘complete” loss

3. | One of confidentiality, integrity, and availability properties has a High 7
“none” loss. The other two have a “complete” loss

4. | One of confidentiality, integrity, and availability properties has a High 6
“complete” loss. The other two have a “partial” loss

5. | One of confidentiality, integrity, and availability properties has a Medium |5
“complete” loss. One of them has a “partial” loss, and one has a
“none” loss

6. | One of confidentiality, integrity, and availability properties has a Medium | 4
“complete” loss. The other two have a “none” loss

7. | Each of confidentiality, integrity, and availability properties has a Medium | 3
“partial” loss

8. | One of confidentiality, integrity, and availability properties has a Medium |2
“none” loss. The other two have a “partial” loss

9. | One of confidentiality, integrity, and availability properties has a Low 1
“partial” loss. The other two have a “none” loss

10. | Each of confidentiality, integrity, and availability properties has a Low 0
“none” loss

which suggests its impact score. The qualitative rating is given on the basis of

impact of the vulnerability and is governed by certain rules that are summarized

in Table 3. Exploitability is calculated by taking twice the product of access vector,

access complexity, and authentication given by Eq. 4. These three components of

exploitability are evaluated in the same manner as given in Table 1 for CVSS 2.
Overall score is calculated using the following formula:

Exploitability Score = 2* Access Vector® Access Complexity* Authentication (4)
Quantitative Score = Impact Score + Exploitability Score 5)

The score generated by Eqs. (4) and (5) is used to prioritize vulnerabilities in
VRSS. The higher the value of quantitative score, the higher is the severity of

associated vulnerability, and therefore priority of that vulnerability is higher than
all the vulnerabilities having a lower score.

1.3 Limitations of the Existing Prioritization Methodologies

The prioritization methods currently used for vulnerabilities suffer from certain
limitations. Severity of a vulnerability is a dynamic attribute that changes with
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changing levels of temporal factors associated with it. This may have significant
impact on the intrinsic characteristics of a vulnerability.

In CVSS V2-based prioritization, vulnerabilities are prioritized based on the
score generated by base metric group [1, 6]. But the base score does not take into
account the attributes which are time based due to which the score associated with a
particular vulnerability is same with time and might not suit the industrial scenario
where temporal attributes significantly affect the severity of a vulnerability [1, 9].

VRSS also does not consider any temporal attribute while generating the severity
score [1, 2, 9]. Time-based or temporal attributes consider the changing severity
which is a more practical scenario in the software world.

For example, if a vulnerability Y has been detected in year 2014 and that time
there was no official fix available for it. Say the score associated with Y in 2014
is S;. Now, the organization worked upon it to release a stable official fix. Now,
if Y is again encountered in year 2015 and the score is S,, then S1 > S, if all
other attributes of vulnerability are kept the same (due to an available patch for the
vulnerability developed on initial encounter).

Therefore, including temporal attributes while generating the quantitative score
for prioritization leads to a dynamic prioritization scheme which efficiently handles
the changing levels of vulnerability severity and gives a more realistic and practical
approach toward vulnerability prioritization.

2 Proposed Approach

The proposed approach is a hybrid approach derived by combining both VRSS and
CVSS. It gives both qualitative rating and quantitative score for prioritization. We
took into consideration the remediation level and the rate at which a particular type
of vulnerability is growing with time termed as vulnerability index (VI). The first
attribute, i.e., vulnerability index, raises the static score to take into consideration
the changing rate of vulnerability with time. On the other hand, remediation level
adjusts the severity score downward leading to declining urgency as remediation
becomes final.

2.1 Vulnerability Index (VI)

The vulnerability index (VI) is a temporal metric to capture the effect of rate
at which a particular vulnerability is increasing or decreasing with time. VI is
evaluated using the historical data [6] to find the rate of change of a particular type
of vulnerability. If the number of vulnerabilities of type Z in year of observation is
Zyvo and the number of vulnerabilities of type Z in its previous year is Zyyp, then
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Znvo

vulnerability index (V) = —————
Znvo + Znvp

(6)

The formula obtained in Eq. (6) takes in consideration the fact that rate of change
cannot exceed 1 and minimum value can be equal to 0. These values are obtained
in case of extremes. In all the other cases, value of VI lies between O and 1, i.e.,
0 < VI < 1. Following is the impact of vulnerability index [VI]:

* A value equal to one suggests that no vulnerability of type Z was detected in the
previous year.

* While a value equal to zero suggests that no vulnerability of type Z is detected in
the year of observation.

* A value equal to 0.5 suggests that the number of vulnerabilities in the year of
observation and its previous year is same.

* A value between 0 and 0.5 suggests that the number of vulnerabilities has
decreased from the previous year.

* A value between 0.5 and 1 suggests that the number of vulnerabilities has
increased from the previous year.

The quantity obtained by Eq. (6) gives the value of the rate at which a
vulnerability is increasing or decreasing with time. Vulnerability index is a dynamic
attribute and captures the changing rate of vulnerability detection for a particular
vulnerability over the years. The reason behind introducing this metric is that the
rate at which a vulnerability is encountered also affects the severity associated
with it and, therefore, would be a helpful attribute while performing vulnerability
prioritization. If the rate is increasing with time, i.e., the number of vulnerabilities
is showing an upward trend with time, then it means that there is a need to give
more attention. While if the rate is decreasing, then the severity associated with it
also decreases. The vulnerability index is applied after all the static attributes are
considered and evaluated. It has an impact of raising the quantitative score that is
used for vulnerability prioritization. The score obtained after considering the effect
of VI will either increase the severity or it will show no effect. But, it can never
decrease the severity score obtained after considering static attributes only.

2.2 Remediation Level (RI)

Remediation level takes into account the extent to which an organization is ready to
deal with a vulnerability. This is a time-based attribute, i.e., it can change over time.
The remediation or preparation level of an organization against a vulnerability can
significantly affect the severity associated with it and therefore forms an important
tool for vulnerability prioritization methodology. Remediation level is used in
temporal metrics of CVSS but is not used for prioritization [1, 6].

Among all the factors, the remediation is an important attribute for vulnerability
prioritization. When published initially, a vulnerability is generally unpatched. A



An Improved Scoring System for Software Vulnerability Prioritization 39
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Official fix 0.87
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Fig. 1 Proposed prioritization methodology

short-term remediation may be offered by workarounds or hotfixes before the
issue of an official patch or upgrade. With all these stages, the severity score
of a vulnerability adjusts downward suggesting a decreasing level urgency as
remediation becomes final as shown in Table 4. The less official a fix, the higher the
vulnerability score. Once the fix is officially available, vulnerability score decreases.
The weightage gives a numeric equivalent of each level which is shown in Table 4
[1,3,7,8].

The diagrammatic representation of existing and proposed prioritization method-
ology is as shown in Fig. 1.

The base of our approach is the concept used in VRSS [2]. The impact is
evaluated using the same approach as followed in VRSS and given in Table 3.
The exploitability score associated with a vulnerability is evaluated using the values
given in Table 1.

The qualitative rating is given on the basis of impact of the vulnerability and is
governed by rules summarized in Table 3. The vulnerability index and remediation
level are used to generate the final quantitative score termed as Q score. The Q score
is generated using the attributes described above and is given by Eq. (7). The value
of Q score lies between 0 and 10.

(Impact + Exploitability)* RL* (1 + VI)
Q score = > @)
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The Eq. (7) formulated to generate Q score is characterized by the following
points:

* The value obtained by evaluating (Impact + Exploitability) is the static score and
is same as the one obtained in VRSS approach.

* The value of static score lies between 0 and 10.

* The factor of RL accounts for decreasing the static score generated after taking
the sum of impact and exploitability. It will lead to no impact if the fix is not
available or not defined.

¢ VI leads to an increase in the static score or no impact if there are no reported
vulnerabilities of type Z in the year of observation.

* By including RL and VI in the static score leads to changing severity levels for
vulnerabilities.

Vulnerability prioritization is done based on the score generated by Eq. (7). The
higher the Q score, the more is the priority of associated vulnerability.

3 Datasets

The datasets used in this work are collected from National Vulnerability Database
(NVD) [5, 6]. NVD contains the dataset for 23 types of vulnerabilities. Dataset
comprises of vulnerabilities of different types, namely, buffer overflow, memory
corruption, privilege escalation, denial of service, cross-site scripting (XSS), etc.
The dataset contain the number of vulnerabilities of each type over the years.
We used datasets for two types of vulnerabilities, i.e., (i) buffer overflow and (ii)
memory corruption.

The data for various security attributes of a vulnerability is collected from CVE
available at National Vulnerability Database [6].

4 Illustrative Example

e CVE-2003-0062: Buffer Overflow in NOD32 Antivirus

Discovered in February 2003, CVE-2003-0062 is a buffer overflow vulnerability
in Linux and UNIX versions and could allow local users to execute arbitrary code
with the privileges of the user executing NOD32. The attacker must wait for another
user to scan a directory path of excessive length to trigger this vulnerability [5, 6].

¢ According to CVSS, this vulnerability was given a score of 6.2 and thus medium
severity.

e According to VRSS, the qualitative rating is medium and quantitative score is
5.00 [32].

¢ According to our proposed approach:
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— Impact vector: [C:C/I:C/A:C].

— Exploitability vector: [AV:N/AC:L/Au:N].

— The qualitative rating of this vulnerability is high according to Table 3 and
impact score is 9 [how not clear].

— Remediation level = official patch available. So, RL = 0.87 [reference table].

— Vulnerability type = buffer overflow.

— No. of buffer overflow vulnerabilities in 2003=Zyyo = 370.

— No. of buffer overflow vulnerabilities in 2002=Zyyp = 435.

— So, vulnerability index= 373795z = 0.46

(9+2%0.395%0.35%0.704) “0.87(140.46) __

Q score= 5 5.8

e CVE-2002-0392: Apache Chunked-Encoding Memory Corruption Vulnerability

The value of Q score which gives the severity rating to a vulnerability in our
prioritization methodology is between the values of existing approaches of CVSS
and VRSS. This is due to the fact that the organization already had a patch available
for the vulnerability in this example which is not considered while generating the
score in CVSS and VRSS. This leads to a lower severity level for CVE-2003-0062
as compared to CVSS score. The value of VI considered in our approach further
takes into account the rate at which the vulnerability is changing and adds to the
severity of CVE-2003-0062.

In June 2002, a vulnerability was discovered in the Apache web server which
handles requests using chunked encoding. According to the Apache Foundation, a
successful exploit can lead to the execution of arbitrary code with the privileges of
the web server in some cases and denial of service in others.

* According to CVSS, this vulnerability was given a score of 7.5 and thus high
severity [31].

* According to VRSS, the qualitative rating is medium and quantitative score is
5.00 [32].

* According to our proposed approach:

— Impact vector: [C:N/I:N/A:C].
— Exploitability vector: [AV:N/AC:L/Au:N].
— The qualitative rating of this vulnerability is medium according to Table 13
and impact score is 4.
— Remediation level = official patch available. So, RL = 0.87.
— Vulnerability type = memory corruption.
— No. of memory corruption vulnerabilities in 2002=Zyyo = 2.
— No. of memory corruption vulnerabilities in 2001 =Zyyp = 0.
2

— So, vulnerability index= 5175 =1

(4+2*1%0.71%0.704) "0.87(1+1)

. =43

Q score =

The Q score which gives the severity rating to a vulnerability in our prioritization
methodology comes out to be lower than both the existing approaches of CVSS and
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VRSS. This is due to the fact that the organization already had a patch available for
the vulnerability in this example which is not considered while generating the score
in CVSS and VRSS. This leads to a lower severity level for CVE-2002-0392 in our
proposed approach.

5 Conclusion

The new prioritization approach proposed in this study takes into account two
temporal metrics, namely, remediation level and vulnerability index. They change
with time and therefore lead to changing severity levels of the same vulnerability
with time which is a more practical scenario in the current software world. The
existing approaches for vulnerability prioritization, i.e., CVSS and VRSS, do not
consider any time-based metrics for prioritization and therefore cannot take into
account the changing levels of severity with time.

In a practical scenario, if the same vulnerability is encountered again and again
by the organization, then its remediation level (RL), i.e., the organization’s level of
preparation to counter that vulnerability, changes. Generally, the urgency decreases
as the remediation becomes final.

Also the rate at which a vulnerability is encountered determines the severity asso-
ciated with it. If the rate is increasing with time, i.e., the number of vulnerabilities
is showing an upward trend with time, then it means that there is a need to give
more attention. While if the rate is decreasing, then the severity associated with it
also decreases. We have termed this metric as vulnerability index (VI). Therefore,
both the metrics introduced in this study, namely, RL and VI, effectively perform
the prioritization of vulnerabilities while introducing the concept of changing levels
of score associated with a vulnerability.
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Analysis of Feature Ranking Techniques
for Defect Prediction in Software Systems

Sangeeta Sabharwal, Sushama Nagpal, Nisha Malhotra,
Pratyush Singh, and Keshav Seth

1 Introduction

Software quality is the main concern in software development process. Some of
the software quality attributes are correctness, maintainability, robustness, and fault
proneness. Out of the above attributes, fault proneness is one of the most important
attributes. To identify fault proneness, we need to develop software defect prediction
model, which predicts whether a particular module is faulty or not. The metrics
(features) play an important role in developing an efficient fault prediction models.
Therefore the selection of relevant features is an important step in building the
model. The feature selection algorithm extracts the relevant features. The feature
selection algorithms include feature ranking and feature subset selection. Our paper
focuses on ranking the software metrics to develop the defect prediction model. Our
approach consists a part of the preprocessing step which enables one to analyze the
software metrics in the dataset and find the relevant set of metrics, in order to build a
successful defect prediction model. In feature ranking, the feature which fulfills the
criterion is selected. Feature subset selection, on the other hand, selects the subset
of relevant features because sometimes combination of features performs well as
compared to a single feature. Evaluating the feature subset selection method is
impractical if the search space is too large. Our paper uses a hybrid feature selection
approach which helps us to depict the use of feature ranking along with feature
subset selection. Feature ranking ranks the features and selects only those useful
features which are used to minimize the dataset. It is followed by feature subset
selection to find the exact feature subset. In our paper, we have analytically explored
five filter-based feature ranking techniques: chi-square (CS) [1], information gain
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(IG) [2], gain ratio (GR) [2], Kolmogorov—Smirnov statistic (KS) [3], and relief
algorithm (RA) [4], and three different feature subset selection methods: exhaustive
search (ES) [5], best first search (BFS) [6], and automatic hybrid search (AHS)
[7]. For training the defect predictors, we have considered three different learners:
Naive Bayes (NB) [8], multilayer perceptron (MLP) [9], and support vector machine
(SVM) [10].

In our work, we are using public dataset KC1, which contains class-level and
method-level metrics [11]. There are only four method-level metrics. Koru et al. [19]
converted these KC1 method-level metrics into class-level ones using minimum,
maximum, average, and sum operations. For example, the metric LOCBLANK
is converted into minLOC_BLANK, maxLOC_BLANK, avglLOC_BLANK, and
maxLOC_BLANK. The final dataset contains 94 metrics with 145 instances and
one class attribute. Defect level is the class attribute which is true if the module
contains one or more defects.

The remaining sections are: Sect. 2 describes the related work done by various
researchers. Sect. 3 briefly explains the feature ranking and feature subset selection
methods used. Sect. 4 explains the classifiers used. Sect. 5 discusses the experi-
mental design. Sect. 6 provides the experimental results, and Sect. 7 contains the
conclusion and future work.

2 Related Work

This section includes the work done by previous researchers on feature ranking.
Gao et al. [7] proposed hybrid attribute selection approach for attribute selection
to build software defect prediction model. In the hybrid approach, they have firstly
applied feature ranking to reduce the search space and then applied feature subset
selection. They considered filter feature ranking techniques and also used learners
to build the models. They have concluded that automatic hybrid search performs
well, and also there is no major difference in the performance of the models if we
remove most of the metrics. Khoshgoftaar et al. used neural network (NN) on large
telecommunication dataset to predict whether a module is faulty or not [12]. They
also compared neural network model with a nonparametric discriminant model and
found that NN model performed well in fault prediction. Weston et al. [15] used
SVM feature selection which is based upon selecting only those attributes which
minimize bounds on the leave-one-out error. The feature selection for SVM was
outperformed on the datasets tested. Guyon and Elisseeff [16] introduced variable
and feature selection. Their study focused on selecting subsets of features that
are necessary to build a good predictor. They introduced filter methods, wrapper
methods, and some of the embedded methods. They recommended to use linear
SVM and selected variables using mutual information and nested subset selection
methods. Rodriguez et al. [17] applied feature selection to various databases. They
used filter as well as wrapper models and tested them on five software engineering
datasets. They also used different data mining algorithms for classification of faulty
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modules. They have also found that the reduced search space gives better accuracy
of fault prediction than the original dataset. Gayatri et al. [18] proposed decision
tree induction method which is based on feature selection. The features which
construct rules for the learners are considered as the relevant features. And these
relevant features are known as decision tree induction rule-based (DTIRB) feature
set. They used 18 learners for training. They also compared support vector machines
(SVM) and relief feature selection techniques with the proposed method (DTIRB)
and observed that the proposed method performed well.

3 Filter-Based Feature Ranking Techniques and Feature
Subset Selection Methods

In our approach we have used five filter-based feature ranking techniques and three
feature subset selection methods. The filter feature ranking technique does not use
any learning algorithm to determine the relevant features. Next we briefly describe
each of these techniques.

3.1 Feature Ranking Techniques Used

1. Chi-square method — This method evaluates the relevant feature by calculating
the CS statistic (¥ 2) value with reference to the class [1], and it is a nonparametric
statistical technique that finds out the difference between the observed and
the expected frequencies. This test uses frequencies because CS statistic uses
nominal data. The CS statistic 2 is calculated as

n 2
) _ (0; — Ey)
= ; 5

CS statistic (y2) asymptotically reaches a x2 distribution, Oi is the observed
frequency, Ei is the expected frequency, and n is the count of the outcomes of each
event.

2. Information gain — This method evaluates the worth of a feature by calculating
the information gain with respect to the class.
IG is the difference in information entropy from a previous state to a state that
takes some information [2]. The gain is given by

1G (Class, Feature) = H (Class) — H (Class| feature)



48 S. Sabharwal et al.

where H denotes the entropy. IG has the tendency to favor features with more values
which sometimes treat irrelevant feature as a relevant feature. Therefore, IG is not
recommended if a feature has more distinct values.

3. Gain ratio — It overcomes the disadvantage of IG by modifying the IG by
involving the number of outputs produced by the feature [2]. GR chooses a
feature by taking the number and size of branches, and then IG corrects by
taking the intrinsic information. Intrinsic information is entropy of distribution
of instances into branches. Value of attribute decreases as intrinsic information
gets larger. GR is calculated as

GR (Class, a) = IG (Class, a) /Intrinsic_info (Attribute)

4. Kolmogorov—Smirnov statistic — This method is based on the empirical distribu-
tion function. The KS method [3] makes use of the KS statistic to find out the
maximal change among the empirical distribution function of the feature values
of every class’ instances. The ability to classify and differentiate between two
classes is directly proportional to the distance between the two functions. Based
on the ranking, the features having high KS score are selected. The KS score for
i independent variable is

KS = max | Sx;"™ (Xi) — Sy, (X)) |

5. Relief method — This method is based on the weights of the features [4]. In a
dataset, it randomly selects a row, and for an instance R, relief searches nearest
neighbor from the same class called as “nearest hit H” and nearest neighbor
from the different class called as “nearest miss M.” Depending on the values
of H, R, and M, relief updates the weight vector W[A] for all features. This
step is repeated n number of times, where n is specified by a user. The W[A] is
calculated as:

WI[A] = W [A] — diff (A, R, H) /n + diff (A,R, M) /n

Function diff (feature, instance 1, instance 2) is defined according to different
types of features. Features can have either nominal or numerical values. For nominal
features, if value (F1;) = Value(Fl,), then the value of this function is zero;
otherwise it is one. For numerical features, it is defined as

|value (A, I;) — value (A, I)]

diff (F, I, L) =
iff (F. 1y, Io) max(A)—min(A)

The relevant feature is the one which can differentiate between the instances that
belong to distinct classes and show no change when the instances belong to the same
class.



Analysis of Feature Ranking Techniques for Defect Prediction in Software Systems 49

In the following subsection, we explain the techniques used to select subset of
metrics from the top ranked features obtained as a result of feature ranking. The
feature subset selection methods we have used are exhaustive search, best first
search, and automatic hybrid search.

3.2 Feature Subset Selection Methods

1. Exhaustive search — This method [5] constructs all the combinations of feature
subsets and calculate the consistency rate (CR) of every subset. Initially, the first
CR for the subset is considered as the threshold, and that subset is also considered
as the perfect subset. When the algorithm proceeds, the subset with higher CR
value is replaced by the current one. ES constructs subsets by either starting with
full features or then discarding features from the set or by a single feature set and
then starts inserting features into the set. The disadvantage of using ES is that it
is time-consuming as well as computationally expensive because it constructs all
the combination of subsets even if some of them are redundant or irrelevant. This
method is impractical to use if the search space is too large.

2. Best first search — This method is one of the heuristic search algorithms
[6]. It overcomes the disadvantage of ES method by not constructing all the
combination of subsets. BFS searches the feature subsets by greedy hill climbing
build up by backtracking. Best first constructs subsets by either starting with full
features and searching in backward direction or starting with empty set and then
searching in forward direction. The best subset is the one which has higher CR
value.

3. Automatic hybrid search — This method also employs the evaluation of the
consistency rate (CR). First of all, the CR of the whole dataset is computed
[7]. By repeatedly selecting the subsets with the locally highest CR, supersets
are generated until the attribute subsets with the equal CR as the original set are
extracted.

4 Classifiers Used

This section briefly describes the three classifiers used for training the defect
prediction models.

1. Naive Bayes — It assumes conditional independence of the features and therefore
is termed as Naive [8]. It is based on Bayes’ rule of conditional probability.

2. Multilayer perceptron — It is an artificial neural network model that maps sets
of inputs into desired outputs [9]. Multiple nodes are connected in a directed
graph fashion. MLP consists of an input, output, and one or more hidden layers.
The weighted sum of the inputs from the prior layer is the output of each node.
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Multiple hidden layers of a neural network can proximate any function. In our
work, the hidden layer is set to “four” which means a network with one hidden
layer having four nodes, and the size of the validation is set to “ten” to let the
classifier to rule out 10% of the training data away so that it can be used as a
validation set to decide when to stop the iterative training process.

3. Support vector machine — This is a generalized linear classifier that can map
input vectors into a large dimensional space, to construct a maximum margin
hyperplane [10]. The instances that are located on the margins of the maximum
margin hyperplane are called support vectors. In our paper, the SVM classifier
gives the worst result.

5 Experimental Design

In this section, we will discuss the experimental design of the above-mentioned
techniques.

Firstly, we individually apply the five filter-based feature ranking techniques on
the full dataset and generate ranking from the individual ranking techniques. We
fetch only the top [log, n] features, where n is the total number of features in the
dataset. We have considered log,n features (i.e., seven metrics) as prior work done
by K. Gao et al. [7] has shown that it was apt to use log; n features when working
on Weka for imbalanced datasets and to construct random forest learners for binary
classification. We also applied feature subset select methods, but as the number of
software metrics in the original dataset is large, it is not possible to directly apply
these methods. So, for this we used a hybrid approach, in which we first individually
applied all the five feature ranking techniques on the original dataset, and then we
have selected the top 14 features. Now we have applied the feature subset selection
methods only on these 14 features. Finally, we have used three learners to build
the defect prediction models. We have also applied the three learners to the original
dataset for the comparisons.

6 Experimental Results

This section presents the results in Tables 1 and 2.

For training the models, the experiments include tenfold cross validation with ten
runs. One layer is the test data, and the rest layers are treated as the training data.
We have considered the Weka tool [14] for performing the five feature rankings
(except KS) along with the subset selection methods (except AHS). The KS and
AHS methods are implemented in R tool [13]. We used area under curve (AUC) for
comparing the classifiers. The AUC values of learners are presented in Table 1. In
the last row of the Table 1, the results on the original datasets are shown in which
no ranking techniques and search methods have been used.
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Table 1 The AUC values of learners
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Ranking technique Search algorithm Learner Dataset (AUC Value)
CS NB 0.851 0.800
MLP 0.719 0.811
SVM 0.796 0.705
NB 0.815 0.795
ES MLP 0.699 0.824
SVM 0.816
NB 0.746
BFS MLP
SVM
NB
AHS MLP
SVM
IG NB 0.841 0.799
MLP 0.719 0.821
SVM 0.797 0.687
NB 0.8100.810
ES MLP 0.727 0.825
SVM 0.815
NB 0.723
MLP
BFS SVM
NB
MLP
AHS SVM
GR ES NB 0.847 0.793
MLP 0.713 0.842
SVM 0.802 0.724
NB 0.853 0.810
MLP 0.741 0.840
BFS SVM 0.841
NB 0.655
MLP
SVM
AHS NB
MLP
SVM
RA NB 0.820 0.772
MLP 0.712 0.821
SVM 0.797 0.687
NB 0.807 0.796
ES MLP 0.7100.811
SVM 0.794
NB 0.722

(continued)
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Table 1 (continued)

Ranking technique Search algorithm Learner Dataset (AUC Value)
BFS MLP
SVM
NB
MLP
AHS SVM
KS NB 0.819 0.794
MLP 0.688 0.836
SVM 0.8500.713
NB 0.836 0.850
ES MLP 0.713 0.837
SVM 0.829
NB 0.713
MLP
BFS SVM
NB
MLP
SVM
AHS
No ranking technique No search algorithm NB 0.809
MLP 0.808
SVM 0.721

From Table 1, we observe that from the three learners, SVM performs the
worst, and NB gives the best result. AHS when combined with KS, CS, IG
ranking techniques, BFS when combined with GR ranking technique, and ES when
combined with relief method give better results. AHS showed better performance
and, therefore, is recommended. From Table 2, the top seven (log;94) metrics are
maxLOC_TOTAL, maxXNUM_UNIQUE_ OPERANDS, maxHALSTEAD_ CON-
TENT, COUPLING_BETWEEN_ OBJECTS, avgNUM_UNIQUE_ OPERANDS,
avglL OC_TOTAL, and avgHALSTEAD_LENGTH. The results are more or less
similar to the results obtained by K. GAO et al. [7]. In [7] it is concluded that infor-
mation gain, gain ratio, and Kolmogorov—Smirnov statistic if applied separately
perform well as compared to other ranking techniques, and the automatic hybrid
search method performs the best. Also, the search algorithms outperformed when
the search space was less [7]. Gayatri et al. [18] used different ranking techniques
from those which we have used and concluded that metric maxLOC_BLANK is the
most important.
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7 Conclusion and Future Work

In our paper we have applied five filter-based feature ranking techniques followed
by three feature subset selection methods to build defect prediction models. It is
observed that the search space is reduced by applying the proposed hybrid approach.
For each feature selection process, the software defect prediction models are built.
It was found that among the 94 metrics in the KC1 dataset, maxLOC_TOTAL is the
most important metric. The results of our study concluded that on elimination of the
most of the irrelevant metrics, the classification of the defect prediction model stays
same or gives better results.

In the future, we will use wrapper-based techniques for feature selection by
adding a different aspect on filter-based techniques, and we will also try to model
the cost of feature ranking techniques.

References

1. Meesad P, Boonrawd P, Nuipian V (2011) A Chi-Square-Test for Word Importance Differ-
entiation in Text Classification. 2011 International conference on information and electronics
engineering, Singapore, IPCSIT vol 6

2. Patil LH, Atique M. A novel feature selection based on information gain using WordNet. Sant
Gadge Baba Amravati University, Amravati, India

3. Gao K, Khoshgoftaar TM, Wang H (2009) An empirical investigation of filter attribute
selection techniques for software quality classification. Eastern Connecticut State Uniyv,
Willimantic

4. Durgabai RPL (2014) Feature selection using relief algorithm. Int J Adv Res Comput Commun
Eng 3(10)

5. Furlanello C, Serafini M, Merler S, Jurman G (2003) Entropy-based gene ranking without
selection bias for the predictive classification of microarray data. BMC Bioinforma 4:54

6. Thangaraju P, Mala N (2015) Effectiveness of searching techniques in feature subset selection.
IRACST - Int J Comput Sci Inf Technol Secur (IJCSITS), 5(2). ISSN: 2249-9555

7. Gao K, Khoshgoftaar TM, Wang H, Seliya N (2011) Choosing software metrics for defect
prediction: an investigation on feature selection techniques. Softw Pract Exper 41:579-606.
doi:10.1002/spe.1043. Published online in Wiley Online Library (wileyonlinelibrary.com)

8. Klawonn F, Angelov P (2006) Evolving extending Naive Bayes classifiers. Data Mining
Workshops, 2006. ICDM workshops 2006. Sixth IEEE international conference

9. Panchal G, Ganatra A, Kosta YP, Devyani P (2011) Behaviour Analysis of Multilayer
Perceptrons with Multiple Hidden Neurons and Hidden Layers. Int J] Comput Theory Eng,
3(2), ISSN: 1793-8201

10. Srivastava DK, Bhambhu L. Data classification using support vector machine. J Theor Appl
Inf Technol. JATIT 2005-2009

11. http://promise.site.uottawa.ca/SERepository/datasets/kc1-class-level-numericdefect.arff

12. Khoshgoftaar TM, Nguyen L, Gao K, Rajeevalochanam J (2003) Application of an attribute
selection method to CBR based software quality classification. In: Fifteenth IEEE Conference.
Sacramento, CA

13. R tool: http://www.rdatamining.com/resources/tools

14. weka:http://www.cs.waikato.ac.nz/ml/weka

15. Weston J et al (2001) Feature selection for SVMs. In: Todd KL, Thomas GD, Volker T (eds)
Advances in neural information processing systems 13. The MIT Press, Cambridge, MA, pp
668-674


http://dx.doi.org/10.1002/spe.1043
http://wileyonlinelibrary.com
http://promise.site.uottawa.ca/SERepository/datasets/kc1-class-
http://www.cs.waikato.ac.nz/ml/weka
http://www.cs.waikato.ac.nz/ml/weka

56

16.

17.

18.

19.

S. Sabharwal et al.

Guyon I, Elisseeff A (2003) An introduction to variable and feature selection. J] Mach Learn
Res 3:1157-1182

Rodr’iguez D, Ruiz R, Cuadrado-Gallego J, Aguilar-Ruiz J, Garre M (2007) Attribute selection
in software engineering datasets for detecting fault modules. 33rd EUROMICRO Conference
on Software Engineering and Advanced Applications. Germany

Gayatri N, Nickolas S, Reddy AV (2010) Feature selection using decision tree induction in
class level metrics dataset for software defect predictions. Proceedings of the world congress
on engineering and computer science 2010 vol I WCECS 2010, October 20-22, 2010, San
Francisco, USA

Koru AG, Liu H (2005) —An investigation of the effect of module size on defect prediction
using static measures||, In: Workshop on predictor models in software engineering, St. Louis,
Missouri pp. 1-5



Analysis of Impediments to Sustainability in the
Food Supply Chain: An Interpretive Structural
Modeling Approach

Jyoti Dhingra Darbari, Vernika Agarwal, Rashi Sharma, and P. C. Jha

1 Introduction

Over the last few years, sustainable supply chain management has become one
of the most prominent research fields [1-3]. According to the Department of
Economic and Social Affairs, United Nations, the world population is projected
to reach 8.5 billion by 2030. Thus, global production will also have to increase
in order to match the needs of the increasing population, which will further
lead to depletion of the already scarce natural resources. Hence, need of the
hour demands a change in the production methods and redesigning of the supply
chains in order to minimize any adverse impacts on the environment, society, and
economy [4]. Manufacturing organizations also need to focus on regional and local
economic development rather than only on their individual growth and performance.
Incorporating sustainability into their supply chains must take precedence over other
targets and goals to be achieved. Absence of the same can even harm their corporate
social responsibility (CSR) image as well as the society. For instance, Mattel toys
had to recall its 9 million toys in 2007 due to toxic coating of lead paint in the
toy [5]. Another company, Amalgamated Bean Coffee (Tata group subsidiary in
India), was reprimanded by the World Bank for not adhering to the social concerns
in their plantations. These recent incidents have had a negative impact on the
environment and the society. Issues such as these can taint the image of the company
which may prove to be economically disastrous for the company. Moreover, the
consumers have also now become more vigilant toward the product consumed and
its manufacturing conditions. This constant scrutiny by consumers along with the
mounting pressure from the government, nongovernmental organizations (NGOs),
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employees, and shareholders for more environment-friendly products and services
poses serious threats to the manufacturing firms [6]. Therefore, there is a severe rise
in the number of firms adhering to sustainability standards and practices in order to
improve their sustainable image.

The food manufacturing industry is one of the basic examples for such an
active business environment in which the consumers demand food products which
are sustainably produced [7]. Food supply chains (FSCs) are different from other
supply chains because of the perishable nature of inventory, which has a direct
influence on the logistics of each part of the supply chain [8]. A typical FSC
includes manufacturing enterprises that convert agricultural products and livestock
into products used for intermediate or final consumption [9]. FSC is quite complex
in nature, often running across boundaries, both internal and external, with many
players in action — farmers, fertilizer and pesticide factories, finance providers,
component suppliers, transport and logistics services, government, retail shops,
and other interconnected businesses. Just like any other supply chain, it also has
a negative environmental impact due to greenhouse gas emissions, usage of energy
and water resources, soil degradation, biodiversity destruction, etc. In addition to
these, some of the other challenges faced by this industry are increasing public
attention toward high food standards, price fluctuations [10], incorporation of social
practices [11], government laws and regulations, environmental policies, and health
and safety guidelines. Thus, in order to address these constraints of FSC, adoption
of sustainable practices at each level can provide the much needed impetus for the
sector.

In India, which is predominantly an agro-based economy, both food production
and food processing sectors play vital roles. As per estimates of the Central Statistics
Office, agriculture and allied sectors together contributed 15.35 per cent toward the
gross value added during 2015-2016. India is the world’s largest milk producer,
second largest producer of fruit and vegetables [12], and third largest fish producer.
Despite the rise in the agriculture production, there is a lot of wastage due to
inadequate infrastructural support like lack of availability of sustainable supply
[13, 14], lack of financial resources [15], lack of knowledge and expertise [16],
conflict among stakeholders, etc. On the financial and social forefront, farmers are
often found to be at the losing end due to involvement of multiple stakeholders in
FSC. They have no or little contribution in decisions relating to standards, metrics,
best practices, professional negotiations with food buyers, etc. Though there are
government policies and acts in place to support farmers like the APMC Act and
the minimum support price act, they require intensive monitoring efforts, in terms of
enforcement and control. Also, many a times, insufficient access to right information
at the right time [17] becomes a deterrent in the path of development.

India has the potential to become a leading food supplier for the whole world
with its key competitive advantages — favorable climatic regions, huge percentage
of cultivable land, different soil types, large livestock base, nearness to major export
terminals, domestic water resources, extended coastline, and economies of scale. In
order to thrive on these promising avenues and transforming them into capital gains,
adoption of global sustainable practices in FSC is of paramount importance. For a
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deeper understanding of FSC and to uncover opportunities for development in terms
of sustainability, it has become imperative to identify and comprehend barriers along
the various stages of the supply chain [4, 18]. Impediments can be of any type —
regulatory, social, or environmental. Complete understanding of all of them and their
influence on one another can help the manufacturers in improving their triple bottom
line performance which relies on the three dimensions of sustainability, namely,
economic, environmental, and social. In many studies, importance of sustainability
in FSC has been recognized and has been analyzed upon [19-21]. Research shows
that incorporating high ecological and societal standards can result in competitive
advantage and help in strengthening the overall position of all the parties involved
in an FSC [13]. Many initiatives have also been taken in this direction like intensive
agriculture [22], food safety [23], food traceability [24], reverse logistics, etc.
However, in India, there is a lack of substantial academic research on the feasible
ways to effectively incorporate sustainability in the food industry. There is gap
between understanding the importance of sustainability and its actual application at
different levels in FSC. Among the existing research on FSC, the study conducted
by [15] provides the taxonomy of barriers for inclusion of sustainability by food
retailers in Sweden. Out of these impediments, ten have been shortlisted based on
the empirical evidence and interactions with few of the experts in the food industry.
The paper reflects the barriers that are being faced in India obstructing the adoption
of sustainability initiatives.

Researchers and practitioners have used many techniques, methods, and pro-
cesses in the past, to facilitate this understanding. Interpretive structural modeling
(ISM) is one such technique which has been used widely in different areas of
supply chain management like vendor management [25], identification of enablers
of the green supply chain [26], barriers in third-party logistics implementation
[27], classification of dependent and independent barriers in implementation of
CSR in supply chain management [28], etc. It is a multi-criteria decision-making
approach which helps in structuring a set of attributes based on their interactions
and interrelationships. The idea of ISM is to use decision-makers’ opinions and
experience to decompose a set of criteria into subsystems, thereby forming a
multilevel hierarchy system. [29] suggest that the implicit and explicit relations
between factors describe a situation far more accurate than any factor taken
individually. In this study, ISM has been utilized to identify the prominent barriers
and understand relationships among them. Taking into account the opinions of
industrial experts and academicians as well as an extensive literature survey, ten
impediments/barriers have been considered. The core research criteria addressed in
the study are the analysis of these impediments of sustainability, and the work is
based on the following key objectives:

* To classify the impediments of sustainable FSC in India
* To establish the interrelationships among these identified inhibitors using ISM
and MICMAC analysis
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The rest of the paper discusses the list of identified impediments in Sect. 2,
broadly describes the ISM methodology adopted in Sect. 3, discusses results and
conclusion in Sect. 4.

2 Impediments for Adoption of Sustainability Initiatives
in FSC

Various impediments for adoption of sustainability initiatives in Indian FSC are
identified based on literature review and interactions with the decision-makers, and
ten barriers are finalized as listed in Table 1.

3 ISM

Investigation of problems involving multiple complexities requires deliberation of
specialists as well as the stakeholders. Structural modelers play an important role
in understanding the group view, breaking the complexity down by structuring the
problem, and presenting a simplified pictorial representation of the problem for
rational decision-making. ISM is a useful method which aids in capturing group
perceptions in complex decision-making situations using elementary notions of
graph theory [41]. It is a powerful mathematical tool for structuring issues or
problems which can be defined in terms of sets of elements and relations [42]. In
the present study, ISM methodology is used to derive a structured framework for
sustainable FSC to accomplish the following goals:

1. To investigate the interdependence among the barriers (elements) which impact
sustainable FSC

2. To classify these barriers in accordance with their degree of reachability

3. To develop a digraph model portraying the complexity of the interdependent
relationships in the form of a hierarchical network

3.1 ISM Methodology

A stepwise summary of the ISM methodology as applied in the present work is as
follows [43]:

Step 1. Establish pairwise relationships among barriers (elements) using the symbols
V, A, X, or O where i —j symbolizes that barrier i “influences” barrier j.
Mathematically it is interpreted as: element i is reachable from element j.
The pairwise matrix so obtained is called the structural self-interaction matrix
(SSIM).
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Table 1 Barriers to sustainability initiatives in FSC

B1

B2

B3

B4

B5

B6

B7

B8

B9

B10

Barriers

Conflict of interests
between product
sustainability policy and
free trade

Lack of governmental
leadership in outlining the
vision for sustainability
and responsibilities of
food retailers

Lack of financial resources

Lack of knowledge and
expertise

Lack of power over
suppliers

Lack of availability of
sustainable supply

Higher prices for
sustainable products

Complexity of supply
chains’ configuration

Lack of sufficient levels of
consumer demand

Lack of scientific
framework to identify the
most profound
sustainability impacts

Description

Lack of integration of sustainability
objective in the free trade policy

Absence of government incentives
for innovative, efficient, and
environmentally effective products.
Also, there is leniency in
enforcement of existing laws
pertaining to sustainability

Insufficient funds for sustainability
projects or the consideration that
after implementing sustainable
initiatives, the return on investment
(ROI) period will be very long

Inadequate awareness to understand
the benefits of sustainability and
little or no skills to integrate the
same at different stages of FSC

With lack of proper guidelines and
policies, there is no accountability of
the suppliers as far as the quality,
quantity, and timing of the supply
Reliable and sustainable supply is
not easily available which hinders
the manufacturing of a sustainable
product

Initial investment for the
incorporation of sustainability is
high, thereby leading to higher
prices of the final product

FSC is complex in nature due to
involvement of multiple players and
perishable nature of inventory. Also,
it is effected by the risks associated
with regularity, natural, political, and
economic instability

Higher prices for sustainable
products and lack of consumer
awareness result in low demand
There is no structured analytical
framework developed due to lack of
research and experience for a course
of action to be followed for adopting
sustainability practices

Source
[15]

[30]

[31]

[32]

[15,33]

[34]

[35]

[36, 37]

[38, 39]

[40]
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Table 2 Contextual relation

Symbol |i—j |j—i |(ij)thentry | (j,i)th entry
\Y% J % 1 0
A x v 0 1
X N VAT 1
(0] X X 0 0
Table 3 SSIM BI0 B9 |B8 |B7 |B6 |B5 |B4 |B3 |B2
B1 |O o |V |V |V |V [0 |A A
B2 |O o |0 o |v |0 |V |0
B3 |V v (v |O O |0 |V
B4 |V o |0 O |0 O
B5 A 0 A O A
B6 | O O A |O
B7 |O A |O
B8 |O \%
B9 |O

Step 2. Derive the adjacency matrix from SSIM by replacing “1” or “0” for the
symbols (as given in Table 2). It is also called the initial reachability matrix.
Step 3. Develop the final reachability matrix from the adjacency matrix by incorpo-
rating all the transitivities. This ensures that if barrier i influences barrier j and
barrier j influences barrier k, then barrier i influences barrier k.

Step 4. Partition the reachability matrix into various levels by checking the
reachability and antecedent sets at each level.

Step 5. Derive the digraph from the reachability matrix and convert into an ISM
model after deleting all the transitivities.

Step 6. Review the ISM model for any conceptual inconsistency and modify if
necessary.

Step 7. MICMAC analysis can be carried out for analyzing the driving and
dependence power of the barriers.

The pairwise matrix for the barriers is given in Table 3. The reachability matrix
is now derived from the adjacency matrix by ensuring the transitivity of the binary
relation (Table 4). Value “1” at the (7,j)th entry of the reachability matrix indicates
that the element j is reachable from element i or else the value is “0.” This matrix
forms the basis for the graphical representation of the system.

3.2 Level Partitioning

The hierarchical structure is developed by deriving the reachability sets and the
antecedent sets at each level. For each level k, the reachability set of element i
denoted as R; consists of all those elements which are reachable from element i,
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Table 4 Adjacency matrix

Bl |B2 |B3 |B4 |B5 |B6 B7 B8 B9 BIO

Bl |1 |0 |0 |0 |1 1 1 1 |0 |0
B2 |1 1 o |1t (0 |1 |0 (0 |0 |0
B3 |1 |0 |1 1 |0 [0 |0 |1 1 1
B4 |0 |0 0 |1 |O (O |O |O (O |1
B5 [0 (O O (O |1 0O (0 (O 0O |O
B6 |0 |0 |0 |0 |1 1 |0 [0 (0 |0
B7 |0 |0 O (O |O O |1 |O 0O |O
B8 |0 |0 (0 |0 |1 1 |0 |1 1 |0
B9 [0 (O O (O |O O |1 |O |1 |O
B10O (O |0 (0 |0 |1 0 (0 |0 0 |I

Table 5 Final reachability matrix

Bl B2 B3 B4 B5 B6 B7 B8 B9 B10 Dr. P

Bl 1 0 0 0 1 1 1 1 0 0 5

B2 1 1 0 1 1 1 1 1 0 1 8

B3 1 0 1 1 1 0 1 1 1 1 8

B4 0 0 0 1 0 0 0 0 0 1 2

B5 0 0 0 0 1 0 0 0 0 0 1

B6 0 0 0 0 1 1 0 0 0 0 2

B7 0 0 0 0 0 0 1 0 0 0 1

B8 0 0 0 0 1 1 1 1 1 0 5

B9 0 0 0 0 0 0 1 0 1 0 2

B10 0 0 0 0 1 0 0 0 0 1 2

Dp.P |3 1 1 3 7 4 6 4 3 4

Dr. P — driving power, Dp. P — dependence power

whereas the antecedent set of element i denoted as A; is set of all those elements
from which element i is reachable. If the intersection of the two sets is same as
R;, then the element can be denoted as the kth-level element and its corresponding
row and column are deleted from the matrix for the next level. The process is
continued till each element is assigned a level. Table 5 demonstrates the iterations
and partitioning of the reachability matrix into six levels.

The directed graph representing the hierarchical network is drawn with the
elements represented by the nodes and the directed line connecting element i and
element j denoting the nature of the relation between them. The elements in the last
level appearing at the bottommost level of the diagraph and the upward-directed
links are drawn using the contextual relation defined in the adjacency matrix. To
simplify the above process, a conical matrix can be derived by rearranging the rows
and columns of the reachability matrix in the decreasing order in which the levels
are obtained (Table 6). A graphical representation of this matrix (after removing its
transitivities) generates the desired ISM model as demonstrated by Fig. 1 (Table 7).
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Table 6 Level partitions

J.D. Darbari et al.

RS AS RSN AS | Level
Bl 1,5,6,7,8 1,2,3 1 v
B2 |1,2,4,5,6,7,8,10 2 2 VI
B3 1,3,4,5,6,7,8,9,10 |3 3 VI
B4 4,10 2,3,4 4 A%
B5 |5 1,2,3,5,6,8,10 |5 1
B6 |56 1,2,3,6,8,10 6 I
B7 |7 1,2,3,7,8,9 7 I
B8 |5,6,7,8,9 2,8 8 11T
B9 |79 1,2,3,8,9 9 11
B10 |5,6,10 2,3,4,10 10 v
Higher prices for

Lack of power over

suppliers (B5)

A

A

sustainable p

roducts (B7)

4

A

(

Lack of availability for

sustainable supply (B6)

1

Lack of sufficient levels of
consumer demand (B9)

A

A

[ Complexity of supply chains’ configuration (B8) ]

i

Lack of scientific framework to identify the
most profound sustainability impacts (B10)

Conflict of interests between product
sustainability policy and free trade (B1)

4

Lack of knowledge
and expertise (B4)

y

A

A

T

T

Lack of governmental leadership in outlining the
vision for sustainability and responsibilities of food

retailers (B2)

Lack of financial
resources (B3)

Fig. 1 ISM model
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Table 7 Conical matrix
Bl B2 B3 B4 B5 B6 B7 B8 B9 B10 Level
B2 1 1 0 1 + 1 + + 0 + VI
B3 1 0 1 1 + 0 + 1 1 1 VI
B4 0 0 0 1 0 0 0 0 0 1 \Y%
Bl 1 0 0 0 1 1 1 1 0 0 v
B10 0 0 0 0 1 0 0 0 0 1 v
B8 0 0 0 0 1 1 + 1 1 0 I
B6 0 0 0 0 1 1 0 0 0 0 )i
B9 0 0 0 0 0 0 1 0 1 0 1
B5 0 0 0 0 1 0 0 0 0 0 I
B7 0 0 0 0 0 0 1 0 0 0 1
Driving Power
10
9
8 B, B;
7
6
5 B, Bs
4
3
2 B4Bs | BsBio
1 B, Bs
Dpenden | 5 | 5w |la | 2 || & | 7| @ 10
Power

Fig. 2 Classification of enablers

3.3 MICMAC Analysis

The driving power of an element i is the total number of elements which are
reachable from element i, and its dependence power is the total number of elements
from which element i is reachable. For each element i, Table 5 indicates values of
both by summing the “1s” in the ith row and the jth column, respectively. Using
these values, the elements are classified into four categories [44]: autonomous
(quadrant I), dependent (quadrant II), linkage (quadrant IIT), and independent
(quadrant IV) as shown in Fig. 2.
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4 Conclusion

The notion of sustainability is developing into the de facto baseline and common
code of practice in global food supply chain. Increasing awareness among customers
and strict imposition of international norms have channelized the food sector’s
initiatives toward redesigning their business strategies. Emphasis is now being laid
on inclusion of sustainable practices in the form of animal welfare issues, farmer
equity, and socio-ecological performance. However, in India, it is still a challenge
to emulate these sustainable practices, and there is a pressing need to first identify
the barriers which hinder the implementation of sustainability practices in FSC.
The present study delves upon some of the influential barriers that thwart the
growth of sustainability in FSC and create a substantial challenge for the decision-
makers. ISM methodology is utilized for identifying the most crucial barriers
that need urgent attention and focus. The structural model efficiently displays the
transitive linkages between the barriers which provide a better understanding of the
interrelationships among them. The result analysis can guide the decision makers
to adopt an appropriate course of action in attaining the desired sustainability in
FSC processes. The impediments are iterated in six levels. The outcome of the
analysis shows that “lack of governmental leadership in outlining the vision for
sustainability and responsibilities of food retailers” and “lack of financial resources”
are the major hurdles in implementing sustainable practices in FSC. These two
barriers are the ones that have high influence as compared to the remaining barriers.
By recognizing the dominant barriers, the trepidation of executing the adoption of
sustainability initiatives can be reduced. Experts from the food industry need to
build up a proactive and strategic plan of action to increase food productivity and
minimize the current level of food wastages while ensuring optimal utilization of
available land, water, and energy resources. Financial support from the government
in the form of subsidy, rewards, and awards and enforcement of laws would provide
the much needed encouragement to the food industry in successful execution of the
course of action. It would eventually lead to a wider market for sustainably produced
food products, thereby creating favorable opportunities for socioeconomic growth
for all the stakeholders.

References

1. Seuring S, Martin M (2008) From a literature review to a conceptual framework for sustainable
supply chain management. J Clean Prod 16(15):1699-1710

2. Carter CR, Liane Easton P (2011) Sustainable supply chain management: evolution and future
directions. Int J Phys Distrib Logist Manag 41(1):46-62

3. Ahi P, Searcy C (2013) A comparative literature analysis of definitions for green and
sustainable supply chain management. J Clean Prod 52:329-341

4. Kaplinsky R, Morris M (2013) A handbook for value chain research. International Develop-
ment Research Center, Ottawa



Analysis of Impediments to Sustainability in the Food Supply Chain: An. .. 67

5.

10.

11.

12.
13.

14.

15.

16.

17.

20.

21.

22.

23.

24.

25.

26.

217.

28.

Hora M, Bapuji H, Roth AV (2011) Safety hazard and time to recall: the role of recall
strategy, product defect type, and supply chain player in the US toy industry. J] Oper Manag
29(7):766-777

. Byrne PJ, Ryan P, Heavey C (2013) Sustainable logistics: a literature review and exploratory

study of Irish based manufacturing organizations. Int J Eng Technol Innov 3(3):200-213

. Beske P, Land A, Seuring S (2014) Sustainable supply chain management practices and

dynamic capabilities in the food industry: a critical analysis of the literature. Int J Prod Econ
152:131-143

. Yu M, Nagurney A (2013) Competitive food supply chain networks with application to fresh

produce. Eur J Oper Res 224(2):273-282

. Christopher M (2010) Logistics and supply chain management: creating value adding net-

works, 4th edn. Financial Times Prentice Hall, Harlow

Van der Vorst JGAG, Beulens AJM, van Beek P (2000) Modelling and simulating multi-
echelon food systems. Eur J Oper Res 122(2):354-366

Hassini E, Surti C, Searcy C (2012) A literature review and a case study of sustainable supply
chains with a focus on metrics. Int J Prod Econ 140(1):69-82

Saxena M (2015) Indian horticulture database-2014. National Horticulture Board, Gurgaon
Smith BG (2008) Developing sustainable food supply chains. Philos Trans R Soc B: Biol Sci
363(1492):849-861

Johnson M (2004) Marks & Spencer implements an ethical sourcing program for its global
supply chain. J Organ Excell 23(2):3-16

Chkanikova O, Mont O (2015) Corporate supply chain responsibility: drivers and barriers for
sustainable food retailing. Corp Soc Responsib Environ Manag 22(2):65-82

Hall J (2006) Environmental supply chain innovation. In: Greening the supply chain. Springer,
London, pp 233-249

Joshi R, Banwet DK, Shankar R (2009) Indian cold chain: modeling the inhibitors. Br Food J
111(11):1260-1283

. Grandori A (2015) Improving organization forms in the agri-food industry. Br Food J

117(10):2418-2434

. Gold S, Hahn R, Seuring S (2013) Sustainable supply chain management in “base of the

pyramid” food projects — a path to triple bottom line approaches for multinationals? Int Bus
Rev 22(5):784-799

Egilmez G, Kucukvar M, Tatari O, Bhutta MKS (2014) Supply chain sustainability assessment
of the US food manufacturing sectors: a life cycle-based frontier approach. Resour Conserv
Recycl 82:8-20

Del Borghi A, Gallo M, Strazza C, Del Borghi M (2014) An evaluation of environmental
sustainability in the food industry through life cycle assessment: the case study of tomato
products supply chain. J Clean Prod 78:121-130

Brussaard L, Caron P, Campbell B, Lipper L, Mainka S, Rabbinge R, Babin D, Pulleman M
(2010) Reconciling biodiversity conservation and food security: scientific challenges for a new
agriculture. Curr Opin Environ Sustain 2(1):34-42

Trienekens J, Zuurbier P (2008) Quality and safety standards in the food industry, develop-
ments and challenges. Int J Prod Econ 113(1):107-122

Aung MM, Chang YS (2014) Traceability in a food supply chain: safety and quality
perspectives. Food Control 39:172-184

Mandal A, Deshmukh SG (1994) Vendor selection using interpretive structural modelling
(ISM). Int J Oper Prod Manag 14(6):52-59

Diabat A, Govindan K (2011) An analysis of the drivers affecting the implementation of green
supply chain management. Resour Conserv Recycl 55(6):659-667

Diabat A, Khreishah A, Kannan G, Panikar V, Gunasekaran A (2013) Benchmarking the
interactions among barriers in third-party logistics implementation: an ISM approach. Bench-
marking: An Int J 20(6):805-824

Faisal MN (2010) Sustainable supply chains: a study of interaction among the enablers. Bus
Process Manag J 16(3):508-529



68

29.

30.

31.

32.

33

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

J.D. Darbari et al.

Attri R, Dev N, Sharma V (2013) Interpretive structural modelling (ISM) approach: an
overview. Res ] Manag Sci 2(2):3-8

Jones P, Comfort D, Hillier D (2008) Moving towards sustainable food retailing? Int J Retail
Distrib Manag 36(12):995-1001

Ki-Hoon L (2009) Why and how to adopt green management into business organizations?
Manag Decis 47(7):1101

Wong KY, Aspinwall E (2004) Characterizing knowledge management in the small business
environment. J] Knowl Manag 8(3):44-61

. Grimm JH, Hofstetter JS, Sarkis J (2014) Critical factors for sub-supplier management: a

sustainable food supply chains perspective. Int J Prod Econ 152:159-173

Dincer I, Rosen MA (1999) Energy, environment and sustainable development. Appl Energy
64(1):427-440

Tukker A, Tischner U (2006) Product-services as a research field: past, present and future.
Reflections from a decade of research. J Clean Prod 14(17):1552-1556

Lambert DM, Cooper MC, Pagh JD (1998) Supply chain management: implementation issues
and research opportunities. Int J Logist Manag 9(2):1-20

Vurro C, Russo A, Perrini F (2009) Shaping sustainable value chains: network determinants of
supply chain governance models. J Bus Ethics 90(4):607-621

Jorgensen TH (2008) Towards more sustainable management systems: through life cycle
management and integration. J Clean Prod 16(10):1071-1080

Priem RL, Li S, Carr JC (2012) Insights and new directions from demand-side approaches
to technology innovation, entrepreneurship, and strategic management research. J Manag
38(1):346-374

Kajikawa Y (2008) Research core and framework of sustainability science. Sustain Sci
3(2):215-239

Malone DW (1975) An introduction to the application of interpretive structural modeling. Proc
IEEE 63(3):397-404

Janes FR (1988) Interpretive structural modelling: a methodology for structuring complex
issues. Trans Inst Meas Control 10(3):145-154

Kannan G, Pokharel S, Sasi Kumar P (2009) A hybrid approach using ISM and fuzzy TOPSIS
for the selection of reverse logistics provider. Resour Conserv Recycl 54(1):28-36

Kannan G, Noorul Haq A (2007) Analysis of interactions of criteria and sub-criteria for
the selection of supplier in the built-in-order supply chain environment. Int J Prod Res
45(17):3831-3852



Analysis of Module-Based Software Reliability
Growth Model Incorporating Imperfect
Debugging and Fault Reduction Factor

Madhu Jain, Anuradha Jain, and Ritu Gupta

1 Introduction

In the context of software development life cycle, testing has a vital role for
the assessment of the quality metrics which may be helpful in fault detection
and removal process. The prime objective of any level of testing is to detect
software failures so that the defects may be identified and corrected or removed
from the software. The software testing mainly involves module testing, integration
testing, and system and acceptance testing. Initially software modules are tested
independently, and then after the interfaces among modules are tested during the
integration testing which is performed by the developers as well as test engineers.
System testing is performed by professional testing engineers on the completed
software product including all the external interfaces before it is introduced to the
market. The acceptance testing is mainly done during the operational phase. The
prediction of the system reliability of the complex software system has been turned
out as a most important quality metric in present scenario, and thus reliability of
the software modules or the system software as a whole needs to be quantified
under certain reliability requirements subject to testing schedule and resource
constraints. In recent past, the performance prediction of the software system
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as far as software reliability is concerned was done by Kumar et al. [1]. They
considered fault detection phenomenon in the testing phase when modification can
be made to the software during the testing phase. To allocate the available testing
resources, software developer divides the software into modules to allocate the
testing resources. Reference [2] has described the optimal allocation problem in
modular software systems during the testing phase. They elaborated the problem of
how to allocate and optimize the specified testing resources among all the modules.
In this direction, reference [3] developed a model for large software systems by
integrating a number of relatively small and independent modules that are tested
independently during module testing phase and discussed optimal testing resource
allocation problem too. Quasi renewal process which can be used to estimate the
time delay period and to check the priority of the observed faults has been employed
in order to integrate the information about the software testing and fault debugging
activities in the software testing environment [4]. Reference [5] has discussed the
software modularity and investigated how metrics for high level abstractions of
complex and large module-based system can help to inform on the composition
of high level modules.

In the software reliability modeling and analysis, fault detection and correction
activities reflect the failure occurrence rate directly. Some faults which are not
detected during development phase may produce software unreliability and create
unexpected problems for the users. To overcome such types of problems, reference
[6] proposed pre-compiled fault detection technique to detect and correct faults
before a source code is compiled. Generally it is assumed that the fault removal
time becomes a constant, but fault removal time usually changes with the moment
when the fault occurs. A time-dependent delay function has also been proposed that
is used for the delay of fault removal process [7]. In the literature, the effect of
imperfect debugging is prevalent in favor of removal of the faults during software
reliability modeling. In this context, reference [8] presented discrete and continuous
time models under software failure occurrence phenomenon incorporating imperfect
debugging and fault generation with learning practice. The software reliability
growth models with imperfect debugging have also been studied subject to some
other failure factors like fault reduction factor and multiple change point [9]. The
consumption of testing resources in the testing is important for the developers
and to be measured from cost view point. Keeping this concern in attention,
reference [10] discussed the testing effort-dependent model which includes fault
detections and corrections under imperfect debugging. A recent application on
mobile software has been presented to study the reliability analysis and to examine
the effect of the debugging process on mobile software for the network traffic in
mobile clouds [11]. Moreover, for estimating the number of remaining faults and
measuring the reliability of the software, an imperfect software debugging model
has been proposed which incorporates a log-logistic distribution-based fault content
function [12]; it can be helpful to capture the increasing and decreasing nature or
characteristics of the fault introduction rate per fault.

For the software reliability assessment, some factors besides the imperfect
debugging which are directly related to the environmental factors are debugging
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time lag and human learning process. Any changes on these factors show the
influence on the fault reduction factor. Fault reduction factor (FRF) is defined by
the ratio of net fault reduction to failure experienced (in terms of ratio of faults
and failures) or net number of faults removed in the proportion to the failure
experienced. Reference [13] analyzed the effect of various parameters which are
needed for the modeling of the software reliability. They studied some parameters
like fault reduction factor which may be used to control the growth of the software
reliability. The fault reduction factor (FRF) plays significant role to handle the
situation of failure occurrence while studying the growth of software reliability.
In this direction, reference [14] has presented an inflection S-shaped software
reliability model that incorporates fault reduction function.

Optimization problem related to software release with the reliability and abso-
lute/optimal cost of the system is a major concern from the developer as well as
customer view point. The problem of determining the optimal time at which the
system testing is stopped and then it is ready for the use in the operational phase
has attracted many researchers who have developed software reliability models
to propose the software release policies in different contexts. References [15-19]
and many others have investigated software release policies in variant contexts to
minimize the development cost while satisfying a reliability objective. Reference
[20] developed the software cost model by incorporating the logistic-exponential
testing coverage function and suggested the optimal release policy based on the
number of remaining faults. As per the requirement in global competition, reference
[21] explored multiple optimal release policies to confine the effect of high levels of
severe faults generated in the software.

In this paper, we develop a software reliability model which consists of N-
independent modules. The modules are different from each other and have different
kinds of faults. The faults are considered as simple, hard, and complex faults in
each module and are tested individually for removing the faults that remain in the
modules of the software. A flexible software reliability growth model is proposed by
considering the imperfect debugging and fault reduction factor during the software
testing in the module phase of the software. We derive explicit expression for the
mean value function for N-independent module-based system which is categorized
from the different kinds of faults. The rest of the paper is organized as follows.
Section 2 describes the software reliability growth model by stating the requisite
assumptions and notations. Section 3 contains governing equations and reliability
analysis. For the prediction of reliability indices, some formulae are derived in Sect.
4. To validate the analytical results, numerical results are provided in Sect. 5. The
concluding remarks and significance of the work done are stated in the final Sect. 6.

2 Model Description

Consider a software system consisting of N modules; each module has different
characteristics from the other module and has different types of faults contents.
To develop a module-based software reliability growth model, it is assumed that
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the software has K-types of faults. The three-stage time-dependent processes (fault
observation, fault isolation, and fault removal) are considered for each module to
develop module-based software reliability growth model. To make more versatile
model, we incorporate more realistic features by incorporating the concepts of fault
reduction factor and imperfect debugging.

To develop the module-based software reliability growth model (SRGM) which

incorporates the imperfect debugging and fault reduction factor (FRF), we consider
the nonhomogeneous Poisson process (NHPP). For mathematical formulation, the
following assumptions are made:

The software system is composed of N-independent modules that are tested
individually. The software faults in each module are categorized as simple-,
hard-, and complex-type faults which can be estimated by SRGM by including
the concepts of the imperfect debugging and fault reduction factor.

Each time when the failure occurs, the corresponding faults are removed
immediately, but besides it, some faults are introduced during the testing process
as such imperfect debugging of faults is taken into account.

Each module has different types of faults as simple-, hard-, and complex-type
faults; the different type faults have the different failure characteristics.

When detected, faults are removed at time ¢; it is possible to introduce some new
faults with introduction rate n(") () in the nth module.

Notations

m(t) Expected number of total faults removed in the given time interval (0,

t] from the module-based software.

g&k (r) Expected number of k, types (simple, hard, and complex) faults
observed in the nth module at time .

1(:2 &, (D Expected number of k, (simple, hard, and complex) types of faults
isolated from the nth module.

m (r) Expected number of k,-types of faults removed from nth module at

rem kn -
time ¢.
a(t) Sum of the number of faults to be eventually detected and the number
of new faults introduced by time .
,((';) Initial number of k,-types of faults (as simple, hard, and complex faults)
in the nth module.
nkn) 03] Imperfect debugging factor for k,-types of faults in the nth module at
time 7.
MI(:,) (1) Time-variable fault reduction factor for k,-types of faults for nth
module at time ¢.
r,((':) ) Fault observation (detection)/isolation/removal rate function for k,-

types of faults for nth module at time 7.
Fault introduction rate.
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X Mission time of the software.

P Additional fraction of faults observed during testing.
Co Cost of setup for the software.

Ci Cost of removing a fault during software testing before releasing.
C Cost of removing a fault after releasing the software.
Cs Loss due to software failure or risk cost.

Cy(T) Opportunity cost function.

T Testing time of the software.

T, Software life cycle length.

o The scale coefficient.

o The intercept value.

ar The degree of opportunity loss in time.

3 Governing Equations and Analysis

All faults which are presented in the module-based software system have been cat-
egorized by simple-, hard-, and complex-type faults of the software. The reliability
of each module will be different due to the different failure characteristics of fault
contents. These faults may require different fault reduction factor and different error
detection rate for each module. Software system consists of the N modules which
are different from each other from the fault content and testing requirement point
of view. Each module has different initial number of faults and dissimilar type of
faults of different severity. There are total K-types of faults in the software whereas
nth (n = 1,2,...,N) module has k, type of faults (k, =1,2, ... ,K,) which may
be simple, hard, and complex. Each nth module consists of p,, simple type faults;
qn, hard type faults; and r,,, complex type faults, i.e.:

N N Pn Pntdn Pntqn~trn
_ ZKH — Z Zk(n) + Z k(n) + Z k(”) (1)
n=1 n=1 | i=1 J=Pn+1 k=pn+qn+1

() A T A o R AL N Y A
where k,” =) " k; i1 K kmput a1 K and Ky =300k

Mean Value Function

Mean value function for the software reliability growth model (SRGM) with fault
reduction factor under imperfect debugging environment for observation, isolation,
and removal processes of nth (n = 1, 2,...,N) module can be expressed in terms of
the following differential equations:
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D0 = 0w a0 -, 0] @)
Sy, (0 = 1 0 [mig, 0 =m0 )
D= 10 [ 0~ 0] o
where (1) = r” u” (1) 5)

It is assumed that the fault reduction factor is a constant, so that:

w0 = p 0 < p? < 1.

When the detected faults are removed, then there is a possibility that the new

faults are introduced with rate n(") (1); the imperfect debugging fault analysis for nth
module is taken as:

aal(cn) (0 ) obsk (1)
o Tk () o (6)

where n,(;:) 1 = 7],((:) is considered to be constant. The initial condition is imposed

ast = 0, m(()'é)syk” (t=10) = 0 and a,i? 0) = (") . Now the number of faults to be
eventually detected is determined by:

a(t) = al” + nml . (0) ()

By substituting the values of imperfect debugging parameter from (7) to (2), we
obtain: 7 = 0, m™ (0) = m"™(0) = m%(0) = 0

obs Miso

(n) _ ) () (n)
gl?s s’ = ak”{n) [1 — ¢ ! (=, )}
(11,

_ NEwES
= W [1 —e

®)
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a" o, a0, o)
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where 1 — r;,(< = u™and My,
The mean value function for our proposed model that incorporates the fault
reduction factor under imperfect debugging environment is obtained by using:

N Ky

m* (1) = Z M O+ Yy [ WO +m (t)] (11)

n=1 n=1 k,=1

Here, our main interest is to evaluate the total expected number of faults removed
from each of the modules. The mean value function for the software reliability
growth model based on module-based system consisting of the fault reduction factor
and operating under imperfect debugging environment is:

m(®) = Y0 Y [, @]

(12)
= Yo Y fff) |:{ —e" (1 + t)} + % {(1 - e”"”) te_“(")’}:|
n u nkn

where pf” > 0,50 > 0,5 > 0. > 0.

4 Performance Measures

We assume the modules of the software system are independent from the software
testing point of view. Software testing is carried out at the modular level. Now we
obtain the software reliability and expected maintenance cost for modular-based
SRGM as follows:
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4.1 Software Reliability

Environment factors are directly related to the fault reduction factor. Imperfect
debugging and debugging time lag between fault detection and correction process
affect the fault reduction factor. The impact of changes in environment factors is
directly related to fault reduction factor that affects the software testing time.

The software reliability function is given by:

R (x/T) = exp [={m (T + x) — m(T)}]

(n)
kn

=wﬁ2&&i@imHQW”&4”0+T+m—a+nD}

+ % ”EZI (Te_“(")r {1 — e“(n)} — (T +x) " T+ {1 - e”(")})} :|i|
M

13)

4.2 Expected Maintenance Cost

The objective of our model is to find the reliability of each module so that the
reliability of the system will be maximized within a given budget. For evaluating
the expected maintenance cost of the software, various cost factors, viz., risk cost
and opportunity cost, are important from the customer’s point of view. The total
expected maintenance cost includes the setup cost, cost of removing a fault before
and after releasing a software, risk cost, and opportunity cost.

The total expected maintenance cost of the module-based software is given by:

E{C(T)} = Co+ C (1 +P)ym(T) + Cy[m(T,)

“ (1 + Pym(T)] + C5(T) + Cy(T) (19

where the risk cost due to software failure after releasing the software is computed
using:

G(T) = G {1 =R (x/T)} (15)
The opportunity cost of the software is computed in the form of power law as:
Ca(T) = (o + 7)™ (16)

By using (12), (13), (15), and (16), (14) gives:
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The prime goal of present investigation is to determine the optimal software
release time which minimizes the total expected maintenance cost of the software
to achieve the desired level of reliability. The prespecified minimum achieved
reliability objective is Rp. Therefore the optimization problem to determine the
optimal release time for the proposed model can be formulated as follows:

Minimize E{C(T)}

Subjectto R(x/T) >Ry, 0 <Ry <1 (18)

5 Numerical Illustration

In this section, we perform the numerical experiments to examine the effect
of different parameters on the reliability of the module-based software system
by varying testing time T. We set the default parameters as a'V=50, a®=200,
a¥=300, V=04, K; = 2, K, = 3, n¥=0.6, n¥=0.7, uV=0.7, u»=0.8,
u®=0.9, *V=0.5, *¥=0.6, *¥=0.7, and x = 0.005.

Figures 1, 2, 3, and 4 illustrate the software reliability R by varying testing time
T for different values of initial number of faults (a'"), fault removal rate (1), fault
reduction factor (") in module 1, and fault introduction rate (n®) in module 2,
respectively. It is noted that initially reliability increases sharply up to 7 = 15 then
it becomes almost constant. In Fig. 1, as we increase the initial number of faults
(a'V), a decreasing pattern of software reliability is observed. We see in Fig. 2 that
the reliability of the software increases on increasing the fault removal rate (V).
Figure 3 depicts that there is no significant effect of fault reduction factor u" on
the reliability with the variation in testing time. The effect of fault introduction
rate 7® on the reliability by varying 7 is shown in Fig. 4. It is found that on
increasing the testing time 7, reliability decreases significantly for higher values
of fault introduction rate.
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Fig. 1 Software reliability
by varying a(V

Fig. 2 Software reliability
by varying

Fig. 3 Software reliability
by varying ("
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Fig. 4 Software reliability
by varying n®
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Based on the numerical results, we conclude that the reliability of module-based
software system increases on increasing the fault removal rate (") but decreases
on increasing the initial number of faults (¢") and fault reduction factor (®).

6 Conclusion

To analyze the realistic scenarios of testing process for complex software system,
the module-based software reliability growth model is developed by incorporating
the key factors, namely, fault reduction factor and imperfect debugging. From the
software testing point of view, by using these factors together, our investigation
portrays the more versatile and practical issues of the software testing and debugging
processes. We have formulated the expressions for the mean value function and
software reliability. The optimal release time is established by minimizing the
total expected maintenance cost of the software subject to reliability constraints
of a modular software system. Our model provides valuable insight to improve the
reliability of modular system wherein failure is an unavoidable phenomenon due
to imperfect debugging. Numerical illustration provided exhibits the tractability of
testing issues of the complex modular-based software system.
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Analytics for Maintenance of Transportation
in Smart Cities

Adithya Thaduri, Ajit Kumar Verma, and Uday Kumar

1 Introduction

The population of cities and the percentage of migration of people toward cities are
increasing day by day. As from the report by the UN [1], 54% of the population
of the world lives in cities, and the forecasted population will be 66% in 2050 or
higher. These cities might face tremendous challenges because of the problems
arising due to increased congestion of the people. To maintain the assets of the
cities, some part of the problems can be overcome by the use of digitization using
the present technologies available to cater the needs. As per the definition of Smart
Cities Council, the usage of digital technology embedded across different functions
of the city is termed as “smart city.” The main objectives of the smart city include,
but are not limited to, the following:

¢ Environmental sustainability and efficiency
¢ Sustainable homes and buildings

« Efficient use of resources

 Efficient and sustainable transportation

¢ Better urban planning — livable cities

The necessity of the smart cities is quite multi-faceted because cities themselves
act as a platform for all existing technologies and future technologies that are
governed by the policies for the betterment of the society. Management of assets
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is also a difficult task to consider in the case of smart cities. The main reasons for
the purpose of smart cities are:

¢ Growing population

* Traffic congestion

¢ Space — homes and public space
* Resource management

* Global warming

* Aging infrastructure

» Tighter city budgets

Smart cities are booming around the world though the definitions are more or
less similar to the one that is defined above. In a typical smart city, one of the
important vertical solutions is transportation and mobility. Transportation is one
of the driving areas for growth, mobility, services, and support. For effective and
efficient operation of the transportation field, there is a requisite to maintain these
assets in a proper condition. Maintenance of these assets is crucial in reducing cost,
traffic congestion, inconvenience to the society, etc.

One of the interesting aspects in transportation is that the operation not only
depends on itself but also depends on the surrounding assets and the people that
use these assets. Hence, usage of advanced technologies such as Internet of things
(IoTs) and data analytics can be applied for envision of the smart cities.

This paper provides an overview of the smart cities and challenges faced by the
maintenance of the transportation in smart cities. This paper also focuses on the
possibilities of application of data analytics for transportation in smart cities.

2 Definitions of Smart Cities

There are different ways of defining and conceptualizing smart cities that are still in
progress [20, 21]. There are several definitions that exist in the literature [20, 30]:

e A city well performing in a forward-looking way in economy, people, gov-
ernance, mobility, environment, and living, built on the smart combination of
endowments and activities of self-decisive, independent and aware citizens [22].

* A city that monitors and integrates conditions of all of its critical infrastructures,
including roads, bridges, tunnels, rails, subways, airports, seaports, communi-
cations, water, power, even major buildings, can better optimize its resources,
plan its preventive maintenance activities, and monitor security aspects while
maximizing services to its citizens [23].

e A city “connecting the physical infrastructure, the IT infrastructure, the social
infrastructure, and the business infrastructure to leverage the collective intelli-
gence of the city” [24].

e A city striving to make itself “smarter” (more efficient, sustainable, equitable,
and livable) [25].
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e Acity “combining ICT and Web 2.0 technology with other organizational, design
and planning efforts to dematerialize and speed up bureaucratic processes and
help to identify new, innovative solutions to city management complexity, in
order to improve sustainability and livability” [26].

e “The use of Smart Computing technologies to make the critical infrastructure
components and services of a city—which include city administration, education,
healthcare, public safety, real estate, transportation, and utilities more intelligent,
interconnected, and efficient” [27].

e “A smart city brings together technology, government and society to enable
the following characteristics: smart cities, a smart economy, smart mobility, a
smart environment, smart people, smart living, smart governance” — IEEE Smart
Cities [28].

* “The concept is not static, there is no absolute definition of a smart city, no end,
but rather a process, or series of steps, by which cities become more livable
and resilient and, hence, able to respond quicker to new challenges” — DBIS,
UK [29].

Out of all these definitions, the one that was defined by DBIS, UK, seems realistic
to the context relevant to transportation in a broad perspective. It also provided that
there is no static definition but depends on the objectives of the smart city.

3 Architectures

It is interesting to note that the generic architecture of the smart city is similar to the
standards of cyber-physical systems. This architecture includes basic architectural
levels as shown in Fig. 1 [31]. The adoption of this information architecture will
enable the developed smart assets to be integrated into other governing systems
enabling new business models and innovations.

Smart connectivity level: Acquisition of reliable information from components
and systems is a prerequisite for higher-order functions. Information can be acquired
directly from embedded sensor systems in smart components and from higher-level
services of enterprise data acquisition and control systems using the service-oriented
architecture.

Data-to-information conversion level: Inference of useful information from data
is important in condition monitoring systems due to the high complexity and
data rate of signals (e.g., vibration sampled at several kHz). Efficient dimension
reduction and feature extraction from raw sensor signals are critical for reliable
results and predictions at higher levels of the architecture.

Cyber level: At this level, information about every connected component and
system is in principle available, including virtual models of components and
simulation models that can be used in combination with historical condition moni-
toring data stored in data centers to evaluate different maintenance and operational
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» Self-configure for resilience
on * Self-adjust for variation
* Self-optimize for disturbance

* Integrated simulation and synthesis
* Remote visualization for human
* Collaborative diagnostics and decision making
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* Twin model for components and machines

* Time machine for variation identification and
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# Clustering for similarity in data mining

* Smart analytics for
* Component machine health
* Multi-dimensional data correlation
* Degradation and performance prediction

* Plug & Play
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Fig. 1 Cyber-physical systems

Fig. 2 Internet of cities
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scenarios. Data analytics queries can be executed to extract information providing
new insights.

Cognition level: Making of correct maintenance and operational decisions
requires interactions with expert users through efficient human-machine interfaces
and the use of artificial cognitive systems capable to interact with entities at the
cyber level for evaluating possible strategies and action plans.

Configuration level: At the highest level, the virtual architecture is orchestrated
by meaningful queries and operational goals configured by humans. The purpose of
the lower levels of the architecture is to realize as far as possible the aims configured
at this level (e.g., using optimization methods and historically guided prediction
heuristics) leading to a self-configuring and self-optimizing system of systems.

There are several architectures defined for the smart city in the literature, and
more or less most of them follow the similar structure defined in the Fig. 1.

4 Big Data Analytics and IoT

The implementation of big data analytics were discussed on several authors [10, 33].
A comprehensive illustration of the usage and implementation of the smart analytics
is provided by Pendse [9]. For the need of accessibility and storage, there must
be a mechanism for implementing cloud-based approach for the big data analytics
for smart cities [4, 5]. The urban planning of the cities can be embraced with the
Internet of things for the better usage of facilities for the big data analytics [6]. An
architecture was developed by Puiu et al. [7], for the large-scale implementation
of the data analytics framework for smart cities. For the data management, there
are several models and topological models to be followed that are available in
the literature [8]. The utilization of the data analytics [19] along with the way
the analytics was perceived by the user with the visualization using interactive
phenomenon was developed [11].

A conceptual model for the smart cities is proposed as in Fig. 2. But, the actual
operation and execution have not lived up to the standards because of several
reasons. The incorporation of new technologies also faces governance, security, and
cost issues. The possibilities of these technologies are given by [2]:

e The amount of traffic can be measured by attaching the vehicles with radio
frequency identification (RFID) tags. The concentration of vehicles can be
observed from the central facility through this RFID. The similar information
through big data cloud-based approach where users can access through mobile
apps.

* By using different types of tags for different types of vehicles, the amount of
breakdowns by each of the vehicle can be provided to the customer for better
selection of the vehicle

e JoTs are installed on maintenance equipments and other facilities to make
sure that maintenance actions are carried out in the smart city and these
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information are fed to the central facility. The commuters are thus making of
these information can reroute their path to reach the destination.

e The amount of load on the different transport systems can be predicted by
gathering information and processing through the advanced tools. By this way,
the addition of vehicles can be incorporated to the system to reduce the traffic
congestion.

* Big data and IoT can also help to reduce carbon emissions for the sustainability
of the cities. The amount of traffic is gathered by installing sensors on the
road/adjacent to the road for monitoring. These information are fed to the traffic
police for diversion and to reduce the congestion. By this way, the amount of
energy wasted at the traffic signals can be controlled to some extent.

* Parking has been a nightmare in the cities because availability of space is a more
major concern. This problem can be dealt by providing real-time information
from the cloud-based analytics to reduce fuel usage.

The operators of transportation are presently utilizing these technologies to make
sure that the operation of fleet runs smoothly. It allowed them to input data from
events to predict the numbers of who would be traveling and make sure that transport
was running effectively to make sure that spectators and athletes could be effectively
transported to and from the stadiums.

To create an efficient, effective, and flexible public transport in the future smart
cities, it is essential to apply the above techniques. The data collected from different
sources can be used not only to monitor the present condition of the assets but also
to predict the future behavior. This may decrease the transport delays with minimal
maintenance activities by predicting future failures thus by increasing the transport
availability [3].

5 Maintenance Analytics for Transportation

Improving transportation infrastructure and services is a high priority for many
cities.

The maintenance of the transport is the main driver for the society. It is also
the main platform for different types of systems that are interdependent to each
other such as industries, companies, education, and other societal needs. Hence, it
is important to have better maintenance capabilities for all means of transport and
develop a smart transportation infrastructure for future needs and have the capability
for better efficiency of the city itself.

Beyond cost considerations, various modes of transport all require power and
communications to function properly within a smart transportation environment —
especially true as cities move to electrified light rail or buses and set up recharging
infrastructure for electric vehicles [32].

A role of the transport in the smart cities was discussed by [19]. A method-
ological framework for the purpose of transport was developed by the Debnath
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et al. [12]. For the purpose of information gathering and assessment, sensor
modeling and sensor architecture were developed [13]. Also, a crowd-based tool
was developed where the users are the actual customers for the transportation
[14]. The visualization of the transportation can be carried out by combining the
information from the users and the geographical layout of the city [15]. By keeping
the sustainability in the mind, a case study was conducted with development of
models precisely for the energy efficiency for freight transport [16]. For future
purposes, an artificial intelligence-based methodology was developed for intelligent
transportation in smart cities [17]. Similarly, a framework was developed using the
autonomous transportation system [18].

The several prospects and possibilities of the maintenance analytics for the
transportation are briefed below [32].

5.1 Reducing Traffic Congestion

* The application of novel means of data integration and analytics to visualize the
necessary information to minimize congestion.

* By monitoring the historical data related to the number of vehicles and amount
of time spent in the traffic lights and bottlenecks, maintenance analytics can
be able to predict the amount of time/vehicles required to cross a junction. By
this means, the time of traffic lights is synchronized and adjusted according to
the traffic needs. This can also be utilized to reduce traffic-related accidents to
prevent congestion and other factors.

* Data obtained from different sensors, especially cameras, are useful to monitor
and detect particular vehicles or zones which are more prone to incidents and
accidents. Thus, maintenance analytics can provide alternative routes, alerting
drivers, and better notification system to pass information to public.

» Parking has been a bigger problem because of increase in the number of vehicles
and less place inside the city. It also leads to the increase in pollution that might
affect directly and indirectly to the working behavior of people in the city. Hence,
maintenance analytics can facilitate parking areas using mobile apps with real-
time information and also predict future behavior. One case that is related to
future parking congestion is special events that are planned in the future.

5.2 Reducing Trip Time

* By applying the advanced analytics, according to the traffic congestion, the traffic
planning system can suggest the drivers to provide the best traffic route based on
time, place, and distance.

* The travelers are being suggested by the system that is integrated with ICT and
can facilitate multimodal transport with optimal distance, cost, and time.

e By introducing the future weather data into the system, one can predict the
scenarios of drainage and congestion to reduce the trip time.
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5.3 Choice and Control

* The recommender system with specialized agents can provide multiple alterna-
tives to the user to suit the behavior. This choice is further given as a feedback
into the system to train the alternatives and rank them accordingly.

» Users are also welcome to suggest the best alternatives into the system for being
smart in the future.

* The ridesharing apps such as Uber, Ola, and other national cab services can
facilitate the users to select them of their choice.

5.4 Public Safety

¢ Smart transportation has a strong link to public safety.

* First responders require mobility to perform their lifesaving work.

¢ Information and Communication Technology (ICT) can make their jobs easier by
optimizing traffic lights when necessary and empowering them to see potential
traffic snarls in real time, so they can select the most efficient travel routes.

5.5 Situational Awareness

* Use of smart devices that are already installed or newly constructed system to be
deployed at various places in the cities to get better context awareness. This will
be useful to obtain better recommendation systems according to the location.

» Sustainability and resilience of the cities are the major concerns of the smart
cities. These issues can be better monitored using the smart transport system to
reduce wastages, increase robustness, and decrease accidents to maintain the city
in the best possible condition.

* Context-awareness provided by the system also enables not only location-specific
but also can provide classify the different clusters in cities as zones to plan
the best traffic solutions, especially in occurrence of major catastrophic events,
disasters and recovery plans.

5.6 Asset Optimization

e The application of these technologies can also enhance the optimization of
the assets in terms of usage and resource allocation to reduce the energy
consumption.

¢ The maintenance analytics can provide answers related to the different parts of
the system such as when to carry out maintenance, what resources are required,
and how to carry out for maximum efficiency at reduced costs.
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5.6.1 Internet of Smart Cities

In the future, there will be interconnection of smart cities for the data and knowledge
sharing of ideas for the better execution of the technology for the betterment of the
society.

The architecture defined in Fig. 1 is implemented at several smart cities. Instead
of all layers connected to each other, only the top three layers are required for
knowledge sharing and advanced data analytics with respect to real-life problems.
This also helps to provide interesting insights through visualization to compare the
performance of each of the assets in different transportations.

6 Challenges and Future Areas

There are different challenges to be taken care of by smart cities for transportation,
and some of them are crash fatalities/injuries, energy shifts, congestion, trans-
portation infrastructure costs, unexpected delays of agency/governmental budgets,
urbanization and land use patterns, and parking option

Apart from the abovementioned challenges, there are other concerns:

* For developing countries, due to the deficit of funds, faced with providing basic
amenities, it is difficult to allocate funds for smart cities, and the implementation
of this technology can be backlashed with huge economical and ideological
issues.

* As similar to the issues of digitization, privacy and security are also going to
be big issues. It is a tough task to convince the government, especially in this
case, because the loopholes in this issue can be a major problem for their future
prospects.

* Each city is different, and the methodologies or models can be developed and
applied based on the geographical condition, economical condition, demograph-
ics, and feasibility.

7 Conclusion

The vision of smart city is difficult to deploy at this time, but it is faced by different
challenges from different perspectives. It has to be an inclusive concept. The idea of
smart cities is in the nascent stage, and also the implementation of technologies is
also not utilized to the major extent. The points to consider are:

e Enormous possibilities of the analytics in the upcoming smart cities especially
for transportation.

¢ The benefits can be directly visible to the public to increase efficiency in the
transportation.
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Analytics are not only limited to maintaining the assets in good condition but
also provide interesting insights about governance.

Interconnection and knowledge transfer of Internet of cities can be helpful in the
future for better decision-making.
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Business Strategy Prediction System for Market
Basket Analysis

Sumit Jain, Nand Kishore Sharma, Sanket Gupta, and Nitika Doohan

1 Introduction

In current scenario, computer is more popular with development of database
technology; their large numbers of data are stored in huge amount of database. Obvi-
ously, this very useful information without using efficient methods is impossible to
obtain. Data mining is one of the technologies that seemed to be as a reflection
of the demand. Association rule mining is one of the important researches, and its
main aim is to find out the requirement between various fields based on support and
reliability. So many examples are available such as Market Basket Analysis.

It has a two-phase activity, namely, data analysis (Phase 1) and data acquisition
(Phase 2), that performed sequentially.

Phase 1: In this phase we analyze all the items (i.e., common between various
customers) on the basis of popularity, best sellers, recently used, and their
frequency with the help of their shopping log record. By the log record, we can
easily find out the frequent items.
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Phase 2:-In order of 1st phase, it is to produce the instructions from the frequent item
sets (Output of 1st Phase) and often is an important step in terms of acquisition
of set items Mining Association Rules of Procedure.

These two-phase methods can help prepare the strategies for marketing, and by
these strategies (Market Basket Analysis), a manager can easily find the optimal
and feasible layout between various layouts [1]. For example, text copy is strongly
connected to pen so they are purchased together (mostly seen during starting session
of schools/colleges), that’s why they are located nearby to each other or at the same
place.

Currently, the association rule mining problems are excessively valued by
examiners in the various fields such as database, artificial intelligence, information
retrieval, visualization, informatics, and other fields. So many unbelievable results
have been found in this process. Mining association rules have problems from large
database that has the most mature, important, and active research contents.

Problems with large databases in the mining association rules have become the
most mature, important, and active research material.

The rest of the chapter is organized as follows. In Sect. 2, we describe related
tasks in market basket analysis. In Sect. 3, the market basket analysis approach is
described. In Sect. 4, the system architecture of the business strategy prediction
system is described. In Sect. 5, the experiment analysis is described. In Sect. 6, the
performance results are described. In Sects. 7 and 8, the limitations and future scope
are described. In Sect. 9 conclusions and future work are given.

2 Related Work

Association rules are set of statements which is in the form of {X1,X2 ... Xn} = Y,
meaning that when we find all of statement X1, X2 ... Xn in the market basket,
after calculating all the set of X, then we can find Y. We typically were finding
merely the rules which are confident on given threshold value. If items are placed
into baskets in random order, then it results in higher confidence.

The market research is the framework activity that will work as an umbrella
activity that links the consumers and end users directly to the market; it is done only
through information which is used to recognize and explore marketing prospect and
their problems. The aim of research is to balance the producer-consumer problem,
i.e., sale, relationship, demand, availability, and facility to find the useful item in
short time duration in today’s fast life, and, finally, this balance proves beneficial for
all, i.e., end user and producer and retailer are the key part of market. So marketing
research specifies the required information to deal with these issues, designs the
method for collecting information, manages and implements the data collection to
understand the market, and overcomes all deficiencies for proper tuning between the
end user and market [2, 3].
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This framework activity is the systematic gathering, recording, and analyzing
of qualitative and quantitative data about issues that relate to running products
in the market and services provided by them. The marketing research is mainly
focused to identify and assess how and what changing elements of the marketing
mix impact consumer’s behavior. The term is commonly interchanged with market
research. Marketing research is concerned specifically about marketing processes
that drastically improve the sells with consumer satisfaction [4].

To maintain the proper balancing between all key factors which are related
directly and indirectly with market, we need to find out the requirement and think
like consumers, and on the basis of that result, we have to find out the data and
arrange them in fruitful manner. So here Apriori algorithm is used for generating
frequent item sets based on some rules from the large database. These association
rules are one of the major techniques of data mining. In this fast world due to heavy
demand, the volume of data is increasing day by day [5—7]. Hence we need to sort
out that data; therefore, the mining association rules work on the databases and
collect the frequent item sets from massive amount of database. That’s why many
marketers interested in that part help in many decision-making processes, such as
basket data analysis, retail sectors deciding store layout, and making promotional
strategies.

This helps in finding the relationship between a large number of database items.
The customer’s purchasing behavior is dependent on the product’s order, their
grouping, their arrangement and layout of store. Based on the norms of sales
transaction, we get some effective rules, like the sale of other items are dependent
on the purchase of certain items and it reflects the purchasing behaviour of the
customer [6]. These generated rules can be used in many fields, such as analysis
of consumer’s need and their shopping, additional sales, goods shelf design, storage
planning, and classifying the users according to the buying patterns or vice versa.
Apriori algorithm has sound theory base, but the focus is its efficient issue [8, 9].

3 Market Basket Analysis Approach

Market Basket Analysis is one of the frequent and valuable kinds of data analysis in
the marketing and retailing sector, in that it concerns our main motto which is to find
out and sort out the products which are mutually purchased by the customers and
retailers during marketing and retailing (in the same order). In that way an “Apriori
algorithm” plays a vital role in Market Basket Analysis.
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Through survey it is observed that, during the marketing, all the items purchased
by the customers are strongly or loosely coupled to each and other; it means they
have some certain relations that must be based on their nature and type of use. On
the other hand, we can also find out that all the retail shops, stores, and wholesale
shops are also arranged in the same way as we discussed in previous survey, so
it means the way of arrangement and choosing of items during purchasing are the
same. To improve the sale or to help the customers during purchasing (in directly
giving hints of item whether they are useful or not), the layout of retail shops must
be the same as the customer’s need and their approach to select the items for their
use and vice versa.

Our research is working in the same field, and our approach is to try to find out
that relation and convert it in the form of method, so definitely with help of this
method, we will give paradigm in the marketing and retailing sector.

Here we have some dependencies shown below:

No. of customers (visitors/purchaser) — Popularity of store
Collection of items and layout — No of customers (visitors/purchaser)
Customer’s need and useful items — Marketing

4 Market Basket Analysis Approach System Architecture
of Business Strategy Prediction System

It describes the architecture for a system to satisfy specified requirements in Fig. 1.

Transaction File

In this case, first, all transaction files reside in the same system in which we run the
software. Its database is maintained by MySQL. This type of transaction file should
be or needs to be loaded for further processing. The file is loaded and shown by
searching it through name.

Select Transaction File

User needs to enter the name of transaction file required from database. In that case
user will first select the file as per the requirement. The selected file will be used by
the algorithm when user clicks “run algorithm” button.
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System Module

Select
Transaction
file

A 4

insert
parameter

> Load

search—pp| transaction v
file Run

Apriori
algorithm

Show result P Save Result

Fig. 1 System architecture of business strategy prediction system

Insert Parameter

For running the algorithm, we should write the name of the selected transaction file
in the field from transaction file name. Then users also need to enter parameter value,
i.e., minimum support. When this parameter is set, the user will run algorithm over
the selected file from database by clicking “run algorithm” button. Then the user
will give the name of the output file in which you want to save the result. In case the
result file will not be displayed, it means you need to increase the value of minimum
support.

Show and Save Result

This module will show final frequent item sets as the result of Market Basket
Analysis. These rules are then used by sales executive or any business analyst to
predict business strategy for earning profit.
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4.1 Activity Diagram

It will show the activity diagram of Business Strategy Prediction System (Fig. 2).

Load
Transaction File,

Data Loading

Is Data Loaded

Enter minimum
support and output file
name

Yes

v

No

Al fields entered

Generation of
Frequent itemsets

Yes

Run Apriori
algorithm

Select
output file

Show result

Fig. 2 Activity diagram of business strategy prediction system
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4.2 Algorithms for Business Strategy Prediction System

Algorithm design

(a) Combining step: Ck is generated by joining

(b) Lk-1with itself

(c) Prune step any (k-1): item set that is not frequent cannot be a subset of a frequent
k-item set

(d) Code: Ck, candidate item set of size k

(e) Lk: frequent item set of size k

) L1 = {frequent items}

(2) For (K = 1; Lk! = &; k4++) do begin

(h) Ck + 1 = candidates generated from Lk

@) For each transaction t in database do

G) Increase the count of all candidates in Ck + 1

(k) That are contained in t

1) Lk + 1 = candidates in

(m) Ck + 1with min_support

(n) End return Uk Lk

5 Experimental Analysis

In the proposed method, it takes less time to find more and more frequent item sets.
This screenshot consists of 13 transactions of 9 items as input, and this item set
provides outcome for maximum frequent item set. The output results are given in
the form of screenshots which are as follows:
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1. Itis the first page of Business Strategy Prediction System where we click on start
button and the system will get started.

2. Click on view help button to proceed. You can go back to login page after reading
the help manual.
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3. To Enter a Valid Username and Password

4. View Load Transaction file module. Just click on load button and you will be
redirected to the selection menu for the file; just go to the path where the file is
saved on your computer, select it, and click on open. The selected file will get
loaded like this

5. For running the algorithm, please write the name of the selected transaction file
in the field transaction file name. After this enter the minimum support value
desirable for your strategy. Then give the name of output file in which you want
to save the result. In case the result file will not be displayed, it means you need
to increase the value of minimum support.

6. Clicking on show button will make you select the output file; you just need to
select it and open, and the result will be displayed in the frequent rule frame, and
the corresponding references will be displayed in another frame.
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Example

An Apriori algorithm is used in Market Basket Analysis. In the process, customers
place in their shopping basket by finding relationships between different items that
analyzes customer buying habits. Such retailers have discovered items which are
often purchased together by customers to get information that can help in developing
marketing strategies. For example, Market Basket Analysis can assist managers to
optimize diverse store layouts. Customers who purchase milk at the same time tend
to buy bread or reverse, and both of these items can help increase sales by placing.
The sample data contains six products bought in ten transactions:

Transactions | Items
Tl
T2
T3
T4
TS5
T6
T7
T8
T9
T10
T11
T13

IS
[

0| X A~ |~
W

W 00— = W 00| | = W W
N AN WO AR

The Business Strategy Prediction System scans the transaction to see which items
are bought together frequently.
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Itemname |Pen |Copy |Milk |Bread |Butter |Jam Biscuits | Pencil | Colors
Items Id 1 2 3 4 5 6 7 8 9

To do this the transactions are analyzed to calculate:

N: Total number of transactions
Xij: Total number of transactions in which i and j are bought together

From this measures support is calculated using Apriori Algorithm.
Sij = (Xij/N) x 100%

The table shows the different items and their support; these items having support
with 20% or above are bought frequently if the minimum support given is 20%.

Support | Pen Copy Milk Bread | Butter |Jam Biscuits | Pencil | Colors
Pen 30% 30%

Copy 30% 7% 23%

Milk 30% 7% 30%

Bread 30% 23% 15% 23%

Butter 23% 7%

Jam 7% 15%

Biscuits 7% 30% 23%

Pencil 15%
Colors 7%

6 Performance Result

These experiments were performed with the help of Market Basket Analysis. In
this section system will perform with the different parameters that are used for
estimating the model, and their obtained results are shown in the form of time
complexity and space complexity graph. Our method gives efficient result on all
frequent item sets generated by Market Basket Analysis approach.

Time Complexity

The quantity of time essential for execution of algorithm with the input data is
termed as time complexity of the system. Both time slices show that as in the graph
they are based on the number of transaction and number of itemsets. Based on the
obtained results there is increase in the samples of the database with time.
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Fig. 4 Time in terms of millisecond vs number of item sets

The following Fig. 3 shows the time vs number of transaction, where X-axis
shows the number of transaction and Y-axis shows the amount of time in
millisecond.

The following Fig. 4 shows the time vs number of item sets, where X-axis shows
the number of item sets and Y-axis shows the amount of time in millisecond.
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Space Complexity
In this case memory is misused by an algorithm at many places. It includes both
extra space or temporary space and space used by input. Both time slices show that,
as in the graph, they are based on the number of transaction and number of item sets.
According to the given results, the memory consumption of the algorithm increases
as the number of samples in database increases.

The following Fig. 5 shows the time vs number of transaction, where X-axis
shows the number of transaction and Y-axis shows the amount of memory.

The following Fig. 6 shows the time vs number of transaction, where X-axis
shows the number of item sets and Y-axis shows the amount of memory.

7 Limitation

This system is only in desktop application and is used by only single user at a time.
This is specifically designed for business strategy. Transactions of any business
should be in a proper format, i.e., it should be in transactional database; if it is
non-transactional, it needed to be converted into transactional database first.
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8 Future Scope

Here we are focusing on this single database; the nodes of a distributed system for
the database partitions in a large centralized database to mining association rules
can be applied. Proposed algorithm gives better result when data set is too large. It
can be enhanced by deploying it on cloud so that it can work on different data sets.
It will provide:

* A better access to the product.

* A better way to find the business strategies to help the businesses.
e It will be accessible to all due to deployment on cloud.

e It can work for large data sets.

9 Conclusion

The “Business Strategy Prediction System” provides a better way of analyzing the
behavior of the customer for making a better business strategy. It makes use of the
frequent item sets which makes frequent data sets which are helpful for analyzing
the purchasing behavior of customers. We have generated Market Basket Analysis
and computed the results in the form of time complexity and space complexity.

Further we can elaborate this approach and remove all the complexities which
are coming in the performance.
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Defending the OSN-Based Web Applications
from XSS Attacks Using Dynamic JavaScript
Code and Content Isolation

Pooja Chaudhary, B. B. Gupta, and Shashank Gupta

1 Introduction

Worms that exploit cross-site scripting (XSS) vulnerability are present in almost
80% of the OSN-based web applications. Sharing of personal as well as professional
information on OSN platform attracts the attackers to launch the attacks like XSS.
XSS attack [1-4, 8, 10, 11] is an assault against the web application wherein
an attacker introduces the malicious JavaScript code into the source code of the
OSN-based web applications. This is done in an attempt to steal the user’s login
credentials and any other sensitive information like session tokens or financial
account information. This attack may lead to severe consequences like cookie
stealing, account hijacking, misinformation, denial-of-service (DOS) attack, and
many more [35, 6, 9, 12].

Blueprint [7] provides robust protection from the XSS attacks in spite of having
irregular browser parsing behavior. However, it requires modifications at both the
sides, i.e., the client and server side. It does not protect against the non-scripting
attacks. It is difficult to apply as it changes the way application generates the
HTML content for browser. PathCutter [13] is a server-side approach that attempts
to reduce the impact of the XSS worm by constraining its dissemination path in
OSN. However, it is not able to protect each and every view from being infected
from the XSS attack vector. Li et al. [19] uses machine learning algorithm to classify
malicious Web pages from benign Web pages in OSN-based web applications.
However, its effectiveness depends on the training phase to build up the feature
database. Saner [14] makes use of both static and dynamic analysis for detecting
the presence of malicious scripting code in the source code of web applications.
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However, its deployment cost is high. Nandji et al. [16] proposed a client-server-
based architecture to enforce document structure integrity. It combines runtime
tracking and randomization to thwart XSS attack. However, it is not effective to
detect the DOM-based XSS attack.

Usually, an untrusted JavaScript variable may be in different context along the
same path or in the different path along the program, called path-sensitive analysis.
It arises due to the presence of the rich language constructs like string operations,
IF-ELSE, loops, etc. Hence, it is problematic to accurately determine the context.
Besides this, if the web application programming language does not include the
rich language constructs like looping, control-flow, and string operations, then
sanitization is a simple task. Usually, sanitization is a three-step procedure: (1)
parse the document, (2) determine the context, and (3) sanitize the XSS vulnerable
untrusted variable. However, the presence of these sophisticated operations makes
the auto-sanitization a challenging task. Based on this, this paper presents a robust
technique that is based on the determination of the context of untrusted JavaScript
malicious code and also performs sanitization on them, to provide the protection
from the XSS attack. Our approach accomplishes context identification at the server
side instead of the client side during the runtime. It is divided into two phases: first,
CASG phase is responsible for the generation of the typed HTML documents by
assigning type qualifier to untrusted JavaScript variable. In addition to this, it also
injects the sanitizer into the documents on the basis of context determined. Second,
CADP phase identifies the context of the dynamically qualified variable/expression
through runtime parsing. Finally, it processes the sanitizer routines on the HTML
document to isolate the malicious content from benign content and displays the
resultant document to the user.

2 Proposed Design

The proposed system comprises of two phases: CASG phase and CADP phase.
The first phase performs the static analysis of HTML document to determine the
context in which the XSS vulnerable untrusted JavaScript code can be securely
rendered. In addition to this, it also injects sanitizers in the HTML documents
extracted from the externally available sanitizers’ library. The second phase initially
performs the dynamic parsing of HTML document produced as a result of the first
phase. Secondly, it performs the sanitization on the basis of the context determined
to achieve malicious content isolation from benign content. Basically, it is a client-
server-based framework wherein sanitizers are injected in the Web page at the server
side and applied on the untrusted variables at the client side (only for dynamically
determined context). In the next subsection, we have described the abstract view of
our proposed model. Detailed description is provided in further subsections.
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2.1 Abstract View of Proposed Framework

Our approach integrates static and dynamic type analysis. Statically unambiguous
context are determined at the server side for the untrusted JavaScript variables.
In addition to this, it also inserts sanitizers’ routines in the document. However,
statically ambiguous contexts of the untrusted variable/expression are determined
at the client side dynamically. In this context-type-based method, a type qualifier
is attached with each untrusted variable/expression. Type qualifier describes the
context for the untrusted JavaScript variable/expression, in which it can be safely
rendered. On the basis of these qualifiers, we represent the context of each
variable and guarantee that the document is context sensitively sanitized. Figure 1
describes the abstract view of our proposed framework. Our technique works under
two phases: Context-Aware Sanitization Generator (CASG) and Context-Aware
Dynamic Parsing (CADP).

CASG phase: This phase carries out the static analysis of HTML document produced
by the OSN server, in response to the HTTP request generated by the user. Each
untrusted JavaScript variable/expression is accompanied a type qualifier. On the
basis of the context indicated by this qualifier, sanitizers are injected into the
HTML document (typed document) and returned it to the user.

CADP phase: The input to this phase is the HTML typed document from the
OSN server. For all those untrusted JavaScript variables/expressions, whose
contexts cannot be determined statically due to the presence of the rich language
constructs, undergo parsing mechanisms to determine the context at the runtime.
In compliance with the identified context, sanitizers are implemented on the
untrusted inputs to perform malicious content separation. Lastly, the sanitized
document is displayed to the user in the browser window.

HTTP Request

Response
Py Web page
Context Aware | Context Aware

Dynamic Parsing Sanitization

Generator

Sanitized :":aclLla ;r:::l
document (HTTP
response)

Fig. 1 Design of abstract view of proposed framework
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HTML
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&
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Sanitized Context Typed
document document

Fig. 2 Detailed design of proposed framework

2.2 Detailed Overview

Here, we outline our context-type qualifier-based method to defend against the XSS
worms. Each component of the system is elaborated to have a deep understanding
of the planned mechanisms. Figure 2 elaborates the detailed framework of our
proposed system. The framework uses some of the key terms and components.
These are given below:

Untyped document: It is a type of document generated by the OSN server after
receiving the HTTP response. This document is completely barren of the
sanitizers. It is vulnerable to the XSS attack.

Typed document: Untyped document is transformed into the typed document that
fulfills all the context type rules as shown in Table 1. It is the document in which
sanitizers are inserted and is generated as a result of the static analysis of the

document.
Context type qualifiers: Type qualifiers are used to record the context of each

untrusted JavaScript variable in which it can be safely interpreted. Type qualifier
is a type of variable attached to each untrusted input as v = (Q)e, attached to the
expression e, stores the type of the context to be identified by the system, where
Q represents context-type qualifier. For constant and string (static), it captures
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Table 1 Content type rules
Type of
expression Type rules
Constants If v#String
then I'—v: STAc—c where C €Context
Constant If s = String
string then I'+—s: STAc— ¢~ where C’, C””€Context, if s parses validly from C" to C”’
Variables If x = Variable
then I'—>x: Q where Q = Type qualifier indicating context
Integers If p: STAc—¢ and q = STAc—>¢ such that p, q €Integer
Then I''—=p®q: STA c—c where C €Context

Static string | If S;: STAc)—>¢2 and Sy: STAc,—>c3such that Sy, S, €String
concatenation| Then I'= Con_cat(S; S;): STA ¢;—>c3 where C1, C2, C3 €Context

Dynamic If S;: DYNy and S;: DYNg-such that S|, S, €String
string Then '~ Con_cat(S; S,): DYNg 00 g where oois inner- join and S’, S”” = Set
concatenation| of contexts

the transition between the context produced when it is parsed. For example, static
string <img src=""is qualified as STAPCDATA URL-Start when parsed. It shows
up the transition from PCDATA to URL-Start context. Initially, all untrusted
input is qualified as UNSAFE. Our system qualifies them as STAc—¢ (C and C’
indicate contexts) only when variable is filtered by the sanitizer primitives with
corresponding context C.

Handling ambiguous context typing: As a result of the path-flow sensitivity, we
address static type ambiguity. For example, at the joint point of IF-ELSE, context
cannot be statically determined because in one branch of IF-ELSE, it prints some
string and in other it prints some other result. To handle such issues, we have
divided type qualifiers into two types: static type qualifiers (STAC) and dynamic
type qualifiers (DYNS). In case of dynamic qualified input, S represents the set of
the context transition that the input can make. Selection of the sanitizers is done at
the server side statically and inserted in the document. For dynamically qualified
untrusted input, sanitizers’ identification is accomplished by performing the
parsing on the document at the client side. Our method incorporates two phases:
Context-Aware Sanitization Generator (CASG) and Context-Aware Dynamic
Parsing (CADP).

Context-Aware Sanitization Generator (CASG): In this phase, HTML document is
generated corresponding to the HTTP request. The goal of this phase is to convert
the untyped document into the typed document. To accomplish this goal, static
analysis of the HTML document is done to define the context of the untrusted
JavaScript code in which it can be carefully handled. This phase consists of
multiple components. The detailed description of each of these components is
described below:
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Context type promotions: These are the operations used to identify places where
untrusted input initially qualified as UNSAFE is converted to the STAC and
DYNS. Type promotions are written as v = (Q)e. Q denotes the context-
type qualifier variable and records the context to be recognized. Input to this
component is the untyped document, and it aims to convert this document
into an internal representation that includes the type qualifier for the untrusted
JavaScript variables. It aids in the identification of the locations, where sanitizers
are inserted lastly by the CASG phase. Finally, the resultant document is passed
for the generation of the type constraints and to resolve these constraints.

Context determinant: The goal of this component is to identify the context for
each type qualifier (Q) corresponding to each untrusted input. It will represent
the context in which untrusted JavaScript input is embedded and sanitizers are
selected accordingly. It splits into two small components: type generator and
type solver. Type generator produces the rules for the variables and expressions
to be satisfied as shown in Table 1. Type solver, on the basis of these type rules,
determines the context for each context type qualifier. This step receives the
internal representation of the document embedded with the type qualifier and
converts it into the typed document. Finally, the resultant HTML document is
typed document.

Insert sanitizers at type promotions: The key purpose of this component is to inject
the sanitizers at the type promotions operations. Selection of the sanitizers is
done on the basis of the context determined for the untrusted JavaScript input.
Sanitizers’ library is externally available, and the function SMAP(f, a) which
maps the sanitizers f to their matching context on the untrusted JavaScript
variable a is also available externally. The generated HTML document is the
typed document with sanitizers inserted into it and, finally, it is returned to
the client. Figure 3 describes the algorithm implemented at the server side to
accomplish the functionalities of all the components defined above.

The working process of the algorithm is explained below:

1. QV_LOG contains the candidate type promotions qualifier variable. These are
utilized to inject the sanitizers. S_LIB is the externally available sanitizers’
library. It contains the sanitizers that are to be applied on the untrusted JavaScript
input to provide protection against the XSS worms.

2. On each untrusted JavaScript variable e, in the HTML document, we attach
a type qualifier Q in the form as v = (Q)e. The resultant Web page is the
internal representation of the document embedded with the type qualifier Q
which corresponds to each untrusted JavaScript input. After this, it is merged
with the QV_LOG as QV_LOG<«-VI U QV_LOG.

3. For each Vi €eQV_LOG, context determinant generates and solves the type
constraints according to the rules in the Table 1. Here, I' represents the type
environment that performs the mapping of the program variable/expression to
the type qualifier Q. In the path-sensitive system, variables’ context changes
from one point in the program to other point. Thus, to handle this issue,
untrusted expressions are represented through the typing judgments as I' e : Q.
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Algorithm: Context Aware Sanitization Generator

Input: Set of HTTP request (H;, Ho, ... Hx)

Output:  Sanitizers injected document for each request (Dy, D», ... Dx)
Context type qualifier: Q[ Q,|....| Qn

Qualifiers (Q):= UNSAFE

|STAc —> ¢ ¢, c”€C
| DYNs S € 2¢¢
Context (C):= RCDATA| PCDATA| TAGNAME.....
Start
QV_LOG <— Set of type qualifier variables
S_LIB <— Sanitizers Library
For Each HTTP request H;
For Each untrusted variable/ expression e
Do Vi ¢<— (Q)e
QV_LOG <— V; U QV_LOG
For Each V; € QV_LOG
I' > Vi:STAc—> | T' > Vi: DYNs
Inject SMAP(f, Vy) in Dy f€ S LIBH>Q
End For Each
End Eor Each
Return document D,

End For Each
End

Fig. 3 Detailed algorithm of CASG phase

It indicates that at any program location e has context type qualifier Q in the type
environment I".

4. Each type constraint is solved by inferring the value of the type qualifier Q as
static or dynamic. This is done by '+~ V;: STAc— ¢+ | 'V, DYNs. First
expression states that the Vj is attached a type qualifier now qualified as static
under the type environment I". Second expression indicates that the V| has type
qualifier qualified as the dynamic with S as the approximation set of the context
under the type environment I". This step will generate the typed document.

5. SMAP(f, V)) is the function which maps the sanitizers from library to the
program variables according to the matching context indicated by the type
qualifier attached to the Vi. Lastly, the typed document is returned to the client
as the HTTP response.

6. Context-Aware Dynamic Parsing (CADP): Its key goal is to perform the runtime
parsing of this typed document to determine the context of the variable that
cannot be statically determined by the CASG phase. It includes many small
components as described below:

HTML parser and lexer: Its main goal is to construct a parse tree, i.e., Document
Object Model (DOM). During parsing, executable script nodes are determined
and nodes are created for them in the parse tree.

HTML document generator: It stores and processes the Web content represented by
the parse tree. It also performs the separation of the content and gives it to other
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parts of the browser for rendering. For example, scripting code is supplied to the
JavaScript parser for processing.

Parser: Document generator separates the visual, linking elements and scripting
elements and passed them to the CSS parser, URI parser, and JavaScript parser,
respectively. These parsers process the content received. In addition to this, they
also dynamically determine the context of the untrusted input to which a dynamic
type qualifier is attached.

Sanitizer engine: This component receives the context type document with the
injected sanitizers’ primitives. Therefore, its aim is to execute these sanitizers’
primitives on to the untrusted variable corresponding to them, to achieve the
malicious content isolation from the benign content.

Figure 4 describes the algorithm used to implement the CADP phase. It provides
the stepwise working process of the phase.

1. HTML parser generates document D which corresponds to each HTTP response
HR;. Then, for each static type qualifier Q, applies the sanitizers on the variables
injected by the CASG phase and displays the sanitized document to the user.

2. For all type promotions operations as (I'—=Vy: DYNg), we parse the document
to dynamically identify the context of the untrusted input in which it can be
safely interpreted. Dg stores the result of the JS_Parser. D¢ holds the result of
CSS_Parser and Dy stores the result of URI_Parser.

3. After applying parsers, we execute the sanitizer routines on the resultant typed
document. San (f, Vi) function will executes sanitizers’ primitive f on Vi
according to the matching context indicated by the attached type qualifier.

4. Finally, the sanitized HTML document is displayed to the user at the browser
window with malicious content quarantined.

3 Implementation and Experimental Evaluation

We have implemented the proposed framework as an extension of Google Chrome
for mitigating the effect of XSS worms from OSN-based web applications. This
implementation of our proposed framework has been performed in the form of a
JavaScript function. This function of JavaScript comprises of few lines of source
code of JavaScript. Websites can invoke this function on an HTML form. In addition
to this, we have also tested the XSS worm detection capability of our framework
on the tested suite of two real-world OSN web applications (i.e., HumHub [18]
and Elgg [21]). We have also referred the XSS cheat sheet [17] for retrieving
the XSS attack vectors. In order to include the capabilities of our proposed
framework in these web applications, developers of both these websites have to
do less quantity of effort. These web applications have already built-in validation
mechanisms deployed at the server side. The motivation to select these web
applications is that we simply need to mark an argument that web sites can utilize
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Algorithm: Context Aware Dynamic Parsing
Input: Set of sanitizers injected HTTP responses (HR;, HR,, ... HRy)
Output: Sanitized HTTP response (HR;’, HR,’, ... HR\’)
Start
D ¢
For Each HTTP response HR;
D<= HTML Parser(HR;)
For Each V,
If (V[I STA C’% c” ) then
Apply sanitizers at V;
Return sanitized document HR;’
End If
End For Each
For Each type qualifier variable (V) Vi € (HTML

element/attribute (M 1" > Vi: DYNs)
San(VL f) f€ g (SE 29
End For Each
Ds<— S parser(D)
For Each type qualifier variable (V;) \RS (JavaScript
context N I > Vi DYNy)
San(VI, f) fe S (SE 2C*C)
End For Each
De<= CSS_Parser(Ds)
For Each type qualifier variable (Vi) vie (CSS context M

I > vi:DYNy)

San(VLf) f€ g€ 29
End For Each
Dy<¢— URI Parser(Dc)
For Each type qualifier variable (Vi) Vi € (URL context
N T vi: DYNy)
San(VL f) f€ g(3€ 2
End For Each
Apply sanitizers at each V;
Return sanitized document HRy’

End For Each
End

Fig. 4 Detailed algorithm of CADP phase

the capabilities of our proposed framework irrespective of the input testing. This
will aid in alleviating XSS vulnerability concerns and would include supplementary
security layer. We deploy these web applications on an XAMPP web server with
MySQL server as the backend database. We have selected different categories of
XSS attack vectors. These categories include event handlers, character encoding
scripts, URL obfuscation, HTML quote encapsulation, HTML entity elements, and
embedded character tags. The observed results of proposed design on two OSN web
applications corresponding to the chosen categories of XSS attack vectors have been
shown in Figs. 5 and 6.
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Fig. 6 Observed results of Elgg

3.1 Performance Analysis

We have presented a detailed performance analysis of our proposed design by
conducting a statistical analysis method (i.e., F-Measure). The analysis conducted
reveals that the proposed framework produces better results as compared to existing
state-of-art techniques. To perform binary classification, precision and recall are
the parameters used for evaluations. And their harmonic mean is F-measure. Here
we calculate the precision, recall, and, finally, F-Measure of observed experimental
results of proposed framework. The analysis conducted reveals that the framework
exhibits high performance as the observed value of F-Measures in all the platforms
of OSN web applications is almost close to 0.9. Therefore, the proposed framework
exhibits 90% success rate in the two OSN-based web applications. Table 2
highlights the detailed performance analysis of proposed framework on two web
applications.
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Table 2 Statistics of performance analysis

Web application TP FP FN Precision Recall F-Measure
HumHub 166 30 11 0.846 0.937 0.890
Elgg 157 25 26 0.862 0.857 0.860

True Positives (TP)

Precision = — o .
True Positives (TP) + False Positives (FP)
True Positives (TP)
Recall = — ; .
True Positives (TP) + False Negatives (FN)
2 (True Positives)
F-Measure =

2 (True Positives) + False Negatives -+ False Positives

3.2 Comparison

Table 3 illustrates the comparison of existing XSS defensive solutions with our
proposed XSS defensive framework. We have utilized nine different metrics,
i.e., CAP, Context-Aware Parsing; CAS, Context-Aware Sanitization; SA, static
analysis; DA, dynamic analysis; P-XSS, persistent cross-site scripting; R-XSS,
reflected cross-site scripting; PXD, polymorphic XSS worm detection; CSM, client-
side modifications; and SSM, server-side modifications. It is clearly reflected from
the Table 3 that except blueprint [7] and our work, all other recent techniques
has not performed context-aware parsing to achieve content isolation. And it
also reflects that except Saner [14] and our work, none of other XSS defensive
techniques has performed context-aware sanitization. In addition to this, most of the
existing techniques require several alterations at the server as well as browser side.
However, our proposed XSS defensive solution is entirely based on the context-
aware sanitization and dynamic parsing. These two unique techniques adequately
validate the effectiveness of our XSS defensive technique on different platforms of
OSN-based web applications.

4 Conclusion

This paper presents a context-aware sanitization and dynamic parsing-based XSS
defensive framework. It initially determines the context of untrusted JavaScript
variable and injects the context-aware sanitizers in the locations of untrusted
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Table 3 Summary of comparison of related XSS defensive techniques with our work

Techniques

Blueprint| PathCutter| Saner | DSI | Wang, Li | Wang Sun Our
Parameters | [7] [13] [14] |[16] |etal.[19] |etal.[15] |etal. [20] | work
CAP Yes No No No No No No Yes
CAS No No Yes | No No No No Yes
SA No Yes Yes | No Yes Yes No Yes
DA Yes No Yes | Yes |Yes Yes Yes Yes
P-XSS Yes Yes Yes | Yes |Yes Yes Yes Yes
R-XSS Yes Yes Yes |Yes |Yes Yes Yes Yes
PXD Yes Yes No Yes |No No No Yes
CSM Yes No No Yes |No No Yes Yes
SSM Yes Yes No Yes |No No No Yes

“CAP context-aware parsing, CAS context-aware sanitization, SA static analysis, DA dynamic anal-
ysis, P-XSS persistent cross-site scripting, R-XSS reflected cross-site scripting, PXD polymorphic
XSS worm detection, CSM client-side modifications, SSM server-side modifications

JavaScript variable. Finally, it performs the runtime parsing on the generated HTML
document to determine the context of the untrusted JavaScript variable that is
statically ambiguous to identify initially. The evaluation and testing of proposed
framework was done on real-world OSN-based web applications. Evaluation results
revealed that our framework correctly determines the context of untrusted variables
at runtime with acceptable false-positive and false-negative rate.
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Development of QFD Methodology

Frolova Elena, Albina Gazizulina, Elena Eskina, Maria Ostapenko,
and Dmitriy Aidarov

1 Introduction

The present paper discusses anticreep locking mechanism Garant Consul (Fig. 1),
which is mounted into gearboxes of the Nissan cars in the Nissan service centres in
the Russian Federation. It prevents the gear change, and therefore it does not allow
the illegal use of a car.

Gearbox locking mechanism “Garant Consul” uses a latch secret mechanism
Abloy Protec (1.97 billion combinations of the secret mechanism) housed in a thick-
walled case which guarantees a high level of protection against the illegal use. The
absence of removable elements guarantees easy and simple use, and the concealed
installation and a very small keyhole do not spoil the design of the car interior.
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Fig. 1 Gearbox locking mechanism for “Nissan” cars

The brackets of the locking mechanism “Garant Consul” are designed as a welded
structure of a sheet steel (5 mm thick). A coat of black matt powder paint is applied
to the surface of the brackets that provides a high level of corrosion resistance and
fits in the car interior. A coat of black matt powder paint is applied to the surface of
the brackets that provides a high level of corrosion resistance and fits in the car
interior and consequently an improved usability of the locking mechanism. The
size of the exit section of the secret mechanism is below 14 mm that is 2.5-3
times less than that of the locking mechanisms of other manufacturers. That enables
installation on surfaces of complex geometry with minimal harm to the car interior.
Placing of the lock exit section on the upper part of the centre console provides the
maximal comfort for a driver.

Locking and unlocking of the gearbox selecting mechanism is performed with
a half turn of the Abloy key clockwise and anticlockwise. By spring force, the
locking mechanism locks the gearbox using the tension element attached to it.
The mechanism is locked by setting the speed-change lever in a particular position
indicated in the user’s manual.

2 Customers’ Requirements

For the analysis of the installation process of the gearbox locking mechanism, we
carried out a written customers’ survey in order to find out customers’ requirements
and requests to the process. The survey took place in the Nissan service centre
in 2014. The target group consisted of 100 users of Nissan cars who ordered the
installation of the gearbox locking mechanism “Garant Consul.”

Firstly, we made a list of the customers’ requirements and determined which
expectations are the most important. Table 1 shows the customers’ requirements to
the installation process of the gearbox locking mechanism [1-6].
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Table 1 Customers’ requirements and the significance of the planned quality parameters

Customers’ requirements Significance
Simple use, less actions 10
Functionality, the lock is easy to reach 10
To improve the reliability of the mechanism 10
To improve the reliability of the change lever lock 7
Compatibility with autostart in case of manual gearbox 10
Compatibility 5
Possibility of gearbox locking without a key (using a chip instead) 7
Reduce the price of the device and its installation 10
Provide a possibility to instal the device not in the Nissan service centre with 10
retaining warranty

Reduce the changes of the standard car interior 10
Installation time 10

Table 2 Symbols of weight Dependence Weight

Q- Strong dependence | 9
O- Medium 3
A Weak 1

Further, we shall transform the customers’ requirements into the installation
process stages of the gearbox locking mechanism. To do that, we assign the values
to the symbols describing the dependences according to their weight (Table 2).

Assigning the values “9-3—1" to the levels of dependence allows to separate the
significant and not very significant elements of the discussed dependencies.

Table 3 shows the obtained survey data. The rows show the customers’ require-
ments to the process of the gearbox locking mechanism installation, and the columns
present data on the installation process stages [7-9].

3 Calculate the Absolute Value of the Requirement
to the Installation Process

Next, we calculate the absolute value of the requirement to the installation process as
the sum of the products of customers’ assessment times the weight corresponding to
the dependence degree [10—14]. The result is given at the end of the column demon-
strating the importance of a requirement, i.e., the priority quality characteristics for
a customer.

B=Y (I,eR)).
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Table 4 Data about the satisfaction of the customers who ordered the gearbox locking mechanism
installation to the competitors

Requirement Nissan service centre | Service centre Bluesmobile | Ya7auto
Simple use, less actions 5 4 5
Functionality, the lock is easy |4 5 3
to reach

To improve the reliability of 5 5 5
the mechanism

To improve the reliability of 4 5 4
the change lever lock

Compatibility with autostart 4 4 5
in case of manual gearbox

Compatibility 5 5 4
Possibility of gearbox locking | 3 5 4
without a key (using a chip

instead)

Reduce the price of the device |4 4 5

and its installation

Provide a possibility to instal | 5 4 5
the device not in the Nissan

service centre with retaining

warranty

Reduce the changes of the 4 4 4

standard car interior

Installation time 5 5 5
where:

B —significance weight of the process stage

I, — dependence between the requirement and the process stage (A -1;0-3,0-
9)

R, — absolute weight of the requirement

To determine the competitiveness of the Nissan service centre under discussion,
we surveyed the customers in order to find out the satisfaction degree of competi-
tors’ customers. To determine the competitiveness of the Nissan service centre under
discussion, we surveyed the customers in order to find out the satisfaction degree of
competitors’ customers of service centres ‘“Blues mobile” and “Ya7auto”. Table 4
shows the data of the survey.

We shall calculate the significance values for the process stages of the gearbox
locking mechanism installation with account of the market situation according to
the dependence since the gap with the competitors is minimal, i.e., the level of the
competition is high:

W,of the process with account of the market situation = Z (It Ry) (ore, + 1),
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Table 5 calculation results for the process stage significance with account of the market situation
and the Weber-Fechner law
a b c d e f g
Binporecca = 2 (I: * Ry) 295 165 (306 |306 |262 |288 |185
W2 of the process = 2 (LeRy)(Iore, +1) 475 |285 |337 |585 |365 604 |235
W3 of the process = 2 (Lx * Ry) (Tore,*+ 1) 475 285 337 |711 407 |730 |235

where

I, — relation between the requirement and the process stage (A-1;0-3,@ -9

R, — absolute weight of the requirement

Horc, 4+ 1 — difference between the target and the obtained values of the customers’
satisfaction level (or the difference between the values at the competitor’s
organisation and the target organisation) (considered only if the calculation
results are not negative)

Let us calculate the significance values for the process stages of the gearbox
locking mechanism installation with account of the market situation and the Weber-
Fechner law (coefficient k = 2, which considers the degree of perception intensity)
according to the dependence:

B; of the process with account of the Weber—Fechner law :Z(IX- Ry) (Morc,*+1)

Table 5 shows the calculation results for the process stage significance with
account of the competition and the Weber-Fechner law.

4 Conclusion

Comparing the satisfaction degree of the customers of the Nissan service centre
and that of the competitors’ customers, we can determine the stages which require
improvements. Considering the competition and the Weber-Fechner law (Table 5),
we can draw the conclusion that Nissan service centre under discussion should
improve the following stages of the gearbox locking mechanism installation:

1. Car interior assembly, interior panel follow-up revision
2. Installation
3. Order acceptance
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Discrete-Time Framework for Determining
Optimal Software Release and Patching Time

Anshul Tickoo, P. K. Kapur, A. K. Shrivastava, and Sunil K. Khatri

1 Introduction

As software are everywhere in our daily life, reliability becomes one of its most
important characteristics. Software reliability is very important for measurement
of the performance of a software system. However, software is usually developed
by human work; introduction of faults into the software during its development
process is inevitable, despite great advancements in programming technology [17].
Therefore, it is essential to apply necessary tools and technologies for developing
highly reliable software products.

While software testing, the faults that lead to failures are detected and removed;
hence, the reliability of software improves. Various SRGMs have been developed
to characterize the reliability growth phenomenon in the software testing process.
These models help to determine the reliability growth by testing with time [5, 19, 22,
25]. Most of the developed SRGMs are nonhomogeneous Poisson process (NHPP)
based [16, 22, 25].These software reliability models are of two types: continuous-
time and discrete-time models. Continuous-time models use CPU time or calendar
time for measurement. While the discrete models make use of the total test cases
executed as a measurement unit. A test case is represented by a test run which may
either be executed in seconds or minutes or hours or days or weeks or months.
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The failure data sets which are observed in real life are most of the time discrete
in nature; therefore, discrete models help to get a better fit than continuous-time
models. Due to limited real-life application of continuous-time model, in our paper
a discrete model is used to obtain the software release and patch time. Available
literature in the above field focuses on cost minimization, and maximizing reliability
[15, 18, 28], and determination of the optimum release time [26]. In our current work
we have formulated a cost model to obtain the optimum release and patch time of
the software.

From the developer’s perspective, determining testing stop time and release time
of the software is crucial. The software company along with building a good-
quality product has to make sure that it is delivered in time. In such a scenario of
early release, a major threat that hovers over firms is releasing unreliable software
with large number of undetected bugs lying dormant in the software. In such
an environment, newer ways of testing are quite soothing, and alongside greater
consideration is given toward post-release debugging. It has now become a common
practice for software firms to release the software early but continue removing the
bugs to improve its reliability and hence overall quality.

In the literature, the optimal testing stop time coincides the optimal time of
software release [10, 11, 17, 27]. This approach can be improved upon by continuing
the fault removal process even after the release for some specified time period .In
order to make sure that less number of errors is faced by the user during operational
phase, software firms continue debugging even after release and release patches to
fix the bugs [1, 7, 9]. After each patch release, reliability of the software increases.
This is to say, software updating can also be regarded as an important approach
to improving software reliability. After the release of the software, the companies
keep providing patches to users. If detected faults are not removed in the operational
phase, then the failure occurrence rate remains fixed, while if the detected faults
during the testing phase got rid of successfully, then the reliability increases. The
latter is more in practice [20]. This can be seen in Figs. 1 and 2 below.

Usually updates are released by the developer against one or several reported
failures; therefore, the update release is strongly related to the discovery of faults

Fig. 1 Software reliability A
growth without patching

A 4
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Fig. 2 Software reliability A
growth with patching

[5, 6]. Recently Zachariah [32] proposed a cost model determining optimal testing
time of software based on failure size. One particular topic related to software
update management is security patch management, which has received some
attention. The patch release problems from perspectives of both vendor and firm
were studied by Cavusoglu et al. [4].This work was extended by considering a
nonhomogeneous bug detection process in their work [21, 23, 24]. Arora et al. [2,
3] have shown that it is beneficial to release software early and patch it later.

Quite recently, a study suggested by Jiang et al. [13, 14] in the similar direction
examined a comprehensive scenario of software release policy with post-release
testing. Jiang et al. [14] justify the post-release testing practice for large-scale
enterprise-level information system. However, their modeling framework is based
on a very strong assumption that the bug detection/correction process follows
exponential distribution and does not model for any other distribution, whereas our
proposed framework presents a generalized formulation of the detection/correction
process for post-release phenomenon. We also provide a framework based on which
further research can be developed by relaxing the assumption of perfect debugging
in case of bug detection process. Furthermore, from the work proposed by Kapur
et al. [17] and Pham [27] extended the prior literature by proposing models to
simultaneously evaluate optimal release time and warranty period of the software
but did not consider post-release testing phenomenon to minimize cost.

Today software firms release early and update the software by releasing patches.
In the literature related to cost modeling for single and multiple releases of software
by Pham [27] and Kapur et al. [17, 19, 29] it was assumed that testing and
operational phases are influenced by one distribution function, which is quite
contrary to today’s testing practices followed by practitioners. Huang et al. [10, 11]
and Zhao et al. [33] proposed that there is a change in fault detection rate from
testing to operational phase. Accordingly, we consider a more realistic scenario
that debugging process, pre- and post-release of software, takes place differently,
and, therefore, we propose a generalized cost framework with different distribution
functions for various phases of a software cycle. In the paper, the fault detection
process is strongly assumed to follow discrete logistic distribution function.
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In the rest of the paper, Sect. 2 describes the model assumptions, notations, and
model formulation. In Sect. 3 modeling of the cost function is done. In Sect. 4,
numerical illustration is provided to verify the proposed work. Finally conclusion is
in Sect. 5.

2 Model Formulation

In this section we first describe the notations and assumptions of the applied SRGM.
Then, we discuss the discrete-time SRGM formation.

2.1 Notations (Table 1)

Table 1

m(n) Expected number of failures that occur by the nth test run

a Initial fault content in the software when the testing starts

m(Ny) | Number of faults removed in software life cycle

b Failure detection/correction rate

F(n) Distribution functions for fault correction

n Optimum number of test runs required for release of the software (Here we have

assumed that one test run is executed in 1 week)

n; Test runs required for release of ith patch of the software

c Cost of testing per test run

[ Fault detection and removal cost before the release of the software

c3 Cost of debugging a fault reported by the user in pre-patching phase

cy4 Cost of debugging a fault by developer reported by user in post-patching period

2.2 Assumptions

The following are the basic assumptions for the proposed model:

1. The detection process during the entire life cycle of the software product follows
NHPP.

2. The detection of each bug is not dependent on the detection of other faults.

. Faults remaining in the software cause failures in the software during execution.

. An instantaneous debugging effort is undertaken on failure observation to
discover the source of failure in order to remove it.

. The faults remaining in the software affect the failure rate equally.

. The fault removal is perfect.

. Numbers of dormant faults in the software are finite.

. Software life cycle is finite.

B~ W

o0 3 O\
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2.3 Discrete-Time SRGM Formation with Logistic Learning
Function

As discussed in Sect. 1, NHPP-based SRGMs are categorized in two groups:
continuous-time models and discrete-time models [8, 17].In the SRGMs discussed
in literature, a constant fault removal rate is assumed. However, practically with the
progress of the testing process, learning of the testing team increases, and hence
here we assume that the fault removal rate follows a logistic learning function. Here
we have formulated a discrete model to obtain the software release and patch time
using a discrete logistic function.

The model discussed here [17] has incorporated the testing team learning process
into the SRGM. The difference equation for this model is as below:

m(N+1)—m(N)  b.(a—m(N))
8 1+ B(1— bV

)]

here § refers to a constant time interval.
The mean value function obtained from the Eq. (1) with the initial condition m
(n =0) = 0 and assuming § = 1 is:

_a(-(0=-b" _

Software reliability for this discrete model is represented as below:
R (h|N) = o UmN+h)—m(N)}) 3)

Here & represents the additional test runs that are required for discovery of faults
during software testing.

3 Cost Model Development

In this case the debugging is continued after the software release as well in order
to improve the reliability of the software and hence minimize the threat of software
failure in the field. Here we consider that the developer continues to invest their
resources in software testing post-release by debugging the faults detected by the
user.

Here, the software life cycle is classified in three phases, viz., prerelease
testing phase, post-release pre-patching phase, and post-patching phase, denoted
by [0, ], [n,n1], and [n;, Ni], respectively, as shown in Fig. 3.

Here ny = n + n’1 and n’1 are the test runs between software release and first
patch.
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n

Fig. 3 Single patch release

In order to determine the optimal test runs required to release the software, we
make use of those costs that impact the concerned parameters. The total cost is the
sum of cost of testing and the cost sustained by removal of faults in each phase
which are described below.

(a) Cost of testing

The per unit testing cost refers to the cost of testing, test case generation,
planning, test case execution, and testing cost analysis. It also includes CPU hours
consumed in the process of testing by the developer.

Per unit testing cost is given by ¢|N. “)

(b) Phase 1: [0, n] (prerelease testing phase)

In phase 1 testing team works toward detection and correction of faults, and the
total faults discovered and removed in this phase are represented by

m(n) = a.Fi(n), &)
where F|(n) is the rate of fault removal from the software in the interval [0, n].
Cost sustained by the company in this phase is given by ¢; - m(n) (6)

(c) Phase 2: [n, n;] (post-release before patching phase)

This phase represents the period in which the software has already been released
in the market. Now only users detect the faults and developers remove the faults
detected by the users. The faults discovered and removed in this period in this phase
are represented by

m(n —n) = (a—m(n))-Fr(m —n) =a(l —Fi(n) .Fa(n—n). (7)
Here a(1 — Fi(n)) are the faults that remain undetected in prerelease testing
phase, and F,(n; —n) is the rate of fault removal from the software in the post-

release phase [n, n].

Cost sustained by company in this phase is given by c3.m (n; — n) ®)
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(d) Phase 3: [n}, Nic] (post-patching phase)

In this interval [n;, Nic], only users detect the faults. These detected faults are
removed by the developers till the completion of software life cycle. In this interval,
users face the failures due to faults which are not detected till the release of the
patch.

The faults discovered and removed in this period are represented by:

m((Nie —n1) = (@ —m(m))) - F3 (Nic — ny) ©)
=a(l-=Fi(n).(1—Fy(n —n)).F3(Nc—np)
where n; is the optimum patch release time and Ny is the software life cycle. Here
a.(1—Fi(n)).(1 —Fy(n; —n)) denotes the faults which were not detected in the
first and second phase, and F3(N). — n;) is the rate at which faults are removed from
the software in this post-patching phase, i.e., interval [}, Ni].
Cost sustained by the company in this phase is given by

C4.m((Nlc — ). (10)

It is important to note here that, since at some point management has to bring a
new version of the software in the market, hence we do not release any patch in this
last interval [n1, Nlc].

After combining the cost sustained in each, the total cost sustained by the
company is given by

C(n,Ni) = c1.n+ cp.m(n) + cz.m(ny —n) + cgm (N —ny) . (11)

Also, based on the argument in Sect. 1, the rate of detection of testers is b, and
r is the ratio of fault detection rate under customer’s usage with respect to tester’s
testing in the previous phase; then, by the above argument, rate of detection of user
isrl.bin[n,n;]and r2.b in [ny, Nic].

Hence, F , F>,and F in (5), (7), (9), and (11) are given by F;(n) = %

(1+p).0 —b)’”—")
1+ B0 -b)""" '

Fz(nl—l’l)z 1-—

(1+B).(1 - b))
1+ B(1—b)Ve™

and F3 (N]C—n1)= 1—
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3.1 Objective

We have selected budget and reliability as two constraints. In this problem the
objective is to minimize the cost C(n, N.) and maximize software reliability to get
the optimum software release and patch time.

Minimize: C(n, Ni)
Subjectto:  R>=Ry
C(n’ N]C) <= CB

The reliability can be represented by R(h| N) = e~#"N +m=mM} and it should
be maximized. The management decides a reliability level Ry which has to be
achieved. Here, Cgy is the total budget of the firm.

4 Numerical Illustration

Determination of optimum test runs required for releasing the software is an
important implementation of software reliability models. Various release time
problems in literature have been studied for different SRGMs [12, 19, 30, 31]. In
this paper we determine the optimum number of test runs required when software
is ready to be released. If software testing is done for long duration, large number
of software faults are removed which increases reliability. However, it may cause
financial loss and cause delay in the software release. In this section we obtain the
optimum release and patch time of the software with the constraint to keep the total
software cost minimum and fulfill the reliability requirement.

We assume logistic distribution in each phase, given by F(n) = %. For
the estimation of parameters, the failure data set of Wood [29] has been used. SPSS
software has been applied for parameter estimation. Estimated values of parameters
are given in Table 2.

With the help of testing team experience, we assume the following cost parame-
ters as:

Per unit testing cost, C; =40; fault detection and removal cost before the
release of the software, C; = 30; debugging cost in the pre-patching phase, C3 = 70;
debugging cost in post-patching period, C4 = 70; and software life cycle, Ny, = 100.
Management decision of the reliability requirement is Ry = (0.94, and the budget
allotted is Cg = 5000.

Also let 1 = 0.5 and r2 =0.5. Note that a = m(Ny.).

Table 2 Estimation of model

Model parameters
parameters

a 110.83
b 0.17
B 1.2
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Now the faults detected with the corresponding cost for each phase is described
below.

Phase 1: [0, n] (prerelease testing phase)
In phase 1 testing team works toward detection and correction of faults, and the
faults discovered and removed in this period are represented by

m(n) = a.Fi(n)

where F(n) is the rate of fault removal in the interval [0, n].
Cost sustained by the company in this phase is given by

(= (1-b)"

1+ B0 —b)" (12)

cy-m(n) = a.Fi(n) = c;

Phase 2: [n, n;] (post-release pre-patching phase)

This phase represents the period in which the software has already been released
in the market. Now only users detect the faults and developers remove the faults
detected by the users. The faults discovered and removed in this period are
represented by

m(n —n) = (a—mn)) -Fr(n —n) =a(l - Fi(n)) .Fy(n —n)

_ (1—(1-b)") (145 .(1-0"")
- (1_1+ﬂ(1—b)")' "\ rrsaoe (13
Cost sustained by the company in this phase is given by
(1-(1-b)) (1+5).0-0"")
c3.a. (1 - m) 1= 1+ ,8(1 _ b)nl—n (14)

Phase 3: [n1, Ni.] (post-patching phase)

In this interval [n;, Ni.], only users detect the faults. These detected faults are
removed by the developers till the completion of software life cycle. In this interval,
users face the failures due to faults which are not detected till the release of the
patch.

The faults discovered and removed in this period are represented by
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m(Nic —ny) = (a_m(nl))) - F3 (N — ny)
=a(l-Fi(n).(1—Fy(n —n)).F3(Nc—ny)

(i 0=a=ny [, (1+ﬁ)-(1—b)”“”)
_“'(_1+ﬁ(1—b)")' |\ r+Ba-pm
(1+B).(1—-p)%)
1+ B(1 —p)Ve™

Cost sustained by the company in this phase is given by

(1 (1—(1- b)”)) | (1+8).(1=b)"™")
Cs.d. —_— |- — — p—
! 1+ B(1—b)" 1+ B(1—b)""
15)
(1+8).(1-)"")
1—
1+ B(1—p)Ne™

Total cost sustained in this case is given by

C(n,Ni) = c1.n+ cp.m(n) + cz.m(ny —n) 4+ cgm (Nyc —ny) . (16)

Using the estimated parameter values in Eq. (15) and minimizing total cost in
Eq. (16) after incorporating the budget and reliability constraint, by using Maple
software, we get optimal test runs required for releasing the software as 19, i.e.,
n=19 weeks, optimal test runs for first patch release as 1, i.e., | week, and optimal
cost as c(n, N\.) =4357. Figure 4 shows the graph for cost for the proposed model.

5 Conclusions

Software firms are bringing the up-gradations/add-ons in the software early, due to
increased demand for new features. This implies early software release, and hence
more bugs are still lying dormant in the system. In order to handle this situation,
the concept of patch release became quite useful in which most of the software
developers post-release of the software would continue testing the software and
release small programs to fix those remaining bugs in the system. Here, we consider
a realistic scenario that debugging process, followed by the testers and developers,
pre- and post-release of software, takes place differently, and, therefore, we propose
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Fig. 4 Cost-time graph

a generalized cost framework with distinct distribution functions for various phases
of a software life cycle in our paper.

This paper models a framework where development and testing team develops,
tests, releases the software, and, during the operational phase, releases updates to
upgrade the software. In this paper a discrete-time model has been formulated to
determine the optimal test runs required for software release and patch release with
the cost and reliability constraints. We have verified the model using a numerical
example using real-life data set using logistic distribution function. The result is
encouraging and fairly accurate. Future research may consider more advanced
SRGMs which can characterize imperfect debugging and change-point phenomena,
etc.
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EFA-FTOPSIS-Based Assessment of Service
Quality: Case of Shopping Websites

Vivek Agrawal, Akash Agrawal, and Anand Mohan Agrawal

1 Introduction

Technology is narrowing the gap between physical and online shopping environ-
ment. The customers are becoming very selective in choosing the products. This is
easily possible in online shopping. Consumers are keen to search online shopping,
online booking, online financial transactions, etc., and their offerings.

It raises the Internet users and growth in electronic commerce (e-commerce).
Enterprises are attempting to gain a competitive advantage by using e-commerce
for interacting with the customers [33]. These types of businesses are commencing
to realize that success of any business is not only the low price of the product,
but service quality of their website is equally important. But service quality is an
intangible and theoretical construct that is not easily elucidated and evaluated.

In India, the growth has been forecasted in the online retail market from 2012 to
2018 (in billion US dollars) as shown in Fig. 1.

This shows that there is a need of research which can explore the factors affecting
the service quality of online shopping sites so that sites can be compared and ranked.
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Fig. 1 Growth in sales in online retail from 2012 to 2018 (Source: Ref. [40])

2 Literature Review

Literature in domain of service quality and e-service quality has been reviewed for
the present study and has been categorized as follows:

(a) Service quality

(b) Service quality measurement
(c) E-service quality

(d) E-Service quality measurement

2.1 Service Quality

Service quality has drawn a major attention of researchers; as a result, numerous
studies are available in the literature. Gummesson [15] was first to suggest the
concept of service quality and its strong association to the trust and perception.
Oliver [25] conceptualized the service quality based on his disconfirmation model.
Thus, service quality is generally considered to be a measure of how soundly the
level of service delivery matched the expectation of customer.

The previous studies have also revealed that there is less managerial control
over the service quality due to higher involvement of customers in the process
[26]. Many researchers considered service quality as economies of services as it
is playing a significant role in economic environment. Thus, Table 1 presents the
select compilation of definitions on service quality.

2.2 Service Quality Measurement

There are various measures available to measure the service quality; SERVQUAL
is the most popular scale for measuring service quality used by various researchers
among all other measures [5, 9, 32].
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Table 1 Definitions of service quality

S. no. Authors Definition of service quality

1 [13] The outcome of an evaluation process, where the consumer compares
his expectations with the service he perceives he has received

2 [26] The comparison between customer expectations and perceptions of
service

3 [10] Based on the customers’ perceptions of how well the service matches
their needs and expectations

4 [30] It is a function of the difference in scores or gaps between
expectations and perception

5 [33] The attitude or belief about the excellence of degree of service offered

in service provider location

This area of research has been very rich in terms of basic concepts and models
[13], applications [1], linkages with customer satisfaction, customer loyalty, and
profitability.

The previous studies have [17, 19, 31, 34, 35, 39] well documented the critique
and application in different contexts and also highlight that subject of service quality
is not generic and its measurement varies with respect to specific service as shown
in Table 2.

2.3 E-Service Quality

The studies in the field of service quality have been admired for more than three
decades, but recently it has been applied to the e-commerce environment [19].
The beginning of “e-service” emerged upon the expansion of Internet applications
[23]. Information technology (IT) is used by e-commerce organizations to gain a
competitive advantage around the world. IT is used to elaborate the interaction with
customers more friendly. It is an efficient means at minimal cost to expand a vast
market share. With the increase of e-service acceptance in business environment,
the significance of measuring e-service quality in the virtual world has been
acknowledged.

With more use of e-services in business, many studies have been conducted to
better understand its dynamics [6]. The previous studies have focused on various
conceptual definitions of e-service quality [36] which have been presented in
Table 3.

2.4 E-Service Quality Measurement

SERVQUAL instrument is used to measure the traditional service quality of the
company according to the five dimensions: tangibles, reliability, responsiveness,
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Table 3 Definitions of e-service quality

S No. |Authors | Definitions
1 [27] Effectiveness and efficiency of online browse, online purchase, and
delivery of goods and service

2 [11] The degree to which an electronic service is able to effectively and
efficiently fulfil relevant customer needs

3 [2] The entire stages of a customer’s interactions with the Internet, website

Table 4 E-service quality instrument

SN| Author| Instrument | Dimensions

1 [ [22] | WebQual Visual appeal, integrated communication, business processes,
informational fit to task, interaction, trust, response time, design,
intuitiveness, and substitutability

[38] | SITE-QUAL | Processing speed, ease of use, aesthetic design, and security

3 | [4] ‘WebQual Usability, design, information, trust, and empathy

[37] |eTailQ Website design, reliability/fulfilment, privacy/security, and customer
service
5 |[27] |E-S-QUAL | Efficiency, system availability, fulfilment, and privacy
E-RecS- Responsiveness, compensation, and contact
QUAL
6 | [20] Revised Website design, reliability, responsiveness, trust, and personalization
SERVQUAL

empathy, and assurance. The measurement of e-service quality emerged on the
basis of SERVQUAL. For measuring the e-service quality, Gefen [12] combined
the SERVQUAL five dimensions into three. But various researchers also realized
that there is a need of another instrument for measuring e-service quality and
SERVQUAL cannot be considered for measuring the e-service quality [27]. Since
then, many researches are addressed in account of e-service quality and explored
different measurements (different dimensions) for measuring e-service quality.
Some of them are presented in Table 4.

After an extensive literature review, an instrument called E-S-QUAL and E-
RecS-Qual was developed to measure the service quality of online shopping
websites by Parasuraman [27]. According to his study, service quality has provided
online services an effective and efficient way for online browse, online purchase,
and delivery of goods and service. In the present research, context E-S-QUAL has
been adopted to measure the service quality of online shopping sites.

Taking insights and gap from the literature, the following objectives are
framed:

* To explore the factors of service quality affecting the service quality of online
shopping websites

* To propose the methodology for comparing the performance of online shopping
sites
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3 Research Methodology

In the present study, E-S-QUAL scale was adopted for measuring the service quality
of online shoppers. The responses were collected from the respondents on 5-point
Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). A total of 320
questionnaires were circulated in North India region, and 232 were received in the
decided time period. Out of this, 157 questionnaires were used, and the rest were
eliminated because they did not have any online shopping experience. The number
of responses was considered suitable for exploratory factor analysis as suggested
ratio (1:5) according to Hair [16]. The reliability of the instrument was found to
be 0.698, which is to be considered acceptable according to Nunnally [24]. The
value of KMO was 0.732 which shows the sample is adequate [3]. Five factors were
identified on the basis of their eigenvalue and factor loading, since it is more than
1 and 0.5, respectively. These five factors were named as efficiency (F1), system
availability (F2), fulfilment (F3), contact (F4), and privacy (F5). On the basis of this,
expert opinions were taken to develop a methodology for making the comparison of
online shopping sites by using fuzzy technique for order performance by similarity
to ideal solution (FTOPSIS).

4 Fuzzy TOPSIS

TOPSIS is a multi-criteria decision-making technique which is used for ranking and
comparing the alternatives among various alternatives by the numerical evaluations
and calculations with respect to certain attributes/criterion. In this technique,
weights will be specified for each criterion for measuring the relative importance
which is felt by the decision maker. The basic principle of the fuzzy TOPSIS is
that the chosen alternative should have the shortest distance from the positive ideal
solution and the farthest distance from the negative-ideal solution in a geometrical
(i.e., Euclidean) sense [18].

This study has considered three shopping sites as SS-I, SS-1I, and SS-III. For the
rating purpose of these three shopping sites, as suggested by Saaty and Vargas [29],
five customers were selected as experts.

This group of five customers was asked to assign the weights to the three
shopping sites. The steps for the methodology using FTOPSIS are as follows.

Step 1: Defining Fuzzy Decision Matrix
Five customers as experts are selected assessing the selection of shopping sites,
since Saaty and Vargas [29] suggest that three to seven experts are suitable.

In the linguistic language, the item weightings are assessed from Table 5 by the
team of decision makers and converted into TEN (shown in Table 6).

The linguistic ratings and values (Table 7) are expressed in exact numerical
values [7]. This rating of alternatives is formulated based on decision makers’
judgments as shown in Table 7 after conversion of linguistic terms into TFN.
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Table 5 Linguistic variable set
Linguistic terms
Weightings Ratings Triangular fuzzy numbers (TFN)
Very low (VL) Very poor (VP) (0,0,1)
Low (L) Poor (P) 0,1,3)
Medium low (ML) Medium poor (MP) (1,3,5)
Medium (M) Fair (F) (3,5,7)
Medium high (MH) Medium good (MG) (5,7,9)
High (H) Good (G) (7,9,10)
Very high (VH) Very Good (VG) (9,10,10)
Table 6 Decision makers’ Fl 2 3 F4 F5
judgment on item weightings DM, 7.9.10 357 357 7.9.10 7.9.10
DM, |5,7.9 3,57 3,5,7 5,79 3,5,7
DM; |5,7.9 79,10 5,79 79,10 5,79
DM, |[3,57 79,10 179,10 |79,10 79,10
DMs |7.9,10 |5,79 3,57 5,79 7,9,10
Table 7 Decision makers’ F1 F2 F3 F4 F5
judgments on rating for DM, |SSI 135 (357 (579 579 357
alternative (shopping sites)
Ss-II |5,79 579 |79,10 |7.9,10 | 3,57
SS-III 5,79 79,10 |579 |579 5,79
DM, F1 F2 F3 F4 F5
SS-1 35,7 1357 179,10 1,35 |79,10
SS-II 5,79 357 579 |79,10 1,35
SS-II | 79,10 |5,79 |579 |79,10 5,79
DM; F1 F2 F3 F4 F5
SS-1 357 1,35 1357 357 |1,35
SS-II | 1,35 |579 (357 |135 135
SS-II | 1,35 579 |79,10 |7.9,10 5,79
DM,y F1 F2 F3 F4 F5
SS-1 579 179,10 |79,10 |3,57 79,10
ss-r 1,35 1,35 |1,35 |79,10 5,79
SS-II | 1,35 357 1,35 [579 135
DM; F1 F2 F3 F4 F5
SS-1 1,35 1,35 |7910 |1,3,5 |579
ss-r 579 79,10 1,35 |79,10 5,79
ss-ir 1,35 1,35 79,10 |579 3,57
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Table 8 Averaged frequency weightings and ratings of three shopping sites

Weights
SS-1
SS-11
SS-1II

Table 9

SS-I

SS-1I

SS-II

F1 F2 F3
5.4,74,9 5,7,86 42,6.2,8
2.6,4.6, 6.6 3,5,68 5.8,7.8,9.2
34,54,74 42,6.2,8 34,54,72
3,5,68 42,6.2,8 5,7,86
Normalized fuzzy decision matrix
F1 F2 F3
0.2708, 0.3125, 0.6042,
0.4792, 0.6875 | 0.5208, 0.7083 | 0.8125, 0.9583
0.3778, 0.6, 0.4667, 0.3778, 0.6, 0.8
0.8222 0.6889, 0.8889
0.3125, 0.4375, 0.5208,

0.5208, 0.7083 | 0.6458,0.8333 | 0.7292, 0.8958

F4
6.2,8.2,9.6
2.6,4.6,6.6
5.8,7.8,9
5.8,7.8,9.4

F4

0.2708,
0.4792, 0.6875
0.6444,
0.8667, 1
0.6042,
0.8125,0.9792

Step 2: Formulating the Complex Fuzzy Decision Matrix
The fuzzy item weightings and fuzzy decision matrix are formulated by converting
the linguistic terms into TEN [Tables 6 and 7]. After TEN, convert this into complex
decision matrix (Table 8) by using following formulas:

W= 1/t [+ 02+

i = 1/t [a;,. +a+

Step 3: Normalizing the Complex Fuzzy Decision Matrix
The fuzzy decision matrix now is normalized (Table 9) by using the following
formulas:

flij = \X/[*I'ij,l. = 1,2,3

- ajij  Amij  Auij \ .
=\~ | e
a a a

uij uij uij

a; q

B

" a,. R R .
I = (ﬁ,—,—’) ieC
Auij Qi Ajj

Step 4: Construction of Weighted Normalized Fuzzy Decision Matrix
With the normalized fuzzy numbers, now construct the weighted normalized fuzzy
decision matrix (Table 10) by using the formula:

V. Agrawal et al.

F5
5.8,7.8,9.2
4.6, 6.6, 8.2
3,5,7
38,58,7.8

F5

0.4792,
0.6875, 0.8542
0.3333,
0.5556, 0.7778
0.3958,
0.6042, 0.8125
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Table 10 Weighted normalized fuzzy decision matrix
F1 F2 F3 F4 F5
SS-1 1.4625, 1.5625, 2.5375, 1.6792, 2.7792,
3.5458, 6.1875 | 3.6458, 6.0917 |5.0375, 7.6667 |3.9292, 6.6 5.3625, 7.8583
SS-IT |2.04,4.44,74 | 2.3333, 1.5867, 3.72, 3.9956, 1.9333,
4.8222,7.6444 6.4 7.1067, 9.6 4.3333,7.1556
SS-III | 1.6875, 2.1875, 2.1875, 3.7458, 2.2958,
3.8542,6.375 | 4.5208,7.1667 |4.5208,7.1667 | 6.6625,9.4 4.7125,7.475
Table 11 D ist?nite § Alternative d* d—
measurement of alternatives SS1 20 62822 2403577
SS-1I 27.36385 26.97287
SS-1I 27.37666 26.64665
Table ;2tcclc)csen?ssh , Alternative cc
coefficien (CC) of shopping SS 0.44789
sites
SS-1I 0.4964
SS-1I 0.49324

Step 5: Calculate the FPIS and FNIS

A*=[1,1,1,1,1,1),(1,1,1),(1,1,1),(1,1,1), (1,1, 1), (1,1, 1)]
A~ =[(0,0,0),(0,0,0),(0,0,0),(0,0,0),(0,0,0),(0,0,0), (0,0,0)]
Step 6: Calculate the Distance (Tables 11 and 12)

The distance for each alternative form FNIS and FPIS can be calculated according
to the following formulas:

=3 dEF) =12

Step 7: Calculate the Closeness Coefficient of Each Alternative Using the Fol-
lowing Formula
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According to the closeness coefficient, three online shopping sites can be ranked
as SS-II > SS-III > SS-I, from highest to the lowest. The results indicate that SS-1I is
outstanding one. SS-I performs worse than SS-II and SS-III. So SS-I has some more
gaps to improve their service quality to their customers while purchasing online
through his sites.

5 Discussion and Conclusion

In today’s scenario, the uses of online shopping sites are increasing day by day;
thus, it requires more improvement in their services in an effective and efficient
way. Improved service quality can reduce so many problems. In this paper, an
integrated approach of EFA- FTOPSIS and E-S-QUAL scale is presented to evaluate
the service quality, by the online shopping sites, which they are providing to their
online customers. The present methodology can be applied for ranking more online
shopping websites. Online companies can also use this methodology for comparing
their performance with their competitors and hence make enhancement in providing
the services to their online customers.

6 Limitations and Future Research

The practical difficulties have confined the study only for measuring the service
quality of online shopping sites; future research may focus on the measuring quality
of service in other service sectors. The dimensions and items of service quality have
been only taken from E-S-QUAL. These items and factors/criterions can be varying.
Another limitation for this research is number of respondents. Future research can
be conducted by more number of respondents to get more generalized result.

As this case has been solved by using Fuzzy TOPSIS approach, so it is
recommended that future research can be conducted in the same area by considering
more items and factors with same methodology or by some other approach like
analytical hierarchy process (AHP), analytical network process (ANP), etc.
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Finding Efficiency in Data Envelopment
Analysis Using Variable Reduction Technique

Seema Gupta, K. N. Rajeshwari, and P. C. Jha

1 Introduction

Charnes, Cooper, and Rhodes (1978) which originated the DEA as a technique
described it as a mathematical programming model applied to observational data
that provides a new way of obtaining empirical estimates of relations — such as
the production functions and/or efficient production possibility surfaces — that are
cornerstones of modern economies [4]. Data envelopment analysis (DEA) is a
relatively new data-oriented approach for evaluating the performance of a set of
peer entities called decision-making units (DMUs) which convert multiple inputs
into multiple outputs. The definition of a DMU is generic and flexible [16]. Over
the years, DEA has been used in a great variety of application for evaluating
the performances in different contexts and of different kinds of entities engaged
in many different activities. The domain of application is as smaller as different
departments of a company or university or bank branches to as large as different
states and countries on global scale. Different sets of DMUs include but not limited
to hospitals, academic institutions, airlines, bank branches, cities, business firms,
countries, regions, etc. DEA requires very few assumptions and hence opened up the
possibilities for use in different cases which cannot be evaluated by other techniques
because of complexities and assumptions involved [7].

As the number of inputs and outputs increase in numbers, the dimension of the
linear programming solution space also increases. Thus, the discriminating power of
DEA decreases. As given in [13], total number of input and output variables should
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be less than one third of the number of DMUs in the analysis. The initial approaches
toward variable reduction were applied when the variables in the study are found to
be highly correlated, and in the set of highly correlated variables, few can be highly
correlated. [12] has used canonical correlation to compute weights for input set and
output set so that correlation of weighted input vector to weighted output vector is
maximum for the given set. Then a comparison is made between efficiency scores by
DMUs and correlation weights. Reference [20] compared the DEA with principal
component analysis (PCA), and two approaches are used in aggregating multiple
inputs and multiple outputs in the evaluation of decision-making units (DMUs).
PCA, a multivariate statistical method, combines new multiple measures defined
by the inputs/outputs. Both methods are applied to three real-world data sets to
characterize the economic performance of Chinese cities, and he got consistent and
mutually complementary results. He further used nonparametric statistical tests to
validate the consistency between the rankings obtained from DEA and PCA.

Reference [8] described a multivariate statistical approach to find out variable
reduction among highly correlated variables with least loss of information. The
method also described which variable should be retained. They have chosen the
set of most informative variables by calculating variance-covariance matrix and
trace matrix. In their approach, they have normalized the variables to have a
mean value of zero and a variance value of one. By doing so they affirmed
that all the input and output variables are considered at equal preference level.
Reference [9] applied an approach toward variable reduction as decomposing the
original problem into smaller subproblems. Once these smaller problems with fewer
inputs and outputs are solved, the solution is used as initial approximation to the
original problem. Lexicographic parametric programming along with dimensional
decomposition procedure is used to increase the computational efficiency. The
production possibility set is specified based on the information about the existing
input and output data values which consists of all the input and output combinations.

Reference [14] provides a methodology based upon Shannon’s entropy formula,
for combining the efficiency results of different DEA models. An application of the
same is illustrated by considering numerical example of educational departments of
a university in Iran. They talked about different models as CCR, BCC, FDH (FDH-
CRS, FDH-VRS, FDH-NDRS, and FDH-NIRS), SBM, RAM, cost models, FG, ST,
etc., and different approaches as input-oriented and output-oriented views or opti-
mistic and pessimistic views. Reference [10] discussed the four approaches, namely,
efficiency contribution measure (ECM), principal component analysis (PCA), a
regression-based test, and bootstrapping method for variable specification and
reduction by comparing them. They analyzed three-input, one-output production
process for at least 300 observations under these methods, and method for variable
selection is being guided based on the results.

There are many real applications found for variable reduction technique in DEA
[2, 5, 11, 15, 17, 19]. For example, [18] have used the model for hotel chain
and 23 public libraries in Tokyo. Reference [3] have used the model for real
data set of 30 provinces in China. Reference [6] have used the model for 24 of
Taiwan’s commercial banks. Reference [1] have used the variable reduction model
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for National Gas Company (NGC) of Iran with 14 large branches in 13 provinces.
The proposed model in this paper based on variable reduction technique in DEA can
also be used in these and different real-life applications to calculate the efficiency
scores and discriminating among similar entities.

Rest of the paper is arranged in the following manner. Section 2 talks about the
existing CCR model and then details the proposed methodology. Section 3 describes
the data used in the study. Next section details the result followed by conclusion
section. The article completed with acknowledgement and references.

2 Methodology

The basic model for DEA is constant return to scale model being given in Banker,
Charnes, and Cooper in 1978, known as CCR model. There are models for
formulating self-efficiency in case of multiple inputs and multiple outputs.

2.1 CCR Model

Suppose there are n numbers of DMUs, each having m number of inputs and s
number of outputs. Let index for DMU is j, for input is i, and for output is r.

Thus, we have j = 1, 2,3,...n DMUs each using i = 1,2,...m inputs x; and
delivering » = 1,2,... s outputs y,;.

The efficiency score of a DMU, say k, under consideration is calculated by taking
ratio of weighted output to weighted input of DMU k, subject to the constraint that
values of optimal weights for inputs and outputs for DMU k should be such that
it keeps efficiency score of all of the DMUs within definition of efficiency, i.e.,
between O (minimum) and 1 (maximum).

Mathematically the formulation is

Zi:l MrkYrk

max &
D oim Vi
st AmmlBads for j=1,2,....n
>im1 Dikxij
W =0 forr=1,2,...,s
V>0 fori=1,2,...,m

The above formulation is fractional programming problem which is converted to
equivalent linear programming problem using Charnes-Cooper method as

put uy =1
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put vy = t U

-1

m
where t = Z DikXik

i=1

Thus, the fractional programming problem can be written in linear form as
s
max D gy
r=1

m
S.t. Z vixie = 1

i=1

s

m
Zu,ky,j—Zvikxij <1 for j=1,2,...,n
r=1 i=1
Uy >0 forr=1,2,....,s
Vi >0 fori=1,2,....,m

Traditional DEA model differentiate between efficient and inefficient DMUs
based on their calculated efficiency value. A DMU is efficient if its efficiency value
is one. However, there are cases where this differentiation becomes difficult with
large number of inputs and outputs, in comparison with number of DMUs. In such
scenario, most of DMUs becomes efficient since calculated efficiency value comes
out to be 1. As the number of inputs and outputs increases, the dimensionality
of observation space is increased, and thus the number of orthogonal directions
increases. This gives increase in Euclidean distance between the observation, and
thus more and more DMUs become efficient. Thus, discrimination power of DEA
is reduced. Hence, variable reduction technique is used in DEA model to aggregate
some of the inputs and outputs so that rule of thumb is satisfied.

The proposed approach to find the efficiency scores in DEA problem comprised
of following steps.

2.2 Algorithm

1. Assign countin = number of inputs, countout = number of outputs, count-
dmu = number of DMUs.

2. Check the rule of thumb with countin, countout, and countdmu as
countdmu > max {countin x countout, 3(countin + countout)}.
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3. If the thumb rule is satisfied, exit and apply standard DEA model, otherwise, go
to step 4.
4. Form the input and output matrix as

X11 X12 *** Xin Yir Y12 = Yin
X1 X22 ** Xop Y21 Y22 *** Yon

Xml Xm2 *** Xmn mxn Ys1 ¥Ys2 ** Ysn sXn
Input Matrix Output Matrix

5. Normalize the input and output matrix.

6. For the normalized input matrix, calculate the correlation coefficient for each pair
of inputs.

7. Put the correlated value into another matrix named as input correlated matrix.

Ci1 C12 *** Cim
€2t Com

* Cmm

8. Repeat steps 6 and 7 with output matrix to get output correlation matrix.

dyy dip -+ dig
doy -+ doy
* dss

9. Choose the highest correlated value among the entries of input (output)
correlation matrix, and then replace these two correlated input values with a
new input value as average of these two input (output) values (i.e., we are
replacing with weighted sum of equal weights to them).

10. Check rule of thumb equation as given in step 2.
11. Repeat steps from 5 to 10 till rule of thumb is satisfied.
12. Find efficiency of each using CCR-DEA model.

3 Data

We have considered a case study of 13 renewable energy technologies included in
the renewable energy plan approved by the Spanish government on 2005 as given in
[11] (Table 1).
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Table 1 Input and output DMU |il |2 [i3 ol |02 |03 |o4

matrix
DI 0937 |1 [147 (05 [235 20 [1.93
D2 0937 |1 147 [1 235 20 [3.22
D3 15 |1 151 |25 (235 20 9.65
D4 07 |15 145 (05 (31 |25 047
D5 0601 2 (07 |2 |2 25026
D6 |5 25 06 (35 2 25026
D7 1803 2 |42 |5 [259 |25 048
D8 | 1.803 |1 |7.11 (0.5 |75 |15 252
D9 1803 |1 542 (05 (75 |15 252
DIO | 1.803 |1 |542 (0.5 |75 |15 252
DIl 1803 |1 |281 (0.5 |75 |15 252
DI2 0856 |1 (456 |56 |75 |20 |4.84
DI3 1503 |15 [251 (02 |7 |20 [591

The inputs are:

Input 1: Investment ratio (euro x 103/Kw)
Input 2: Implement period (years)

Input 3: Operating and maintenance costs
(euro x 103/Kwh)

The outputs are:

Output 1: Power (MW x 10°)

Output 2: Operating hours (hours x 10/year)
Output 3: Useful life (years)

Output 4: Tons of CO, avoided (tCO, x 10%/year)

The first table shows the values of inputs and outputs for each of the DMUs.
Table 2 shows the efficiency scores of DMU with the basic CCR model. Since all but
one DMUs have efficiency score one, so the discrimination among them is difficult.
Also we see that the number of DMU is only 13 which are far less than maximum of
the product of number of outputs and number of inputs and trice the sum of number
of inputs and number of outputs. Thus, the thumb rule is not satisfied in this case.
Hence, we proceed for calculating the efficiency scores using the proposed model.
Table 3 shows the normalized input and output matrix which is required for further
calculations.

4 Result

The input correlation matrix is formed by inserting the correlation coefficient values
at the respective places in the input correlation matrix. Thus, we get first-level
correlation coefficient matrix for inputs which is given in Table 4. Similarly output
correlation matrix is obtained and results are put in Table 5.
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Table 2_ Efﬁci.ency scores of Efficiency calculated with basic CCR
DMU with basic CCR model DMU | model without variable reduction

D1
D2
D3
D4
D5
D6
D7
D8
D9
D10
D11
D12
D13

== == = O == === =
~
[e2]

Table 3 Normalized input and output matrix

DMU |il i2 i3 ol 02 03 o4

Dl 0.044515 |0.057143 |0.037471 |0.02193 0.038374 |0.076923 |0.052022
D2 0.044515 | 0.057143 |0.037471 |0.04386 0.038374 |0.076923 |0.086792
D3 0.071262 | 0.057143 |0.038491 |0.109649 | 0.038374 |0.076923 |0.260108
D4 0.033256 | 0.085714 |0.036962 |0.02193 0.050621 |0.096154 |0.012668
D5 0.028552 | 0.114286 |0.017843 |0.087719 |0.032658 |0.096154 |0.007008
D6 0.237541 | 0.142857 |0.015294 |0.153509 |0.032658 |0.096154 |0.007008
D7 0.085657 |0.114286 |0.107061 |0.219298 | 0.042293 |0.096154 |0.012938
D8 0.085657 |0.057143 |0.181239 |0.02193 0.122469 | 0.057692 | 0.067925
D9 0.085657 |0.057143 |0.13816 0.02193 0.122469 | 0.057692 | 0.067925
D10 0.085657 |0.057143 |0.13816 0.02193 0.122469 | 0.057692 | 0.067925
Dl11 0.085657 |0.057143 |0.071629 |0.02193 0.122469 | 0.057692 | 0.067925
D12 0.040667 | 0.057143 |0.116238 |0.245614 | 0.122469 |0.076923 |0.130458
D13 0.071405 | 0.085714 |0.063982 |0.008772 |0.114304 |0.076923 |0.159299

Table 4 Correlation

; - . Inputs |Inputl |Input2 |Input3
coefficient matrix for inputs

at first level Inputl |1 0.5371 | —0.04904
Input2 1 —0.44543
Input3 1

From Table 4, it is clear that highest correlation exists among inputl and input2.
Thus, we combine the inputl and input2 to get a new inputl2 which is the equal
weighted sum of these two inputs. From Table 5, we observe that a highest
correlation coefficient value comes for output2 and output3. Thus, we combine
output2 and output3 to get a new output23.
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Table 5 Correlation

: 3 Outputs | Outputl | Output2 Output3 Output4
coefficient matrix for outputs

at first level Outputl |1 —0.24111 |0.494462 |0.010632
Output2 1 —0.78986 | 0.202265
Output3 1 —0.32887
Output4 1

Table 6 Correlation

) 3 Outputs | Outputl | Output23 | Outputd
coefficient matrix for outputs

at second level O1 1 0.538271 |0.010632
023 1 —0.31529
04 1
Table 7 Comparative Original efficiency Modified efficiency
efficiency scores from basic DMU scores scores
ig(lfelmodel and proposed DMUL 11 0.886575
DMU2 |1 0.954665
DMU3 |1 1
DMU4 |1 0.979019
DMUS |1 1
DMU6 |1 1
DMU7 0.78 0.644814
DMUS |1 0.402079
DMU9 |1 0.447981
DMUI10 |1 0.447981
DMUI1 |1 0.578715
DMUI12 |1 1
DMU13 |1 0.711143

Now the number of outputs is three and number of inputs is two. We again check
the thumb rule as

countdmu > max {countin X countout, 3 (countin 4 countout)}

in which countdmu is 13, countin is 2, and countout is 3, since 13 is less than trice
the sum of countin and countout which is 15. Thus again apply correlation formula
for inputs and outputs at second level. Since the inputs are already reduced to two,
hence in this example, we form only output correlation matrix at second level as
given as in Table 6. Since this table is obtained at second level, it is thus named so.
From Table 6, we observed that outputl and output23 are highly correlated; thus,
we calculate a new output by combining these two as output123.

Again we check the thumb rule which is now satisfied as 13 > {4, 12}. Thus, we
proceed to the next step which is calculating the efficiency scores of DMUs using
these new input and output matrices. We use the CCR model for this. Thus, for each
of 13 DMUs, 13 input-oriented DEA models are formulated and then solved for
weights and efficiency scores. The results are given in the following Table 7.
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Table 8 Comparative efficiency scores from basic CCR model and proposed model

Efficiency scores from models in prior art

DMU Modified efficiency scores Model 1 Model 2
DMU1 0.886575 0.88 1
DMU2 0.954665 0.91 1
DMU3 1 1 1
DMU4 0.979019 0.79 0.88
DMUS 1 0.68 0.67
DMU6 1 0.6 0.54
DMU7 0.644814 0.62 0.36
DMUS 0.402079 0.58 0.53
DMU9 0.447981 0.7 0.65
DMU10 0.447981 0.7 0.65
DMU11 0.578715 0.82 1
DMUI12 1 1 0.8
DMU13 0.711143 0.72 0.86

We can observe the significant difference in the efficiency scores calculated after
the variable reduction technique is applied. Before applying the technique, all but
one was efficient, but now only four DMUs are efficient and rests are inefficient
with different efficiency scores. Thus, we also observe that discrimination power of
DMU is significantly enhanced.

Table 8 gives the comparative results obtained from the proposed model and
those found in prior art. We can observe that our modified efficiency scores are very
much comparable with the given models. Model 1 which is an improvement over
model 2 is very much similar to our model results; thus, the validity of the model is
also established.

5 Conclusion

From the case study, it is clear that initially, without variable reduction, except one
DMU, the rest all have efficiency score 1. After applying the variable reduction, we
can see the difference in efficiency scores as now only four DMUs are efficient and
nine are inefficient. The difference among inefficient DMUs is also evident from the
results. By using the weights obtained, we can find the scope for improvement of
inefficient units. The results obtained here are comparable with the deviation models
given in prior art, thus establishes the validity of the results. We can further find
cross-efficiency to rank the DMUs; if required we can also work toward extending
the model in cases involving uncertainty.
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Fire Safety Experimental Investigations of Time
to Flashover as a Function of Humidity in Wood

Ajit Srividya, Torgrim Log, and Arjen Kraaijeveld

1 Introduction

Fire safety is of great concern in Norway since it is rich in wooden constructions
increasing the chances of fire hazard due to proximity of the buildings, the dry
climate in winters, and lighting of candles and firewood in winter time. Torgrim
Log [1] has presented the investigations on the fire at Laerdalsoyri in January 2014
and shown that if values of fuel moisture content (FMC) in wood fall below 5%,
wood products would ignite faster than wood with more normal FMC values. The
equilibrium moisture content (EMC) in wood is a function of air temperature and
relative humidity in air. The FMC will, due to diffusion process, approach the EMC
value. Log [1] showed theoretically that this was indeed the case in the previously
mentioned Laerdalsoyri fire. When flashover occurs quickly and everything inside
the house gets involved, then it would be uncontrollable even by the fire brigade.
In dry and windy weather, the risk of uncontrollable fire spread to adjacent and
distant structures, as well as vegetation and garden trees, hedges, etc., is very high.
Jing Xin and Chong Fu Huang [2] presented the analyses of fire situation in China
from 1991 to 2010 and found that the number of fires was more frequent during
winter months and fires were more frequent during the weekend. Also electrical
failures and improper use of fire in daily life were major causes of fire incidents.
Annemarie Poulsen et al. [3] have presented two full-scale room fire tests for the
study of onset of flashover by varying the fire loads representing seven different
commercial applications and two noncombustible linings. They have found that for
fire loads composed of pure wood/celluloses, the onset of flashover occurred about
the same time as fire spread irrespective of linings and at significantly higher room
temperature (725 °C).
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Aiping Chen et al. [4] established a model with theories of fire dynamics and
relevant parameters of combustible lining materials for predicting the hot gas layer
temperature during pre-flashover and theoretically analyzed the effects of lining
materials on the likelihood of flashover. Zhaozhi Wang et al. [5] proposed a method
known as TTFO model to predict time to flashover in ISO 9705 room corner
fire tests (full scale) based on material density, time to ignition, and heat release
collected from cone calorimeter tests and given different equations to different group
of materials. J. Francis and A. P. Chen [6] grouped flashover definitions into three
categories, one mathematical, one visual, and the last depending on diction (the
ISO definition), and suggested that the most convenient definition of flashover for
experimentalists is a visual one that is based on observation of flames projecting
from the vent opening. Aiping Chen et al. [7] studied the effects of four factors
(thermal inertia of lining materials, ventilation factor of door openings, heat release
rate of fuel, and internal dimensions of enclosure) on likelihood of flashover and
developed a method by correlating a vast amount of data gained in small-scale and
large-scale experiments to predict whether the flashover occurs or not in enclosure
fires. Chi-Ming Lai et al. [8] presented a review of the characteristics of prediction
models of flashover. Based on their experimental investigations in full-scale room
fires, they presented a method to predict flashover on the energy filling concept by
comparing the room volume and heat release rate (HRR) at flashover with previous
data on similar building materials and fire loads. Based on their study, Vytenis
Babrauskas et al. [9] concluded that the predicted values of HRR at flashover using
existing correlations provide lower-bound estimates and actual HRR at flashover
may be significantly higher and highlighted the importance of understanding the
causal factors leading to flashover. Richard D. Peacock et al. [10] presented a review
of the techniques to predict onset of flashover, and the various predictions give
estimates that are commensurate with the precision of available experimental data.

Various studies on understanding the onset of flashover and methods to predict
flashover have been presented earlier, and the importance of the FMC on the onset of
flashover has been analyzed theoretically by Log [1]. In the current study based on
experimental investigations, the focus is on understanding the effect of low humidity
levels in wood on the onset of flashover and to propose simple models to predict time
to flashover for known humidity levels in wood constructions.

2 Experimental Setup and Data Collection

The experiments were conducted on approximate equivalent of % ISO rooms
constructed of wood with a door opening. Nine wooden rooms were constructed
and stored at different locations to achieve different fuel moisture contents (FMCs).
Referring to the door opening side of box as the front side, a hole is drilled in
a corner of the noncombustible (light weight concrete) floor at the back corner
for placement of the initial burner which was filled with methanol. A stack of
thermocouples were placed in the smoke layer height to record the temperatures
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Fig. 1 Approx. equiv. of 1/4 ISO wooden room with thermocouple layout

inside the room at the back end and the front end of the room. Three thermocouples
were placed in front of the door opening in the lower side, middle, and at the top
end. Mass reduction of methanol, mass reduction of wooden one-fourth-scale ISO
room, and temperatures within the room and outside the opening were measured.
Spread of flame on the walls and through the door opening was recorded by a video
camera. Before igniting the methanol, relative air humidity and air temperature in
the laboratory are noted. The room used for experiment and layout of thermocouples
is shown in Fig. 1.

3 Prediction of Flashover

The ISO 13943 definition states, “Flashover is a stage of fire transition to a state of
total surface involvement in a fire of combustible materials within an enclosure.” It
is not easy to quantify flashover process in terms of measurable physical parameters,
and hence based on the various researches, a working definition has been formulated
and presented in detail by Peacock [10]. In the present experimental study, the visual
definition of flashover has been adopted, i.e., “The time when the first flames were
seen to emerge out of the opening is recorded as time to flashover.”

4 Analysis of Experimental Flashover Data

Onset of flashover for the nine small-scale rooms have been recorded when the
first flames were seen coming out of the opening and presented in Table 1. The
temperatures at the door opening at onset of flashover are also presented in Table
1. Heat released (Q¢) based on the mass loss of wood and heat radiated (Qg) based
on the average temperature at the front side of box are evaluated. The values of heat
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Table 1 Data recorded for humidity and temperatures and heat values evaluated based on data

Humidity

of ISO Temp. at
S. No Humidity | Temp. of |room, Flashover | opening | Qc —HRR | Qg
/fuel gm | in air H, % | air T,°C | FMC/H, % | F, sec T,°C KW KW/m?
1/120 42.5 14.5 7.52% 411 433.45 182.636 216.44
2/120 40 17.7 8.05" 355 410.12 174.94 135.738
3/120 42.5 14.5 9.03* 409 451.65 194.976 260.363
4/120 439 18 9.07° 454 380.64 160.007 127.067
5/120 439 18 9.16¢ 709 405.91 182.816 178.455
6/120 439 18 9.36" 408 427232 | 190.873 182.987
7/150 42.5 14.5 9.52% 562 443.63 217.85 265.456
8/120 439 18 10.59° 635 444815 |236.479 242.629
9/120 30.8 11.2 11* 782 451.804 | 228.959 242.611

aFirst time, ®Second time, “Third time

Fosec Fo Vs FMC
900
800
700

600

500 =4—Fo Vs FMC

400
300

200

FMC %
7 8 9 10 11 12

Fig. 2 Plot of time to flashover vs. FMC of the test rooms

released and heat radiated at the time of onset of flashover are presented in Table 1.
The plot of time to onset of flashover as a function of fuel moisture content (FMC)
is shown in Fig. 2.

The data obtained on the 5th room seems to deviate considerably and hence
is eliminated from the set for further analysis. This may be because this box
was burnt twice earlier with too smaller quantity of fuel. In that previous test,
flashover was not observed. After increasing fuel, quantity onset of flashover was
observed during third experimentation. This may have depleted some volatiles
from the wooden structure. Further, onset of flashover was observed during second
experimentation for the rooms 2,4,6,7, and 8. These boxes were not burned much
during first experimentation, and the rooms were remade by reversing the sides,
and hence the observations on onset to flashover have been assumed as similar to
first experimentation like the observations made for rooms 1, 3, and 9. For further
analysis and discussion on onset of flashover, the observation for the fifth box is
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Fig. 3 Plot of time to flashover vs. FMC after eliminating the outlier

eliminated. The plot of flashover as a function of humidity of the rooms (after
eliminating the outlier, room 5) is shown in Fig. 3.

5 Observations

It is observed that the onset of flashover occurs very quickly when humidity levels
in the wooden rooms are low. The trend observed in Fig. 3 gives a clear indication
of increase in onset of flashover as humidity levels increase in wood. This clearly
implies that the lower humidity levels in wood would lead to onset of early flashover,
and this results in less time for taking preventive actions for spread of fire. Further,
at onset of flashover, the temperatures at the door opening recorded are ranging
from 380 °C to 450 °C as presented in Table 1. These are consistent with reported
literature [10]. Heat released and heat radiated are evaluated using the following
expressions:

Heat released, Q- = (dm/dt)* y* AHcKW

where dm/dt is rate of loss of mass of wood and, for fuel methanol, y = 0.983 and
AHce = 19.83 KJ/g [11].

Heat radiated, Qg = 0* [(Tay + 273) 4— (T, + 273) 4] /1000 KW

Here, T,y is the average temperatures noted on the front stack of thermocouples,
T, is the temperature of air, and “c” is the Stefan-Boltzmann constant and is
5.67¥10-8 W/m2.K* [1]. At flashover, the variation of the heat released (Qc) and
heat radiated (Qg) as a function of humidity in wooden room is presented in Table 1.
A comparison of various parameters (flashover, heat radiated, heat released, and
temperature at flashover at door opening) with respect to humidity of wooden room



170 A. Srividya et al.

900

800 -

700 -

600 -+ M Fo sec
®QE KW/m2

500 -+ -
mQC KW

400 j ] m Temp deg C

300 - ® 10Ha %
®m10TadegC

200 -

o ' ' ' ' ' ' ' Hb %
7,52 8,05 9,03 9,07 9,36 9,52 10,59 11

Fig. 4 Comparison of parameters with respect to humidity of wooden room

is shown in Fig. 4. The temperature in the room and humidity in air are also shown.
The temperature and humidity in air are almost at the same levels except in the last
data set. Hence, it has been assumed that the data on flashover for different levels of
humidity in wooden boxes is only a function of the humidity level in wooden boxes.

The data for the lowest humidity level is point 1, i.e., H, = 7.52 and F, =411 s.
H, =425 and T, = 14.5 °C. Plots of the temperatures w.r.t time are shown in Fig.
5. It can be seen in Fig. 5 that temperatures rise very rapidly once the flashover (at
411 s) is reached. Also rise in heat released and heat radiated is rapid once flashover
is reached.

Based on the experiments conducted, it has been observed that the onset of
flashover occurs earlier when the humidity levels in the wooden rooms are lower.
An increasing trend of flashover is observed with increasing values of humidity, and
mathematical models are developed based on the data collected to predict flashover
when the humidity levels in the wood are known.

6 Mathematical Model to Predict Flashover

Onset of flashover (F,) as a linear function of FMC in wooden room (FMC)
is carried out, and the mathematical linear relation with correlation of 72.2% is
presented below and shown in Fig. 6:

Fo = —514.5+ 109.7 FMC
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Fig. 6 Linear fit plot of time to flashover as a function of FMC in wood

Polynomial fits (quadratic and cubic) have been tried, and it is found that the
correlation for quadratic fit is 88% and cubic fit is 91.7% and shown in Figs. 7 and
8 with the following expressions.

The regression equation for quadratic fit is
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Fig. 7 Quadratic fit plot of time to flashover as a function of FMC in wood
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Fig. 8 Cubic fit plot of time to flashover as a function of FMC in wood
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F, = 3137-687.6FMC + 42.93FMC?
The regression equation for cubic fit is
F, = 9489 — 2789 FMC + 272.3 FMC?-8.27 EMC?

Both quadratic and cubic fits have a higher correlation of about 86% and hence
would give a better prediction of the onset of flashover values for the given FMC
level in wood.

Due to limited range of FMC levels studied, the scatter in the time to flashover
versus FMC may result in erroneous trends when using higher-order regression
equations. It is quite unlikely that even lower FMC than studied in the present
work will give an increase in time to flashover, as indicated in Figs. 7 and 8 for
FMC < .5%. For now, the linear regression is probably the most reliable if slight
extrapolation to lower FMC is needed to conclude regarding time to flashover for a
larger range of FMC values.

7 Conclusion

Experiments have been carried out on approximate equivalent of one-fourth ISO
rooms constructed of wood with a door opening, and time to flashover is recorded
when the first flames escape through the vent (door) opening. The wooden rooms
were maintained at different conditions to achieve desired fuel moisture content
(FMC) levels. When temperature and humidity in the air is maintained almost at the
same level, it is demonstrated that onset of flashover occurs very fast when the FMC
level in the wood is low. Further, the temperatures rise very rapidly with onset of
flashover with higher heat release and increased radiated heat. The lower humidity
levels that tend to be the fact in winter time can lead to quick development of fire,
and this has to be borne in mind, and necessary precautions are to taken. Based on
the experimental data gathered, the mathematical models developed can be used to
get an idea of the onset of flashover for the humidity levels in wood which can help
in being alert for control of fire development and spread of fire; thus, risk of fire
accidents can be reduced. The limitation of the model is that it is based on a small-
scale rooms and also some of the rooms were reused for conducting the experiment.
More experiments, especially with rooms of a larger FMC value range, need to be
conducted to establish models for better prediction of onset of flashover as a function
of FMC in wood.
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Fixing of Faults and Vulnerabilities
via Single Patch

Yogita Kansal, Uday Kumar, Deepak Kumar, and P. K. Kapur

1 Introduction

In today’s competitive market, technology developers are struggling more with
the software security problems rather than with its development problems. The
consequences of security problems range from inconvenience to life threatening.
Most of the security issue arises due to the defects residing in the software
specifications. When a demand of new software comes to the technical organization,
the developer is bounded to fulfill the requirements of customer with respect to
its organization’s policy. A customer demands for high-quality software in no
time, whereas a developing organization desires for appropriate profit margins
and goodwill in the market. In software engineering, software experiences several
verification phases in its whole life cycle. Prior to release, testing techniques are
applied so as to discover and debug the defects immediately.

It may be noted that at the beginning of a new project, the management team
provides some resource (time, budget, manpower, etc.) constraint to the developing
team. The developers are then restricted to achieve the task within the provided
resource limits. A Gantt or PERT chart is maintained for resource and time
management among all phases of software development life cycle (SDLC). The
testing phase consumes a large amount of resources among all phases. If the testing

Y. Kansal () * D. Kumar

Amity Institute of Information Technology, Amity University, Noida, India
e-mail: ykansal35@ gmail.com; deepakgupta_du@rediffmail.com

U. Kumar

Lulea University of Technology, Luled, Sweden
e-mail: Uday.Kumar@Itu.se

PK. Kapur
Amity Centre for Interdisciplinary Research, Amity University, Noida, UP, India
e-mail: pkkapurl @gmail.com

© Springer Nature Singapore Pte Ltd. 2018 175
PK. Kapur et al. (eds.), Quality, IT and Business Operations, Springer Proceedings
in Business and Economics, DOI 10.1007/978-981-10-5577-5_15


mailto:ykansal35@gmail.com
mailto:deepakgupta_du@rediffmail.com
mailto:Uday.Kumar@ltu.se
mailto:pkkapur1@gmail.com

176 Y. Kansal et al.

goes prolonged, then the organization pays a big penalty to the customers, while
hasty testing may leave some defects in the software [23, 24]. Therefore, when a
developing team should stop, testing is first decided by the management.

The job of a developing team doesn’t end up with software release rather the
problem becomes more complex after its release. The severe defects are seen to
be observed more at customer’s site. Under scrutiny, developing team classifies
the defects into faults (simple defects) and vulnerability (security defects). These
defects are interdependent, i.e., faults are the cause of vulnerability and vulnerability
is the effect of multiple faults. As stated by Schultz et al. [1], vulnerability is
security defect that enables an attacker to bypass the software system. In software
engineering, Kapur et al. [2] defined software fault or bug as an accidental condition
that causes a functional unit to fail to perform its required function due to some
error made by the software designers. Additionally, software faults are the errors
which arise due to misinterpretation of specifications, design errors, etc., while
software vulnerability is due to a gap left behind while developing the software.
After software delivery, these defects can cause calamitous situation for users and
developers too. Thus, the eventual solution for the defects is to provide patch timely.
However the patch is developed by the developing team and the distribution is done
by the vendor [3]. Generally, the patch for faults and vulnerabilities is developed and
delivered separately [4] which increases the development cost, time, and manpower.

Some of the evidence for the statement is provided via prior art and is elaborated
below.

The literature survey states that Arora, Telang, and Xu [5] provided a framework
to assess the vulnerability disclosure time and discussed the stress handled by
vendors to provide fixes just after the disclosure. Choi et al. [6] modeled the
management’s decisions that focused on quality of the software such that the
vulnerabilities could be reduced. Whether the vendor should disclose vulnerabilities
or apply patches is also focused here. August and Tunca [7] examined the efforts
of external users in providing patches for vulnerabilities. Telang and Wattal [8]
illustrated a case study that describes how the vulnerability disclosure is affecting
the market share of the vendors especially due to unavailability of patches at the time
of disclosure. Okamura et al. [9] assessed the optimal patch release time on the basis
of stochastic modeling without considering developer’s and vendor’s perspective.
Recently, Kansal et al. [21] developed a model to assess the number of patches
released successfully.

Various researchers have also put their skills in fault patching. Cavusoglu et al.
[10] investigated the security patch release and management problems from both
vendor and firm perspectives. They developed a game-theoretic model to study
the strategic interaction between the vendor and firm in balancing the costs and
benefits of patch management. Subsequently, Okamura et al. and Luo et al. [11]
have considered a nonhomogeneous fault identification process with patch/update
management. Dey et al. [12] developed a cost framework for solving the optimal
release time problems for patch management. Jiang et al. [13] proposed a software
scheduling method that highlights the pros and cons of early release and continuing
testing after release of software. Kapur et al. [2] provide solution for software release
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time decision problems only when faults are considered. Kapur and Shrivastava [14]
also discuss about the software release and testing stop time without bothering about
its patch. Recently Kansal et al. [22] have proposed a cost framework to solve the
optimal release time problem with the consideration of warranty period.

The above mentioned research work discusses more about the vulnerability patch
and fault patch separately. Although the resources required for fault removal are less
as compared to the vulnerability removal, but if we combine the time and manpower
for both the processes, it will cost much higher to the developers.

In an organization teams are divided into an efficient manner so as to manage the
whole loop easily. The appointed teams are developers for assisting new projects,
debuggers (including or excluding testers) for running projects, and technical
supporters for maintaining customer relationships with the organization. When any
customer observes instability in the system, the problem was first reported to the
vendor, and then the problem is disclosed to the developing team. The developing
team analyzes the problem and provides a solution for the same in form of patch. If a
fault and vulnerability are reported simultaneously, then naturally priority should be
given to vulnerability patch as it can be more exploitable. Further faults are the cause
of vulnerability; thus, neglecting faults is also not a feasible solution. Moreover, it
doesn’t seem economically feasible to spend so much effort in building different
patches for quality improvement. The study also proves that half of the time,
manpower and cost are required by an organization after the release of software.

Although the literature suggests multiple optimization solution for patch devel-
opment of faults and vulnerabilities independently, none of the researchers focuses
on reducing the developer’s effort by introducing vulnerability and fault patch as
a single unit. In the present work, it is assumed that a single patch is provided for
fixing the faults and vulnerabilities jointly.

After considering a single patch for both faults and vulnerabilities, when to
release that patch is further decided by the management. Early patching may
leave some faults or vulnerabilities behind, while later patching may harm the
organization with respect to its market opportunity. As it is the most critical decision,
management needs to have an optimal model for evaluating the release.

According to the developer’s perspective, a trade-off needs to be maintained
between time and money. The developing and debugging processes both consume
high resources. The amount of time spends in any phase correspondingly affect the
allocated cost and resources. A developer faces a gradual loss when any failure is
observed or when any variation is seen in the allocation process.

Thus in the current work, a cost model is proposed for evaluating software and
patch (for both faults and vulnerabilities) release time so that the total developer’s
cost could be minimized. To find the solution of release time problem, it is assumed
that users are not familiar with the software; thus, the defect detection rate of the
user is obviously less than the testers. In operational phase customer reports defects
to the developing team. The developers then figure it out whether it is a fault or
vulnerability. Generally, a significant amount of vulnerabilities are found after the
software release through external users [4]. In proposed model, some constants
are taken so as to differentiate discovered faults with discovered vulnerabilities.
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After finalizing the type of defect, a repair process will start. For determining
the cost incurred by developers for debugging the fault and vulnerability, it may
also be noted that the fault detection rate and vulnerability detection rate of the
user are different. As discovering vulnerability is the most complex task in itself,
the vulnerability detection rate of the user is very small as compared to the fault
detection rate [15]. The change in detection rate also leads to different distribution
of defects.

The cost of discovering any type of defect by customers after testing may lead
developers with burden of debt. The developer faces a large amount of loss in
terms of capital and reputation. An organization needs to hire more employees on a
monthly basis, and as time goes on, they discover fewer bugs so the cost per defect
discovered climbs steadily. Moreover, at some threshold, perhaps a defect removal
starts to cost more than the damage that defect could do.

In our paper we model two cases. In the first case, we investigate how a
single patch for both faults and vulnerabilities can become more effective from
the developer’s perspective, while in the second case we release two patches,
one specifically for vulnerability and the other for both. The cases will also help
in validating the model. Different distributions have been used for faults and
vulnerabilities of each interval.

Rest of the paper is organized as follows. Section 2 discusses the model
assumptions and formulation of the proposed cost model. In this study we are
presenting two cases. In the first case, we are assessing the optimal release time
for single patch. In the second case, we are evaluating the optimal release time for
two patches, i.e., first patch for removing faults and vulnerabilities at same time and
second patch for removing vulnerabilities specifically. Section 3 elaborates the cost
model with the detailed description of the two cases. In Sect. 4, numerical example
is provided to test the proposed model with the help of real-time data set. Finally
conclusion has been drawn in Sect. 5.

2 Model Formulation

In this section, software reliability growth model is formulated. Our first step is to
provide some assumptions for model clarity. The next step is to narrate the software
testing and updating policies in order to minimize the total cost.

2.1 Assumptions

The basic assumptions used throughout the paper are as follows:

* Defect discovery and debugging process follow the nonhomogeneous Poisson
process (NHPP) in the whole software life cycle.
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* The detection of each defect in a software system is independent of the detection
of others.

* During testing there is no distinction between faults and vulnerabilities.

* Software is prone to failures due to the faults and vulnerabilities residing in the
software.

¢ All faults and vulnerabilities are debugged perfectly.

e Total numbers of faults and vulnerabilities lying dormant in the software are
finite.

e The fault detection rate and vulnerability detection rate of the user are always
different.

* In operational phase (after delivering last patch), no patch will be released for
remaining and newly discovered defects; rather, the reported defects are removed
by the developing team at the company end, and later a new upgraded version of
the software will be released.

2.2 Devising the Model

Several software reliability growth models and vulnerability discovery models have
been developed to detect and debug the faults and vulnerabilities, respectively.
Among them NHPP-based models are proven to be quite successful tool in the
decision-making process. The hazard rate approach is used for deriving the mean
value function of a cumulative number of faults and vulnerabilities removed and
represented as

dm(r) f@)
= “(a-pi—mf(t fori=1,2
dr (I—F(t) (@ pi = m(®) ort
where p; is the proportion of discovered faults, while p, is the proportion of
discovered vulnerabilities. Also, % is the defect detection rate.
A mean value function (the expected number of faults and vulnerabilities
detected) is expressed as follows:

m(t) =a-p;-F(r) fori=1,2 (1)

The proportion of faults and vulnerabilities must be p; + p, = 1. Different
distribution functions will help in gaining different MVE.

3 Cost Model

In this section the formulated cost model is represented with two cases. The first
case discusses about the model with a single patch release for fixing both faults and
vulnerabilities together. The second case argues about the vulnerability prioritiza-
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Fig. 1 Software life cycle 0 T Tl Tlc

tion by providing a model that releases two patches (first patch is specifically for
vulnerability and other one is for both faults and vulnerabilities together).

3.1 Case 1: Model with Single Patch Release (M1)

In this case, the life cycle of the software, i.e., [0, Tlc]. is divided in three phases,
i.e., before release [0, t], after release [t, 1] and after patching [t1, Tlc] as shown
in Fig. 1 where t represents the software release time, t1 represents the patch
(for fixing faults and vulnerabilities together) release time, and 7lc is the software
support cycle.

Per unit testing: During this model, per unit testing cost is given by

- T,

where ¢ is the cost of testing per unit time.

First Interval [0,7] In this phase, testers are working independently from the
developing team. While testing, they detect the defects and report to the debuggers
for immediate removal process. The defect distinction process is not done in this
interval as detection and correction process is executed by the organization itself (no
external entities, i.e., customers or users are involved). Every fault and vulnerability
is considered to be severe and equal by the debuggers. Thus, the total number of
defects residing in the system before software release is given by

m(t) =a-F(7) 2

where a is the actual number of defects and F(t) is the distribution rate or removal
rate in [0, t]. The total cost incurred in this phase is only due to the tester’s report,
and at the developer’s end, thus it is given by

Cor=c2-m(7) 3)

where c¢; represents the cost of removing the defects in the testing phase.

Second Interval [z,71] After handing over the software, a job of intensive
observation of faults and vulnerabilities is left with customers or users [2, 15]. It may
also be noted that users are not that much capable of distinguishing between a fault
and a vulnerability. But as discussed earlier the cost of discovering vulnerability
is much higher than a fault which is ultimately incurred by the developers. Thus
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for developer’s convenience, from this interval the defect distinction process starts
for evaluating the debugging cost for faults and vulnerabilities separately. The total
number of faults discovered and removed in this interval is represented as:

my(tl—1)=a-pl-(1=F (1)) -F>(rl —1) 4)

The total number of vulnerabilities discovered and removed in this interval is
represented as:

QGal—1)=a-p2-(1—=F,(r))-F;3(r1 — 1) 5)

where F,(71 — 7) is the fault removal rate, whereas F3(t1 — 7) is the vulnerability
removal rate. The number of residual faults of preceding interval [0, 7] which are
reported in current interval is represented as a - p1 - (1 — F(t)), while the number of
residual vulnerabilities is represented as a-p2 - (1 — F(t)). The cost incurred after
software release for debugging a fault is lesser than the cost of vulnerability removal.
The total cost incurred in this phase is represented as

Cirn=c3-my(tl —=1)+cs-Q(zl —7) (6)
where c3 is the cost of debugging a fault and c4is the cost of debugging a

vulnerability.

Third Interval [t1,Tlc] After delivering the maximum number of patches, the
software saturation period starts. In this last interval, no more patch is introduced
rather the defects are removed for new version. The total number of faults discovered
and removed in this interval is represented as:

my(Tle—t1) =a-pl-(1=F; (1)) - (1= F,(t1 = 1)) - F4 (Tle — 1) (7)

The total number of vulnerabilities discovered and removed in this interval is
represented as:

QTlc—tl)=a-p2-(1—-F1 () -1 —=F3(tl1 —1))-F5(Tlc— 1) (8)

where Fy4(Tlc—t1) is the fault removal rate and Fs5(Tlc—tl) is the vul-
nerability removal rate in [tl,7lc]. The number of residual faults and
vulnerabilities from the testing and patching period of software is represented
as a-pl-(1-Fi(r))-(1—=Fy(rl—1)) and a-p2-(1—-Fi(v))-(1—F3(r1—1)),
respectively. Hence, the total cost incurred in this phase is represented as

Cume = ¢s-my (Tle — t1) + ¢ - 2 (Tlc — 1) 9)

where cs is the cost of debugging fault and cg is the cost of debugging vulnerability.
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Fig. 2 Software life cycle 0 T Ty 1l Tle

By Egs. 3, 6, and 9, the total amount of money spent in debugging the defects is
represented as

Total_Costy = Cor + Cr 1 + Cri 110 (10)

3.2 Model for Multiple Patch Release (M2)

When vulnerability prioritization is considered, patch specifically for vulnerability
is released first and thereafter patch for faults are taken care of. The idea to
release vulnerability patch is to ensure that the risks generated through vulnerability
exploitation are mitigated on time.

If the developing team finds any vulnerability in the list of reported defects,
then they must develop a patch for vulnerabilities first (as vulnerability is more
harmful than the faults) and afterward faults are judged. Hence a combine patch
for fixing both vulnerability and faults together will be released after delivering the
vulnerability patch.

In this case, life cycle of the software (let’s suppose [0, Tlc]) is fragmented into
four phases, i.e., before software release [0, t], before first patch release [z, 7,],
before second patch release [t,, 71], and after patching [t 1, Tlc] as shown in Fig. 2
where 7, represents the patch release time for fixing vulnerabilities.

First Interval [0, 7] In this interval the total number of defects discovered is
given by
m(t) =a-F(7) (11)

where a is the initial number of defects and F;(t)is the defect distribution or
removal rate.
Cost incurred in this phase by the developing team is given by

Cor =c2-m(1) (12)

where ¢, represents the cost of debugging in the testing phase.

Second Interval [z7,7,] Since priority has been given to vulnerabilities, no faults
are considered simultaneously within this interval. The reported faults are taken
care of after mitigating the risks associated with the reported vulnerabilities. The
total number of vulnerabilities discovered is

Qny—1)=a-p2-(1-Fi (1) -F2(ty —7) (13)
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where F,(t, — 1) is the vulnerability removal rate. The number of residual vulner-
abilities arriving from testing phase is represented as a-p2- (1 — F(t)). The total
cost incurred in this phase for debugging vulnerabilities is given by

Crry=03-Q2(ty — 7) (14)

where c3 is the cost of debugging per vulnerability.

Third Interval [z,,71] Though the users are reporting the faults, we haven’t
released any patch for faults in preceding interval [z, 7,]. Hence, the faults of pre-
ceding and current interval are jointly cured here with the reported vulnerabilities.
In this phase, patch for fixing all the faults of [z, 7,], [7,, T1], and vulnerabilities
of [t,,71] is released at tl. The total number of vulnerabilities discovered is
represented as

Ql-7)=a-p2-(1-F (1) (1 =F (v, — 1)) - F3 (1 — 1) (15)

where F3(tl—7t,) is the vulnerability removal rate and a-p2-(1—F(7))-
(1 — F>(t, — 1)) is the number of residual vulnerabilities. The total cost incurred in
this phase for debugging vulnerabilities is given by

CTU,‘L'l =C4- Q (Tl - Tv) (16)

where c4 is the cost of debugging a vulnerability. Before going further, we have to
understand the difference betweena-pl-(1 —F(7))- (1 —Gi(t, — 1)) - F4(tl — 1))
and a-pl-(1 —Fi(1)): F4(r1 — 7). The first term where a- p1 - (1 — G(tr, — 1)) are
the remaining numbers of faults from [z, 7,] denotes the total number of bugs
detected during [7,, 1] when faults are considered with vulnerabilities in interval
[t, T,], but though we are considering faults in this interval, it becomes invalid in our
proposed model. Thus, the second term is used here to calculate the total number of
removed faults and is represented as

me(tl—t)=a-pl-(1=F, (1)) - F4(z1 = 1) a7

where F4(t1 — 1) is the fault removal rate and a-pl - (1 — F(7)) is the number of
residual faults. The total cost incurred in this phase for debugging faults is given by

Crri =cs5-myp(tl — 1) (18)

where cs is the cost of debugging per fault.

Fourth Interval [t1,TIlc] The total number of faults discovered and removed in
this interval is represented as

my(Tle—tl) =a-pl-(1=Fi (7)) - (1 =F4(zrl = 1)) - Fs(Tle — 1)  (19)
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The total number of vulnerabilities discovered and removed in this interval is
represented as

QTle=tl) =a-p2-(1-F (1)1 -F (5, —1)- (1 -F3(tl - 1))
(20)
'F6 (TlC—‘L'])

where Fs5(Tlc—tl) is the fault removal rate and F¢(Tlc—t1) is the vul-
nerability removal rate. The number of residual faults is represented as
a-pl-(1=Fi(1))-(1 —F4(r1 — 1)), while the residual vulnerabilities is represented
asa-p2-(1—-Fi(r))-(1 = Fy(r,—1))- (1 — F3(r1 —t,)). The total cost incurred in
this phase is represented as

Cumic = ¢ -1y (Tic — 1) + ¢7 - Q (Tlc — t1) 21

where cg is the cost of debugging faults, whereas c; is the cost of debugging
vulnerability. In the last phase when software is at obsolete position, the cost of
debugging per vulnerability decreases for the purpose of user’s attention on new
software [16].

By Egs. 12, 14, 16, 18, and 21, the total amount of money spent in debugging the
defect is represented as

T0tal_C05t2 = CO,‘L' + Cr,rv + Cru,rl + C‘L’,‘L’l + Crl,Tlc (22)

4 Case Study

In this section, a numerical is illustrated for model validation purpose. We have
chosen past defect data set described by Yoshira Tohma [17] which consists of 535
defects which were detected during the testing of 109 days. We have considered that
the data set contains both faults and vulnerabilities.

On the basis of assumptions that all the defects are identically and independently
distributed, we have used exponential model that is preferable for faults (SRGM,
Goel-Okumuto model [18]) and vulnerabilities (VDM, Rescorla exponential model
[19]) detection/removal process. Since we had not contrasted between faults
and vulnerabilities before software release, thus we have used same distribution
throughout the paper.

The defect detection rate of users is always less than that of testers. Let the defect
detection rate of tester be b; thus, user fault and vulnerability detection rates are f - b
and v - b, respectively, where f is the proportion of fault detection rate with respect to
testers and v is the proportion of vulnerability detection rate with respect to testers.

Thus, the mean value function for exponential model is m(f)=a-pl-
(1 —exp(—b-1)) for faults and m(r)=a-p2-(1 —exp(—b-1)) for vulnerabilities.
After estimating the data set through Statistical Package for the Social Sciences
(SPSS), we get initial number of defects a =713.889 and defect detection rate of
tester b =0.015.
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4.1 Model for Single Patch Release

From Eq. (2), the total number of defects removed in prerelease phase, i.e., in [0, 7],
is given by

m(t) =a-(1—exp(=b-1)) (23)

therefore, by Egs. (3) and (23), we can calculate the Costy ;.
From Egs. (4) and (5), the total number of faults and vulnerabilities removed,
respectively, in [z, t1] is given by

my(tl—1) =a-pl-(exp(=b-71))-
24
(I—exp(=b-f-(r1 —1)))

QG@l—1)=a-p2-(exp(=b-1))-
(25)
(1—exp(=b-v-(zrl —1)))

therefore, by Egs. (6), (24), and (25), we can calculate the Cost; ..
From Egs. (7) and (8), the total number of faults and vulnerabilities removed,
respectively, in [t1, Tlc] is given by

my (Tle —t1) =a-pl-(exp(=b-1))-(exp(=b-f - (r1 —1)))

-(1—exp(=b-f-(Tlc —11)))
QTlc—tl)=a-p2-(exp(=b-1))-(exp(=b-v- (]l —1)))

(26)

27
(1 —exp(=b-v-(Tlc —tl)))

therefore, by Eqgs. (9), (26), and (27), we can calculate the Cost;; .. The total cost
for the single-patch model can be calculated by putting all the values in Eq. (10),
ie.,

Total Costy, =cy-T+cr-a- (1 — e—b'f) +c3-a-pl- (e—b-r) . (1 . e—b:f.(f]_-,:))
+C4 -a .p2 . (e_h'f) . (1 _ e—h'U'(‘L'l—‘[))
+cs-a-pl- (e—b~f) . (e_b‘f‘(fl—r)) . (1 _ e—bf-(Tlc—rl))

+cs-a-p2- (e—b-r) . (e—b'v'(rl—z)) . (1 _ e—b~v~(Tlc—rl))
(28)
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4.2 Model for Multiple Patch Release (M2)

From Eq. (11), the total number of defects removed in prerelease phase, i.e., in
[0, 7], is given by

m(t) =a-(1—exp(=b-1)) 29)

therefore, by Eqgs. (12) and (29), we can calculate the Costy .
From Eq. (13), the total number of vulnerabilities removed in [z, 7,] is given by

Qry—1)=a-p2-(exp(=b-7))- (I —exp(=b-v-(x, —7)))  (30)

therefore, by Eqs. (14) and (30), we can calculate the Cost, ;, .
From Eq. (15), the total number of vulnerabilities removed in [7,, T1] is given by

QGl—1) =a-p2-(exp(—=b-1))-(exp(—=b-v- (1, — 1)))

(€29)
“(I—exp(=b-v- (1 — 1))
therefore, by Eqgs. (16) and (31), we can calculate the Cost., ..
From Eq. (17), the total number of faults removed in [z, t1] is given by
my(tl —1) =a-pl-(exp(—b-7))
(32)

“(I—exp(=b-f-(z1 = 1))

therefore, by Egs. (18) and (32) we can calculate the Cost; ..
From Egs. (19) and (20), the total number of faults and vulnerabilities removed,
respectively, in [t 1, Tlc] is given by

my (Tle —tl) = a-pl-(exp(=b-1))-(exp(=b-f: (r1 —1)))

(I —exp(=b-f- (Tlc — 11)))
QTlc—tl)=a-p2-(exp(—b-71)) - (exp(—=b-v:(ry — 1))

(33)

(34)
-(exp(=b-v-(tl — 1)) - (1 —exp(=b-v - (Tlc — t1)))

therefore, by Eqgs. (21), (33), and (34), we can calculate the Cost;; 7. The total cost
for the two-patch model can be calculated by putting all the values in Eq. (22), i.e.,
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Total_Costy = ci-t+cr-a-(1—e™7) 4 c3-a-p2- 00 (1 — Tbvm=o))

b-T)

e( e( bv+(ty —T))) (1 _ e(—b~v~(tl—r)))

+c4-a-p2-
1— *b-f-(rlfr)))

o(=b7)

(
+c5-a-pl- (e( br)
+ce-a-pl- (

(S (1= r))) (1 _e(—b;f-(Tlc—rl)))

)-(
)
)-(
)-(

+cq -a-p2 ( (=b1) e( bv-(ty r))) ( (—b~v~(rl—r)))

. (1 _ e—b-v~(Tlc—rl))
(35)

Now to find the optimal software and patch release time, both the cases of the
single-patch model and two-patch model are considered. Suppose f = 0.5, v=0.3,
pl1=09,p2=1-0.9=0.1, and Tlc = 1000.

On optimizing Egs. (28) and (35) by Maple software for the cost function of
single-patch model (M 1) with cost values ¢; = 350, ¢; =260, c; = 300, c4 = 2400,
¢s =310, and ¢ =2300 and two-patch model (M2) with cost values ¢; = 350,
¢ =260, c3 =2400, c4 =2400, ¢5s =300, and cs =310 c; =2300, we get the
optimal values of release time, patch release time, and developer’s cost as shown
in Table 1.

As proved from the above results, optimal release time in the case when the
model for single patch release is considered is the same as when the model for
multiple patch release is considered. Consequently, we propose that both the models
are efficient in terms of cost, software release time, and patch release time. The first
patch release time is scattered in the two-patch model for the sake of vulnerability
prioritization.

The evident table also proves that when patch optimization is done separately for
faults and vulnerabilities then the total developer’s cost achieved is 7% larger than
the proposed models. Also, when no vulnerabilities are considered, the first patch
release time is very large, whereas when no faults are considered, the first patch
release time is very small, which is not economical and ethical.

The most significant alarming situation arises in the presence of any vulnerability
in the software and delaying its fix due to any circumstances is not beneficial for
developers [4, 20].

In M1, the developer has to wait for approximately 135 days (4.5 months)
to deliver a patch which may lead into economical and physical loss due to

Table 1 Obtained results

Model Optimal release time Optimal first patch release time Optimal cost
M1 134.11 135.15 259972.9
M2 134.11 86.75 48.39 259972.9
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Table? 2. Phase-wise Phase
description for model for

Mean value function | No. of defects removed

single patch release 10. 7] m(r) 618.39
[T,71] me(tl —1) 54.75
Q(rl—1) 4.35
[z1,TIc] | mg(Tlc— 1) 31
Q(Tlc—1) 5
Table 3 Phase-wise Phase Mean value function | No. of defects removed
description for model for
multiple patch release [0, 7] m(r) 618.39
[z,7,] my(T, —T) 3
[ty,T1] | Q(tl—1) 1.2
[t,71] my(tl —1) 54.72
[z1,Tic] | mg(Tlc— 1) 31
Q(Tle—t1) 5

vulnerability exploitation. The problem is overcome in model M2, by delivering
one patch specifically for vulnerability. In M2, the developer has to wait only for
approximately 87 days (2.9 months) for first patch release and thereafter within
48 days patch for fixing faults and vulnerabilities together is delivered.

The validation of model M1 becomes simpler after looking into Table 2 which
states the number of faults and vulnerabilities detected and removed in each interval.

From the above table we conclude that there are four vulnerabilities which have
been reported in [z, T1] interval which signifies if these vulnerabilities are remotely
exploitable then prolonged waiting may cause something disastrous.

Let’s look at Table 3 description of model M2.

From the above table we conclude that three highly exploitable vulnerabilities
were removed within [z, T,] interval, i.e., these vulnerabilities are removed before
any black hat user tries to breach the security of the software. The number of faults
found within [z, 1] of model M1 and [z, 71]interval of model M2 is equal which
denotes if the time interval is fragmented for the sake of vulnerability prioritization,
then it will not affect faults, but the severity of vulnerability can definitely be
reduced.

In the presented demonstration, though the time gap between the last patch
and support cycle is very large, i.e., 1000 — 134 — 135 =731 days when MI is
considered and 1000 — 134 —87 —48 =731 days when M2 is considered, the
number of vulnerabilities and faults still exists in the software. Hence, more patches
are delivered later to make it a bug-free secure software. We can introduce multiple
patches until the time frame between last patch and software support cycle goes
down to minimum.
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5 Conclusions

In this paper we have proposed a mathematical model to determine the optimal
software release time and the software patching time so as to minimize the
developer’s effort. Historically, it has been observed that 40% of the developer’s
resources are consumed after the release of software. The main reason of resource
consumption is the failures which were detected post release. The failure repair
process requires patches which take large amount of money, time, and manpower
which interrupt developers in focusing on a new project. The complications arise
more when fault patch and vulnerability patch are considered separately.

Thus, for improving the optimization, we have proposed a novel method to fix
both faults and vulnerabilities together via a single patch. The paper consists of two
models M1 and M2; despite of releasing same patch, the models are still said to be
different. For vulnerability prioritization, we have distributed the patching time with
one more patch in model M2. This is done to meet the challenges associated with
vulnerabilities risk exposure to a large extent.

As per the demonstrated results, we can conclude that it is economically
beneficial to fix both faults and vulnerabilities together through a single patch rather
than fixing them separately. We had distributed the time in model M2, but it has also
proven that it will not affect the cost, time, and manpower when comparing with M 1
though the possibility of exploitation is definitely be reduced.

If vulnerabilities are reported earlier than faults then model M2 is considered
otherwise M1.

This phenomenon can help software firms in acquiring good position in the
market and gives opportunity of getting higher sales due to optimal software release.
The technical organizations can aid these models to forecast the software release
time and budget.
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LC-ELM-Based Gray Scale Image
Watermarking in Wavelet Domain

Rajesh Mehta and Virendra P. Vishwakarma

1 Introduction

Digital watermarking offers an effective way out to multimedia security and digital
right management in the era of emerging internet and multimedia technologies.
Digital watermarking [1-3] is the procedure of inserting the bits of watermark
in the cover signal in an imperceptible mode. The main issues in any of the
watermarking schemes are imperceptibility, robustness, security, and payload [2—
4]. Digital image watermarking is divided into robust and fragile watermarking.
For copyright protection and copy protection, applications where high degree of
robustness is prerequisite come under the class of robust watermarking, whereas
fragile watermarking is generally used for tamper detection (integrity proof)
applications. The key focus of all the researchers is to design a robust watermarking
scheme which shows resistance toward common signal processing operations and
geometric alterations [2—4]. In the existing research methods of digital image
watermarking, it is observed that imperceptibility and resistance toward attacks
called robustness are more on frequency domain methods [9-12, 14]. In addition to
the use of transform domain methods, the applications of artificial neural methods
and their variants called machine learning approaches are successfully working onto
watermarking applications [5, 7, 9-12] by many researchers to minimize the trade-
off between the issues of watermark approaches. In this paper, a newly designed
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machine learning algorithm called LC-ELM by Y. Qu [6] is employed onto image
watermarking application. The generality performance of LC-ELM on regression
and classification using synthetic datasets which are obtained from UCI repository
and against noisy datasets is already examined [6]. With the help of the work
presented in this paper, the learning ability and high generality characteristics of
LC-ELM onto image watermarking for improving the robustness are examined.

In this paper, a new gray scale watermarking method using LC-ELM, fuzzy
entropy, and wavelet decomposition transformed domain is presented. Firstly, the
cover (original) image is decomposed using discrete wavelet transform to get
approximate and detail subbands. Secondly, select the nonoverlapping blocks of
approximate subband based on the randomness (fuzzy entropy) to embed the
bits of the watermark. Thirdly, the approximate wavelet coefficients (approximate
subband) of the desired blocks are extracted to generate the image dataset for the
purpose of training of LC-ELM. Then, a scrambled image of binary watermark
bits is inserted into the predicted value (output) attained through the well-trained
LC-ELM. The performance in terms of learning capability of the characteristics of
image and robustness against attacks of the LC-ELM are examined by the experi-
mental results. The security of the watermark is achieved by Arnold transformation
along with imperceptibility and robustness.

The rest of the paper is organized as follows. The related work such as DWT
and LC-ELM are discussed in preliminaries in Sect. 2. Proposed gray scale
watermarking scheme is described in Sect. 3. The experimental work, their results
along with the discussion, is enlightened in the Sect. 4. In Sect. 5, finally the
conclusion is described.

2 Preliminaries

In this section, the preliminaries related to the method proposed in this work such
as discrete wavelet transform, Arnold transformation, and local coupled extreme
learning machine are described.

2.1 Discrete Wavelet Transform (DWT)

The characteristics of discrete wavelet transform such as spatial frequency local-
ization, multiresolution property, etc. make it a very efficient tool in pattern
recognition and image processing applications [16]. Approximate and detailed
subbands represented by low—low and low-high, high-low, high-high frequency
are obtained after one-level decomposition of the original image. The coefficients
obtained of approximate subband are low frequency or contain the maximum energy
of the signal (coarse level coefficients), and the coefficients of detailed subband
are called finest scale wavelet coefficients since the coefficients containing the
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energy compactness property are robust when attacks are performed as compared
to detailed subband coefficients. Therefore, approximate subband coefficients are
selected to embed the watermark. It is found in the literature that detailed coeffi-
cients which are less robust are inserting the watermark into it which degrade the
quality of signed image.

2.2 Arnold Transformation

The periodicity feature of Arnold transformation [15] has made this transformation
as widely used in many applications to scramble the squared image. The 2D Arnold
transformation of a square image is given as

L=l s B o »
Vi p pg+ 1]y

where x; and y, are the coordinates of scrambled image corresponding to x,—; and
y;—1 after rth iteration,M is the height of image being processed, and p and g are

positive integers (p = 1, ¢ = 1).The original position of (x, y) coordinates gets back
after T, iterations due to its periodicity property [15].

2.3 Local Coupled Extreme Learning Machine (LC-ELM)

An artificial neural network (ANN) approach of problem solving is derived from the
human brain processing, in which feed forward neural network with single hidden
layer (SLFN) architecture which is most commonly applied for solving any nonlin-
ear problem [13]. The most popular algorithm under supervised learning category
is back propagation (BP) which is iterative and gradient descent-based learning,
which leads to slow convergence, local minima, and over-fitting problems. Extreme
learning machine (ELM) [13] provides the non-iterative solution to overcome the
slow convergence problem. ELM is simple, fast, and efficient approach having wide
applications in regression and classification problems. For further improvement in
the performance of ELM, which incorporates ELM training and structural strategies,
local coupled ELM (LC-ELM) was proposed by Y. Qu. [6]. The performance of
LC-ELM in case of classification and regression problems was investigated on
synthetic datasets obtained from UCI repository, which reveals the efficacy of LC-
ELM over traditional ELM. In the present investigation, LC-ELM is applied onto
image watermarking application to solve the nonlinear regression problem. The
mathematical formulation of LC-ELM is presented as

A set of training examples {p,, #;, ¢ = 1,2,..., Q} is used to train SLFN having
the number of hidden layer neuron as N. Here, p,, is the gth sample for training and
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14 is the respective target vector. Consider F: R — R to be a real valued function
as activation function of hidden layer, so that gw;”. p, + b;) is the output of the ith
neuron in hidden layer with weight given as

T
w; = [Wilawi25"'5wi57'"7wim] (2)

where w;; be the weight assigned to sth input and ith neuron of the hidden layer. The
bias b; is element of R, and input vector p, € RM represents the gth feature vector
of training set. The inner product of w; and p,, is represented by w;”. p,. The SLFN
output is given by

N
F(Pg) = BiF (W .pg+bi) =0 Vi=12.... L 3)

i=1
where B; = [Bu, B, . ... Bl € R )

is the weight vector connecting the ith neuron in hidden layer with the kth neuron
of the output layer, O is the predicted output vector of SLFN, and jth output layer
neuron is represented by O;. The linear activation function is selected for output
layer neurons. The SLFN can approximate these Q input samples with zero error, if
there exist §8;, w;, and b; such that

N
Y Bigwipg+b)=4Yji=12...L (5)

i=1
The above set of L equations can be rewritten compactly as

HB=T (6)

whereH=| 7 , (7

F(W\.pg+0b1)...F(w,.py+ br)
Bl g
=" | andT=1|" )

T
n

.

If infinitely differentiable activation function is selected in the hidden layer of
SLFN, then the least squares solution 8 ~ of the linear system given by (6) with
minimum norm of output weights f is obtained [13]. By this process the training
error is least and may be reached by the solution B ~ given as
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g =H'T 9)

A
where H' denotes the Moore-Penrose inverse [13] of H. The least squares solution 3

of the linear system HB=T is obtained by the training procedure of SLFN. This is
generated due to fixed input weights and biases, and because of the linear activation
function at the output layer, the one and only one smallest norm least squares

A
solution of HB=T is B = H'T.

Local Coupled ELM (LC-ELM) ELM enjoys the full connectivity from input region
to feature region, that is, a fully coupled structure is utilized. This generates the
computation cost in proportion to the input space and network size. In LC-ELM,
the computational cost is reduced with the help of local coupling proportion to
fuzzy membership proportional to similarity between the associated address (hidden
neuron) and given input. In LC-ELM, the similarity relation (SR) between input and
search space is defined with the help of kernel function [6]. Based on this relation,
a fuzzy membership (FM) function is derived. The output of hidden layer neurons
which is given by (5) for ELM is now modified with the help of FM as

Zi’il Big (Wl .py + bi) x

FM (SR (pg.a;)) = 4, Vj=1,2,....L

(10)

where SR(py, a;) is the distance between input and the ith hidden neuron (with the
address a;). The various forms of FM function [6] are utilized such as Gaussian
function, sigmoid and reverse sigmoid, etc.

Algorithm LC-ELM
For a given training set and N number of hidden layer neurons of LC-ELM,

1. Input weights w; and bias b; are randomly allocated, for i = 1,2,..., N.
2. The hidden layer output is computed using (10), which is the modified matrix H.
3. Evaluate the output weight matrix 8 ~using (9) after computing H'.

3 The Proposed Watermarking Scheme

Let Im g = {Im g(x, y):1<x<M, 1<y<N} be the gray scale image of size 512x512
with bit depth 8. The watermark of size N1xN2 is a binary image which is used in
our method. The proposed watermark embedding and extracting scheme is given as
the following:
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LF, =2 LFer,erZ

LE 151 LF, 1 541

LF, 450 LF, 11 s +1

LFr+2,s—2 LFr+2,s+2

Fig. 1 Selected wavelet coefficients of each block to form dataset

3.1 Embedding Watermark

1. Approximate and detail subband decomposition of cover image is obtained using
one-level DWT with Haar as wavelet.

2. Divide the approximate subband into blocks of size 5x5 as shown in Fig. 1; the
fuzzy entropy [8] of every selected block is calculated. The blocks are grouped
into nonincreasing order. The blocks obtained are nonoverlapping.

3. Select first m no. of blocks, and image dataset of significant wavelet coefficients
as shown in Fig. 1 of each selected block is formed. The main property of
selected wavelet coefficients is that they are perceptually significant because of
their energy compactness and robustness to image operations as explained in
experimental results and discussion section.

4. The LC-ELM is trained with the help of image dataset DS formed using the
selection of prominent features from the designated blocks

xi,y)eR¥xR:i=1,2,....m
LF, 552, LF 542, LF;—y 51,
DS = LFr—l,s—lyLFr-l-l,s—l,LFr-H.s-Hv ’ (11)

LFr+2.s—2aLFr+2,s+2
LF,s

where LF,; as depicted in Fig. 1 is the target and its diagonal elements
(neighbors) are supplied as input vector to LC-ELM. Thus a dataset DS =
{(x,y; i = 1,2,...,m)} of size mxl[ is generated. Here, the total number of
blocks is m, and the dimension of feature vector is /(I = 8) for LC-ELM. From
correlation property, the central coefficient LF,; can be approximated by the
selected elements (diagonal neighbor elements). Using the dataset DS, selected
(odd number) samples are used to train the LC-ELM with (2) (to compute weights
and biases input) and (9) (to calculate weights output), that is,DS = {(x;, y; :i =
1,3.,5,....,m)} acts as input to train the LC-ELM corresponding to target vector y;
={LF,;:i=13,5,..,m}
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. The predicted value corresponding to even number of samples is obtained

through the well-trained LC-ELM using (9) analogous to target vector y; = {LF,
11 = 2,4...,m}. The scrambled bits of watermark computed using Arnold trans-
formation [15] are embedded into the predicted value of LC-ELM, according to
the following rule:

if wm_bit = 1

LF_Wm,; = max (LF,,LF,; + §8)
else

LF _Wm,; = min (LF,,LF,; — §)

(12)

where LF r.s 18 the predicted value of trained LC-ELM, the modified central value
is LF_Wm, g, the scrambled watermark bit is wm_bit, and § is the strength of the
watermark which is obtained after performing a number of experiment (6 = 15).

. The selected blocks which are used for embedding the watermark are with the

original block of approximate subband. Then watermarked (signed) image is
reconstructed using inverse DWT. Peak signal-to-noise ratio (PSNR) demarcated
by (14) is used to find the perceptual quality of the signed image. High PSNR
value justifies that that there is no loss in the perceptual quality of the signed
(watermarked) image.

3.2 Watermark Extraction

The watermark is extracted from the signed image as follows:

1.

2.

Decompose the watermarked image into approximate and detail subband using
one-level DWT.

The m blocks used in embedding the watermark are chosen using the block
index, and step 4 of watermark embedding is applied to generate the watermarked
dataset.

. From this generated dataset, only even number of samples is picked which is

supplied to trained LC-ELM to obtain the predicted value (output) denoted by
LF r.s of each selected block corresponding to desired output y; = {LF,, : i
= 2,4...,m} of the signed (watermarked) image and recover the binary bits as
extracted watermark:

1 ifLF, > LF,,

SW,, = .
0 otherwise

13)

. Extracting the scrambled watermark sequence in a vector form in step 3 is

reshaped into the scrambled watermark, and then anti-Arnold transformation
is applied to this scrambled watermark to get the original watermark. Then bit
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error rate (BER) using (16) is computed between the original and recovered
watermark.

4 Results and Discussions

The validity of the watermarked embedding and extracting procedure described
in Sect. 3 is tested on gray scale images Lena, Pepper, and Cameraman of size
512x512 with bit depth 8 shown in Fig. 2 through experimental results. The binary
watermark of size 32x32 bits shown in Fig. 3 is used in our experiments. The hidden
node parameter of LC-ELM is randomly selected which lies in the range of [—1,
1], and address of these nodes is given a value which lies in between [0, 1]. The
radial basis function is used as the hidden layer activation function of LC-ELM. The

Gaussian function F(x) = exp (—)‘72) with r = 0.5 is used as fuzzy membership

function in LC-ELM. The resemblance between input and hidden nodes of LC-ELM
2

is evaluated using the Gaussian kernel given by G (x,y) = exp (—@) with 60

= 0.5. The optimal value of r and 6 is found by the repeating a no. of experiments
on different textured images. The nodes in the hidden layer for performing all the
experiments are set to 8. The learning capability of LC-ELM and its generalization
performance corresponding to the abovementioned parameters are demonstrated
by the quality of watermarked image shown in Fig. 4, and the resistance against
different kinds of image operations is listed in Table 1 on all the test images which
verifies the robustness of the proposed approach.

Fig. 2 The original (a) Cameraman, (b) Pepper, and (c) Lena images

Fig. 3 Original watermark
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~

'
PSNR: 46.8714 (dB) PSNR: 45.8256 (dB) PSNR: 46.1094 (dB)

BER: 0 BER: 0 BER: 0

Fig. 4 Watermarked version images corresponding to Fig. 2 and extracted watermark against
without attack case

Table 1 BER value of extracted watermark against attacks

Attacks/images Cameraman Pepper Lena
Attack-free 0 0 0
Median filtering 0.1602 0.1357 0.1734
Average filtering 0.1084 0.1309 0.1377
Scaling 0.0371 0.0184 0.0605
JPEG (QF = 80) 0.002 0.0039 0
Cropping from top left 0.0244 0.0137 0.0195
Blurring 0.0049 0.0059 0.0049
Contrast enhancement 0.0098 0.0068 0.0088
Addition of Gaussian noise 0.0195 0.0195 0.041
Addition of salt-and-pepper noise | 0.0508 0.0508 0.0996

4.1 Results for Imperceptibility and Robustness
The watermark imperceptibility and resemblance between the original and signed
(watermarked) image are measured by PSNR given as

2

255
PSNR = 10logg 1o (dB) (14)

where MSE is the mean square error between the original and the distorted image
and is defined as

PR B (Img (x.y) —Img (x, y))2
M xN

MSE =

5)
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where Im g(x, y) and Img/(x, y) denote the pixel value at (x, y)th position of the
host and signed (watermarked) image, respectively. High PSNR value implies better
visual quality of the signed image. BER is employed to find the resemblance
between the original and extracted watermark denoted by W_org and W_ext
respectively against a series of attacks which is given by

N1 N2 .. ..
=1 2_i—1 W_org (i,j) ® W_ext (i, )
N1 x N2

The lower the BER value, the better visually will be the recovered watermark
against image operations. The images after embedding watermark along with
recovered watermark against without attack equivalent to all test images are revealed
in Fig. 4. From Fig. 4, it is perceived that high PSNR value of all watermarked
version images shows the good learning ability of image characteristics of LC-ELM.
The zero BER value corresponding to without attack of all test images proves the
accurate extraction of watermark.

4.2 Results for Robustness

Different kinds of image operations such as median filtering, average filtering, JPEG
compression, scaling, cropping, Gaussian blurring, addition of Gaussian noise and
addition of salt-and-pepper noise, etc. are performed to examine the robustness
by experiments. The results of robustness on the images are reported in Table 1.
The visual quality of distorted watermarked image Pepper along with extracted
watermark against attacks is shown in Table 2. From Table 1, it is concluded that
the lower BER value against all the attacks verifies that the extracted watermark is
recognizable against the operations. The experimental results depicted in Table 2
reveal the generalization performance of the LC-ELM onto image watermarking
applications.

The main points of attraction of the proposed scheme include (1) the utilization
of LC-ELM as regression improves the robustness against attacks as verified by the
experimental results, which proves its good generalization performance with low
computational cost; (2) selection of approximate subband (low-frequency subband)
which provides the imperceptibility of watermark and more robustness to the
proposed scheme; and (3) fuzzy entropy [8] which is sensitive to image variations;
it is used for selecting smooth nonoverlapping blocks and discards blocks with
redundant data.
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Table 2 Visual quality of watermarked images after attacks and corresponding extracted water-
mark of Pepper image

Attacks
Median filtering

Extracted watermark

- ——
-

Average filtering

Scaling (512-256-512)

JPEG (QF = 80)

Cropping from top left

Gaussian blurring

Contrast enhancement

Addition of Gaussian noise

Addition of salt-and-pepper noise

8
aq
a

5 Conclusion

The applicability of LC-ELM onto image watermarking for copyright protection
applications is discussed in this work. In the proposed scheme, LC-ELM is used as
regression mode onto image watermarking to generate the nonlinear relationship
among the inputs and targets. The well learning ability of the characteristics of
image and the generality performance against attacks of LC-ELM are examined by
the experimental results. Low-frequency wavelet coefficients of the blocks selected
using fuzzy entropy are carried out to train the LC-ELM, and then with the help
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of trained LC-ELM, watermark is embedded. Fuzzy entropy [11] is sensitive to
image variations; it is used for selecting smooth nonoverlapping blocks and discards
blocks with redundant data. Experimental results imply that the method discussed
in the work is highly robust against image processing operations and is applicable
for copyright protection applications.
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Implementing and Evaluating R-Tree
Techniques on Concurrency Control

and Recovery with Modifications on Nonspatial
Domains

Rucche Sharrma and Amit Gupta

1 Introduction

A spatial database is a collection of objects that span the same underlying space,
where each object may have an arbitrary extent. Usually, spatial databases are very
large in data volume. Consequently, a spatial database is organized using spatial
access methods that provide efficient access and flexible manipulation of the data.
There are many ways to represent and organize a set of objects inside a data structure
[1]. These representations have been reviewed earlier [2].

One way is to decompose a spatial object into disjoint cells. Thus more than one
entity inside the data structure is used to depict the spatial object. Some example
representations include a partition of the spatial object into a collection of convex
blocks (the cell tree [3]), a collection of square blocks at predetermined positions
(the quadtree [4]), or a collection of rectangles (the R+ — tree [5]). An alternative
way is to represent a spatial object by only one entity inside the data structure, e.g.
by a point in higher dimensions just like depicting an n-dimensional polygon with
k boundary points by a point in nk dimensions, and then store it in a point data
structure (e.g. the grid file [6]) or by some conservative approximation of the object
as in the case of representing the same polygon by its minimum enclosing rectangle
(e.g. the R-tree [7]), with R-tree being the most popular approach.
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2 R-Tree

Spatial database systems utilize a multidimensional index structure, called R-tree
[7]. The concept of R-trees states that a minimum bounding box is used to index a
spatial object and contains the object. A minimum bounding box is used to represent
the data in R-trees and the data can be of any dimension. All the children are
bounded by the parent node. One node can contain multiple objects inside it. Actual
objects are represented in the leaves but are stored separately on the disk. It is always
height balanced with height as log n.

The R-tree [7] is a height-balanced tree that stores the spatial data by using
the concept of a minimum bounding (or enclosing) rectangle. Objects are grouped
into hierarchies of enclosing rectangles. The R-tree is similar to a B-tree with key
values in the B-tree nodes replaced by bounding rectangles. However, unlike a B-
tree, the bounding boxes of different nodes of the R-tree may overlap. Unlike other
spatial access methods [6, 9-11], R-trees are not limited to storing multidimensional
points, but can also store multidimensional spatial objects, which are denoted by
their minimal bounding box.

Even now, R-tree structure modifications such as page split or deletion pose a
challenge to concurrency and recovery. However, there are more issues with respect
to R-tree, mainly:

e Lack of ordering on R-tree keys

* Minimum bounding box resizing

* To implement the above, two questions must be addressed to improve
efficiency:

* How to identify that the node/child has split
* How to cap the extent to move right

In case of R-trees, when multiple subtrees are traversed down, it can be possible
that the same node is visited twice if traversal is done too far to the right. Hence, the
second question is very important.

Over the years many improving variations of R-trees have come up which are
offering suggestions on cost models. Our proposed approach tries to improve upon
this.

3 R-Link Tree

The various refinements and concurrency optimizations that were earlier intended
for B-trees, have not provided much improvisation on R-trees. One such variation
is the B-link tree [12], where the nodes (siblings) at each level are interconnected
using a right link and are used to manage the splits through traversal across the links.
In recent times, this process has demonstrated the highest degree of concurrency in
comparison with other locking protocols of B-trees [13] and also averts holding
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locks at the time of input-output operations. This concept in B-link trees works
on the principle that key spaces are maintained in a linear order, which makes it
irrelevant for R-trees.

Inspired from Yao and Lehman’s research, another deviation from R-trees has
been developed called R-link trees [14]. Just like B-link trees [15], it proposes a
high degree of concurrency and similar locking behavior. Each page is allocated a
sequence number which orders the keys linearly and assists in traversal of sibling
links in deciding when and how to do the same. A new characteristic of link-style
trees is that without a separate reorganization phase, the deletion algorithm removes
an empty node.

R-link trees handle unexpected splits almost like B-link trees and traverse across
to child nodes at the same level using the link pointers and hold only a few locks
at one time for every operation. However, the conceptual design difference between
the two is that there is no linear order among spatial keys. Unexpected splits are
handled differently in both, where the actual keys of the search are used to settle
them in B-link trees, but in the case of R-link, the sequence number allocated to
the node is used for the same. Theoretically, the degree of concurrency achieved
using R-link trees is equivalent to the B-link tree, the best B-tree algorithm. During
traversal to the leaf node, in R-link tree, at one time only, a single node is locked,
hence no lock coupling. Invalid pointers created due to node deletion are maintained
using a generation number. This is done by allocating and tracking a generation
number of when the node deletion takes place. This method ensures that during tree
traversal, at the time of online node deletion, there is no need of using lock coupling.
Concurrently, many updates of the index are possible as during any delete or insert
operation, maximum of only two nodes need to be locked. Also, to ensure that this
happens, logical undo needs to be implemented in the recovery mechanism. R-link
trees are competent of supporting high throughput and low response times whenever
the load increases. This is comparable with R-tree’s lock-coupling concurrency
mechanism.

4 Proposed Approach: NS Link Tree

This paper proposes a new variant of R-tree, NS link tree. Instead of R-tree which
traditionally uses minimum bounding rectangle and R-link trees which use a system
of sequence numbers assigned to each node with linked tree components at every
level, the research introduced NS link tree (nonspatial) with minimum bounding
circle and adding relevant nonspatial data at each point to reduce the number of
query results to the database.

In [8], the minimum bounding box, the convex hull, the minimum bounding
4- and 5-corner, the rotated boxes, the ellipses, and the circles were selected
and investigated. The result is very interesting. The convex hull has the best
approximation quality (124%), followed by the 5-corner (133%), the 4-corner
(144%), the rotated box (162%), and the ellipse (168%). Compared to the minimum
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bounding box (193%), clear gains of approximation quality were obtained in all. In
this research minimum bounding circle (MBC) is selected.

4.1 Concurrency Control

Concurrency control can be designed in different manners. It depends on the volume
and type of data and the application it is used for. Here the concurrency control is
implemented in the following manner:

¢ The Operations are prioritized as first-come, first-served.

* Simultaneous operations can occur without any problem, if their respective
MBCs (minimum bounding circles) don’t clash.

e If MBCs are clashing, then the operation which is received first is executed first.

* The remaining operations on the same MBC will have to wait till the previous
one is complete.

¢ Hence, no locking of the entire branch takes place like R-tree and only the active
node is locked.

4.2 Recovery Mechanism

Just like concurrency, recovery mechanism can be designed in different manners
depending on the type of application where it will be used and the type of data. In
this implementation, a separate log file is created. In the log file, record of every
transaction (insert and delete) is maintained. Every entry made is log file constitutes
of the address of the node where insertion and deletion are taking place along
with the data to be inserted/deleted. In this implementation the log file stores 100
transactions. However, the same can be altered depending on the application where
it is used. If the tree has crashed, this can be used to reconstruct the tree or undo the
change.

4.3 Algorithm

The following algorithms are used in the implementation:
Add_datapoint()

1. Chooseleaf() will give the leaf node in which the data point is to be inserted.
2. Insert() will insert the data point in the leaf node selected and split it if needed.

Chooseleaf()

1. Choose the mbc in which there is minimum increase in area to insert the data
point. In case of conflict, choose the one having smaller area.
2. Change the attributes of the selected mbc.
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3. Recursively run chooseleaf() on child node of the selected mbc till a leaf node is
found.
4. Return the leaf node.

Insert() If the node is not full:
1. Insert data point/mbc.
Else: //in case of split

1. If the node is root node, create a new node and add the mbc of the node which is
to be split.

2. Find the points/mbc to be grouped together and obtain two sets of the same (using

clustering or sorting based).

. Update the previous node and its mbc with one set of points.

. Create another node with the second set of mbc/points and create its mbc.

5. Recursively run this function again to add the mbc of newly created node to the
parent node.

B~ W

Sorting-Based Algorithm for Grouping

1. Sort the M + 1 data points or the centroids of the mbc on the basis of their x and
y coordinate separately.

2. Find the sum of area of the mbc formed by the smallest two points and the largest

two points on x axis.

. Do step 2 for the y axis also.

4. Compare the sum of area obtained in steps 2 and 3, and the one which is smaller
will give the two sets required.

5. Add the remaining points one by one to either the set containing the smallest two
points or the largest two points based upon in which set the increase in area of
the mbc is smaller. In case the increase is same, choose the one with smaller area
of mbc.

6. Return the two sets.

(O8]

Clustering-Based Algorithm

1. Select k points(=2) as initial centroids.
2. Do until centroids do not change:

(i) Form k clusters by assigning each point to its closest centroid using
Euclidean distance formula.
(i) Recompute the centroid of each cluster.

Distance formula: sqrt[(x2—x1)"2 + (y2—y1)2 + (z22—z1)2 ... ... ... ... ]
Search()
¢ Do until leaf node is not reached:

1. For each mbc of the node, check whether the search query overlaps the area
of the mbc.
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2. For all overlapping mbcs, invoke search() on the subtree of that mbc.

» If leaf node is reached, for each data point in the leaf node, use the nonspatial
attribute to check if the data point is qualified for the query or not.

4.4 Implementation

For implementation, Python language is used. The environment and computing
resources are not standardized and may vary as per the scalability of the database.
Publically available data set of airports all across the world is used in this
implementation. It contains over 6600 records. The structure of the data is as
follows:
Each entry in the database comprises of the following information:

e Airport ID: Unique open flight identifier for an airport.

* Name: Name of airport, which may or may not contain the City name.

» City: Main city served by airport that can be spelled differently from Name.

* Country: Country or territory where airport is located.

e JATA/FAA: 3-letter FAA code, for airports located in Country “United States of
America.” 3-letter IATA code, for all other airports. Blank if not assigned.

* ICAO: 4-letter ICAO code. Will show blank if it is not assigned.

* Latitude: Decimal degrees, usually to six significant digits. Negative is south and
positive is north.

* Longitude: Decimal degrees, usually to six significant digits. Negative is west
and positive is east.

» Altitude: In feet.

e Time zone: Hours offset from UTC. Fractional hours are expressed as decimals,
e.g. Indiais 5.5.

e DST: Daylight savings time. One of E (Europe), A (US/Canada), S (South
America), O (Australia), Z (New Zealand), N (none), or U (unknown).

The relevant nonspatial element used in the implementation for this data is the
field, DST. This provides categorization of all records in the database (Table 1).

4.5 Results

The performance of the NS link tree over an R-tree is measured by the number of
links generated to search into the database and illustrated through these equations:
Final links to database for search:

In case of R — tree : N*M (1)

In case of NS link tree (nonspatial) : S*N*M ()
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Table 1 Shows the results of the tests for many search queries

Query Links generated by R-tree | Links generated by NS link tree
Search all “E” airports 124 5

between the coordinates (0,0)

to (20,40)

Search all “U” airports 124 97

between the coordinates (0,0)

to (20,40)

Search all “A” airports 657 5

between the coordinates

(—100,—100) to (10,0)

Search all “Z” airports 193 0
between the coordinates

(30,50) to (30,50)

Search all “N” airports 78 43
between the coordinates

(60,23) to (75,60)

Search all “U” airports 16 4
between the coordinates

(—10,—10) to (—10,—30)

Search all “A” airports 42 0
between the coordinates

(—23,—20) to (—45,—50)

Where:

N: No. of leaf nodes which are overlapping with the search query area.
M: No. of data points a leaf node can store.

S:

Percentage of records in the search area fulfilling the nonspatial conditions. This
is out of N*M. S < =1 always.

Values returned by Eq. 2 will always be less than or equal to Eq. 1. To simplify:

If the number of nonspatial categories is Z, then considering the homogeneous
distribution of data according to nonspatial categories in the search area, on an
average the resultant number of links to the database would be 1/Zth of the
number of links obtained by R-trees.

In case of nonhomogeneous distribution, the resultant may further reduce or may
not be 1/Zth but will always be less than R-tree.

The only scenario when the two results will be equal is when there is only
one category of data in the search area which makes it the worst case scenario.
However, that may only be possible if the search area is very narrow or the data
is inadequate.

And so the list continues.
The table clearly shows that the number of links generated through NS link is

much less than the ones generated through a regular R-tree (Fig. 1).
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Fig. 1 Shows the pictorial representation of the difference between the number of links generated
through R-tree and NS link tree

5 Summary

NS link trees are an extension on R-trees and support high concurrency. They are
better than R-trees. Incorporating the related nonspatial data in the NS link tree
with the minimum bounding circle significantly improves the number of links to the
database for searching and thus speeds up the performance.

Some performance study may analyze that the resultant overhead in keeping a
nonspatial element for every node in memory will increase the overhead of the tree.
However, the same can be considered as a trade-off in terms of lesser records to be
searched in the database, and if the database is very large, then this actually works
in favor.

Acknowledgment I would like to thank Dr. Amit Gupta for inspiring me and having faith in me
to complete this. I would also like to acknowledge the contribution of one of my former students,
Parteek Singhal, Software Engineering, Delhi Technological University, whose questions on the
concepts made me brainstorm further into the topic. He was also the person who worked on the
implementation and improvised the entire code.

References

1. Kriegel HP, Heep P, Heep S, Schiwiets M, Schneider R (1992) An access method based query
processor for spatial database systems. In: Gambosi G, Scholl M, Six H-W (eds) Geographic
Databose management systems. Workshop Proceedings, Copri, Italy, Mug 1991, pages 19-t-
211, Springer-Verlag, Berlin

2. Walid G, Aref, HS (1994) A cost model for query optimization using R-Trees. CIKM’94
Workshop 12/94, Gaithersburg, MD, USA @ 1994 ACM



Implementing and Evaluating R-Tree Techniques on Concurrency Control. . . 211

10.

11.

12.

13.

14.

15.

. Gunther O (1989). The design of the cell tree: an object oriented index structure for geometric

databases. In Proceedings of the Fifth IEEE’ International Conference on Dots Engineering,
pp 593-005, Los Angeles

. Klinger A (1971) Patterns and search statistics. In: Rustagi JS (ed) Optimising methods in

statistics. Academic Press, New York, pp 303-337

. Faloutsos C, Sellis T, Roussopoulos N (1997) Analysis of object oriented spatial access meth-

ods. In Proceedings of the 1987 ACM SIGHCD International Conference on Management of
Dots, pages 420-439, San Francisco

. Nievergelt J, Hinterberger H, Sevcik KC (1984) The grid file: an adaptable, symmetric multikey

file structure. ACM Trans Dotobose Syst 9(1):38-T1

. Guttman A (June 1984) R-trees: a dynamic index structure for spatial searching. In Proceedings

of the 1984 ACM SIGMOD International Conference on Management of Doro, pp 47-57,
Boston

. Brinkhoff T, Kriegel H-P, Schneider R Comparison of approximations of complex objects used

for approximation-based query processing in spatial database systems. Institute for Computer
Science, University of Munich, Germany

. Bentley JL (1975) Multidimensional binary search trees used for associative searching. CACM

18(9):509-517

Robinson JT (1981) The K-D-B-Tree: a search structure for large multidimensional dynamic
indexes. Proc. 1981 ACM SIGMOD Conf., pp 10-18

Lomet D, Salzberg B (1990) The hB-tree: a Multiattribute indexing method with good
guaranteed performance. ACM TODS 15(4):625-685

Lehman P, Yao S (1981) Efficient locking for concurrent operations on B-Trees. ACM TODS
6(4)

Johnson T, Shasha D (1993) The performance of current B-tree algorithms. ACM TODS
18(1):51-101

Banks D, Kornacker M, Stonebraker M (June 1994) High-concurrency locking in R-Trees.
Sequoia 2000 Technical report 94/56

Kornacker M Douglas Banks: high-concurrency locking in R-Trees. Proceedings of the 21st
VLDB Conference. Proceedings of the 21st VLDB Conference



Inventory Decisions for Imperfect Quality
Deteriorating Items with Exponential Declining
Demand Under Trade Credit and Partially
Backlogged Shortages

Chandra K. Jaggi, Prerna Gautam, and Aditi Khanna

1 Introduction

Recent advancements and developments in the field of inventory management have
driven plenty of researchers toward expanding their horizon in exploring various
realistic inventory situations, with the motto to make a better and versatile model
that deals with real-time system. Thus, it is mandatory to build inventory models
that exhibit the real inventory situation. Out of many aspects, deterioration is
one such factor which should not be snubbed for making a realistic inventory
model, because there is loss of inventory due to deterioration and the value of the
inventory depends upon worth of the item at the time of evaluation. Commonly,
deterioration process can be explained in terms of product damage, decay, spoilage,
evaporation, pilferage, obsolescence, etc. which ultimately declines the utility of the
original product. At first, [1] investigated an inventory model assuming exponential
decay with deterioration. Reference [2] further explored the model for items that
deteriorate and the rate of deterioration to follow Weibull distribution. Afterward, a
number of research articles appeared in different journals like [3-5], etc. that were
summarized by [6]. References [7, 8] also contributed in the field of deterioration.
Recently, [9] provided a review of inventory literature that considered deteriora-
tion. It is believed that the assumption of taking demand rate to be constant does not
hold in day-to-day practice. In fact, inventory products (viz., electronic products,
fashionable goods, etc.) face fluctuations in their demand patterns oftentimes. A
number of products experience expanding demand through their growth stage.
However, the demand of few items tends to decrease with the advent of attractive and
better products which influences the preference of customers. Also, the physical loss
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of materials and decreasing customer assurance in the product quality negatively
affect the demand. This scenario provoked researchers to propose inventory models
that incorporated deterioration and varying demand patterns.

The two popular types of varying demands which were considered by research
experts were continuous and discrete time. Under the category of inventory models
with continuous time, mostly the demand patterns are assumed to vary either
linearly or exponentially. Reference [3] developed an instantaneous replenishment
inventory model with deterioration and demand to be proportional to time. The
first one to propose an inventory model incorporating demand rate to be decreasing
exponentially was done by [4].Reference [8] presented a generalized version of [4]
by implementing both exponentially inclining and declining demand. References
[10, 11] presented a deterministic model with deterioration where demand decreases
exponentially.

Later, [12] exhibited optimal method recommended by [10] to be independent
of the rate of demand. Reference [13] proved “Newton’s method” incorporated
in [11] to be inadequate and applied it again with suitable changes. Reference
[14] developed a scenario considering deterioration and exponentially decreasing
demand.

Further, it remains worthless to consider the quality of items to be perfect as
it is difficult to procure/produce perfect items. This way it becomes necessary to
incorporate a screening process so as to distinguish the good-quality and bad-quality
items. Motivated with this, plenty of research in the field of imperfect quality was
carried out. Reference [15] incorporated the impact of defectives in the economic
order quantity model. Reference [16] considered the time lag “between the in-
control and out-of- control state is exponential,” and the nonconforming items can
be reworked at some cost.

Reference [17] extended the work done for imperfect quality and contradicted
with the findings of [16] that the lot size decreases with increase in the number
of defectives. Reference [18] investigated the subject further by considering the
defective proportion to be random. Reference [19-21] developed some interesting
work in this area.

Furthermore, trade credit is necessary for both, the supplier and retailer in terms
of financial benefits. It is a well-known strategy to elevate the sales and acquire
profits. Reference [22-26] presented some of the pioneer work in this category, and
since then plenty of research was done in this field, which was later summarized by
[27]. Reference [28] presented an optimal replenishment model considering items
of imperfect quality with trade credit.

The abovementioned models were developed under the assumption that shortages
are not permissible. However, in common practice, stockout cannot be avoided
due to various supply and demand suspicions. Therefore, it becomes reasonable to
incorporate the shortages in inventory model. References [29, 30] developed models
for deteriorating items with time-varying and linear trend in demand. Reference
[31] developed optimal inventory model with shortages and imperfect quality items.
Reference [32] incorporated imperfect quality items with backlogging and obtained
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closed-form expressions. Further, [33, 34] discussed economic ordering policies
for defective items with shortages and trade credit. Recently, [35] developed an
inventory model that explores the defective and deteriorating items under trade
credit environments with allowable shortages and demand to be dependent on price.

As mentioned earlier, nearly all researchers in the past have considered that
shortages are fully backlogged. But in a realistic environment, only some customers
wait for the item during the shortage period. Therefore, it becomes pertinent
to include the opportunity cost owing to lost sales in the modeling framework.
Also, several researchers have used fixed backlogging rates while developing the
inventory models. In some cases, for instance, in the inventory system for clothing
industry, the duration of waiting time for the subsequent replenishment acts as a
prime factor to decide whether the demand will be backlogged or not. It has been
observed that the more the waiting period, the smaller is the pace of backlogging
and also holds conversely. Thus, the rate of backlogging is not constant but is a
function of waiting time for the subsequent replenishment. In the literature [36—38]
have developed the optimal replenishment model with shortages. Throughout the
interval of shortages, the backlogging rate is dynamic and is a function of waiting
time interval.

In the present study, the inventory model is formulated to cater the problem of
the retailer that deals with imperfect-quality deteriorating products whose demand
decreases exponentially in trade credit environment. The shortages have been taken
into consideration with partially backlogging. Also, the rate of screening is consid-
ered to be more as compared to demand rate. This is because it helps in meeting
the demand and back orders with perfect-quality products in parallel to a screening
process. The model mutually optimizes the shortage point and cycle length in order
to maximize the retailer’s overall profit function. The model is appropriate for
items such as fashionable and seasonal products, electronic equipments, and mobile
phones. These items face variations in their demand rate due to the introduction of
new technology that eventually alters customer’s preferences.

2 Assumptions and Notations

1. The demand rate, R(f), is known and decreases exponentially. R(f) =
Ae " 1(t) > 0
D;I(r) <0
where A(> 0) is initial demand, and y(0 < y < 0) is a constant representing
the declining demand rate.

. The defectives, ¢, are considered, with p.d.f. f(«)
. Fraction 6 of inventory gets deteriorated per unit time.
. A fixed delay period M is offered to the retailer by the supplier.
. Process of screening and demand continues at the same time, but A > D
. Defectives are free from deterioration.

AN AW
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7. During stock-out time, the rate of backlogging varies and depends upon the
length of the waiting time for subsequent replenishment. The fraction of cus-
tomers who are willing to accept backlogging at time ¢ will decrease with the
waiting time (T — ) waiting for the succeeding replenishment. Hence, back-
logging rate is given as m when inventory is negative. The backlogging
parameter § is a positive constant, t; < < T.

Ordering cost

Retailer’s purchasing price
Holding cost

Inventory loss due to deterioration
Average proportion of defectives
Rate of screening

Screening cost

Time of screening

Quantity ordered

NS ™ >R DT o X

Length of inventory cycle

Point when shortages start to build

Rate of demand

Interest made

Interest payable

Maximum permissible demand to be backlogged

BRI e R vy

selling cost
f(a) | Probability density function of

b
E@) | = faf (@)da,0 <a<b<1

M Credit period

C Shortage cost

Cs Salvage cost

(&3 Cost of lost sales per unit
1,(t) | Level of inventory for (0,z)
I,(t) | Level of inventory for (,t;)

3 Mathematical Model

An inventory scenario is considered with size of lot Q which is delivered to the
retailer, purchase cost is ¢ per unit, and cost of ordering is K. The received lot is
assumed to contain defectives, o with p.d.f., f(«) After receiving the consignment,
full inspection of the lot is carried out at A rate. The defectives separated from the
good-quality lot are retained in stock and are sold out as solo batch at a reduced
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price Cs, where C; < c. The rate of demand, R(?), is deterministic and decreases
exponentially, R(f) = Ae™ ", where A is the opening demand and y(0 <y < ) is a
constant which represents the decreasing demand rate, 6 proportion deteriorated, z;
time of screening, and T the cycle length. During time interval (0, #,) the inventory
level 1;(¢) depletes because of the combined effect of deterioration and demand. At
time #,, screening is performed, and the level of inventory is reduced by the number
of defectives secluded, @Q and the back orders B, the backlogged demand which
gets satisfied from the inventory. For the time interval (z,, #;), the level of inventory
I>(t) decreases owing to demand and deterioration and reaches zero at time #; Also,
for the interval (¢;, T), partial backlogging is made.

Let 1;(¢) be the inventory level for period 0 < ¢ < #,.

Differential equation for interval (0, ) is

dIl (t)
dt

+ 061 (1) = —Ae™",0 <1 < (1)

The above differential equation is solved with the boundary condition,
1=0,1;(0) = Q

L) = (e_g' —e ")+ Qe ¥ )

00—y

With the completion of screening, the number of defectives at time #, is «Q and
backlogged demand is B.

Further, the inventory in effect at t = t,, after secluding defectives and backo-
rders, is

Lt (1) = (7 —e) + Qe —aQ — B 3)

00—y

Now, let I5(¢) be level of inventory for (¢, <t < 1;).
Differential equation for period (7, t;) is

dl (1)

—— OL(1) = -Ae " 1, <t<n “)

The above differential equation is solved with the boundary condition
t=t5,1(t;) = L (%), given by

A

L(t) = 5=

(6—01 _ e—Vt) + Qe—Ot _ aQeG(IJ—Z) _ Bee(fs—t) (5)
14

The equation is solved for Q with condition t = ¢, I(¢;) =0 (Fig. 1)

_A (=0 _ vty _ RO ts—t)
=y (e e ) Be™'s

0= (6)

aefts—t) _ o0t
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Fig. 1 Level of inventory over time T
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During the shortage period [t;, T], demand at time ¢ is partly backlogged as

m. The differential equation is given as

dB(t)__ D
a 1+8(T—t)’t =r=1 ®
B(t):%){ln[l—i-S(T—t)]—ln[l+8(T—t1)]} )

Let t = T in (8); the maximum demand which is backlogged can be obtained as
D
B(t) = 5 In[l + 6 (T —1)] (10)

The model incorporated trade credit; hence, pertaining to delay period, three
different possible cases are discussed for the profit expression of the retailer r;,
j=1,2,3,viz.

Case 1: 0 <M <t
Case2:t, <M <1
Case3:t; <M<T

Following are the components of the retailer’s total profit expression (Fig. 2):
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Fig. 2 Level of inventory over time T

m; (11, T) = Sales Revenue — Ordering cost — Purchase cost
—HoldingCost — Screening Cost — Shortage cost — Cost of lost sales
+Interest Earned — Interest Paid

(1)

All the components of retailer’s total profit are discussed below:

1. The total revenue from sales is obtained by selling good-quality and imperfect-
quality items:

=p(l—-a)Q+ CuaQ (12)

2.
Ordering cost = K (13)

3.
Purchase cost = c¢Q (14)

4.
Screening cost = BQ (15)

5.

Th 48T =) (16)

Short t = C,D
ortage cos 2 3 3
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1
Cost of lost sales = CLD{(T—I]) - gln[l + 8(T—t1)]}

7. Cost of holding for the time interval O to #; and ¢, to #

=h 711 (z)dt+tf112 (t)dl:|
0

tg

o5 [ D= ()] =§ (=)

=h N 9%[% (e—ytl_e—yts)_%(E—th_e—(%t.v)]

_ % (e—en _ e—ezs) + ane‘f (e_(”l _ e—(”s) + BET% (e—em _ e—ezs)

A7)

(18)

To determine expressions for interest to be paid and earned, three possible cases

are derived:

Casel:t, <M <t

For this case, interest can be earned from the revenue generated by selling the items
up to the delay period, M, though the accounts require settlement at M, which further
requires the arrangement of money at some identified interest rate so as to get the

remaining stocks financed for the time period M to T.

8.

M y -M 1
Interest earned = pI, [ R()wdt = pl, | (e 1) [ — -
0 14 14

Interest payable = cl, [ s L(ndt + [ 2 Iz(l)dl]

{gﬁ_y [% (e—yts — M) - % (e—é)rs _ e—eM)] _ % (e—ezA. _ e—GM)}

= Clp (ﬁ_y I:% (e—ytl _ e—yts) _ é (e—ezl _ e—é)zx):l _ % (8_0“ o e—etx)

e e Gl O S )

19)

(20)



Inventory Decisions for Imperfect Quality Deteriorating Items with Exponential. . . 221

Substitute the values from (12) to (20) in (11), the total profit expression per unit
time per cycle for Case 1, m(#(, T).

7 (t.T)=+p(1—a)Q+ CaQ— K —cQ— O
—CD {5 — S [l +8(T — 1)}
r

—CD{(T—1) — 5In[l +8(T — )]}

e e —n=bEen -] =g -
+ {6% [% (e—yzl _ e_ylf) _ %( —0t __ 61,)] % —9:1 _ OzA)
_i_otholx (e“9’1 _ e—eg.) + Bel's ( —0n _ —9&) 1]

ol (2 )]

e =] g e )

l e —Vis _e_VM)
14

+ {0% [% (e77 — 7Vt — é (e_(”l — e—Gts)

_% (e~ — e=0)] + an"’S (€0 — e~t) 4+ BeTf"‘ (et — e—@t;)} 1l
(21)

Case2: ((1,7)
For the Case 2, one can make interest over the revenue made from sales till M; also,

one will earn interest for the shortages which are met during (M — t;) and due to the
sale of defective items during (M — t,).

10.

Interest earned = pl, [fg/[R(t)tdt +B[(M — ts)]] + CaQI, (M —ty)

= pl, [(e = 1) (2 = 1) ]+ PLBIM = 1)] + Ca QI (M —1,)

(22)

11.

Interest payable = cI, [ [ L(1)dt]

o eATy [% (e77 — &M — % (e~ — e—é)M)] _ % (701 — e=tM) (23)
— + %ﬁ”” (e —e=0M) 1 Bcz;’f (70 — ¢=0M)
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Substitute the values from (12) to (18), (22), and (23) in (11), the total profit
expression per unit time per cycle for Case 2, w5 (¢, T).

(1, T) = %[p(l — )0+ CaQ—K —cQ—BO— CoD
{5 — #In[1 48T —n)}
DT — 1) — 3 In[1 +8(T —1)]}
—h[ {Qﬁ—y [; (e — 1) — L (e0n — 1)] — 9 (et - 1)}
s [Lerm —ern) = L (et — )]
—§ (7 — o) 4 G (e — ) (24)
HE (0 — ) ] pl, [ (e = 1) (S - b))

+pIeB [(M - ts)] + CSaQIe (M - ts)

—cl [{ - [1 (=7 — emrM) — 1 (¢=on _e—OM)]

_% (6—011 _ e—@M)} + OngeSts (e—9f1 _ e_eM)
_I_B%GH ( —01 __ e—@M) }]]

Case3:ry, <M<T

The Case 3 depicts the state in which interest payable is zero, and besides earning
interest in previous case, one is earning interest for the demand met for the time
period (M —t7).

12.
Interest earned = pl, [ R(O)tdt + pI, (M — 1) [ R(t)dt

+pIeB (M - ts) + CsaQIe (M - ts)

(25)
—pl, [(e—VM —1) (—7’1 - %)] — ZLA (e 1) (M~ 1y)
+pl B (M — t;) + CsaQI, (M — 1)
13.
Interest payable = 0 (26)

Substitute the values from (12) to (18), (25), and (26) in (11), the total profit
expression per unit time per cycle for Case 3. w3(;, T) becomes
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(.7 = f[p(1—0) 0+ Ca@— K —cQ - pO - oD
B — Sl +8(T—n)l}
—CD{(T—1n)— 3In[l +8(T —n)]}

——

{5 [ @ =D g -] =g e - )
{GL [y (e771 — e Vh) — % (e_9" - e_e’f)] 27
_%( 0 _ g=01s) 4 % (e — ¢0r)

+BeTgts (7 — e )} + pl, [(e =D <71 %)]
pI;A (e —1)(M—1)

+pI,B(M —t,) + CyeQI, (M — 1,) ]

Cased: T <M
The expressions for the interest made and payable overlap with that of previous
case.

Hence, effectively there are three different cases for the retailer’s total profit
expression per cycle, (¢, T),

m (1, T), 0<M <t case 1
7 (t,T) = m(t.T), t, <M <1, case 2 (28)
w3 (t,T), h <M <T, case 3

4 Solution Procedure

The aim is to determine the optimal values of #; and T that maximize the total profit
expression, ;(t;, T) ; consequently, the conditions necessary for optimal 7;(¢;, T)
are

9lmi (1. 1)] =0, and 9
82‘1
O D] _ ) here = 1,2,3 o
T

Further, in order to establish the concavity of expected total profit expression,
below are the sufficient conditions which should be satisfied:

92 [ (1, T)] 2 92 [ (11, T)] By [7; (11, T)]
(W) _( a2 ) ( 972 ) <0, and (3D
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Fig. 3 Concavity of expected total profit function (Case 1)
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Due to the complexity of these derivatives, it becomes challenging to show the
concavity mathematically; therefore the optimality of all the profit functions is
proven with the help of graphs; different scenarios are depicted in Figs. 3, 4, and
5 below.

Algorithm

1. Determine f{ = 1 (say) and T = T (say) from (29) to (30). By making use of
the values of #; and T, obtain value of Q and B from (6) and (7). If 0 <M <,
profit expression can be calculated from (28), otherwise set 77,(¢;, T) = 0.

2. Determine #{ = 11, (say) and T = T, (say) from (29) to (30). By making use of
the values #; and T, calculate the value of Q and B from (6) and (7). If t, <M < 1t
profit expression can be obtained from (28), else set 7,(¢;, T) = 0.

3. Determine ¢} = f13 (say) and T = T3 (say) from (29) to (30). Now using the
value of #; and T, calculate the value of Q and B from (6) to (7). If t; <M < T,
the expected total profit can be obtained from (28), else set w3(t;, T) = 0.

4. Comparing the obtained values of expected profit for all the three cases, choose
the optimal values of #; and T that are connected to the optimal expected total
profit.
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Numerical Example
Example: An example is devised to validate the model by using the data below:

D = 800 units/year, K = $1000 per cycle, ¢ = $250/unit, p = $400/unit,
h = $100/unit/year, & = 0.1, « = 0.08, A = 48,000 units/year, § = $15/unit,
M = 0.75 year, I, = 0.10 year, I, = 0.12 year, C; = $100/unit, and C, = $150/year,
A = 1200, C, = $200/year, y = 0.07, § = 0.02.

By applying the developed algorithm, the following results are obtained: optimal
order level tf = 0.369 units, the back order level T* = 0.380 units, and the expected
total profit 7 (¢;, T) $122976.5.

5 Sensitivity Analysis

Managerial Insights

e Table 1 indicates the decreasing value of parameter of backlogging §, that is, an
increasing rate of backlogging tends to increase the size of order that ultimately
contributes to more profits. As an increase in the rate of backlogging indicates
backlogged demand to be more, hence forward from the ordered quantity, a big
share gets used up in order to satisfy demand which is backlogged that lessens
the primary inventory level for the cycle and hence the carrying costs.

* With increase in the defective percentage (Table 2), the profit decreases and the
order level increases considerably. As the defectives are increasing in the ordered
lot, there are more items that are salvaged at a discounted price, resulting in lower
profits.

* When the inventory carrying cost is increasing (Table 3), the back order level
increases and the order level decreases and results into lower profits. It is
advisable to stock less in the inventory in this case and back order more of the
demand so as to avoid large holding costs.

* From Table 4 it can be observed that with increase in the credit period, the
total profit of retailer increases as he is able to earn more interest on the sales
revenue that increases total profit. Hence trade credit has the positive impact on
the inventory modeling.

Table 1 Optimal values s f T Q B Profit
obtained by varying
backlogging parameter § 0.07 10.649 | 0.926 | 1095 |219.47 |113012.2

0.06 |0.648 | 0.930 | 1098 |223.33 |113130.8
0.05 |0.647 10933 | 1101 |227.35 | 113253.1
0.04 |0.646 | 0.937 | 1104 |231.51 |113379.3
0.03 10.645 0941 | 1107 |235.84 |113509.6
0.02 |0.644 0945 | 1111 |240.34 |113644.2
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Table 2 Optimal values
obtained by varying defective
percentage o

o H T Q B Profit

0.01 |0.648 | 0.950 | 1037 |240.24 | 115306.1
0.02 |0.648 | 0.949 | 1047 |240.26 |115086.0
0.04 |0.647 |0.948 | 1068 |240.30 |114629.4
0.06 | 0.645 | 0.947 | 1089 |240.32 | 1141494
0.08 |0.644 | 0.945 | 1111 |240.34 | 113644.2

Table 3 Optimal values h fn T Q B Profit
obtained by varying the

inventory carrying cost / 25 | 1.124 | 1.194 1553 |55.41 144323.3

50 10.892 | 1.063 | 1329 |136.61 |131016.7
100 | 0.644 |0.945 | 1111 |240.34 | 113644.2
125 10.568 | 0.913 | 1048 |275.55 |107575.4
150 |0.508 |0.889 999 |303.90 | 102585.4
200 |0.42 |0.855 930 |346.52 94817.1

Table 4 Optimal values M f T Q B Profit
obtained by varying credit
period M 0.07 [0.970 |1.723 | 1938 |597.19 |107515.4

0.08 [0.974 | 1.729 | 1944 |599.53 | 108241.6
0.09 |0.977 |1.735 | 1951 | 601.87 |108966.5

Table 5 Optimal values A f T Q B Profit
obtained by varying initial
demand A 1000 | 0.577 | 0.968 (973 |311.34 |102720.3

1050 | 0.597 | 0.967 | 1010 |294.52 |105295.8
1100 | 0.615 | 0.963 | 1045 |277.06 |107977.6
1150 | 0.631 |0.955 | 1079 |259.00 |110761.1
1200 1 0.644 | 0.945 | 1111 |240.34 | 113644.2
1250 | 0.656 |0.933 | 1142 |221.09 |116626.6

e Table 5 indicates that the rise in the initial demand increases the order level, and
back orders decrease as a huge amount of inventory is used initially to satisfy the
inceptive demand resulting in lesser holding cost that ultimately contributes to
increase the total profit of the firm.

6 Conclusion

The primary aim of this paper is to formulate an optimal inventory strategy keeping
in mind the retailer who has to cope up with imperfect quality and product that dete-
riorates with time. The demand of the item is taken to be exponentially decreasing.
This is due to the fact that more and more new products are being introduced in
the market. Furthermore, the paper also investigates the impact of trade credit in the



228 C.K. Jaggi et al.

inventory system. Trade credit is a well-known promotional activity that suppliers
usually implement in today’s competitive business environment. Moreover, the
shortages are considered to be partially backlogged, and the backlogging rate
has an inverse relation to the waiting time for the next replenishment. To jointly
optimize the inventory cycle length and the shortage point, an algorithm has been
used in order to maximize the overall profit function. The validity of the model is
illustrated using the numerical example, and further the sensitivity analysis has been
performed to comprehend the significance of different model parameters that holds
vital managerial implications.

The developed model has future application and can be explored further by incor-
porating some other practical scenarios, viz., investment in preservation technology,
varying holding costs, etc.
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Maintenance in the Era of Industry 4.0: Issues
and Challenges

Uday Kumar and Diego Galar

1 Introduction to Industry 4.0

Industry 4.0 based on its characteristics of smart systems and Internet-based
solutions is already declared as the fourth generation of industrial activity (Lasi et al.
[17]). In the eighteenth to nineteenth century, we observed the first revolution with
production getting mechanized. The most distinct characteristic of this revolution
was marked with production moving away from local workshops to huge factories,
and birth of the working class took place. With second revolution during the
last century, production became electrified with processes getting standardized
with exemplary model marked by the Ford’s assembly line. In late 1960s came
the digitization of production marking the third revolution with introduction to
programmable logic controllers (PLC).

With unprecedented growth observed in ICT in the last 2-3 decades, the fourth
industrial revolution is observed based on ICT and data-driven decision-making
processes. Industry 4.0 is characterized by two important features: intelligent
factories based on IoT (Internet of Things) (Ashton [1]) and cyber-physical systems.
Lee [19] suggested that cyber-physical systems are embedded systems of integrated
digital components, primarily designed to monitor and control physical devices.
The embedded systems are then networked based on Internet technology and create
what is nowadays called as “Internet of Things”. With ever-increasing competition
around, there are distinctive signs of organizations, systems, human beings, etc. that
are all increasingly getting interconnected, instrumented and intelligent.

This has led to improved quality of services, new savings, enhanced resource
utilization and efficiency. This has also facilitated the development of the new
trends in manufacturing technology popularly known as Industry 4.0 based on
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the capability of industrial Internet. Industry 4.0 provides foundation for the next
generation of manufacturing technologies based on the use of advanced information
logistic analytics to transform the current state-of-the-art manufacturing platforms
into a network of collaborative machine communities’ seamlessly manufacturing
and delivering goods and services in a planned way. Currently, Germany is leading
transformation towards fourth industrial revolution (Industry 4.0) grounded on
the capability industrial Internet. Industry 4.0 symbolizes the current trend of
automation and data exchange in manufacturing sector striving to adopt and adapt
the new and emerging technologies to achieve new level of effectiveness and
efficiency. Industry 4.0 concept essentially includes cyber-physical systems, IoT and
cloud computing. It creates what has been called a “smart factory”.

1.1 Maintenance 4.0 Within Industry 4.0

In maintenance, Industry 4.0 find its application in designing of self-learning
and smart system that helps predict failures, diagnose and trigger maintenance
schedules. In order to extract specific and relevant information, these smart systems
are highly demanded for data access, for quality and also for the use of multiple
sources of data (Lee et al. [20]). Development of intelligent maintenance systems
based on cyber-physical approach, for failure detection, providing diagnostics and
prognostics, has been the core focus on several research projects (Syed et al. [27],
Sankavaram et al. [26] and Kroll et al. [16]). Till now, such systems are applied in
manufacturing and process industries; however, future of Maintenance 4.0 seems
highly relevant in a lot of other areas.

Based on the use of advanced technology, Maintenance 4.0 does predictive
analytics and suggests feasible solution, with major application in Industry 4.0
and especially on those maintenance aspects that deals with collection of data,
its analysis and visualization and asset decision-making. It also handles another
common vulnerable aspect in asset management: prognosis, a better asset status
forecasting. Probability of mission accomplishment by the asset is checked by
remaining useful life estimation for any operation/maintenance service [7].

To create new services based on exploited ontologies, [2] suggested the impor-
tance of “big data” and its application to diverse sources of information and
therefore discovery of knowledge accomplished. The “big data” adoption paves the
ground for efficient operation and maintenance policies for the future and would
surely bridge the gap between them. In this paper the application of Maintenance
4.0, from a system’s perspective, is described to suggest its positive effects on
technology, organization and operations.

In summary, the foundation of Industry 4.0 is built around the concepts of
interconnectivity, instrumentation and intelligence for the assets by the means of
successfully proven technologies such as industrial Internet, cloud computing or
industrial Internet of Things (IoT).
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2 Instrumentation and Interconnection

2.1 Internet of Things

The Internet of Things (IoT) is a collective term for the developments that means
that machinery, vehicles, goods, appliances, clothes and other things and creatures
(including humans) are equipped with tiny sensors and computers. IoT could
be defined as a dynamic network infrastructure with self-configuring capabilities
based on standard interoperable communication protocols where physical and
virtual things have identities, physical attributes, and virtual personalities and use
intelligent interfaces and are seamlessly integrated into the information network.

In short the Internet of Things (IoT) is the network of everything or physical
objects—devices, vehicles, buildings and other items embedded with electronics,
software, sensors and network connectivity—that enables these objects to collect
and exchange data.

2.2 Industrial Internet

Industrial Internet can be defined as the new and emerging technologies for
managing interconnected machines and systems between its physical assets and
computational capabilities [29] .

The Industrial Internet of Things (IIoT) is the use of Internet of Things (IoT)
technologies in manufacturing, incorporating machine to machine communication,
big data analytics, and harnessing of the sensor data and robotics and automation
technologies that have existed in industrial settings for years.

Industrial Internet comprises three elements (Fig. 1):

¢ Intelligent machines: New ways of connecting the word’s myriad of machines, facilities, fleets
and networks with advanced sensors, controls and software applications.

e Advanced Analytics: Harnessing the power of physics-based analytics, predictive algorithms,
automation and deep domain expertise in material science, electrical engineering and other
key disciplines required to understand how machines and larger systems operate.

e People: connecting people, whether they be at work in industrial facilities, offices, hospitals
or on the move, at any time to support more intelligent design, operations, maintenance as
well as higher quality service and safety. Connecting and combining these elements offers
new opportunities across firms and economies.

Fig. 1 Elements of industrial Internet
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To collect and analyse huge amount of data to improve machine performance and
invariably increase the efficiency of the systems and networks that link them, indus-
trial Internet begins with embedding sensors and other complex instrumentation in
a network of machines in the order of complexity. Eventually, data itself becomes
“intelligent” enough to know which users it finally needs to reach.

The three main components of this concept are intelligent devices, intelligent
systems and digital instrumentation wherein the first step in this revolution of
industrial Internet is industrial machines.

To ensure that myriad of machines is more intelligent, several forces like costs of
deployment (IoT, instrumentation), computing power and advanced analytics (big
data analytics) are put in place.

2.3 Cyber-Physical Architecture

Baheti and Gill [3] defined cyber-physical systems (CPS) as transformative tech-
nologies that can be used to manage networked systems between their physical
assets and computational capabilities. Lee et al. [21] proposed a five-level CPS
structure, called 5C architecture (Fig. 2), demonstrating a step-by-step procedure
to develop and deploy a CPS at a manufacturing setup.

THE 5C ARCHITECTURE FOR CYBER-PHYSICAL SYSTEMS

CPS 4 CONFIGURATION LEVEL
FUNCTIONS & (@ L Aot FoRvAATON
ATTRIBUTES N\D SeL5-OPTMEE FOR DSTURBANGE

Fig. 2 Architecture of CPS [21]
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* Smart connection: While developing a CPS application, the first step is to acquire
accurate and reliable data from machines. This data may be directly measured
through sensors or is accessed through an ERP, MES, CMM or SCM.

* Data=>information conversion: The real task in any CPS application is to obtain
meaningful information from the data. In recent years, extensive focus has
been applied to develop these algorithms specifically for prognostics and health
management applications. By calculating health value, estimated remaining
useful life, etc., the second level of CPS architecture brings context awareness
to machines.

e Cyber: The cyber level acts as central information hub in this architecture.
Information is being pushed to it from every connected machine to form the
machine network.

* Cognition: Implementing CPS upon this level generates a thorough knowledge
of the monitored system. Presentation of the acquired knowledge to expert users
supports the correct decision.

e Configuration: The configuration level is the feedback from cyberspace to
physical space and acts as supervisory control to make machines self-configure
and self-adaptive. This stage acts as resilience control system (RCS) to apply the
corrective and preventive decisions, which has been made in cognition level, to
the monitored system.

2.4 Cloud Computing

According to National Institute of Standards and Technology definition of cloud
computing V15, dated October 7, 2009 [25], cloud computing is a model for
enabling convenient, on-demand network access to a shared pool of configurable
computing resources (e.g. networks, servers, storage, applications and services)
that can be rapidly provisioned and released with minimal management effort or
service provider interaction. Talking in terms of a cloud for industrial services,
cloud computing can be seen as a broad array of Web-based services aimed at
allowing users to obtain a wide range of functional capabilities on a “pay-as-you-go”
basis that previously required tremendous hardware and software investments and
professional skills to acquire. Cloud computing is the realization of the earlier ideals
of utility computing without the technical complexities or complicated deployment
worries.

Therefore, cloud is considered as a combination of hardware, networks, space,
services and interfaces that offers computing as a service to its users. Cloud
comes as a solution for maintenance as a medium to connect highly dispersed data
across various repositories. In cloud-based solutions, the user need not to know
anything about the underlying technology as the collection and distribution of data
done through various applications are dispersed throughout the network at several
locations.
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Fig. 3 Services provided by the asset cloud

Figure 3 showcases the block diagram of how data flow and communication
are associated with or used by the asset cloud, highlighting the data collection and
distribution system, wherein data is received from numerous data sources.

Here the cloud can help maintain and store these large data repositories in a
central data store and also provide user with an interface to carry out powerful and
robust analysis tool simply because of its ability to integrate various maintenance
inputs, layout, conditions, weather, inventory, etc.

3 Maintenance Data and Knowledge Discovery

Latest technologies have emerged in the last 10 years to capture, process and
visualize huge volumes of data. Nowadays, big data analytics use is fairly common
in business sector with most of their information structured and came from the same
source, like banking processes. In banking, there is substantial number of IT services
(tools) available to meet the customer needs. Chen et al. [5] summarized some
of the successful implementation of big data applications. In 2009, Google was
able to obtain timely information about the flu pandemic using big data analytics
to surpass the value generated by any of the disease prevention centres. Working
on the same lines, models are built to predict spread of influenza and its origin
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destination. In 2008, Microsoft bought a company who used to predict trends of
airline ticket prices. Connecting this system to the big data search engine resulted
in saving almost US $50 per ticket per passenger, with prediction accuracy of 75%.
But, such cases are only exception, as most businesses, vulnerable towards adopting
big data concept, are still to embrace it yet. This has been either due to the lack
of specific tools required for big data implementation or the huge cost involved in
bringing key stakeholders together.

Chen et al. [5] defined that the traditional IT and software/hardware tools are
incapable of perceiving, acquiring, managing and processing big data as a data set
within a tolerable time limit. Earlier, Zikopoulos and Eaton [30] proposed big data
model on 3Vs: volume, variety and velocity. Later on, Lomotey and Deters [23]
extended the 3Vs model to 5Vs and added value and veracity. Analytics-as-a-service
tool was proposed by Lomotey and Deters [23] for knowledge discovery in big data.
A key process in knowledge discovery, data mining, is designed for schema- and
structure-oriented data storages. Manyika et al. [24] report that US medical industry
may surpass US $300 billion, improvement of over 60% of retailer’s profit; EU can
save over 100 billion EUR by improving the efficiency of government operations,
all this with the effective and creative usage of big data.

3.1 Big Data in Maintenance

In asset management, data can be described using 5Vs (Lomotey and Deters [23];
Zikopoulos and Eaton [30]). With a velocity of several thousands of samples per
second for every measuring point, data from accelerometers of acoustic sensors can
be assimilated. With myriad of such points, we obtain big data. Maintenance data,
some structured and others not, such as comments from texts based on performed
maintenance or failure reports, adding to that variety of data formats depicting the
variety of data in asset management, clearly leads with a dire need to assess and
manage this uncertainty of data called the veracity. It is of utmost importance to
derive this true potential from such data in asset management. Finally, to understand
the true value of the data, it is imperative to know how data enables managers with
effective decision-making capabilities in maintenance and also how to choose the
most cost-effective means of processing data.

In asset management, data mining with big data can help discover knowledge in
terms of identifying newer patterns and relations not visible upfront. The big data
approach enables combining of contextual information in decision support systems
of maintenance (Galar et al. [8]). Discovery of the root causes of failure is one such
example of useful knowledge, which can provide input for design improvement,
along with enhanced maintenance planning.

To support an effective maintenance decision-making process needs a trusted
DSS based on knowledge discovery. The process of knowledge discovery will
essentially consist of data acquisition, to obtain relevant data and manage its content;
data transition, to communicate the collected data; data fusion [11], to compile
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Fig. 4 A generic maintenance information process

data and information from different sources; data mining, to analyse data to extract
information and knowledge; and information extraction and visualization, to support
maintenance decision, as shown in Fig. 4. Figure 4 illustrates a maintenance decision
based on real-time data using data fusion and big data analytics and context sensing
to get real-time decisions and solutions for maintenance problems.

The integration of data, recorded from a multiple-sensor system, together with
information from other sources to achieve inferences, is known as data fusion [10].

Data fusion is a prerequisite when handling data from heterogeneous sources
or from multiple sensors. Knowledge discovery when applied for maintenance
decision support uses eMaintenance concept [18] for integrating the data mining and
knowledge discovery. To get the right decision for the context sensing is a must as
illustrated in Fig. 4. However, several challenges are encountered while developing
an eMaintenance solution for industrial application [15], like challenges related to
(1) architecture, (2) organization, (3) content and contextual, (4) infrastructural and
(5) integration.

Using the advanced technologies of predictive analytics, Maintenance 4.0 pro-
vides effective feasible decisions for Industry 4.0 with major thrust on collection,
analysis and visualization of data.

3.2 eMaintenance Solutions for Industry 4.0

The ongoing industrial digitalization provides enormous capabilities for industry
to collect vast amount of data and information (i.e. industrial big data), from
various processes and data sources such as operation, maintenance and business
processes. However, having accurate data and information available is one of the
prerequisites in maintenance knowledge discovery (Fig. 5). Besides collecting data
and information, another challenge is to understand the patterns and relationships of
these data useful and relevant for maintenance decisions.
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Fig. 5 eMaintenance solution

To deal with the challenges arising out of high volume of data generated by
machines in Industry 4.0 scenario, big data and advanced tools are developed
and implemented so that data can be systematically processed into information
and facilitate decision-making with more information in real time. The concept is
captured within the framework of eMaintenance solutions. Since there is no standard
definition, we define eMaintenance:

eMaintenance is a concept that connects all the stakeholders, integrates their
requirements and facilitates optimal decision-making on demand or in real time
to deliver the planned and expected function and services from the assets and
minimizes the total business risks.

3.3 eMaintenance Challenges

Maintenance process [14] is facilitated by eMaintenance which represents the
services that are aimed at managing information related to maintenance. These
services can be used during all lifecycle phases of a system under different
purposes of preparation, execution, assessment and knowledge management related
to maintenance (Fig. 6). Hence, it’s imperative to design appropriate eMaintenance
solution considering a holistic perspective and based on appropriate methodologies,
strategies and technologies. However, this process of designing is a very challenging
task and few of these challenges are:

Organizational Challenges

These challenges mainly focus on enterprise resource management related aspects
like (1) organizations restructuring for those involved in maintenance, (2) resource
planning (e.g. spare part, material, etc.), (3) information management, (4) manage-
ment of heterogeneous organizations and (5) knowledge management.

Architectural Challenges

Challenges dealing with the issues of the architecture of eMaintenance solutions,
like (1) developing framework for eMaintenance development, (2) developing mod-
els for distributed processing and analysis of data, (3) service model development
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maintenance

for distributed data analysis, (4) developing prognostic tool-based models, (5) model
development for visualization of relevant data that supports interaction between
human and machine, and (6) developing model for dispersed data storage capability.

Infrastructural Challenges

When services, according to SOA, are developed and implemented, infrastructural
challenges arise to address to the issues pertaining to providing necessary tools
and technologies required to meet the service needs and requirements. Some of
these challenges include (1) wired/wireless network infrastructure, (2) service and
user authentication, (3) mechanism for safety and security, (4) maintainability
of eMaintenance services, (5) availability performance management and tracing
and tracking mechanism and (6) establishment of documentation and archiving
mechanism.

Content and Contextual

There are those challenges that are connected with the data sourced from eMainte-
nance services, like (1) establishing appropriate ontology through which data from
data sources (e.g. process, product, condition monitoring and business data) are
integrated smoothly, 2) providing quality assurance mechanism so as to increase
decision-making quality, (3) providing mechanism to establish user’s current
situation so as to adapt information to user’s context, (4) mechanism to manage
uncertainty in data sets, (5) mechanism for describing various context and (6) for
pattern recognition.

Integration Challenges

Coordination, integration and orchestration of services and data managed by
eMaintenance solution raises integration challenges like (1) service management,
interaction and interactivity, (2) management of configurations and (3) enablement
of integration capability across a multiplatform and technologies.
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3.4 Data Mining and Knowledge Discovery

Within Maintenance 4.0, the process of automating the maintenance decision
support and through knowledge discovery forms important parts of the decision
support system looking for failure-free operations. The process of knowledge
discovery will essentially consist of data acquisition from intelligent devices, to
obtain relevant data and manage its content; data transition, to communicate the
collected data; data fusion, to compile data and information from different sources;
data mining, to analyse data to extract information and knowledge; and information
extraction and visualization, to support maintenance decision in real time.

In asset management, big data with the help of data mining can help discover
newer patterns and relations which are otherwise not available of the surface.
Combining the contextual information in DSS of maintenance is possible with this
big data approach (Galar et al. [8]). Conceptually, KDD refers to a multiple-step
process that can be highly interactive and iterative in the following [6, 28].

Artificial intelligence techniques possess advance knowledge management which
includes knowledge acquisition, repositories, discovery and distribution. With
knowledge acquisition, tacit and explicit knowledge from domain experts is cap-
tured, while repositories formalize knowledge acquisition outcomes, and integrate it
in distributed corporate environment. Knowledge discovery and mining approaches
explore relationships and trends in the knowledge repositories to create new
knowledge [22].

In data integration, multiple sources or multiple data types can be integrated.
By integrating multiple sources of the same data types, it is possible to compare
parameters and by that retrieve an indication on the quality of the data; integrating
multiple data types enables a more thorough analysis utilizing the relation between
the data types and their behaviour. The last step, data visualization, is the interface
between the user and the cloud by means of Web service (Fig. 7).

This includes any interaction from the user. As previously mentioned, this turns
into quite a complex task due to the varying character of the customers and their
users. The information to visualize and the relevancy in the information will differ
a lot depending on customer characteristics.

4 Maintenance Analytics

The ongoing industrial digitalization provides enormous capabilities for industry to
collect vast amount of data and information (i.e. industrial big data), from various
processes and data sources such as operation, maintenance and business processes.
However, having accurate data and information available is one the prerequisites
in maintenance knowledge discovery. Beside the collecting data and information,
another puzzle is to understand the patterns and relationships of these data useful
and relevant for maintenance decisions.



242 U. Kumar and D. Galar

515,

ata Sources ~f

Web Services

i - v v VVirtualization_ :l

eMaintenance Cloud’

Fig. 7 eMaintenance cloud as a service provider by means of Web services

Hence, the major objective of this paper is to suggest a knowledge delivery
concept, Maintenance Analytics (MA), in maintenance with prime focus on Industry
4.0. The concept for Maintenance Analytics (MA) is based on three interconnected
time-lined phases, which aim to facilitate maintenance actions through enhanced
understanding of data and information. Major focus of MA is towards knowledge
discovery in maintenance. Based on four time-related perspectives, MA tries to
address the discovery, understanding and communication process of maintenance
data. These time-related perspectives match with the determination of the past,
present and future state of an asset summarized by Gartner [9] in four questions,
as it can be seen in Fig. 8. What happened, why it happened, what will happen and
how can we make it happen are the issues involving the determination of the state of
an asset. The questions are ordered by the value of the information given by each of
them, in such a way that the former has the less value and the latter the higher value.
Nevertheless, obtaining this valuable information requires more and more resources
as the difficulty to achieve the goals proposed by the questions is higher. The last
question will be in the spotlight in the coming future in order to decide how to take
advantage of a future opportunity or mitigate a future risk, getting information about
the implications of each decision option. The selection of the best option, based on
some given parameters, will provide a meaningful tool for improving maintenance
planning and production scheduling.

¢ Maintenance descriptive analytics (monitoring) focuses to discover and describe
what happened in the past and why something happened. In this phase, access
to data related to system operation, system condition and expected condition is
highly important. Another important aspect in order to understand the relation-
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Fig. 8 The way to prescriptive analysis (Gartner [9])

ship of events and states during the descriptive analytics is time and time frame
associated with each specific log.

¢ Maintenance diagnostic analytics: It explains the possible reasons for faults or
failures, i.e. the why and the where question, since diagnosis is defined by
EN13306 [4] as the fault detection, identification and localization.

¢ Maintenance predictive analytics focuses to estimate what will happen in the
future. The maintenance predictive analytics phase of MA aims to answer “what
will happen in the future?” but also “why will it happen?” In this phase the
outcome from “maintenance descriptive analytics” is used. Additionally, in this
phase, availability of reliability data and maintainability data is necessary beside
the data used in descriptive phase. In addition, in order to predict upcoming
failure and fault, there is a need to provide business data such as planned
operation and planned maintenance to this phase.

¢ Maintenance prescriptive analytics which addresses what need to be done next.
The maintenance prescriptive analytics phase of MA aims to answer “What
needs to be done?” When dealing with maintenance analytics (MA), provision
of appropriate information logistics is essential. The main aim of information
logistics is to provide just-in-time information to targeted users and optimization
of the information supply process, i.e. making the right information available
at the right time and at the right point of location [12, 13]. Solutions for
information logistics need to deal with (I) time management, which addresses
“when to deliver”; (II) content management, which refers to “what to deliver”;
III) communication management, which refers to “how to deliver”’; and (IV)
context management, which addresses “where and why to deliver” [12, 13].
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5 The Need for Prescriptive Analytics in Maintenance:
A Case Study

There are four stages of analytics that vary depending on difficulty, value and trends
of technology. The descriptive analytics (hindsight) provides what has happened
based on measuring asset that was reflected after failure. Diagnostic analytics can
provide the reason behind the root cause of failure. Predictive analytics (insight)
in the present provides can predict the future behaviour by analysing remaining
useful life. The prescriptive analytics (foresight) can assess the recommendations
provided by the predictive analytics and recommend measures for corrective or
preventive maintenance actions. This has the capability to design the operation
and maintenance according to our requirements that adapts continually without
excessive user intervention thus acts as a back end for Industry 4.0 systems. Next
figures show the natural deterioration and restoring process of an asset with the
corresponding thresholds. Looking upon all mentioned before, next figure (Fig. 9)
summarizes the three potential scenarios:
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On the one hand, there is the health of the component, which will be represented
by a traffic light. Each of these states is related to a different scenario in terms
of maintenance. It must be remarked that the diagnosis phase, i.e. the answer to
“what is happening”, may be able to distinguish between three different health
states, limited by two thresholds: maintenance threshold and service threshold
(depicted Fig. 9). The first to be understood as a warning limit when maintenance
personnel must start considering to deploy a maintenance action. The last is formally
equivalent to RUL, when the component and consequently the machine get a failure
and the service is interrupted.

In the first scenario, when neither the maintenance threshold nor the service
threshold has been crossed, two figures may be relevant for operators and main-
tainers:

* Remaining time to get the maintenance threshold
* Remaining time to get the service threshold

In this first phase of the life span, the system does not suggest to perform any
maintenance action, since the component is considered in an early safety stage, and
the RUL estimation dictates that the risk of failure is still far (Fig. 10).
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Once the maintenance threshold has been crossed, the component gets into a
risky stage where a maintenance action should be performed in a near future, in
order to avoid a failure.

In this case, the RUL estimation to get the service threshold should be presented
to the end user as a result; it means that this would be the time to failure if
the maintenance personnel do not perform any maintenance action (“‘do nothing”
option), but the end user may also be interested in the consequences of taking one
or another maintenance action (preventive or corrective). It is in this point where the
RUL restoration parameter must be considered to decide which health state would
have the component after a maintenance action.

The challenge is to know the real condition of the asset, i.e. the RUL consumed
in each threshold and therefore to know if the RUL restoration of each maintenance
action is a fact and the maintenance threshold has been crossed back restoring
the asset to the healthy condition. If so, the component will get a good health
condition; if not, it may remain in the risky situation. This mentioned situation
may happen when performing a preventive maintenance action; while applying
corrective maintenance in such situation, it is considered that a recovery up to the
good health condition is feasible. The reason is that after a corrective maintenance
action, the improvement is high enough to cross back the maintenance threshold but
not the PM action (Fig. 11).
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Finally, the last scenario to be covered is the one where the component reaches
the service threshold. After this point, the only solution to recover the component’s
health is to perform a corrective action (many times reactive). As it happened in
the previous scenario, the recovery situation would get the good or risky condition
depending on the threshold values (Fig. 12).

However prediction of RUL is no longer the information requested by the user
in a predictive analytics approach since this information even valuable may be
considered incomplete for the decision-makers. In the RUL visualization of Fig. 13,
two different aspects of the prognosis techniques are shown. Since prognostics
deals with predicting the future behaviour of engineering systems, there are several
sources of uncertainty which influence such future prediction, and therefore, it is
rarely feasible to obtain an estimate of the RUL with complete precision.

In fact, it is not even meaningful to make such predictions without computing
the uncertainty associated with RUL. In the case of prescriptive analytics, the
uncertainty can be meaningful for the user since one of the uncertainty sources
comes from the lack of knowledge in the operation of the machine. Indeed, the
most intuitive way to show a component’s degradation is drawing the evolution over
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Fig. 13 Degradation over time

time of some performance/health index. In Fig. 13, the threshold that indicates the
beginning of the faulty region is the blue horizontal line, and this will determine the
RUL of the component. The evolution of the real data points over time is depicted
with black stars. It can be observed that red lines as uncertainty measures regarding
the operation of the machine provide different RUL associated with operations hard
and soft against the medium or normal operation mode considered in the RUL
estimation.

This estimation provides to operators and maintainers the information to sched-
ule maintenance actions but not only that. Since the different operational profiles
provide different RUL estimates, then operators and maintainers have the oppor-
tunity to decide different operational sequences in order to open up maintenance
windows whenever convenient for the business. These alternatives far away from
static RUL predictions are the prescriptive analytics requested by O&M departments
and asset managers in Industry 4.0.

6 Concluding Remarks

The foundation of Maintenance solution for manufacturing sector adopting Industry
4.0 vision is founded on the capability of big data analytics (descriptive, predictive
and prescriptive analytics). Traditional view of viewing data as record keeping has
been transformed to an asset capable of driving business improvement. However
“big data” like any other data needs to be cleaned, consistent and secured. The
biggest challenge in the big data analytics is dealing the missing or corrupted
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multidimensional data. There is a need for high-performance computing power and
algorithms to process the massive quantities of real-time data.

Key trigger for the big data approach in asset management has been IoT. It is
a paradigm where everyday objects are connected to the Internet. In this approach
physical asset equipped with multiple sensors can produce large volume of data.
Those data could be used through the knowledge discovery to build, for example,
asset degradation prediction model that can be employed for optimization in the
form of a maintenance decision support system. A data-driven approach is not
as accurate as physics-based approaches; however it does not require excessive
knowledge about underlying physical processes.

The proposed framework described in this article implies a progress beyond the
state of the art in the application of SOA ICT technologies within Industry 4.0
and specifically Maintenance 4.0. eMaintenance solutions grounded on maintenance
analytics and built on intelligent, instrumented and well-managed IT infrastructure
will enable innovation and transformation in pursuit of implementation of Industry
4.0. In this regard, the directions identified along the paper for further research can
be summarized as follows:

* Real-time knowledge discovery algorithms from plethora of heterogeneous asset
data sources may be derived. The idea is to ensure privacy-preserved processing,
appropriate and effective selection of features and instances, discretization,
compression of data, etc.

¢ With the help of a virtualization layer in between, the data acquisition process and
data analytics, derived from vast cross-domain acquisition of data sources, may
be considered. This shall enable newer solutions to be associated with database
capabilities and to integrate heterogeneous data sources

* Using open-interface gateways with monitoring systems to enabling big data
communications in order to provide timestamp and position synchronization,
priority protocols for real-time transmission of information, and heterogeneous
communication support, including mobility and aggregation.
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Modeling Fault Detection Phenomenon
in Multiple Sprints for Agile Software
Environment

Prabhanjan Mishra, A. K. Shrivastava, P. K. Kapur, and Sunil K. Khatri

1 Introduction

During the past two decades, we have seen projects getting either over budget or over
scheduled too often and do not provide the value to the clients and their end users.
We also understand that IT projects are often too complex that require thorough
appreciative of customer’s goals, challenges, customer needs, and expectations. As
we note that the customer’s needs evolve with change in their business strategies
very often, thus the conventional approach (waterfall) to software development is
too rigid to cater to these needs as it mandates that the requirements get frozen
before the design and development starts. The time to market is the “key” as the
marketers can rapidly gauge the interest and find out if there’s a real demand for
specific feature or function in the software. In order to meet these challenges, more
and more software projects are adapting “Agile” [1].

Agile is a way of developing software (web applications, web sites, mobile apps)
aiming to deliver high-quality working software frequently and consistently and,
at the same time, minimizing the project overhead, thus increasing business value.
Marketers, stakeholders, and (most importantly) customers are consulted at each
step with further changes being made in response to testing, feedback, and business
prioritization, before beginning a new sprint. This ensures that teams can evaluate
and respond to any change in customer requirements.

In February 2001, “the Agile Manifesto” [2, 3, 4] was created to find alternative
approaches to software development. The team studied the existing software
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development processes, which were considered to be inflexible, quite intense, and
heavily focused on documentation. The outcome of the study is summarized in the
manifesto, which values:

* Individuals and interactions over processes and tools — Projects get build
around inspired individuals. They should be provided the required support and
environment and be trusted to get the work done.

* Working software over comprehensive documentation — The focus should be on
delivering working software frequently and in preferably shorter timescale.

* Customer collaboration over contract negotiation — Key representative from the
business and software developers needs to work together throughout the project.

* Responding to change over following a plan — The change in the requirement is
welcome even at later stages in the development cycle.

There are a number of agile development methodologies [5] that are extensively
used in software projects; the most common ones are Extreme Programming (XP),
Dynamic Systems Development Method (DSDM), Feature-Driven Development
(FDD), and Scrum. All methodologies engage in iterative model which emphasizes
on incremental delivery of working software in short time intervals, which are called
time-boxed iterations.

Extreme Programming (XP) — This is also referred as pair programming, where
the emphasis is more on the peer reviews where one member reviews the code
of another developer and vice versa, thus ensuring the highest quality of the
deliverables.

Feature-Driven Development (FDD) — The FDD is one of the agile methodolo-
gies developed by Jeff De Luca and supported by Jon Kern and Stephen Palmer.
FDD is based on a model having short iterations [6]. The process is initiated by
forming an overall model followed by a sequence of 2-week “design by feature”
and “build by feature” iterations. FDD recommends the practices such as “build
regularly” and “ownership of components.”

Dynamic Systems Development Method (DSDM) — DSDM focuses on “fit for
business purpose” as the key criteria for delivery and acceptance. Requirements
are planned and deliveries are done in short, fixed-length time boxes, referred as
iterations.

Scrum — The term is borrowed from the “Rugby formation” where “the players
huddle closely together, attempting to advance down the playing field after an
accidental infraction” [7]. Scrum is the most widespread method for implementing
agile in software projects due to its nature of simplicity and flexibility. Scrum
emphasizes empirical feedback and advocates team self-management. Scrum has
three roles:

(i) Product owner — The person has to have the vision for the product and
authority to take decisions and should be available throughout the development
period. The product owner has the responsibility to communicate the vision
continuously and set the priorities to the team. He also manages the product
backlog.
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(i1) Scrum master — The scrum master’s role is to act as a facilitator for the product
owner and the project team. The scrum master is not supposed to manage the
team; his primary job is to remove any obstructions that are hampering the
team from achieving its sprint goals. This leaves the team remains focused on
the sprint tasks.

(i) Team — Ideally, a team comprises of 4-9 resources that include the developers,
UI designers, architects, and testers. The team is self-disciplined and has the
autonomy and responsibility to carry out the sprints tasks, thus meeting the
sprints goals.

The deliverables which are ‘“shippable incremental product” in Scrum are
delivered in cycles called sprints. Typically, one sprint comprises of 2—-4 weeks.
Each sprint starts with sprint planning meeting, and in the meeting, the product
owner and the development team agree upon the scope of work that will get
accomplished during the sprint [8, 9]. The development team themselves determines
how much work can be realistically accomplished during the sprint, whereas the
product owner defines the acceptance criteria for the sprint. Scrum master help
the team and the product owner to determine the duration of the sprint. Once the
duration is finalized, all future sprints have to follow the same duration. Once a
sprint is started, the product owner should keep himself aside and let the team do
their work. During the sprint, the team gets together for a daily stand-up meeting,
which is facilitated by the scrum master to discuss progress and any issues that
are blocking the progress. The presence of the project owner is optional and he
may attend the meeting as an observer and should not participate unless he has
to provide some clarifications. The product owner is not supposed to request any
changes during sprint. At the end of the sprint, the team demonstrates the completed
work to the product owner and the product owner applies the defined criteria to
ascertain the sprint deliverables, and he can either accept or reject the work based
on the established criteria [1] (Fig. 1).

24h
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Software

Fig. 1 Scrum process
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2 Proposed Framework

In our proposed work, we intend to develop a framework to establish a mathematical
model which depicts the trends of fault detection in agile software development.
We have chosen Scrum methodology for the study and have gathered the data for
multiple sprints.

The modeling of fault detection process in sprint is similar to the modeling done
in case of multi-upgradation of software. The basic difference between the two can
be understood as following:

In case of software upgradations, companies come up with multiple versions of
the released software by adding new functionalities to the previous releases, whereas
in case of sprint, it has a predefined period during which specific work is completed
and the same is available for review. Once the product is in production, companies
upgrade software by eliminating the dependencies of earlier versions and introduce
new features for better user experience. There is always a risk attached with every
upgrade as this could lead to new defects which may cause software failures. Hence
there is a need to consider the defects that were detected from the previous releases
along with the testing of the new code. The very phenomenon may lead to an
increase in the failure rate during the upgrade. Failure rate tends to decrease as
the testing team detects and the developers rectify the detected defects before the
release. There is an increase in the failure rate due to the addition of new software
features, which in turn increases the software complexity [10]. The objective of the
software companies is to provide an upgrade along with enhancing the software
reliability, which can be achieved by either redesigning or reusing of some modules
by applying better engineering practices to reduce software failure rates.

As we see more and more projects are now being delivered in agile environment,
but as the delivery methodology is relatively new as compared to conventional
methods, the aim of our study is to assess the quality of various sprints of the
entire life cycle of the software development. We would like to apply the similar
approach (as described above in case of multiple releases) in case of sprints, where
the outstanding faults from earlier sprints are removed together with the faults of
current sprint.

The research done in this area (modeling of fault detection phenomenon in
sprints) is still in its initial stages. Yamada et al. [11] have recently worked on
prediction methods for the reliability of software products developed by agile
software development. The quantitative assessment is done using the Moranda
Geometric Poisson Model.

The modeling of fault identification process in sprints is similar to the work
done in Software Reliability Engineering literature [12, 13]. Kapur et al. [10,
14] proposed a multi-upgradation model and extended it by incorporating the
impact of imperfect debugging. Kapur et al. [15] also presented a two-dimensional
multi-upgradation modeling. In the current paper, we have presented a generalized
framework to model fault detection phenomenon for multiple sprints in agile
software development environment. The paper is organized as follow: Section III
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describes the modeling framework of the proposed model. Section IV discusses
the modeling of multiple sprints. In section V the numerical example is provided.
Finally conclusion is drawn in section VI.

3 Derivation of SRGM with Generalized Modified Weibull
Distribution

3.1 Basic Notations

Fi(t) is the fault distribution function for ith sprint.

m;(1) is the expected number of faults removed in time (0, #] for ith sprint,
i=1,2,3,4.

a; is the expected initial fault content lying dormant in ith sprint,
i=1,2,3,4,a;>0.

t is the testing time of ith sprint.

a;,Yi,Ai,Bi  are the four parameters of the flexible GWM distribution prior to
and after the change point,i=1,2,3,4.

3.2 Basic Assumptions

The following are the assumptions made for SRGM where the number of discover-
able bugs is finite:

(A1) As soon as a software failure occurs, the fault causing this failure is instantly
removed without introducing any new fault.

(A2) Fault detection phenomenon follows nonhomogeneous Poisson process
(NHPP).

(A3) All the faults are mutually independent.

(A4) The expected number of faults identified in the time interval (¢,7+ Ar) is
directly proportional to the average number of outstanding faults.

(AS) Each fault is equally likely to cause software failure.

(A6) Likelihood of the existence of the remaining faults of ith sprints to (i + 2)th
sprint is negligible.

By applying the hazard rate approach [16] in deriving the mean value function of
cumulative number of faults removed, we have:

dm(t) ( f@)
i \1—-F(@)

)-(a—m(r)) ()
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where ; 1 (;)( 5 is the fault detection rate. In solving Eq. (1) under the initial condition

of m(0) = 0, we get

m(t) =a-F(t) )

Here, F(¢) is the cumulative distribution function.

The “bathtub”-shaped failure curves are very advantageous in catrrying out the
survival analysis of software. The four parameters of flexible GWM are used to
model bathtub-shaped distributions. Also it is capable to model monotone and non-
monotone failure curves, which are very common in reliability problems. This is the
reason behind selecting this distribution for modeling fault detection phenomenon
in our paper. The density function of flexible GMW(«, y, A, B) distribution is
given by

aft’! (y + At)exp {At — at” exp (A1)} .

) = >0 3)
# [1 —exp{—at” exp (At)}]]_’g
and cumulative distribution function (CDF) is given by

F(1) = [1 —exp {—ar exp (A1)}] )

where >0,8>0,y>0and A >0.

Here acontrols the scale of distributions and the shape is controlled by y, S.
The parameter A is an accelerating factor in the imperfection time, and it works
as a factor of fragility in the survival of the individual when the time increases.
The GMW distribution provides great flexibility with various forms of well-known
distributions, i.e., exponential, Rayleigh, Weibull, modified Weibull [17], etc. We
have used this CDF for modeling fault detection phenomenon in multiple sprints for
agile software development process. Now on using Eq. (2), we get the mean value
function

m(t) = aF(1) = a[l — exp {—at” exp (A1)}]? 5)

4 Modeling Fault Detection Phenomenon in Successive
Sprints

Companies today face challenges to keep up to the ever increasing demands of
its customers, and in order to out beat the competitors, companies are constantly
applying innovation to remain relevant in the business. Thus, time to market has
become an important factor; therefore, firms are adopting iterative development
using multiple sprints.
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The objective of the company is to ensure that the defects get detected at an early
stage; therefore, the testing team gets engaged right from the first sprint. During
the first sprint, the testing team prepares the test cases; therefore, actual defects start
getting reported from subsequent sprints. In the early sprint, the defects encountered
are primarily related to design phase as the actual coding starts from onward sprints.

4.1 Sprintl1

The outcome of each sprint is a potentially shippable product which in itself a
complete feature that could be tested. Thus, during the sprints the testing team tests
the deliverables of the previous sprint and the objective is to remove as many defects
as possible, but we cannot be sure if all the defects would be detected; the testing
team may detect only a finite number, which is less than the total number of existing
defects in a particular coded functionality.

The number of defects getting detected during testing gets removed perfectly,
which is represented by the mathematical equation as follows:

mi(t) =aF1(1);0<t<n (6)

where F (¢) is the cumulative distribution function with respect to first release.

4.2 Sprint 2

New features in terms of user stories are added to the existing software which may
result in introducing some new defects; thus, it becomes more imperative to get the
code thoroughly tested so that the overall software quality could be enhanced. In
sprint 2, testing starts right at the beginning of ¢#,. In this duration, there are defects
from sprint 2 as well as a;. (I—F (t;)); the remaining fault content of the first sprint
interacts with new detection/correction rate. As a result of this, a portion of faults
which were not detected during the testing of the first sprint now get acknowledged
during this sprint. Along with previous sprint’s defects, faults that are identified due
to the enhancement of the features are also removed during the testing with new
detection proportion, i.e., F>(t — t). The finite faults removed during (¢, ;) can be
written mathematically as

my(t) = ayFr(t—t)) +a (1 —F (1) Fot—1);6 <t <t @)
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4.3 ith Sprint

During subsequent sprints, new features and functionality get added to the code
base of the previous sprint, and the testing is carried out for ith sprint. We consider
faults generated in ith sprint and remaining number of faults from the just previous
(i —Dth sprint. The new functionality keeps getting added in every sprint till the
desired product features for a release are attained. The mathematical expression for
this fault detection process can be given as

mi(t) = a;F; (t — ti1) + a1 (1 = Fioy (ti21)) Fi (¢ — ti-1) ¥

L <t<t

5 Numerical Illustration

For numerical illustration purpose, we have collected sprint data of 7 months
during which 287 faults were identified. Each sprint is of 4 weeks (1 month). The
actual numbers of faults in the eight sprints are 10, 23, 19, 67, 66, 70, and 32,
respectively. For estimating the parameters of the proposed model, we have used
statistical package for social sciences (SPSS). The parameter estimation values with
the coefficient of determination values (R?) are given in Table 1. Figures 2, 3, 4, 5,
6, and 7 represent the goodness of fit curves for each sprint.

From Fig. 2, we can see that our proposed model does not present the same
trend as we observe for subsequent sprints, the reason being the data for the sprint
1 comprises of the faults related to the design phase and not the faults related to
coding phase.

Table 1 Parameter
estimation

Parameters

Sprints | a; o Vi Ai Bi R?

14.809 |0.221 |0.694 0.006 |5.613 |0.966
40.641 1 0.173 |0.596 |0.009 |3.590 |0.979
20.818 1 0.003 |0.000 |0.229 |0.469 |0.978
109.537 |2.615 |0.045 0.012 |37.697 |0.985
76.505 1 0.409 |0.271 | 0.022 |2.833 |0.983
68.985 0.632 |0.167 1 0.041 |2.924 |0.974
49.039 | 0.060 |0.588 0.030 | 0.973 |0.971

NN B W N =
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Fig. 2 Goodness of fit curve for sprint 1
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Fig. 3 Goodness of fit curve for sprint 2
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Fig. 4 Goodness of fit curve for sprint 3
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Fig. 5 Goodness of fit curve for sprint 4



Modeling Fault Detection Phenomenon in Multiple Sprints for Agile Software. . . 261

80
70
60
50
40
30
20

10

1234567 8 9101112131415161718192021222324252627282930

=@—cum faults ==@=pred faults
Fig. 6 Goodness of fit curve for sprint 5
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Fig. 7 Goodness of fit curve for sprint 6

6 Conclusion

Nowadays, the practice of delivering software using Scrum software methodology
is becoming very prevalent; thus, there is a need to establish the trend of faults found
during multiple sprints. We have proposed a generalized framework to find out the
fault identification process during various sprints. From numerical illustration, we
see that the data fits well on all the sprints except for first sprint.
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Fig. 8 Goodness of fit curve for sprint 7

For the future study, we can extend this model to include the phenomenon of fault

identification process by taking into consideration testing resource consumption to
derive the testing efficiency using our proposed model.
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Optimal Price and Warranty Length for Profit
Determination: An Evaluation Based
on Preventive Maintenance

Adarsh Anand, Shakshi Singhal, Saurabh Panwar, and Ompal Singh

1 Introduction

Due to rapidly evolving technologies, the global market is being flooded with
various new products. For companies to sustain in today’s constantly changing
business environment, they need to provide better services to their customers.
Consumerism as a factor in the marketplace is an advent which will require
increasing attention and adjustment on the part of producers wishing to maintain or
improve their competitive situations in the face of expanding consumer awareness
[1]. The intent of manufacturing organization is to strengthen their position in the
market and to earn a maximum profit by increasing the sale of its product which can
be achieved only if a customer is satisfied with the quality of their product.

To increase the sales of a product and to distinguish it with a competitor’s
product, warranty and maintenance serve as important marketing attributes for any
organization. Murthy and Blischke [2] espoused two important roles of warranty.
Firstly, warranty guarantees a protection against defective products for consumers
and against excessive claims by customers for manufacturers and secondly warranty
acts as a promotional tool for product differentiation by manufacturers. Within the
marketing coverage, maintenance is commonly carried out for warranty service.
Maintenance actions are classified into two strategies, which are corrective main-
tenance (CM) and preventive maintenance (PM). Preventive maintenance is used
to control the deterioration process leading to failure of a system, and corrective
maintenance restores the system to its operational state through corrective actions
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after a failure [3]. PM actions are scheduled actions and performed before the
product fails. PM can be perfect which restores the product to “as good as new”
state or can be imperfect, which restores the product to a state which lies between
“as good as new” and “as bad as old.”

Offering warranty also leads to the loss in revenue earned due to the cost of
repairing the failed items over the warranty period. This loss can be minimized by
providing preventive maintenance during the warranty period. Though by providing
preventive maintenance, the manufacturer also incurs some maintenance cost. So,
it is efficacious for the manufacturer to perform preventive maintenance only if
the reduction in the cost of servicing the warranty is higher than the additional
cost incurred with preventive maintenance. Preventive maintenance actions are
executed either to lower the probability of a failure or to extend the useful life of
the product.

Consumer buying behavior analysis is a first step in recognizing the customer’s
attitudes, preferences, intentions, and decisions regarding the purchase of the
product. Understanding the rate of adoption of a product in the market is another
important step which enables the firm to enhance their profit in the long run.
Diffusion theory helps in explaining how a product is adopted and spread in the
marketplace.

Diffusion research is the branch of marketing that aims to answer the important
questions of modeling the sales cycle of new products [4]. Diffusion research
outlines the conditions which increase or decrease the likelihood of adoption of
a new product in the social system. Although the study of diffusion was originated
in sociology and anthropology, the marketing and consumer behavior theorists have
embraced the general paradigm of diffusion in their fields to expound new product
acceptance and diffusion over time. The diffusion modeling was first introduced
in early 1960, and since then, it has become the prominent topic of academic and
practical research. The most widely accepted diffusion model was given by Bass
[5] who proposed that the innovation diffusion can be brought to two information
channels: innovation or external influence and imitation or internal influence.
Despite its good fit to historical data, it lacks in explaining the adopter’s decision-
making process and does not completely account for market diversity. Therefore,
in our study, we consider a two-dimensional technology diffusion innovation model
proposed by Kapur et al. [6] which combines the adoption time of technological
diffusion and price of the technology product.

The purpose of the current study is to understand the significance of warranty in
sales of the product and in the overall profit maximization of the firm. The impact of
providing preventive maintenance on the warranty within a warranty period is also
investigated. In the proposed model, the warranty price and warranty length of the
product act as a decision variable to maximize the firm’s profit and for determining
the optimum maintenance level.
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2 Literature Review

2.1 Prior Literature on Innovation Diffusion Modeling

The introduction of new product in the market is the key dimension of a company’s
business strategy. Thus, the innovation diffusion modeling has been a very beneficial
process. Several models on diffusion and adoption of innovation were developed in
the literature since the 1960s. Some of the earliest models were given by [5, 7],
and [8]. However, among these researches, Bass model [5] is the most well known
and the simplest diffusion model [6]. Even though many studies have been carried
out in later years on the usefulness of the Bass model, it has limited applicability.
The model emphasized only on one dimension of diffusion: either to examine the
individual’s adoption of an innovation or to explain the time path of adoption of
technologies that typically follows an S-shaped curve. The diffusion model must
incorporate marketing variables such as price, and also the marketing decisions must
be made jointly so that the ultimate goal of the firm, i.e., maximum net profit, can be
achieved. Kapur et al. [15] considered price as one of the dimensions of the diffusion
of an innovation other than the time. In their study, they have combined the adoption
time of technological diffusion and price of the product to depict the sales pattern.

2.2 Previous Study of Sales Model Incorporating Product
Warranty

Apart from continuation time and price, warranty also acts as a significant marketing
variable that uplifts the sales of the product and eventually the profit levels.
Berke and Zaino [9] defined warranty as a contractual obligation offered by the
manufacturer in correspondence with the sale of the product. Chun and Tang [10]
dealt with warranty model for the free-replacement warranty policy that determines
the optimal warranty price for a given warranty period. Wu et al. [11] developed a
sales rate function with a positive discount rate and a separable sales rate function
with a zero discount rate to determine the optimal price and warranty length. Ladany
and Shore [12] in their study assumed that a longer warranty period increases the
selling price of the product. In their study, the manufacturer’s lower specification
limit (LSL) coincides with the offered warranty period, and the optimal lower
specification limit was determined so as to maximize the expected revenue per
item. The model given by [4] treated optimal warranty length and price of goods
as decision variables and finds overall maximized profit for producers.
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2.3 Literature on Connecting Preventive Maintenance
and Warranty

The concept of preventive maintenance has been examined rigorously in the
marketing literature. Article by [13] provides an impressive review in this area.
Chun and Lee [18] proposed a model of a system with an increasing failure rate
and subjected to periodic preventive maintenance actions during and after the
warranty period. Later, in Djamaludin et al. [3], the warranty cost model provides
a linkage between the warranty and preventive maintenance. The literature review
on maintenance models given by [14] overviews numerous research models that
deliver strong interlink between warranty and preventive maintenance. An effective
preventive maintenance strategy has a significant impact on the warranty servicing
cost to the manufacturer as it reduces the product failure rate and increases the useful
life of the product. Therefore, in our proposed framework, we have integrated the
concept of preventive maintenance and product’s warranty to obtain the optimal
warranty length and price of the goods. Our aim is to maximize the firm’s overall
profit using optimal maintenance level.

3 Mathematical Modeling

3.1 Notations

The following notations are used for modeling purpose:

X The value of the product

t: The continuation time of the product in the market
p: The innovation rate

q: The imitation rate

Ty The revenue per unit

n: The output elasticity

N: Initial potential adopters or market size

LSL: Lower specification limit or warranty length

USL: Upper specification limit

m: Preventive maintenance level

C(t,N(t,ry)):  Production cost function

Cu(1): Preventive maintenance cost per unit time

A Inverse scale parameter for Weibull distribution

B: Shape parameter for Weibull distribution

f(t;m): Failure rate function of the product with maintenance level m

In the proposed profit maximization problem, we consider a two-dimensional
diffusion model to evaluate the sales pattern of the innovation given by [15]. The
model combines the continuation time of the product in the market and the price of



Optimal Price and Warranty Length for Profit Determination: An Evaluation. . . 269

the technology product, i.e., sales rate is dependent not only on time, but price is
another important aspect that governs the pace of adoption.

The mathematical form of the effort function can be expressed using Cobb-
Douglas production function [16] as:

.X(t, rs) = tnrs(l_n) (D

The differential equation of rate of change of sales due to the value of the product
is given as:

dN (x)

) = T = p (- Nw) + D (- vw) = ( q())(‘ N )

(@)

With the initial condition at x(0, 0) = 0,N(0,0) =0, Eq. (2) can be solved to get
cumulative sales till time ¢ as:

— o~ s
N(t.rs) = (1 c ) 3)

1+ 9 o—(p+q).rsl=
)4

After the formulation of two-dimensional modeling, we will now emphasize on
the details of proposed model development.

3.2 Product Preventive Maintenance Policy

One of the most important objectives of preventive maintenance is to improve the
functional reliability of the product as it reduces the number of breakdowns of the
product.

We assume that preventive maintenance services are carried out very frequently
so that it can be considered to be continuous over time. The maintenance level
m is bounded by 0 <m <M where M denotes the upper limit. Higher value of
m represents greater maintenance effort, i.e., more often inspection or product
evaluation. We also assume the maintenance level to be constant throughout the
product life cycle.

As f(t; m) denotes the failure rate function of the product with maintenance level
m, therefore, for m =0, we have:

f(#:0) = fo(1) “)

If m> 0, then the failure rate is given by:

J(tzm) = fu(0) ®)
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Also, [fo(?) —fn(?)] is an increasing function of m that signifies that as the value
of m increases the value of failure rate reduces.

3.3 Product Failure

We consider failure distribution, F(f) to follow the Weibull distribution with shape
parameter . Let A, denotes the inverse scale parameter with maintenance level
m and A( be the inverse scale parameter with no maintenance level. We use the
concept of imperfect maintenance, i.e., after each PM action, the state of the product
lies between “as good as new” and “as bad as old” depending on the level of PM
activities. The preventive maintenance effect is formulated by the change in the scale
parameter. The functional relationship between A,, and A is of the form:

_ Y
Amzh(%ﬁﬁ) (6)

where 0 <m <M and y >0. This implies that failure rate increases in m.
The failure distribution function is given by:

Ftim)=1—¢ 0 7

3.4 Profit Model

It is assumed that the expected profit depends on the following factors: (1) sale
volume, (2) unit producing cost, (3) sale price, (4) expected warranty cost, and (5)
maintenance cost. We consider an optimization problem where the objective is to
maximize the firm’s profit and making price and warranty length as the decision
variables. The proposed profit function is given as:

Profit = Sales Revenue — Expected Warranty Cost — Preventive Maintenance Cost —
Production Cost

Revenue Function Suppose that the selling price of the product is 7y, then the
expected revenue earned per product is given as:

J=rN(t,rg) ®)

Warranty Cost Warranties define the responsibility of the manufacturer in the
occurrence of early product failure. The warranty period is the time duration in
which if a sold-out product does not give satisfactory performance to the customer
as offered by the retailer, then the manufacturer will provide replacement or repair
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of one or some parts of the product. The manufacturer provides a warranty in the
beginning period, and it is assumed that warranty period coincides with the lower
specification limit (LSL) of the product. Lower specification limit is a time duration
during which a product is supposed to perform to the best of its capabilities. Also,
manufacturer expects the product to last before its upper specification limit (USL)
which constitutes the product useful life.

By providing warranty on products, there is a loss of revenue in each period of
the product life cycle, i.e.:

* Loss in revenue due to the replacement of the product within the warranty period
* Post upper specification limit period, revenue loss due to non-failure of the
product, and the producer losing in terms of repeat sales

The effect of the warranty cost may be expressed in terms of loss in revenue per
unit produced. We assume:

e The company incurs costs of repairing the failed products in the form of
warranty cost during the warranty period where (r1)rs, (rp <1) represents the
lower revenue per unit earned during the warranty period, i.e., (1 —rg) is the
relative loss per unit for items with lifetime below the LSL due to servicing the
warranty.

* The company also faces loss in revenue if the lifetime of the product exceeds
USL. In this case, (ry)rs, (ry <1) represents the lower revenue per unit earned
by the manufacturer, i.e., (1 — ry) is the relative loss per unit of these items due
to non-failure of the product and the producer lose due to no repeat purchase.

Therefore, the expected loss of revenue due to warranty is given as:

LSL o
Z=rs.(1—rp) /0 fx)dx + rs. (1 —ry) USLf(x)dx )

Loss in revenue in terms of the cumulative distribution function F is given as:
Z=rs[(1—=r)F(LSL)+ (1 —ry)(1 —F(USL))] (10)
Preventive Maintenance Cost Let C,(f) be the preventive maintenance cost per
unit time with maintenance level m. It is assumed that maintenance cost increases
linearly with maintenance level, i.e.:
Cu(t) = Cpy*m (11)
where C,,, is a constant.
Manufacturer incurs the maintenance cost during the warranty period, i.e., till

LSL. So, the total preventive maintenance cost for the manufacturer of a product is:

P, (1) = Cn()*LSL (12)
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Production Cost Consider Q denotes the quantity produced by the manufacturer
which depends upon the demand of the product, expressed in terms of number of
units sold, N(t, rs), and on the product’s sale price r;. The relationship between these
factors is expressed by the Cobb-Douglas type production function as given in [4]:

QO (N, ry) = 8N%r' ™ (13)

where § and « are positive parameters.

Additionally, we assume Cy,C; and C, to be the setup cost, per unit production
cost, and per unit inventory carrying cost, respectively. The total production cost
comprising of fixed and the variable component at any time ¢ and sales price rg is
given as:

C(I’N(t’ rY)) = [CO + Cl {Q (N’ rS)} + C2 {Q(Nv rS)_N(tv rS)}] (14)

4 Optimization Problem

The net profit IT earned by the manufacturer from selling of the product under
warranty and preventive maintenance at any time ¢ and at per unit price rg is
given as:

H(t,rs) = rsN(tvrs) —rIs. [(] _rL)F(L)
+(1=r0). (1= FU)]N (t.19) =mCo LN () (15)
—[Co+CrioW. o} + 2 {oW.rs) = N(r.rs) ]

For ease of use, (LSL, USL) is replaced by (L, U). Given the parameters in the
above profit equation and also the distribution of the lifetime of the product, IT
becomes a function of ¢ and rg. It is also assumed that the sales price of the product
increases linearly with the warranty period, i.e.,

re=a-+b.L (16)

The effect of maintenance often leads to the useful life of the product being
extended. Thus, it is considered that USL increases linearly in m.

U=Uy+bm 17

where Uy is the constant useful life of the product in the absence of preventive
maintenance.
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The aim of the problem is to find the optimal value of L that can be extracted
by maximizing IT and by determining optimal rg, which when substituted in (16)
provides optimal L. Thus, our optimization problem becomes:

MaxII (t,rs) = r{N (t, 1) —rs. [(1 —r ) F(L) + (1 —ry) . (1 — F(U))] .

N (t,rs) — mCpy (552) .N (2, 1) (18)

- [Co + Ci{ONV. 1)} + G {Q (N.rs) _N<t’ rg)}]

Subject to:
N (t,ry) > Ny (Demand Constraint) (19)
O (N, ry) < Qo (Production Constraint) (20)
Q(N,rs) > N (t,r;) (No Shortages) 2D

where Ny and Q are nonnegative constants.

5 Numerical Illustration

The parameter estimates of the two-dimensional diffusion model which is validated
on DRAM sales data sets are given in Table 1. The lifetime distribution function is
assumed to follow a Weibull distribution. Then, the cumulative Weibull distribution
function with variable L is given as:

rs—a )ﬁ

FIL) = 1—e D’ =1 _ =™ 22)
and the distribution function with variable U is:
FU)=1- e—(lmU)ﬂ =1— e—(lm{Uo-i-blm})ﬁ (23)

Table 1 Parameter estimates
of two-dimensional sales
model

Parameters Estimates
315.679
0.003
0.994
0.67

=S RS =z
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Table 2 Profit model

Parameters Values
parameters

Ao 0.04

p 0.003

q 0.994

B 2

Co 4

C 2

C, 0.5

Cony 0.02

a 3

b 0.4

b 2

Uy 24

rL 0.2

ry 0.9

8 4

o 0.603

No 250

Qo 300
Table 3 Profit function m | A, U |r L Profit
results 0 004 |24 9.3 1533 1339

1 [0.036 |26 |9.13 |15.33 | 1354

2 0.032 |28 |9.13 |15.33 1360

3 10.028 |30 |9.13 | 15.33 | 1355

4 10.024 |32 |9.13 | 15.33 | 1338

5 1002 |34 |9.13 |15.33 | 1306

The formulated optimization problem for profit maximization model is solved
using the LINGO software [17], and numerical data are given in Table 2. Results
obtained using these values of parameters in maximization problem are given in
Table 3.

6 Findings

From Table 3, it can be seen that the optimal maintenance level is obtained at m =2
where the profit function is maximum. The firm should quote sales price of the
product as Rs 9.13 and should provide warranty length of duration 15.33 months.
Also, the firm should provide preventive maintenance in order to reduce failure
of the product during the warranty period and thereby reducing loss in revenue
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Fig. 1 Concave behavior of profit

Fig. 2 Optimal total
maintenance cost

Total cost of maintenance

Corrective

; Preventive
maintenance cost

maintenance cost

Maintenance Cost

m=2
Maintenance Level

due to repairing the failed products. Further, the concavity of the profit function
is established graphically which is shown in Fig. 1.

It can also be deduced that before m =2 the preventive maintenance, i.e.,
repair cost, is higher as compared to the corrective maintenance cost and beyond
maintenance level 2; the preventive maintenance cost is higher. At m =2, the total
maintenance cost is minimum as shown in Fig. 2, thereby implying maximum profit.
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7 Managerial Implications

For companies to maintain economical sustainability and to strengthen their position
in the global market, providing warranty on products is indispensable. Also to
cope up with the tough competition, the manufacturing industries should focus on
improving the reliability of their product. For this purpose companies should adopt
preventive maintenance facility so that the critical parts can be frequently monitored
and serviced to avoid failure. The preventive maintenance is the basic maintenance
technique that extends useful life of the product and avoids future repair costs. The
proposed model addresses the practical scenario which illustrates that by providing
time-to-time preventive maintenance of the product not only lowers the product’s
failure rate but also increases the profit for the manufacturer.

8 Conclusion

This paper developed the warranty analysis model from the manufacturer’s percep-
tion. The model incorporates the concept of warranty for deciding the optimal sales
price and warranty length for a new product diffusion model. We have formulated
an optimization problem which determines the maximum profit function of the
manufacturer under product warranty and preventive maintenance strategy. The
purpose of the problem is to provide managers with the optimal warranty length
and per unit selling price along with the optimal preventive maintenance level for
the product. The problem also incorporates two-dimensional sales model to estimate
the sales of the product.

Intuitively, by implementing preventive maintenance during the warranty period,
the manufacturer has to exhibit additional maintenance cost. However, it has been
observed that the failure rate decreases tremendously due to preventive maintenance,
and therefore, expected warranty cost reduces significantly by providing an optimal
maintenance level, especially when the maintenance cost is lower as compared to
the loss in revenue due to product failure in warranty period. Thus, the paper infers
that the firm can reduce its loss in revenue and increase the product’s useful life by
providing optimal preventive maintenance policy.

Acknowledgment The research presented in this paper is supported by grants to the first and
fourth author from the University of Delhi, R&D Grant No. RC/2015/9677, Delhi, India.
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Six Sigma Implementation in Cutting Process
of Apparel Industry

Reena Nupur, Kanika Gandhi, Anjana Solanki, and P. C. Jha

1 Introduction

Six Sigma is a well-known and accepted concept in the industry for continuously
improving the quality of products or processes. The concept explains that the quality
of products and processes is the responsibility of all the stakeholders involved in the
quality improvement process. Six Sigma is termed as disciplined and data-driven
approach for eliminating errors and defects in a process. This approach emphasizes
on continuous improvements at all the levels in production process, understanding
of customer requirements, business productivity, and financial performance. A term
sigma level is a statistical representation of Six Sigma which describes the process
performance and quality. Lower sigma level indicates high chances of defects in
the process and vice versa. In a project-driven approach, sigma level improves by
reducing defects in the process, product, and service. These defects in processes,
products, and services can be measured through DPMO (defects per million
opportunity). To achieve 60, a process must not produce more than 3.4 DPMO.
Here, defect is defined as any observation outside the customer specification.

In apparel industry, fashion and quality go hand in hand that deal with a
lot of variation and defects in customer demand and manufacturing process.
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The neck-to-neck competition in the garment business compels manufacturers to
produce good quality of apparel in the market to attract customers. Six Sigma
methodology is the implementation of a measurement-based strategy that focuses
on process improvement and variation reduction, which is accomplished by using
DMAIC Six Sigma methodology. The Six Sigma DMAIC process is an improve-
ment system for existing processes falling below specification and looking for
incremental improvement. These incremental improvements are done by reducing
the present defects in product by using improved process. The total numbers of
chances per unit to exhibit a defect are termed as opportunities. Each opportunity
must be independent of the other opportunities and must be measurable and
observable. The total count of opportunities indicates the complexity of a product
or process. After having the knowledge about the complexities in any process,
continuous improvement (CI) process is implemented to improve its quality. ClL is a
policy of constantly introducing small incremental changes in a business in order to
improve quality and efficiency. CI can operate at the level of an individual or group,
which are specifically brought together to identify potential scope of improvements.
Improvements are based on many small changes rather than the radical changes
that might arise from research and development. [1] proposes DMAIC Six Sigma
approach to improve the processes in healthcare setups to reform and obtain zero
error hospitals. [2] discusses in detail about the DMAIC approach of Six Sigma
methodology and finds that instead of a structured methodology for a problem-
solving, there are problems where it may be ineffective. They emphasized on
empirical data usage, statistical tools usage in DMAIC, and lean DMAIC for a better
result. [3] implements DMAIC Six Sigma methodology to improve the quality of
asbestos roofing at PT BBI. In define phase, SIPOC diagram and Pareto chart; in
measure phase, statistical tools like DPMO, sigma level; in analyze phase, fishbone
diagram and failure mode and effect analysis (FMEA); in improve phase, DOE
and ANOVA; in control phase, some recommendations were given to maintain
the improved quality level and decreased DPMO. [4] shows the improvement
of information quality; the quality of healthcare would improve to support the
patient’s satisfaction. The authors in this research have used Six Sigma methodology
to improve information quality. The methodology is able to reduce information
variance in healthcare, especially in the information that is used in the hospital
information system. [5] explains an application of Six Sigma to improve process
performance of the critical operational process that leads to better utilization of
resources and reduction in variation in a manufacturing enterprise. [6] portrays
the improvement in effectiveness of shell and tube heat exchanger in a small-sized
furnace manufacturing company by implementing Six Sigma DMAIC methodology
to. [7] shows the integration of Six Sigma and quality management system [SO
9000 for the development and continuous improvement of education system in
universities. [8] examines the impact of critical success factors (CSFs) of Six Sigma
quality program and their impact on performance indicators in some of Lebanese
hospitals in Beirut. To achieve the objectives of study, two questionnaires were
incorporated and three hypotheses were tested. [9] presents a new framework by
integrating different tools and methods like Six Sigma DMAIC, FMEA, TOC,
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FC, and swim line diagram to have continuous improvement for product processes
and services. This will benefit companies by decreasing their production time and
expenditures and increasing product throughput KPI.

In this paper, the concept of quality management tools and continuous improve-
ment is implemented in garment industries to meet the quality specifications of
customers. The paper is considering only cutting process of the production process.
Four opportunities (distorted pieces, holes/spots, missing parts, raw/frayed edges)
associated with the cutting process are identified. DMAIC Six Sigma is applied to
identify the defects and improve the quality by reducing the number of defectives by
continuous improvement. Pareto chart, cause and effect diagram for all the identified
defects, and P-chart are used to have a brainstorming continuous improvement.
The concept of DPMO is used to check the nonconformance at every step of the
process, and the corresponding sigma level is calculated at every step to have a better
interpretation of the research. Thus the aim of the paper is to assure the quality of
apparel to the garment manufacturer by improving the sigma level of cutting process
by incorporating statistical process control (SPC), Six Sigma tools, DPMO in the
phases of DMAIC.

2 Six Sigma Methodology

Six Sigma provides an effective method to focus on customer requirements, through
improving the process quality. The current study tries to impart quality to the
apparels by controlling the defects during cutting process. To ensure the quality
parameters as per buyers’ expectation, an inspection is carried out to detect the
defects, and then it is controlled to achieve quality specifications. Here, inspection
can be defined as the visual examination or review of defects and to check if they
meet the required measurements. Detection of defects, determination of causes of
defects, reduction of defects, and then proper remedies to these defects can be a
help to the apparel industry to achieve quality. The paper tries to increase the sigma
level by reducing the DPMO for cutting process of the manufacture of apparel. A
continuous improvement process is carried out through DMAIC by imparting many
improvement actions to understand and reduce the serious components, which helps
to achieve improved quality in the cutting process. The process is divided into four
sections, i.e., define phase, measure phase, analyze and improvement phase, and
control phase. Here, analyze and improvement phase has been put under the head
of “continuous improvement” that discusses the analysis of the present state in the
process and explains for the highest defected part of the process. Also, it tells the
causes behind the defect. The improvement phase helps in reducing the defects in
a specified defect type by using the information provided by analysis phase and the
suggestions provided by the concerned departments. The connection between the
causes of defects and its improvement process has to be created as both the phases
are being processed subsequently.
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2.1 Define Phase

Process of converting raw material into finished products is really difficult to
maintain quality in the apparel industry. The industry has to suffer a heavy loss
if production process of garments is not properly carried out. The production of
garments has to go through various processes like cutting process, printing process,
stitching process, washing process, and finishing process. The cutting process is
the most important phase as once the fabric has been cut, there is hardly any
scope to rectify the defects. Therefore, the chances of rejection are also high in
such situations. In the highly competitive garment industry, where same quality
can be provided by many vendors, a company can sustain only by delivering
uncompromised quality product. Therefore, the company cannot afford such type
of rejections.

2.2 Measure Phase

To achieve the required sigma level, we first need to know the presence of
actual number of defects in the product and process. In TQM, the term DPMO
is a quantitative measurement method that computes the total number of defects
available in our product and process. By removing these defects, the DPMO value
reduces and that leads to improvement in sigma level. Hence, sigma level and
DPMO are inversely proportional. Sigma level can easily be calculated from DPMO
on Microsoft Excel. In this phase, we collected the data for 20 days for each of the
four opportunities as a check sheet (Table 1). DPMO is calculated on the basis of
defects observed out of the total pieces produced per day. Mathematically, we can
define DPMO as:

Total number of defects dedected
DPMO = - - — x 1000000
No.of units produced x opportunity of defects per unit

where a defect is defined as any part of the product or service that does not
meet customer specifications or requirements or causes customer dissatisfaction
opportunities which are the total number of chances per unit to exhibit a defect. Each
opportunity must be independent of the other opportunities and must be measurable
and observable. The total count of opportunities indicates the complexity of a
product or process, which is something that can be quantified by a customer. It
is a measurable and observable output of a business process. It may manifest itself
as physical unit. The data recorded for 20 days for all four defects are collected in a
check sheet.

From Table 1, it is obvious that total numbers of 175 products are defective out of
14,020 products. There are four opportunities, namely, distorted pieces, holes/spots,
missing parts, and raw/frayed edges. From the above information, DPMO calculated
is 3120. Sigma level of 4.23 is obtained from calculated DPMO. DPMO can be
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Fig. 2 Pareto chart for the original check sheet

converted into the corresponding sigma level by Six Sigma table or on Microsoft
Excel as well. The sigma level of 4.23 says that there are 3120 defects per million.

It is clear from Fig. 1 that production is totally under control, but defectives, p(i),
are showing very high fluctuation/variation from their central line. So, it is very
much clear that there is further scope of improving the present available quality
level. Our aim is to reduce the above calculated DPMO and achieve higher sigma
level with continuous improvement using quality improvement tools. DPMO and
sigma level are calculated every time after removing the defects one by one with the
help of quality improvement tools.

The Pareto chart in Fig. 2 shows that initially distorted pieces contribute
maximum error and subsequently other defect types are showing their weight age
in the total defects. We start the improvement process with the reduction in defects
of distorted pieces, and this reduction is progressed until maximum possible defects
are reduced from all the defect types. Thus the aim of the paper is to assure the
quality of the apparels to the garment manufacturer by improving the sigma level of
cutting process by implementing the Six Sigma.
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3 Continuous Improvement Process

The visual appearance, comfort, durability, and fit of a garment can be affected by
defects that occur during manufacturing. The defects that occur during the cutting
process of apparel production could hardly be removed, hence considered very
serious and loss-making. Through the help of cause and effect diagrams, few areas
of improvements are identified. These areas are checked and improved through
continuous improvement, and the corresponding sigma level calculated is found to
be improved. Each and every aspect causing the four defects was considered in the
cutting process through quality improvement tools. This helps us to analyze our
present problem well. Pareto chart, fishbone diagrams, check sheets, and control
charts are among the seven quality improvement tools which are used to analyze
our current problem in this paper. Pareto chart is prepared for decision-making and
to identify as to which 20% of sources cause 80% of error. Pareto chart helps
us determine which category or categories should be the focus of improvement
efforts. Another one is cause and effect diagrams which help us to know the critical
causes of defects. These critical causes could be improved through the continuous
improvement. Hence these are considered as the key tool used in total quality control
and Six Sigma. After keen observation of every related causes and the continuous
improvement, finally achieved implementations are as follows:

3.1 Improvement Phase: Distorted Pieces

In the first phase of improvement, the paper tries to reduce the defect with the highest
percentage of nonconformance, i.e., distorted pieces from Fig. 1. The Pareto chart
for the four opportunities is prepared, and it is found that distorted pieces constitute
50% of defects during cutting of cloths. So it is clear that it is urgently required to
control this defect of distorted pieces. To know probable causes of distorted pieces,
a detailed discussion session is held by the quality team consisting members of
different department in the cutting process. Then after getting consent of quality
teams on different probable areas, a cause and effect diagram for distorted pieces
(Fig. 3) is drawn as shown below.

On multi-voting by the quality team and finding areas of major consent by them,
fabrics and pattern are against layout, and improper laying of patterns on fabrics are
identified as root causes for the defect of distorted pieces. On checking the above
causal factors, the process sigma level increases from 4.23 (DPMO = 3159) to 4.32
(DPMO = 2397) (Table 2). Corrective actions taken on the basis of root causes
identified which actually reduced the defects are discussed in control phase for all
defect types in this paper. Then to analyze the actual situation, a Pareto chart is
prepared as shown in Fig. 4.
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Fig. 3 Fishbone diagram for distorted pieces

3.2 Improvement Phase: Holes and Spots

The Pareto chart in Fig. 4 explains the defects of holes/spots that caused the
maximum nonconformance to the process. So, now efforts will be directed to reduce
this defect. Similarly as above defect type, a fishbone diagram for holes/spots is
prepared and shown in Fig. 5.

Detailed discussion on the possible causes followed by the multi-voting by the
experts the root causes for holes were identified as making notches and darts;
improper pocket positioning whereas improper dyeing and shading were critical
causes for spots. On working on these areas well, the improvement table obtained is
shown in Table 3.

With the consideration and control of these critical areas, the defects for the
holes/spots were reduced from 40 to 19 defects. Sigma level increased from 4.22
(DPMO = 3193) to 4.42 (DPMO = 1758). Then to analyze the actual situation
again, a Pareto chart is prepared as shown in Fig. 6.

3.3 Improvement Phase: Missing Parts

The Pareto chart in Fig. 6 shows that the defects of missing part cause the maximum
nonconformance to the process. Fishbone diagram for the defect of missing part is
drawn to work on critical causes of it as shown in Fig. 7.
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Pareto Chart
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Fig. 4 Pareto chart after reducing distorted pieces
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Fig. 5 Fishbone diagram for holes/spots

The critical causes for the defect type are losing patterned fabric; omission of
slits, notches, and drills; facing wrong direction on fabrics; missing parts while
cutting; and unskilled assembling of fabric parts.

The check sheet after the improvement is as shown in Table 4.

The sigma level is increased from 4.24 (DPMO = 3059) to 4.53 (DPMO = 1231).
Pareto chart in Fig. 8 shows the updated state after employing the improvement on
missing parts.

3.4 Improvement Phase: Frayed Edges

The Pareto chart in Fig. 8 shows that defects of raw/frayed edges cause the
maximum nonconformance to the process. Fishbone diagram for the defect of
raw/frayed edges is drawn to work on critical causes as shown in Fig. 9.
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Pareto Chart
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Fig. 6 Pareto chart after reducing the holes/spots

Cause| Effect

|Machine I Measurement I

Fabric

Knife numbering fabric
cuts

scissors
. Markers

Losing patterned facing wrong

fabric directions on fabrics,
Omiuen of Less Space
slits missing part while 2
. " m less Time
Omition of utting ferate
notches & Wrongly matching
drill marks checks nskilled 100 meshy

in assembling

kimpy ) -
[Methods | marking  [People| fabries pans [Envifonment

Fishbone Diagram for Missing part

Fig. 7 Fishbone diagram for the missing part

The critical causes for the defect are unsharp scissors, imperfect removal of
wrinkles, improper folding of seam lines, and less knowledge. The improvement
sheet achieved is shown in Table 5.

The improvement over above identified areas of frayed edges will reduce defects
from 19 to 9 defects and sigma level from 4.23 (DPMO = 3123) to 4.63 (DPMO =
878). The final P-chart after reconsidering all the above four defects is shown in the
Fig. 10.

The final P-chart (Fig. 10) after reducing the four defects clearly shows that
defectives are more cluttered around the central line than the initial P-chart (Fig. 1).
It means that the process now is much more stable than the process with which we
started. Even after reducing defects up to 878 DPMO from 3159 DPMO, we can see
that still there are a lot of defectives which can be controlled and brought near to the
central line.
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Pareto Chart
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Fig. 8 Pareto chart after reducing missing part
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4 Control Phase

After improving all the phases of cutting process while apparel production, a Pareto
chart with current state of process has been shown in Fig. 11.

The above Pareto chart clearly shows that on reducing raw/frayed edges, the
scope to decrease the defects in distorted pieces has emerged. Replicating the above
steps, again the cause and effect diagram for distorted pieces can be made at this
level and then its improvement sheet is prepared. Further, Pareto can be used based
on the above obtained improvement table, and the next most serious defect can be
improved. The process will go on repeating till the desired sigma level is achieved.
The numerical description derived from the above process is as follows:

* Distorted pieces are reduced to 82%), i.e., from 88 defects to 16 defects by exactly
following the marker lines when patterns are properly laid on fabrics; fabric
spread should have proper tension and free with wrinkles.
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Fig. 10 Final P-chart after reducing all the four defects
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Fig. 11 Pareto chart after reducing raw/frayed edges

* A total of 19 defects (52.5%) of holes/spots could be reduced out of 40 defects
by avoiding use of broken needle, using drill machine perpendicular to fabric
spread, proper cleaning of machine, ensuring even bleaching, even heat setting
according to fabric (especially in case of synthetic), and proper dosing of dyes
and chemicals during dyeing and shading.

* The defect of missing parts is reduced from 25 tol1, i.e., 56% by proper labeling
of parts by marker with correct numbers; double check pattern direction before
cutting.

* Even spread of fabric with proper tension, use of sharp knife according to fabric
and the proper speed of use of the particular knife, and wrinkle-free plies reduced
the defects of frayed edges. Checking these reduces 9 defects out of 19 defects.

* Finally, on reducing approximately 52.6% of defects of the four opportunities,
the sigma level is increased from 4.23 to 4.63. It means that a defect of 3123 per
million is reduced to 878 defects per million.

* Now, by looking at the two figures (Figs. 1 and 10) of initial stage P-chart and
final stage P-chart, it is clear that in final P-chart (Fig. 10), the process has become
more stable than before, but few deviations of defectives from central line are
still there. This gives us an idea of further improvement. This improvement is
continued till we achieve the desired level of the sigma level.
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5 Conclusion

Six Sigma quality methodologies have definitely set a benchmark for excellence. It
has been done by simply raising the standards of quality through implementation
of improvement actions and continuous improvement. The sole objective is to
successfully meet desired standards of customer’s expectations. With the ever-
increasing demand of quality products, quality has become the prime concern for
organizations to survive in the global competition and for profitability. It combines
elements of powerful disciplines such as statistical quality control that focuses
on reducing variation to very low levels for better results. It is validated by the
practitioners in industry and academics that there should be Six Sigma between the
mean and the specification limits for carrying not more than 3.4 defects per every
million in any process. In the present research, the number of defects at each stage
in the production process is observed. The plotted results in P-chart (Fig. 1) show
the defects under control limits. However, deviation of defectives from the central
limit is observed by the concerned department. The department provided ideas of
improvement actions to carry out defect reduction process. It was advised that the
process still has scope for further improvement and defects reduction. Hence, in
the improvement phase, a number of actions have been implemented to reduce the
defects. The continuous reduction of causes for defects in the cutting process by
using implementation of Six Sigma DMAIC method helped in improving the sigma
level.
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Forecasting of Major World Stock Exchanges
Using Rule-Based Forward and Backward
Chaining Expert Systems

Sachin Kamley, Shailesh Jaloree, and R. S. Thakur

1 Introduction

In these days, share price forecasting has become the hottest topic in financial time
series forecasting and always remains in the limelight due to the volatile states of
the economy. This is due to the fact that various business analysts, investors, and
researchers have paid attention to the future estimation of stock prices. For the last
three decades, Al has emerged as a most powerful area, and it supports various
disciplines like natural language processing (NLP), artificial neural network (ANN),
robotics, computer vision, expert system, etc. However, the expert system has come
forward as most prominent Al techniques and had shown its usefulness in various
areas like agriculture, medicine, astrology, engineering, and many more [1].

An expert system is called knowledge-based system that uses knowledge to
solve problems, and knowledge must be encoded in some style of rules, facts,
procedures, objects, relations, etc. However, the knowledge might be collected from
various sources, for instance, books, magazines, newspaper, and reputed journals
and sometimes by domain experts [2]. After acquiring the knowledge, it is encoded
in a computer where some training and experiences are applied in a specific field.
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‘ User Interface ‘

£ 2

‘ Explanation Mechanism ‘

—>{ Inference Engine

A 4

Rule : IF-

Database

Knowledge Base

Fig. 1 Anatomy of an expert system [2]

However, the encoded knowledge stored in a appropriate form that must be tested
and verified throughout the life of the system [3]. There are various techniques used
for symbolic representation of knowledge like formal logic, frame, scripts, semantic
net, and so on. Figure 1 shows the anatomy of an expert system.

Figure 1 states the basic anatomy of an expert system. The inference engine is
the most powerful component of the system that is responsible for carrying out the
reasoning process where the expert system reaches at a particular solution. However,
it is also called the brain of the system where it is responsible to link the rules
with a knowledge base, whereas facts are provided by the database. Moreover,
the knowledge engineer is the person who knows the process of designing an
expert system, and explanation component provides a detail reasoning process of
the system [4].

Throughout the previous few years, the stock market has shown its worthiness in
the fastest-growing economy, but accurate share price prediction is still challenging
and a difficult process. Previously, various algorithms have developed for numerical
predication, but very few authors have attempted symbolic representation of stock
market data. Some important concerns for this research study are:

1. Various fundamental and technical variables still as some important macroe-
conomic factors are also being thought of to construct the security market
knowledge base.

2. This study employed a comparative study between forward and backward
chaining methods.

3. This research study can give a foundation for novice share users and researchers
by providing a transparent image of expert system tools and techniques.

4. The final focus of this research study is to choose an acceptable reasoning
strategy for the stock exchanges as well as improving and extending the inference
power of stock market expert system.
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Table 1 Brief description of literature review

Contributor Input variables

Zarandi et al.

(2012) [5]

Patel (2012) Fundamental and

[6] technical

Mohamed Fundamental and

(2014) [7] technical

Markic et al. | Corporate

(2009) [8] performance
indicators

Kamley et al. | Fundamental

(2015) [9] factors

Kamley et al. | Macroeconomic

(2016) [10] indicators

Chang and Fundamental and
Liu (2008) technical

[11]

Velumoni and | Technical

Rao (2016) variables

[12]

2 Literature Review

Fuzzy linguistic

Approach
Fuzzy rule based

Fusion models like SVR-RF,
SVRANN, etc.

Forward chaining- and
backward chaining-based
inference techniques

EXFIN using production rule

Comparative study of
forward chaining- and
backward chaining-based
inference techniques
Comparative study of
forward chaining- and
backward chaining-based
inference techniques with 50
production rules

TSK fuzzy rule

Expert system using prospect
theory
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Performance

Outstanding and lower-risk
decisions

Higher accuracy with low
error rate

Better prediction accuracy
than other

Outstanding and lower-risk
decisions

Better performance of
backward chaining but low
decision-making

Excellent performance of
backward chaining and
higher decision-making

Outstanding with lower-risk
decisions

Low error rate

Table 1 briefly describes some significant researcher works over the years.

3 Knowledge Base Design

A good quality of expert system always depends on its knowledge base, but the
quality of knowledge base depends on the knowledge that is fed by the knowledge
engineer [13]. In an expert system, a knowledge base is maintained employing a set
of variables and rule list. Table 2 shows a sample of stock market vocabulary.
Stock market domain is very large and behavior is unpredictable. However, it
consists of numerous technical rules; thus, illustration and mapping of all these
rules are impossible. During this study, 100 rules are considered for stock market

knowledge base [14, 15].
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Table 2 Sample of stock market vocabulary

Variable and description

OP, open price; LP, low price; HP, high price; CP, close price; BSE, Bombay Stock Exchange;
Hang Seng, China Stock Exchange; VOL, volume; GDP, gross domestic product; EPS, earnings
per share; DIVD, dividend; USDP, US dollar prices; OLP, oil prices; FDI, foreign direct
investment; INFL, inflation; INTRST, interest rate; PE ratio, price-earnings ratio; STK, stock
market; IMP, import

4 Proposed Methodologies

4.1 Forward Chaining

Forward chaining is a data-driven methodology that begins by applying the rules in
a forward direction. It is a top-down procedure, i.e., recursively applying the rules
over data to generate more data. However, the top most rules are executed each time,
and always rule adds a new fact in the database when fired. Any rule can be executed
only once. The procedure is stopped once when no further rules can be fired [1, 2,
10, 16]. In forward chaining method, IF part (LHS), i.e., antecedent, is specified
first, and the THEN part, i.e., consequent, is specified later. The structure of forward
chaining rule is given below.

IF

AND

THEN
Z

Figure 2 depicts a flowchart of forward chaining inference procedure.

Figure 2 states that the procedure starts by comparing the premises of each rule
(knowledge base) against the fact base for discovering the new applicable rule. In
this situation, sometimes conflict resolution arises, i.e., if more than one rule is
applied at the same time. At this time, rules are selected based on the priority basis,
i.e., ignores those rules whose conclusion is already known and chooses one of the
remaining rules. At last, procedure terminates, if no more rules are applicable.

4.2 Backward Chaining

In contrast, backward chaining is called the goal-driven reasoning process, where
procedure begins by applying the rules in a reverse direction, i.e., starts from the
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Start

Knowledge Fact Base

B
ase Selection of
Applicable Rule

‘ Conflict Resolution Arises if

More than One Rules are
Applicable

Applicable Rule ( Execution (Apply the
L Selected Rule) New Facts Added

Stop the
Procedure

Fig. 2 Flowchart of forward reasoning inference procedure

goal and tries to find more evidences in order to satisfy the goal or hypothesis [2, 4,
10, 16]. In other words, backward chaining procedure works from the goal back to
facts. The structure of backward chaining rule is given below.

zZ
IF

AND
Y

Figure 3 depicts a flowchart of backward chaining inference procedure.

Figure 3 states that procedure starts with a specified goal. Firstly, goal is matched
with the fact base; if the goal is found, then the return is true (proved); otherwise,
the return is false. After that goal is matched with the conclusion of a rule with a fact
base, then the return is true, i.e., proved. Otherwise, try to match the goal with the
conclusion of a rule one by one and also check to see if its premises are provable;
if yes, then the return is true (proved). In this process, a new goal is pushed on the
stack each time, and the process is repeated until the rules are matched with the goal
stack and no more rule is left in the knowledge base. Figure 3 is clearly stated that if
no rules matched with goal stack, then the procedure reruns false, i.e., can’t prove.



302 S. Kamley et al.
start >

Knowledge Fact Base
Base
Match the Goal with ‘ If Yes Then Return True T
Fact Base J (Proved)
Match the Goal with
Conclusion of a Rule
l Yes
Check to See if Rules are Matched
and its Premises are Provable
‘ Yes Otherwise Match
with Conclusion of
Return True (Proved) Another Rule
l No
No o crn e Return False (Can’t o
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Fig. 3 Flowchart of backward chaining inference procedure

5 Experimental Results

List processing (LISP) is the general purpose, and symbol-oriented language has
been getting used extensively for the knowledge representation task. In this study,
common LISP 3.0 editor is employed to design the expert system shell, and all the
applicable rules are inputted into stock knowledge base in the rule-based format
[17]. An inference engine component is accountable for searching all the applicable
rules in the knowledge base and updated the fact base once execution of rules
is done. Figure 4 shows generation of rule base (knowledge base) from LISP
environment.

Now users interact with the system and raised various queries from the system.
The questions asked by the system are “what are the impacts of falling US Dollar
prices,” “what are the impacts of BSE stock exchanges of rising open and high
prices of NASDAQ and Hang Sang index,” “what are the impacts on all indexes
of falling inflation rate and interest rate,” “what are the impacts of rising of GDP,”
and “what are the impacts of rising of FDI on all indices” [10, 18-20]. Therefore,
the expert system tries to answer these queries one by one, and the inference
engine procedure starts searching all the applicable rules within the knowledge
base, and the respective conclusion is drawn. Finally, fact base is updated with the
new knowledge. The following command is used to execute the forward reasoning
inference procedure:
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| Common Lisp-[Lisp Worksheet] |

;s Corman Lisp 3.01 (Patch level O)

;; Copyright © Corman Technologies Inc. All rights reserved.
;s Unlicensed version, evaluation period expires in 24 days.
‘(setq *rule-list™* ‘(

(R1
(R2
(R3
(R4
(R5
(R6
(R7
(R8
(RO

IF (is rise (USDP) THEN (is BSE up))
IF (is fall (IMP ECOMY) THEN (is STK down))
IF (is rise (INTRST INFL) THEN (is STK down))

303

IF (is rise (OP LP) and (is rise CP) THEN (is buy shares of all indices))
IF (is rise (VOL OP ) THEN ((is sell shares )and (is earn profit)))

IF (is fall (USDP) THEN (is rise share prices))

IF (is rise (USDP ) THEN (is fall share prices))

IF (is rise (OLP) THEN (is fall share prices))

IF (is fall (INFL USDP) THEN (is fall share prices))

(R10 IF (isrise EPS OP) THEN (is rise share prices))
(R11 IF (is fall (IMP EXP) THEN (is fall share prices))

Fig. 4 Generation of sample rule base from LISP environment

Knowledge Base

Rule 1
Working Memory Rule 2
Goal: Rule 3
Rise USDP i
Fall OLP ¥
Rise Vol and CP Rise (OP) E::Z g
Fall INTR and INFL Rise (NASDAQ
Rise IMP and EXP Index) Rule 22
------ Rise (ECOMY) Rule 23
"""" Fall (EPS)
Rise (EXP) < .
Rise (FDI) Rule 32
1stIteration: Rules Fired e Rule 33
->5,16,21, 29,38,49, o
62,79,89,97 Rule 42
Rule 63
Rule 99
Rule 100

Fig. 5 Production system environment after rule invocation

=>(setq *FC_Infer*T).

Next, the inference process searching for rules proves the specified goal in the
knowledge base. As a result, ten rules are fired and new information is added in
the working memory. Figure 5 shows production system environment after rule
invocation.

However, inference process is repeated until the goal does not become true and
knowledge base has no more rules to be fired. Thus, all goals are to be proven.
Figure 6 shows a bar graph among fact, no. of rule, and no. of iterations.
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mNo.of Fact mNo.ofRule = No.oflIteration

Fig. 6 A bar graph among fact, no. of rule, and no. of iterations

Figure 6 clearly states that when the no. of rules increases, then the no. of
iterations is also increasing in the same manner. Thus, the procedure slows up the
performance of inference engines. The following command is used to invoke the
backward chaining inference procedure:

-(setq *BC_debug*T).

Backward chaining process starts by searching the knowledge base until it finds
one that has a consequent part as a desired goal. However, if the antecedent part of
the rule is not known to be true, then it is added to the list of subgoals. Thus, 12
rules are fired and new subgoals are pushed into the working memory. Therefore,
the procedure continues until all subgoals have been tested. At last, the procedure
stopped when all the goals are attempted. Figure 7 shows a bar graph among fact,
no. of rule, and no. of iterations.

Figure 7 clearly states that when the no. of rules increases, then the no. of
iterations also increases, but very less as compared to forward reasoning approach.
Table 3 shows forecasted performance for stock market expert system.

Table 3 depicts that forecasting performance of the stock market provided an
opportunity to stock users to invest money in the market and earn profit regarding
decision.

6 Conclusion and Future Scopes

In this study, forward chaining- and backward chaining-based expert system infer-
ence approaches are implemented. Four noteworthy major world stock exchange
data and various technical and macroeconomic indicators are considered for mod-
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Fig. 7 A bar graph among fact, no. of rule, and no. of iterations

Table 3 Forecasting performance of stock market expert system

S.No. | Fact Inference result Investment decision
1 Rise GDP and INFL Rise Hang Seng index Sell
2 Fall OLP and GDP BSE down Buy
3 Fall EPS STK down Buy
4 Fall OP and CP STK down Buy
5 Fall INFL and INTR STK up Sell
6 Fall GDP Fall BSE index Buy
7 Rise UNEMPR Fall BSE index Buy
8 Rise FDI Rise BSE index Sell
9 Fall OP and CP Fall BSE index Buy
10 Fall LP and VOL Fall BSE index Buy
11 Rise USDP and INFL Fall Hang Sang index Hold
12 Fall GDP and FDI Fall Nikkei 225 index Hold
13 Rise USDP Fall BSE index Buy
14 Rise OP and HP STK up and rising share prices | Sell
15 Rise OLP STK down Buy
16 Rise Nikkei 225 BSE index up Sell
17 Fall dividend and EPS Fall BSE index Hold
18 Fall OP and HP Fall Hang Seng index Buy
19 Fall FDI and PE ratio Fall BSE and Nasdaq Buy
20 Rise PE ratio and Fall OP | STK up Sell

eling the stock knowledge base. Based on the results, it is observed that backward
reasoning strategy has outstanding forecasting performance as compared to forward
chaining strategy. The sole drawback of forward chaining strategy is that it takes
a long time to infer the results, while backward chaining strategy searches the
specified goal very quickly. Therefore, this study will be helpful for stock users
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and brokers to know more about share market conditions and also provide guidance
for stock users. Sometimes the rule enhancement process decreases the performance
of expert systems. In the near future, fuzzy-based expert system or object-oriented
approach will be adopted for higher performance.
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Performance Enhancement of AODV Routing
Protocol Using ANFIS Technique

Vivek Sharma, Bashir Alam, and M. N. Doja

1 Introduction

The mobile ad hoc network comprises of mobile devices that are connected to
each other without wires. Each node in MANET is mobile in nature, so they
have dynamical topologies. Such type of network possesses a variety of limitations
like no base stations, limited power of each node, limited bandwidth, dynamically
changing topologies, etc. These factors lead to primary challenge in routing the
information from the sender node to receiver node, network optimization, and
link scheduling algorithm. In static network, the shortest path from the source to
destination node is usually the optimal route, but in MANETS it is not a well-
defined problem due to its dynamically changing topologies. However, to select an
optimal routing path and to deliver a message in a MANET, factors such as variable
link quality, bandwidth consumption, multiuser interference, power expanded, and
topological changes are to be considered. The MANET’s routing protocol should
be adaptive in nature to consider these effects while taking routing decision.

In the last decade, researchers have been particularly active in optimizing the
performance of MANET routing protocols by embedding soft computing techniques
to conventional routing protocols [1-5]. But these protocols are prone to attacks due
to MANET’s environment characteristics. Therefore, to increase the security and
efficiency of routing protocol, many researchers propose the utility of fuzzy logic
system [6]. Author in [7] calculated the trust value of a node using fuzzy logic
system, and if the node has a trusted value greater than threshold, then only it is
to be considered. Authors [8] developed a system based on genetic algorithm to
detect the intrusion by analyzing the behavior of each node. Authors in [9] proposed
routing protocol that enhances the packet forwarding capability of a node based on
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the fuzzy logic system. To solve the transportation system problem of mobile ad
hoc networks [10], have calculated the cost of each link and select the optimal path
based on calculated cost.

This paper shows the results when delay is also taken as a parameter along with
hop count to determine whether to forward a packet to a specific node or not by
embedding ANFIS technique to traditional AODV routing protocol. Many nodes
establish communication through other nodes by broadcasting its own packet. This
may create congestion in the network and affect its performance. So, it become
important for the routing protocol to calculate the delay between the nodes so that
the congestion can be reduced and that also improves the packet delivery ratio.

The remaining paper is as follows. Section 2 presents adaptive network-based
fuzzy inference system for advanced AODV. Section 3 contains the proposed
protocol AAODV. In Sect. 4, its simulation model is presented further, and its results
are presented and analyzed in Sect. 5. Finally, in Sect. 6, conclusions are discussed.

2 ANFIS for AAODV

ANFIS is called as adaptive network-based fuzzy inference system introduced by
J.S.R. Jang. The five layers in an ANFIS system are used in this paper and are shown
in Fig. 1. A hybrid learning mode is used to implement different node functions to
learn and tune parameters in a FIS. The Sugeno model will be used in this paper that
considered its advantage over high-dimension problem.

input inputmf rule outputmf output

Fig. 1 Architecture of ANFIS
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Table 1 Rule value for ANFIS

Rule Rule values Output value
Rule 1 If hop count is low and delay is low Very low
Rule 2 If hop count is low and delay is medium Low

Rule 3 If hop count is low and delay is high Medium
Rule 4 If hop count is medium and delay is low Low

Rule 5 If hop count is medium and delay is medium Medium
Rule 6 If hop count is medium and delay is high High

Rule 7 If hop count is high and delay is low Medium
Rule 8 If hop count is high and delay is medium High

Rule 9 If hop count is high and delay is high Very high

Layer 1 generates the membership function for input variable hop count and
delay with low, medium, and high as the variable linguistic. The range for input
variable hop count is from 0 to 8 nodes and for delay is from O to 2. For output,
variable linguistic used are low, very low, medium, high, and very high.

In Layer 2, rules are originated as shown in Table 1.

In Layer 3, each node executes normalization of the rules from the preceding
layer.

In Layer 4, outputs of the rule are calculated.

In Layer 5, all incoming signals are calculated.

3 Proposed ANFIS AODV (AAODYV)

During the routing process, the path information variable is required to take the
optimized and effective decision. To counter the uncertain information, an effective
mechanism is to be required that can handle the information effectively. For this
purpose, we used the ANFIS system.

AODV routing protocol uses its routing table to store and get information for its
routing process. It has RREQ packet that store the required information parameter
like hop count and delay. The value of each node is taken from this packet and sent
to the ANFIS system as input. It processes the system and gives back an output and
updates the entry of reverse route source of RREQ message. If the new output is
having the value less than the stored one, then the spreading of RREQ message is
done until it reaches to its destination. This scheme not only reduces the routing
time but also reduced memory overhead required to store all routes until it reaches
the destination.
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Table 2 Parameters used in

" - . Parameter Values
simulation environment -
Routing protocol | AODV, AAODV
No. of nodes 20
Area 700 * 700
Channel capacity | 54 Mbps
Traffic type CBR

Mobility model Random way point
Simulation time | 50, 100, 150, 200, 250

4 Simulation Model

The environment variables that are used in the present simulation are shown in Table
2. The network is modelled with 20 mobile nodes that are placed randomly within
700 x 700 m? area. The channel capacity is 54 Mbps. A random way point model
was used where a speed of each node lies in between 0 and 10 m/s. Finally, a traffic
generator is also used for constant bit rate (CBR), and the final load of packet is
of size 512 bytes. At any particular time, only eight nodes can communicate. The
network parameters are simulated at time 50, 100, 150, 200, and 250 seconds by the
NS2.35 simulator; the system is implemented by C++ and TCL language. For the
implementation of ANFIS, we used MATLAB.

5 Simulation Results

The following parameters are calculated at different simulation times to determine
the network performance:

* Packet delivery ratio (PDR): It is the ratio of the sum of all the packets that have
been received to the sum of all the packets that have been sent.

> Number of packet receive

PDR =
> Number of packet send

(1

* End-to-end delay: It is defined as the mean time taken by a packet starting from
its source to reach its destination in the network.

> (arrive time — send time)

End to End Delay = 2)

> Number of connections

From the simulated results, i.e., Figs. 2 and 3, it is clearly observed that the
PDR has increased and the average end-to-end delay is improved for 20 nodes,
respectively. Therefore, the use of ANFIS with AODV provides much better results
than AODV.
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6 Conclusions

This paper proposes the improvement in standard AODYV routing protocol with the
use of delay parameter along with hop count parameter while taking the routing
decision. The present algorithm embedded ANFIS to AODV routing protocol. The
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simulation of 20 nodes with simulation time ranging from 50 to 250 s is presented
and also compared on the basis of parameters like PDR and throughput. The results
show that AAODV performs better than traditional routing protocol.
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Preservation of QoS and Energy
Consumption-Based Performance Metrics
Routing Protocols in Wireless Sensor Networks

Ram Bhushan Agnihotri, Nitin Pandey, and Shekhar Verma

1 Introduction

A wireless sensor network is controlled and restrained by the restriction of data
bandwidth, and high error rate of the wireless channel limits the quantity of data
that can move through over such channel and the communication consistency; the
restricted processing command of sensor nodes limited by their physical scope; and
limited size and potential of the sensors for group of data and the value of collected
data [1]. These limitations are further emphasized by limited liveliness of the
batteries [2]. By minimizing the redundant information for transferring the relevant
information only that is possible on low bandwidth error leads toward maximizing
the processing of sensor nodes; in addition least processing within the network
is required for processing power and memory [3]. However, the small cost of
processing (per bit cost) as compared to communication entails minimum possible
data transfer in situ with maximization of processing [2]. The amount of limited
processing potential and memory controls the processing of simple operations in
network. This has provided for gathering and processing simple data in wireless
sensor networks practical only.

Each sensor node is illustrated by low consistency, limited memory and compu-
tational capability, limited battery power, and low precision. The cumulative effect
enhances the accuracy and consistency of data, in the presence of huge numbers
such sensor nodes deployment over a region. Due to huge redundancy as large
number of sensors, this accuracy and consistency affects and senses the similar
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parameters at the similar place and time. If sent to a sink from the sensor nodes,
this surge of redundant data stretch collected by sensors over space and time would
drain the bounded energy of sensors. It is also quite familiar that energy requirement
of communication is very high as compared to computation; hence, it is crucial that
only useful data be extracted from the sensed data and communicated to the sink.
This would conserve the energy of the sensor nodes to make longer the network
lifetime [4-9].

It can be analyzed that divergence in the nature of the network of sensor nodes
and each sensor node raises some challenges that require to be addressed [5, 6]. In
this matter, the first difficulty occurs due to the low consistency of a sensor node. The
deployment of sensors in a different environment, a changeable and unfamiliar kind
of values, is sensed. It is, therefore, exceptionally complex to differentiate between
normal and abnormal sensor value readings.

To recognize an inconsistent node is vital in the sensor network but quite difficult.
The second difficulty occurs at the network level. As declared in advance, sensors
have restricted by memory, processing capacity, and battery life limitation. The
communication protocols and processing methods must be able to adjust to failures
of each node, adapt to changing environment, ensure sensor data integrity, and mind
useful information by aggregating spatiotemporal data with communication among
the reliable sensor nodes and limited resources.

The third issue is related to resolve the abnormality and unwanted information
in the sensed data, and lastly the final problem is to handle the query requirements
from the sink by sending information at a desired resolution. The mobility-based
applications are quite challenging in WSNs such as monitoring of health and
wildlife and search and rescue operations that demand a reliable routing protocols
to improve the limitations of mobile sensor nodes. GPS-enabled network also helps
to assign the location of node which further reduces the delay in switching from
one cluster of one to another. It also helps to improve the packet delivery ratio in
the case of data transmission for existing routing protocols. Even though the routing
is applied only on the nodes, the routing on the basis of cluster heads can be quite
useful in the context of fault tolerance. It will be counted for the cluster heads only
to analyze the packet loss in data transmission and reduce the impact of individual
mobile nodes [2].

There are so many challenges in wireless sensor network such as power control
[7, 8], MAC, routing, and transport. To choose the power levels of transmissions
in wireless networks, it is defined on the basis of some constraints of power levels.
Power level influences range and also affects the routes. Power levels determine
interference. Conceptualization problem occurs for power control in three layers.
First problem, quality of reception occurs in physical layer; then network layer faces
problem of impact on routing and finally transport layer struck due to higher power
impacts congestion. Some of the global impact [9] also happens in power control
such as connectivity, which is global property, and clustering which is regional-
based property. A routing process using source node with the mobile node is shown
in Fig. 1. It shows the overall impact of routing over the hybrid network.
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Fig. 1 Block diagram of the
hybrid network model

A Access point
@ Mobile node
@ Source node

The rest of the paper is structured as follows. Section 2 illustrates the related
work. The analysis of the key challenges in WSN for performance metrics in
the routing protocols is described in Sect. 3. Experimental analysis is done by
simulating two different schemes in Sect. 4. Finally, conclusion section is stated
in Sect. 5.

2 Related Work

In 2010, a distributed coding-aware routing (DCAR) protocol is proposed to
overcome the network region limitations for detecting possible chances of network
coding and also the exploration of the existing routes between a specified source
and destination [1]. Figure 1 shows a model for the routing using source node which
utilized the access point for connecting the next cluster and mobile nodes. Source
nodes are used to utilize the resources in better way. The more availability of source
node can also increase the better QoS throughout.

The [10, 11] “next generation architecture of wireless sensor network for com-
munication applications” aims at integrating the communications between sensor
nodes by means of supportive diversity and the multi-hop routing where the sensor
nodes sense the data and transmitted to its neighbor nodes. The d is the vertical and
horizontal distance between each sensor node.

Three major layers are used in the wireless networking that play a major role in
the WSNs and the existing challenges in WSNs. The performance metrics in routing
protocols for challenges in WSN are shown in Fig. 2. The descriptions related to the
layers are shown below with the key characteristics.

1. Physical layer optimized for multi-hop wireless networking. Physical layer
restructuring has significance in terms of moving toward route and forward
activities in physical layer, where routing is defined as to conclude which set
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Fig. 2 Block diagram of the
challenges in WSN for Throughput
performance metrics in
routing protocols

Energy
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of nodes send the packet from starting node to destination and forwarding is
based onto the transport along this chosen path. The new physical layer has
three structures “relay,” “transmit,” and “receive.” Switching process is done at
physical layer itself.

2. Access to medium in network for entire (as opposed to single hop) path-centric
hops. Atomic unit of operation is equal to multiple hops. Medium access control
is path-oriented. Packet does not have to recomplete at every hop. Harness unused
resources to increase capacity of path. Cooperative diversity is defined as “Nodes
simultaneously retransmit the same packet on different channels, and sets of
frequencies are to be distributed over combined receivers. Reduced processing
and removal of recontending at every hop will reduce latency. Cooperative
transport increases capacity. Path diversity increases path robustness.

3. Cooperative transport of packets. Harness unused resources to increase capacity
of path. Concept of “cooperative diversity” depends on nodes simultaneously
retransmitting the same packet on different frequencies/channels to be diversely
combined at receivers [12].

In the sensing environment, the concerned parameters for sensing node and their
related range are to be known and also need to be initialized, before the sensors
are deployed in the sensing environment. The time signal function is having three
attributes which are being done. If parameters are less, then it shows errors. Then
program reads the files and runs in window size.

3 Key Challenges in WSN for Performance Metrics Routing
Protocols

The detailed description related to the performance metrics in routing protocols that
help to resolve the key challenges in WSNs is described in detail in Tables 1, 2,
3. The key factors related to the performance metric throughput and the relevant
improvement in energy conservation, network lifetime, and packet delivering are
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Table 1 Performance metric throughput in routing protocol

Performance

metric in routing

protocol Key factor

Throughput Cross-layer operation model
A random linear network
coding approach toward the
code and data packets. The
next hop link status and also
the quantity of current
packets on the receiving end
which are sent by the
upstream node together help
to determine it.

Energy Cross-layer operation model

consumption

Two different kinds of
strategies such as flooding
delaying and hop penalty are
utilized by energy-efficient
survivable routing protocol
(ESRP).

In wireless sensors, the
maximum energy is
consumed by the radio
frequency (RF) modules. To
determine the routing paths
and also preserving the
quality of service in routing
protocols, routing metrics
are significant. In the metric,
link quality measurement is
maintained for sending
packets using the RF
module.

Improvement

The model utilizes a mechanism to restrict
the neighbor discovery for broadcasting the
dynamic routes only [3]

Even though an extended propagation delay
and high bit error rate of space information
networks [4]

In route discovery process, the routing
operations embedded the location of the
mobile nodes. To adjust the transmission
range of the node, it is further utilized by the
MAC layer for controlling the transmission
power. It helps to decrease the energy
consumption of the node(s) which is possible
due to the minimized power utilization of the
network interface. [3]

The simulation outcomes demonstrate that
the energy utilization of traditional routing
protocol is less efficient than ESRP. At same
time, the number of energy depletion nodes is
reduced for load-balancing and the
first-energy exhaustion node is also
postponed in the appearance. [7]

To find the distributions for the fittest one, the
statistical analysis was tested on link quality
indication (LQI) and received signal strength
indication (RSSI). Statistical tests on the
collected data show a significant correlation
between RSSI and short distance in such
scenarios. It makes RSSI a routing protocol
link quality metric that could be used in
devices with limited energy. [8]

described in details with [3, 7, 13] which are given in Table 1. In Table 2, the
specific metrics are required for link quality indication (LQI) and received signal
strength indication (RSSI), which is key factor related to the quality of service,
and the relevant improvement in routing protocol in reference of sending packets is
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Table 2 Performance metric quality of service in routing protocol

Performance
metric in routing
protocol Key factor

Quality of service | Two important metrics are used for
the link quality such as link quality
indication (LQI) and received signal
strength indication (RSSI).

Improvement

To sustain the measurement of link
quality using the RF module, an
efficient metrics are to be needed
for sending the packets [8].

Table 3 Performance metric multipath routing using network coding in routing protocol

Performance

metric in routing

protocol Key factor

Multipath Adding redundant packets

routing using
network coding

A random linear network coding
approach toward the code and data
packets. The next hop link status and
also the quantity of current packets
on the receiving end which are sent
by the upstream node together help
to determine it.

The performance of the wireless
system has been improved
effectively using network coding.

Multipath The stiffness of attacks in
routing using hypothetical model, due to mobile
without nodes of multipath routing protocols

network coding

Improvement

On reducing the delay of packet
transmission, the consistency of
network transmission can be
increased.

Even though an extended
propagation delay and high bit error
rate of space information networks
[13]

To identify wormholes in rigorous
manner and also the correctness, a
centralized algorithm is required.
Distributed detection algorithm
against wormhole in wireless
network coding systems (DAWN) is
proposed for this distributed wireless
network which adaptively detects the
wormholes and decide the direction
movement of the innovative packets
[14].

Resiliency against blocking and node
isolation-type attacks [9]

illustrated [6]. In Table 3, the key factor related to the performance metric multipath
routing using network coding in routing protocol, and the relevant improvement in
routing protocol is described in details [9, 13, 14] . The performance metrics in
routing protocols for key challenges in WSN are shown in Fig. 2 as detailed block
diagram.

Wireless mobile ad hoc network-based routing protocols, such as Ad hoc On-
Demand Distance Vector Routing (AODV) [15], Dynamic MANET On-demand
(DYMO) [16], and Optimized Link State Routing (OLSR) [17], come in the



Preservation of QoS and Energy Consumption-Based Performance Metrics. . . 319

category of specific Engineering Task Force (IETF) related to Internet. WSNs are
to be used by these protocols [18] which keep similar characteristics in the context
of wireless. In the category of multi-hop wireless ad hoc networks, Distributed On-
demand Multi-Optional (DOMO) protocol is a single-path routing protocol. DOMO
is the advanced version of AODV.

4 Simulation Analysis in Routing Protocol with QoS
and Energy Consumption-Based Constraints

In the simulation results, QoS-related routing protocol based on data packet
redundancy elimination (RP-DPRE) and Distributed On-demand Multi-Optional
routing (DOMO) algorithms are shown which plays a key role for improved QoS
and less energy consumption in WSNss.

Figure 3 depicts QoS throughput is higher in RP-DPRE in comparison to the
others without mobility condition. Initially QoS throughput is quite low (around
50 kbps), due to less number of source nodes. Thereafter, throughput suddenly rises
from 50 to 120 kbps, as number source nodes increase from two to six, respectively.
Later, this throughput becomes constant onward the use of eight source nodes for
transmission.

Figure 3 depicts that initially QoS throughput is almost similar in mentioned
different routing protocol with mobility and non- mobility conditions on the
availability of small source nodes. RP-DPRE without mobility maintains higher
throughput in comparison to RP-DPRE with mobility and others also.
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As the node availability increases, the RP-DPRE without mobility keeps sus-
taining the throughput. DOMO without mobility and RP-DPRE with mobility also
achieve almost equal throughput. On the basis of this experimental analysis, RP-
DPRE without mobility shows the improved results in comparison to the RP-DPRE
with mobility. In this approach, a combination of metrics is approached to improve
the results in better way to reduce the energy consumption as the elimination of
redundancy level and also the improvement in throughput.

Figure 4 depicts that QoS throughput is always higher in RP-DPRE without
mobility-based routing protocol in comparison to RP-DPRE with mobility and
others also. As the nodes availability increases, the RP-DPRE without mobility
keeps sustaining the throughput. DOMO without mobility and RP-DPRE with
mobility also achieve almost equal throughput.

5 Conclusion

In this paper, RP-DPRE-based scheme is simulated in two different scenarios
such as mobility and non-mobility. The presented survey on different kinds of
performance metrics in routing protocols for WSNs is also considered to improve
throughput by handling QoS and energy consumption effect. Even though various
kinds of experimental work have been carried out in this field, the simulated analysis
helps to check other metrics to continue the improvement in routing protocols
processing. Next, we significantly mentioned some key factors, which are essential
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to do research for improving the routing protocols in WSNs. In the comparison with
DOMO with mobility and non-mobility situations, RP-DPRE with mobility even
performs better. The combination of other metrics can also improve the results in
terms of packet loss and also the improvement in throughput.
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Reliability Analysis for Upgraded Software
with Updates

Adarsh Anand, Subhrata Das, Deepti Aggrawal, and P. K. Kapur

1 Introduction

In today’s globalized informative society, a software system is used in diverse fields
and has gained lots of importance in our daily life. It acts like a catalyst for the rapid
growth of government and commercial organization. Software not only exists in a
variety of products but can also be treated as a very important asset for economic
growth [10, 15]. Software has always been targeted by non-state actors in order
to achieve illegal profits. To avoid these consequences, software engineers have to
secure their product from the burglars starting from its general availability. Security
is one of the significant and important attribute of software. In the development of
software, many applications are outsourced, and thus it lacks strong integration in
terms of software security. There is a growing need to address software security
measures across SDLC. In the current global world, software security needs to be
addressed holistically and methodically in the same way as attention is given to
quality and safety. There are many instances in operational phase of the software
in which software security is bypassed leading to the exposure of vulnerability. The
developing firms have been carrying out various noteworthy efforts to decrease the
number of loop holes, perk up resistance from threats, and shield the reliability of
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the merchandise. Software security is fundamental in order to suppress the alarming
complexities. One of the effective methods to handle security of software is to
provide patches after release of the software.

Nowadays, in the growing importance of technocrat world, the firms have found
themselves difficult to sustain in the competitive market. Thus, survival is the utmost
concern of the firms for which they adopt the strategy of upgrade. The process
of upgradation is focused on adding new features and defects fixations, etc. to
an application in the form of installer or additions [3]. Feature enhancement may
sometime result into increased fault content due to increased portion of code, and
thus firms have to debug them in succeeding versions. The market forces of demand
and supply for highly reliable software products lead to successive releases. Several
real-life examples can be quoted to supplement the idea of multi-upgradation such as
the family of Microsoft Windows, versions of MS Office, and most recent versions
of Android software in smartphones [2].

Earlier modeling in multi-upgradation focused on the effect of fault from all
its preceding releases for determining the eventual faults debugged in any specific
release [11]. Later on, the concept of multi-upgradation has been further extended
to account for faults from just previous release [19]. There are many situations in
which the testing team may not able to able to remove faults perfectly resulting into
imperfect fault removal phenomenon. To model such scenario, Kapur et al. [12] have
extended the concept of fault removal process under the just previous release case to
cater the effect of imperfect debugging. To study the counter-effect of randomness
in software, a multi-upgradation software reliability model based on stochastic
differential equation is proposed by Singh et al. [17]. The classification of faults
has also been incorporated by some researchers to model the case of just previous
release in multi-upgradation. Kapur et al. [13] worked on fault severity modeling,
i.e., simple and hard fault modeling. Some researchers have worked on modeling the
phenomena of imperfect debugging and stochastic differential equation into severity
of faults, to model more realistic scenarios [1, 18]. Recent study by Garmabaki et al.
[8] modeled a multi-release model in which focus was given to model the bugs that
might be reported from operational phase. In recent past, Anand et al. [2] proposed
a generalized multi-upgradation model for faults due to undetected bugs, feature
enhancement, and bugs that might be encountered in operational phase, where
functional forms of several distributions were considered. Further, Anand et al. [3]
modeled a fault removal phenomenon taking into consideration both the faults from
the testing of new releases and the reported faults from the operational phase of the
preceding releases based on categorization of simple and hard faults during testing
and operational phase.

With the escalating need of highly reliable software product among consumers,
developers have started to incorporate the concept of providing update to users for
fixing the bugs which might get invoked when software is in its operational phase.
Software updates have become an integral part and a difficult challenge for software
maintenance process. With new versions of software being released on frequent
basis, updates in the form of patches have to be scheduled by developers on regular
intervals. In this highly malicious environment, security breaches seem to be more
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common, and due to these threats, more and more firms are becoming possible
victim of attacks. In this regard, software developer needs to be on constant watch.
Software internal testing and the feedback in terms of bug report given by the users
are considered to be important factors while scheduling a patch.

The software that we are using on our systems is in a regular need of attention.
Often, most of the software enterprises relocate the resources for a time-bound
release of their offering to stay on top of the market. Indeed, most of the firms
explicitly incorporate the provision of fixing the vulnerabilities that create security
weakness. They scheduled regular release of patches to mitigate the risk due
to the available loopholes. With the availability of multigeneration software, the
challenge of patch deployment for each version is also becoming a difficult task.
As software firms keep on working rigorously to increase their net profit, new
upgraded versions of software are often released in the market. With the availability
of multiple versions of software, each of which provides varying level of features
and scheduling patches for each version requires variable support and maintenance
information. Patch is a small program of software which is designed to update or
modify existing computer program to fix the error or improve functionality. Patches
are commonly referred as bug fixes. They help in protecting the software from
unwanted and unpredicted operations which can result in failure. Thus, software
patching acts as a useful technique in enhancing the reliability and performance of
the software. There are some examples to supplement the assertion of successive
releases under patching: monthly security maintenance releases from Samsung
Mobile include patches that are developed by Google and Samsung [16]. Recently
summary report was given by Microsoft; it was mentioned that the firm provides
security update for Windows Kernel (3,171,910), NET Framework (3170048), etc.,
in which most severe vulnerabilities could allow security feature bypass and could
cause information disclosure [14].

Several researchers have proposed ideas to account for the concept of modeling
updates. An economic model for releasing a faulty product early and providing
updates later on has been proposed by Arora et al. [5]. Similar to the concept
of software debugging, Jiang and Sarkar [9] have formulated a release policy
based on the notion of testing in operational phase and suggested the policy under
economic implication with patching considered. Another study of cost implication
was proposed by Das et al. [6] in which the release decision of software comprises
the joint effort of tester and user in order to provide patches. A mathematical model
to model the number of bugs removed on inclusion of patching is given by Deepika
et al. [7]. They emphasized on modeling the pre- and post-release fault detection
under exponential fault detection phenomenon. Also, Anand et al. [4] proposed an
economic cost analysis model considering the cost of faults removed in testing phase
by user, cost of debugging after release of the product, and market opportunity cost.

In this paper, we have modeled the effect of updates on successive release
of software in which the faults of present release comprise faults that might get
encountered in testing phase and the leftover faults from testing phase that were
debugged in operational phase by both user and tester. The proposed methodology
considers rigorous testing in both testing phase and operational phase in successive
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releases of the product. Here, a new concept to study both upgrade and update in
one combinational form has been employed. The outline of the article is arranged
as follows: Sect. 2 corresponds to the set of notations and Sect. 3 illustrates
our assertion mathematically. Section 4 provides the validity of the proposed
methodology numerically. Conclusion is demonstrated in Sect. 5 followed by
acknowledgment at last.

2 Notation

m;(t): Mean value function of fault detection/correction process (i = 1, 2, 3,4)
Fi(r): Probability distributions function for fault removal process (i = 1, 2, 3,4)

a;: Faults of ith version of the software

b;: Constant rate of fault detection and correction before release of software
i=1,2 34

b1: Fault correction rate function after release of software (i = 1, 2, 3,4)

T; Release time point (i = 1, 2, 3,4)

®: Stieltjes convolution

3 Modeling Framework

Well-established notion in today’s competing environment calls for recurrent feature
enhancement. Nowadays, many similar products of different firms compete in the
market to attain large market share and to have brand value. Normal trend as seen in
contemporary globalized world is that firms do not release their complete offering
in one go but keep on launching newer versions so as to maintain its position in
the market. The step by step procedure of frequent releases with some add-ons is
extremely beneficial in context of:

1. Timely penetration into the market which would have been delayed if the firm
might have thought of launching complete product in one instance.

2. Successive releases bring product under public eyes as soon as its newer version

is released.

. It increases time duration of product existence in the market.

. Firms become capable of sustaining competition.

5. Further, judicious use of resources while developing successive release can
increase its overall revenue that can be fetched.

RN

Even now, the software is developed in multiple releases where the newer one is
acquainted with more advanced functionalities. The successive releases of software
can be developed by refining the available functionality and feedback, adding new
functions; it can be a combination of both or enhancing the reliability of the software
[2]. There can be some time points at which firms want to meet the requirement
of users speedily, so they come up with upgrading the versions frequently. Due to
hastily coming up with newer versions, some issues might not have been resolved
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properly, because this firm can update their software in the later hours by providing
patch and thereby reduce any problematic issue in near future. Updates are generally
software suit or some application that are developed with the notion of fixing
loopholes or failure. In certain situations, reports are received from customer ends
about improper functionalities, some failure in its usage, or some cases of breeching,
which is then the duty of testers to rectify these issues. Overall, the life span
of software increases due to patching. Thus, update and upgrade together form a
profitable combo for developer; on the whole, it increases the revenue.

Due to complexities associated with the code, all faults cannot be detached in
the first version of the software; thus, it might be the case that some bugs remain
in the code and might be carried away to its succeeding versions. In order to
mathematically model the above concept of upgrade inculcating the concept of
update, we divided the total planning horizon in two stages for overall testing of
the product, one being the stage of in-house testing in which the major role of the
tester is to debug the faults before the software is released in field for usage; while
in the succeeding stage, the role of both tester and the users of the software comes
into picture leading to prolonged testing even after the release of software for usage.
Considering ‘z; as the release time of i version of the software and under the
concept of patching, total testing time is divided in two intervals [0, t;] and (z;, T1].
The mathematical expression of total faults in the first release of software assuming
71 to be its release time is given as follows:

mi(t) = a;.F (t)) +ai.[1 = F (1)] .F1 ® G (t — 1) 9]

where Fi(-) is the cumulative distribution function for fault removal phenomenon
before the release of the software, while (F; ® G)(t — 1) denotes the joint distri-
bution fault removal phenomenon to account for the role of both user and tester,
when software is in its operational phase [6].

In order to attract more customers, a company adds some new functionality to
the existing software system. Thus, adding some new functionality to the software
leads to change in the code. These new specifications in the code lead to increase in
the fault content. Now the testing team starts testing the upgraded system, both in
testing and for some duration of time in operational phase. Thus, the fault removal
phenomenon for second release can be modeled as follows:

mz(t) =a)F» (‘L’z) =+ [(11 — my (t])] Fy (‘L’z)
+la+ar —m (t)][1 = F2 ()] F2 @ G2 (t — 12)

2
=lax + a1 —mi (11)] .F2 (v2)
+ [az + a1 —my ()] [1 = F2(©2)] F2 ® G2 (t — 12)
my(t) = a5 .F> () + a5. [1 — F2 ()] F2 @ G (1 — 12) 3)

where a3 = [a, + a; — my (#1)] shows that the eventual fault content for the second
version which gets increased due to the remaining faults of its preceding release and
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faults generated due to new add-ons and m(t;) =a;.Fi(ry)+a;.[1—Fi(ty)].
F1 ® Gi(t; — t1) denotes the number of bugs which were removed by time 1, for
first release. The first component in Eq. (3) shows the total number of faults removed
in the second release before the product is made available in the market. The second
component comprises of remaining number of faults from testing phase which lie
latent in the second version of the software, which can be debugged by joint effort
of testers and users in the operational phase. The patch can be provided to the users
for overcoming faults which occurred while the software is in usage.

There can be a situation in which the firm might be required to add new
functionalities in the software for the second time in which new portion of code
is added to the existing one, and once again the testing process begins which is
further followed by testing in operational phase. Let the time for introduction of the
third release be 73 and (3, #3) be the interval till prolonged testing of the software
is carried out, and also, let users who might encounter some faults in there usage
report about them to firms for further removal. The mathematical expression for this
fault removal can be given as

my(t) = a3F3 (t3) + [a’; —my (tz)] F3(13)
+ [a3 + [a3 —ma (12)]] . [1 = F3 (w3)] .F3 ® G3 (1 — 13)

“)
=[as + [a3 — my (12)]] .F5 (13)
+ [as + [a5 —ma (12)]] . [1 = F3 (13)] .F3 ® G (1 — 13)
my(t) = a3.F3(v3) + a3.[1 = F3(03)] .F3 ® G3 (1 — 13) (5)
where af = [a3 + [a5 —m, (12)]] demonstrates the actual number of faults for
the third release which gets increased due to remaining faults of its previous
releases and faults generated due to new features and m, (f2) = a5 .F»>(12) +

a;.[1 — F» ()] .F» ® G (t, — 1) indicates the count of faults which were removed
by time #, for the second release. The first component in Eq. (5) explains the total
number of faults removed in the third version before the product is released. The
second component consists of leftover bugs from testing phase which lie dormant
in the third version of the software, which can be debugged by combined effort of
testers and users in the operational phase.

Similarly, we can write the mathematical expression for the fourth release as
follows:

my(1) = a4.F4 (14) + [aF — m3 (3)] F4 (14)
+ [as + [a5 —m3 (13)]] . [1 = Fa (ta)] .F4 ® Gy (1 — 1)
=[as + [aF —m3 (13)]] .Fa ()
+ [as + [a5 —m3 (13)]] . [1 = F4 (ta)] .F4 ® G4 (t — 14)

(6)
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my(t) = aI.F4 (ra) + GI. [1 —F4(t4)] Fa ® Ga(t —1a) @)

where aj = [a4 + [a§ —m3 (t3)]].
The above fault removal phenomenon can be extended to n-versions of the
software given as follows:

my(t) = a,.Fy (v,) + a;.[1 — F, (v,)] .F, ® G, (t — 1) (8

where a; = [a,, +a; | —my_ (t,,_l)].

To facilitate the analysis of the above proposed methodology of upgrade
inculcating update in each version of the software, we have considered the case
of four versions of the software. The distribution function to account for removal
phenomenon is assumed to be exponential in nature before the release of the soft-
ware. In this period (z;, t;], both the tester and user are jointly participating in fault
removal phenomena with different rates of debugging. Taking into consideration
F;(t) ~ exponential and G;(¢) ~ constant distribution in nature, we get

(Fi®G) ()= (1—e") ©)

The above Egs. (1), (3), (5), and (7) considering the conjoint effect of testers and
users in operational phase can be rewritten as

1 — ¢~ bul=7)

m(t) = a (l—e_b‘”)—l—al.(e_b‘”). (10)

my(t) = ai (1 —e™7) + a5, (e_bm) )

m?,(t) = Cl; (1 — e_h3t3) =+ Cl;. (e_h3f3) 1= _hzl(t 73) (12)

1— —b41 (t—14)

my(t) = af (1 —e™™™) + aj. (™). (13)

)

1— —b21(t—12)> (11)
)
)

4 Data Analysis

To validate the aforesaid concept, we have used a real software failure data [21]
which comprises of four releases. We use least squares method, one of the most
significant methods to estimate model parameters in the software reliability field.
For parameter estimation, we apply statistical package SAS software for analysis
purpose [20]. Tables 1 and 2 illustrate the parameter estimates and comparison
criteria of each release of the proposed methodology. The performance analysis of
the proposed model is measured by the four common criteria SSE, MSE, RMSE,
and R?, i.e., the coefficient of determination.
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Table 1 Parameter estimates Parameters | Release 1 | Release 2 | Release 3 | Release 4

a 103.599 120.85 62.32 44.3713
b; 0.10466 | 0.0935 0.09481 0.05225
bi 0.23964 | 0.2433 0.37657 | 0.14233
Table 2 Comparison criteria Criteria Release 1 | Release 2 | Release 3 | Release 4
SSE 66.9007 | 267.5 44.4631 14.8315
MSE 3.9353 16.72 4.4463 0.927
Root MSE | 1.9838 4.089 2.1086 0.9628
R? 0.9959 0.9893 0.9913 0.9958
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Fig. 1 Goodness of fit curve for release 1

Both Tables 1 and 2 show the good illustration of better predictive power of the
proposed approach. From Table 2, it can be observed that the value of SSE, MSE,
and root MSE of the fourth release is quite lesser as compared to other releases.
Thus, release 4 gives better fit. Figures 1, 2, 3, and 4 have the pictorial representation
of multi-upgradation modeling inculcating the prolonged testing methodology.

5 Conclusion

Efficient and reliable software is crucial for firms to provide its customer satisfac-
tion. The ultimate goal of firms is not only to have competitive advantage over
rivals but also to acquaint its offering with higher level of reliability, for which they
inculcate the notion of prolonged testing, i.e., the concept of patching. The proposed
approach has added a new dimension in the field of software engineering to model
a realistic scenario. In this paper, a methodical approach to model the significant
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Fig. 3 Goodness of fit curve for release 3

idea of updates and upgrades has been incorporated. Updates mean to provide a
security band for the product, while upgrade leads to adding new add-ons in the
existing product to uphold their position. Further to supplement the proposition, we
analyzed it on failure data, and the result obtained shows that coming with updates
and upgrades enhances the predictability of failures.
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Quantitative Software Process Improvement
Program Using Lean Methodology

Mahesh Kuruba and Prasad Chitimalla

1 Introduction

Quantifying the process improvements has always been challenging. The software
process improvement programs are predominantly designed and performed with
reference to frameworks like CMMI®, ISO, ITIL, etc. Typically, such process
improvement programs take 1 ~ 3 years depending on the size and complexity of
the organization structure. Such programs find it difficult to demonstrate quantitative
benefits until the journey is complete. At times, due to the absence of quantita-
tive data, demonstrating benefits even after completion of process improvement
program is challenging. The challenges faced in process improvement programs
are predominantly commitment from senior management and change management
of the practitioners [1]. Due to the nature of the conventional approach, the
practitioners start experiencing improvements and realizing the benefits much later
in the program. This affects the motivation of the practitioners in the program and
the benefits that it can provide them. Considering the magnitude of the process
improvements happening globally, there is a little evidence of the quantified results
[2]. This is due to lack of methods by which organizations quantify the potential for
improvement and demonstrate the benefits. These characteristics of program design
inhibit process improvement programs in the organization, due to its inability to
garner management and practitioners’ support. Hence, it’s essential to design and
adopt a quantitative-based approach for process improvement.

Lean methodology adopted from manufacturing organizations offers promising
results with little or no data. Experience has shown that even in the absence of sys-
tem collected data, the data collected through practitioners during lean assessments
can quantify the potential benefits due to process improvement. Also, the traditional
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improvement frameworks like SCAMPI do not quantify the opportunity due to
improvement for a specific finding. In contrast, lean methodology indicates the
potential for improvement for a given solution, which makes it easy for management
and practitioners alike to prioritize and implement such solutions.

In this paper, we present our experience of demonstrating benefits of process
improvements quantitatively using lean methodology. The experience is from a
process improvement program in software maintenance and support environment.
We discuss typical organization challenges in Sect. 3; the factors that are considered
while selecting the methodology for process improvement are discussed in Sect. 4;
and the process improvement methodology is being discussed in Sect. 5 and the
results achieved across multiple organizations in Sect. 6; comparison of SCAMPI
and Lean methodology based assessments in Sect. 7; tailoring the lean based
assessment methodology in Sect. 8 and follows our conclusions in Sect. 9.

2 Literature Review

Lean methodology has been traditionally looked at minimizing waste, delivering
value to customer, and maximizing flow. Jonsson [3] has reviewed perspectives
about lean principles in software development by various authors. Petersen and
Wohlin [4] proposed a novel approach to blend quality improvement paradigm
and lean software development practices. On the other hand, organizations have
adopted lean thinking for software development projects [5-8]. Middleton and Joyce
[5] based on their data collection over a period of 12 months reported results in
improvement of lead time to deliver software by 37%, consistency of delivery rose
by 47%, and defects reported by customers fell by 24%. Staats and Upton [6] have
shared the experiences of an Indian IT company adopting lean. Pernstal et al. [9]
have identified gaps in application of lean to large-scale software development.
However, what would be interesting to see is a business case for senior management
to go for lean. In addition to applying lean principles, the management needs a
business case for process improvement programs. Though there are ROI models
[10] to demonstrate the benefits at the program level, it doesn’t provide the potential
benefits that the process improvement program can bring in and the corresponding
benefit from each improvement area. Raffo and Kellner [11] have modeled and
simulated software processes to evaluate quantitatively.

Hence, there is a need for a process improvement methodology that (a) estimates
the potential benefit due to process improvement program and (b) estimates the
potential benefit due to a specific improvement area or a process change (c)
determining the benefit after implementing the solution. The benefit could be cycle
time reduction or cost reduction of a process. In this paper, we share our experience
of implementing such methodology using lean principles.
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3 Organization Challenges

Some challenges the organization was facing to provide efficient application
maintenance and support services to their customers are as follows:

* No standard processes for maintenance and support activities
* Unable to scale up to meet IT requirements of customer
¢ Unable to meet service quality requirements

The organization didn’t have much visibility into the process/service perfor-
mance; they did not have an organization-level standard process to provide services.
The organization was struggling to identify the quality metrics for their processes
while the customer was expecting quality of services, and there were no service
levels agreed between them. Since the organization didn’t have visibility on their
current process performance, they could not define service levels.

The process improvements initiated internally were not always providing the
results to the organization. The organization needed a structured method to improve
processes. At this point of time, the organization engaged us to help them in
improving their processes and the program went on for 1.5 year. Subsequently, our
customer went on to implement this methodology for other units in the organization.

As a first step (as shown in Fig. 1), program planning workshop was conducted
along with the organization key stakeholders to understand various challenges
the organization is facing and determine appropriate methodology for process
improvement suitable to the organization. It involveda series of discussions with
senior managers and middle-level managers to understand the organization’s
challenges. Based on the discussions, the program objectives are defined ensuring
IT strategy that is aligned to business strategy. The key objectives identified for the
program are defining organization-level processes and defining quality metrics and
process performance.

The various organization challenges for process improvement program identified
are:

(a) No incentives: The benefit that the organization will receive due to process
improvement, in terms of productivity improvement, could mean reduction in
cost of application maintenance and reduced revenue. This is a typical challenge
faced by organizations at initial maturity levels.

(b) Lack of structured and proven approach: Practitioners in the organization tried
implementing process improvements in their respective divisions, but largely
they were not successful due to unawareness of any structured and proven

Program Planning I»l Proof-of-Concept I»[ Adopt

+— 2weeks —» <+— 16weeks —» <+— _12months —®

Fig. 1 Process improvement program phases
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approach for process improvement. They may not be aware of the various
factors that need to be considered during process improvement activities.

Lack of acceptance from practitioners: The unsuccessful process improvement
programs in the past resulted in uncertainty among the practitioners. They were
not certain if such improvement programs will be beneficial and thus made them
skeptical about the process improvement programs.

Assumed negative impact on day-to-day operations: There were apprehensions
if the process improvement activities need a lot of effort which will impact their
day-to-day operations.

Considering such cultural aspects, challenges, and apprehensions of the stake-
holders, a bottom-up approach with focus on quantitative benefits, a 16-week
lean-based process improvement cycle, was identified as the most appropriate
approach for the organization.

4

Guiding Principle for Process Improvement

Considering the above challenges and organization context, the following guiding
principles were considered while designing the program:

()

(b)

(©)

(d)
(e)

®

Customer-focused improvements: Considering the challenges the organization
is facing in providing required services to the customer, it is vital to demonstrate
the improvements resulting in improved customer experience due to process
improvements.

Proof-of-concept of the methodology: To demonstrate that the proposed lean
methodology would actually help the organization in their process improvement,
conducting proof-of-concept becomes a critical step in the process improvement
journey. The objective of proof-of-concept is to demonstrate the methodology,
obtain acceptance from practitioners, and make necessary changes to the
methodology if required. Based on proof-of-concept results, the organization
can proceed with adoption of the methodology in the rest of the organization as
shown in Fig. 1.

Efficient and effective processes: The organizations which intend to speed up
their processes in meeting customer requirements need to apply lean to make
the processes efficient and effective.

Focus on benefit realization: The benefit realization will enable the management
to have a business case for process improvement.

Target quick wins: To instill confidence among the practitioners and the
management, early benefits would demonstrate that the methodology will be
useful for process improvement and help in gaining acceptance.

Incremental organizational change: The main challenge associated with this
kind of programs is acceptance from practitioners and management for process
improvement. To obtain acceptance:
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e The program planning along with the organization will assist in understand-
ing their ground challenges and design the program with an appropriate
methodology.

* Lean methodology will help in engaging practitioners from planning, identi-
fying pain points, performing causal analysis, and designing and implement-
ing appropriate solutions.

* Lean methodology will enable the organization with an incremental improve-
ment and change.

(g) Bottom-up approach: In consensus based organizations it is critical to obtain
acceptance at various levels. This calls for improving processes at the division
level and then roll up to standardize at the organization level.

(h) Leverage internal best practices and best-in-class processes: It is recommended
to leverage the current best practices of the organization and enhance them with
the best-in-class processes observed globally.

(i) Change agents: Change agents from the organization are critical in such process
improvement activities, as they understand the organization dynamics and will
be in a position to steer the decisions or changes accordingly.

(j) Quantitative improvement methodology: In organizations where the work cul-
ture is detail oriented and inclined toward data, lean methodology which is
primarily a data-driven methodology will be appropriate for process improve-
ment. In some organizations, the data may not be available for analysis, and the
organization will be concerned how they will be able to succeed in the absence
of data. The level of details captured during the value stream map workshop will
quickly show the organization the way they work, the bottlenecks they have in
the processes, and the process performance for the various requests that they
receive.

5 Process Improvement Cycle

The lean-based process improvement cycle is a 16-week process organized in four
phases, namely, initiate, assess, develop, and deploy, as shown in Fig. 2. The
key activities performed during these four phases include identifying problems,
identifying causes, brainstorming for solutions, designing solutions, implementing
solutions, and demonstrating benefits.

Initiate Phase The scope in terms of processes and organization units is defined.
Planning for the workshops and preliminary data collection is performed during
this phase.

Assess Phase During this phase, the processes are analyzed to identify the problems
and estimate the potential for process improvement. To identify problems/pain
points in the process, a detailed value stream map (VSM) is prepared along with the
practitioners. The value stream map captures the as-is detailed activities performed
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Fig. 3 Value stream map of a process — sample

by the team as shown in Fig. 3. It will also capture the effort, elapsed time, volume
of requests, and percentage of times a specific path in the VSM is followed. This
data captured during the assessment will be used to quantify the inefficiencies in
the process and derive estimated potential benefits. The process performance in
terms of effort and elapsed time for each process is determined as shown in Fig.
4. The summary of performance for all the processes is shown in Fig. 5. The
assessment report, which provides a summary view of key process efficiency metrics
like value-added ratio (VAR), first time right (FTR), and VA/NVA effort distribution
per instance for all processes, is shown in Fig. 6.

Develop Phase The causes are identified jointly with the division members using
a five-why technique, and then solutions for the causes are identified through
structured brainstorming. Estimate potential benefit by implementing each solution.
Cost/effort to implement these solutions is also estimated to perform cost-benefit
analysis. The identified solutions are prioritized, selected, and implemented. Based
on the solutions implemented, an improved to-be VSM process is defined by
practitioners. The performance metrics like VAR and FTR are computed post
improvements. This will demonstrate the extent to which the improvement has
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happened. Also the reduced effort/elapsed time per request is visualized. The
summary of problems, causes, solutions, and their prioritization is shown in Fig. 7.
Thus, the improvement that each improvement has brought in and the benefit
realized is tracked. Some of the quick-win solutions are implemented in a short
cycle time to demonstrate the benefits. Typically quick wins are implemented during
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8 weeks of develop phase. During this process, the process champions from the team
and the practitioners also get trained on the methodology.

Deploy Phase As not all solutions can be implemented during the develop phase
itself, an implementation plan for the remaining solutions is prepared. The same is
handed over to process champions with responsibility of implementing, tracking,
and realizing benefits. Governance structure with representation from the senior
management is a key mechanism to ensure that improvement program is successful.
The governance team periodically reviews the progress of the improvement program
with the focus on benefits realized and reported. To encourage process champions
for their active participation in the process improvement journey and spread the
culture of continuous improvement, rewards and recognition program is set up.

Piloting the lean-based process improvement methodology enabled change in
the organization by engaging the division members in all the phases of the 16-
week cycle, to instill confidence in the division members that processes can be
improved in a shorter time frame. The structured methodology ensured that the
division members can be successful in improving their processes, which otherwise
was not possible from their past experience.



Quantitative Software Process Improvement Program Using Lean Methodology 343
6 Quantitative Results

Based on the experience of implementing lean in several organizations, the typical
benefits that are demonstrated using the 16-week process improvement cycle are
shown in Table 1:

(a) The assessments indicate about 13% ~61% with an average of 27% potential
savings due to process improvement.

(b) The realized benefits from process improvements are in the range of 15% ~23%
with an average benefit of 19%.

(c) Typical value-added ratio ranges from 5% ~47% with an average value of
14.7%.

(d) The first time right capability averages at 46%, with as minimum as 7% and
maximum being 92%.

(e) The effort per cycle has a typical distribution of VA, NVA, and ENVA activity
categories as 45%, 22%, 33%, respectively.

(f) Provides visibility in terms of process performance as shown in Figs. 4 and 5.

(g) The organization will start understanding and implementing the methodology
in a short span of 16 weeks, resulting in cultural change in the organization.

Table 1 Results from various process improvement programs
Benefits
Lowest (%) | Highest (%) | Average (%)
Lean metrics

Potential improvement opportunities identified 13 61 27
through lean assessment
Benefits delivered through lean implementation 15 23 19
Cycle time reduction 25 61 46
Productivity improvement 6 69 23
Service effectiveness improvement 18 27 24
Defect reduction 12 94 58
Capacity improvement 22 25 24
Service efficiency improvement 8 32 21
Assessment metrics
Value-added ratio (VAR) 5 47 14.7
First time right (FTR) 7 92 46
Average effort distribution (VA, NVA, ENVA) (45%, 22%, 33%)
Value-added activity (VA) effort distribution 19 58 45
Non-value-added activity (NVA) effort 9 42 22
distribution
Essential non-value-added activity (ENVA) 18 50 33

effort distribution
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The values vary based on the organization, the processes, and the scope of
the process itself. Based on the initial process improvement cycle experience, the
methodology was further refined to suit the organization constraints during the
“adopt” phase. Few projects are currently in their “adopt” phase.

7 Comparison with SCAMPI Assessments

Some of the key differences between SCAMPI and Lean assessments are as follows
(Table 2):

8 Tailoring to Organization Needs

Based on the organization scope (like organization, processes), business objectives,
and constraints, the lean assessments and improvement cycle need to be tailored in
terms of approach, selection of lean tools, and duration of the lean improvement
cycle. The following are some of the tailoring guidelines (this is not an exhaustive
list):

* Based on the business objectives, for instance, cost reduction, cycle time
reduction, relevant lean tools, and metrics need to be selected, measured, and
monitored across the program.

* The duration of the 16-week cycle may need to be increased if the practitioners
are not available or if the solutions selected cannot be implemented in a
short cycle. Organization needs to refrain from increasing the duration beyond
22 weeks as it might reduce the interest of the practitioners and may lead to loss
of “window of opportunity.”

Table 2 Comparison of SCAMPI and lead assessment

SCAMPI assessment
A quick organizational level appraisal
method based on few sample projects

Doesn’t provide quantitative view for
improvement

Performed against the CMMI” framework

Predominantly leverages the defined
processes and validates with the
practitioners

Limited interaction with process
practitioners

Lean assessment

A detail-oriented method covering end-to-end
details of the process

It’s a quantitative benefit visualization method

Not specific to any framework. However a
framework can be used to understand the practices
and plug the gaps from the respective processes
Focusses on processes being practiced on the
ground than those defined/documented. Required
process details are collected through discussions
with the practitioners

High level of interaction with process
practitioners to leverage their experiential data
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* Customer should be part of the lean assessments. In case of their nonavailability
or inaccessibility, the customer facing the role in the organization like sales
people can be part of the assessments and improvements.

* Lean assessments may be applied to a subset of the organization. However, this
will limit the extent to which the organization can achieve benefits.

* Lean methodology is domain agnostic and can be applied to both business and
IT processes (development, maintenance, support, and infrastructure).

9 Conclusion

The solution of quantitative-based process improvement enables the organization
in:

(a) Visualizing the scope for process improvement

(b) Understanding the causes for process issues

(c) Identifying relevant solutions for the issues

(d) Quantifying the potential benefit by implementing solutions
(e) Implementing the solutions (quick wins)

(f) Realizing the quantitative benefits

(g) Creating a cultural change in the organization

Based on the successful implementation of the lean methodology, the organiza-
tion could reap some quick benefits in a short span of time. Also, acceptance of
the methodology by both the managers and practitioners enabled the organization
to proceed with the program. However, to achieve the total potential savings due
to process improvement, the organizations need to continue implementing all the
solutions identified. Governance mechanism was established to ensure that the
benefits achieved are monitored and reported.
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Selection of Optimal Software Reliability
Growth Models: A Fuzzy DEA Ranking
Approach

Vijay Kumar, V. B. Singh, Ashish Garg, and Gaurav Kumar

1 Introduction

The software reliability valuation is essential to estimate and forecast the trust ability
and working of a software system. Nowadays, software plays an important role
in our daily lives. Therefore, software companies are concerned with consumer’s
requirement, quality of the product, and timely delivery of product. Also, the
increasing use of software system in critical application requires that the reliability
of this system must be so high that the system performance does not stance
hazard to human life. Software reliability is the most essential feature to analyze
the performance of software, and it is also very difficult to find out whether the
software being delivered is consistent or not. The users or purchaser feedback,
i.e., trouble news, system aging, and complaints or compliments, indicates the
reliability of any software product. In order to estimate the reliability, cost, and
release time of software, the software reliability growth models (SRGMs) play
a vital role. Superlatively, SRGMs give an idea of symbolizing the development
process and permit software engineers to estimate about the excepted future trust
ability of software which is under process. Such methods permit managers to
precisely assign time, money, and human resources to a project, in critical business
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application, and judge when a portion of software has reached a point. At present,
numbers of SRGMs increase rapidly every year, but in spite of this, there is no
model that is applicable in all cases. In general, the existing SRGMs are data
set dependent; hence, it is not possible to recognize in advance about any model
which has to be used in a specified case. Therefore, the ranking of SRGMs is a
need for the software mangers, i.e., which SRGM to be used for a specific data
set. We present here a fuzzy data envelopment analysis (DEA) ranking approach
for assortment and ranking of different nonhomogeneous Poisson process (NHPP)-
based SRGMs. Fuzzy DEA is a tool to compare the performance of a set of activities
or organizations under uncertain environment. It is a very effective method to
evaluate the relative efficiency of decision-making units (DMUs), since the data
of production processes cannot be precisely measured in some cases; the uncertain
theory has played an important role in DEA. Further, this paper is organized as
follows: Sect. 2 provides the literature about the SRGMs. In Sect. 3, symbols and
notations have been described. Fuzzy DEA, credibility, and the CCR model have
been explained thoroughly in Sect. 4. Data collection and parameter estimation
have been described in Sect. 5. Methodology to apply genetic algorithm has been
described in Sect. 6. Furthermore, result and discussion are described in Sect. 7.
Conclusion drawn is described in Sect. 8.

2 Literature Review

A lot of SRGMs have been proposed by the researchers and scientists in the last five
decades. Goel and Okumoto [1] are the first to describe a nonhomogeneous Poisson
process model. Yamada et al. [2] proposed NHPP-based SRGM that can represent
the exponential and S-shaped growth curve based on the parameter values. Also,
this model plays an important role in software failure data. Abdel-Ghaly [3] showed
that various technique of model selection result in various models being chosen.
Khoshgoftaar and Woodcock [4] proposed a technique to choose a reliability model
in the middle of several alternatives by means of the log-likelihood function. The
goodness-of-fit (GOF) model selection criterions are applied by Lyu and Nikora
[5]. Logistic growth model simply fits the cumulative number of detected faults
at a given time and also predicts the economic population growth which has to
be applied for the estimation of software reliability growth [6]. Musa et al. [7]
developed a model considering only testing time as the criterion in the software
reliability growth process. Pham Zhang IFD [8] proposes a software reliability
growth model based on a nonhomogeneous Poisson process (NHPP) that includes
a logistic-exponential testing coverage perform with imperfect debugging. In recent
time, Kapur et al. [9] proposed a model using optimal control theory to study the
behavior of allocation of resources. Kumar et al. [10] and Kumar and Sahni [11]
used optimal control theory to optimize the allocation of limited resources and used
genetic algorithm to determine the optimum value of the testing efforts for a single-
release software model.
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Apart from the models discussed above, many SRGMs have been developed for
the different set of assumptions in the last five decades. In the direction of ranking
SRGMs, little amount of work has been done by researchers. Sharma et al. [12] first
proposed a distance-based approach (DBA) to rank SRGMs. Sharma et al. [7] define
a distance called Euclidean composite distance (CD) between each different SRGM
to the best possible state and provide the ranking to the different SRGM based on
the values of composite distance. The minimum value of composite distance defines
the most efficient SRGM.

3 Notations and Symbols

In this paper, symbols and variables means:

X = (Xj1, X2, . . . ., Xip): Input vector of DMU;, i =1,2,...,n
Xo = X; = (Xo1, X02, - - - - » Xop): Input vector of the target DMUj
Yi = i1, Yi2, - - - - »Yig): Output vector of DMU;, i =1,2,...,n
Yo = (Yo1, Y02, - - - - » Yog): Output vector of the target DMUj
Xi= (%il, Xideeenns L,,): Fuzzy input vector of DMU;

;i = (;il, ;iz, RN ;iq) : Fuzzy output vector of DMU;

u € R™*': Vector of input weights

v € R™*!: Vector of output weights

¥i*: Value of output 2 corresponding to the fourth row

¥i”: Value of output 1 corresponding to the third row

x=: Value of input 2 corresponding to the second row

x1: Value of input 1 corresponding to the first row

i=1,2,3,4,5 for various SRGMs selection

L: The level of credibility contains in information from source S

(I-L): Represents the complement credibility assigned to the alternation data
source D

4 Methodology

Data envelopment analysis (DEA), a technique developed by Charnes et al. [13],
can be used to evaluate and compare organizational units that use many different
inputs to produce various outputs over a specified period of time, but there is no
concept of uncertainty and approximate reasoning in DEA models.
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4.1 CCR Model

The criteria for determining whether a DMU is efficient or inefficient can be easily
determined by formulation of a linear programming problem, which can be easily
solved by applying genetic algorithm (GA), and thus the relative efficiency for each
DMU can be calculated. A complete DEA solves a linear program, one for each of
the DMU. The mathematical form of a CCR model is described as follows:

N
h = Max Z UkYrk
r=1

Subject to:

m s
E ViXjj — E upyy > 0, j=1...n,
i=1 r=1

u,>0 for r=1,...,s,

y,>0 for r=1,...m. (D)

4.2 DEA Model

The most often used DEA model is CCR model. In this model, the efficiency
of entity evaluated is obtained as a ratio of the weighted output to the weighted
input subject to the condition that the ratio for every entity is not larger than one.
Mathematically, it is described as follows:

max 6 = {v"yo/u"x}

Subject to:

v =0 2
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Definition
Efficiency: DMUj is best if 6* = 1, where 0* is the optimal value of (2)

4.3 Fuzzy DEA Ranking Approach

Although today there exist several techniques for evaluating the relative efficiencies
of a set of models, DEA has been extensively used for evaluating the performances
and thus efficiency. Basically, DEA is a mathematical programming model applied
to observational data for a set of DMUSs to calculate the respective efficiencies. The
basic DEA results group the DMUs into two sets, those that are efficient and those
that are inefficient. Apart from the advantages of DEA, some limitations should also
be considered. We required a precise measurement of input and output parameters
of a DMU, in order to effectively apply DEA, but for many practical applications, it
is difficult to measure them accurately. Instead the respective input and output data
can be given as a fuzzy variable.

Let X; and y; be the fuzzy input and output vector. As we know that the fuzzy
constraints vT)NJj < qucj do not define a deterministic feasible set, we employ the idea
of chance constraint programming (CCP) which was developed by Charnes et al.
[13]. A confidence level (1-a) at which it is most required that the fuzzy constraints
hold may be provided. Hence we have obtained the constraints as follows:

Ccriv'y; <u'x}>1-a. j=12....n (3)
where, Liu and Liu [14] presented a credibility measure Cr{A} to express the chance
that fuzzy event A occurs. Liu [16] provide the details about credibility measure in
his work. The main aim of this model is to maximize the ratio of v'3/u’x. The
greater the value is, the more efficient the DMU. When this ratio comes out to be
unity, then there is 100% efficiency in the given DMU. Considering the chance
constraints defined by Eq. (3), the fuzzy DEA model can be written as follows:

max 6 = Cr{v"5o/u’%} > 1

Subject to:

Criv'y, <u'y}=1-a j=12,...n

u=0; v=0; “)

in which a€(0, 0.5).
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The greatest value of objective function is the most efficient DMU that is ranked.
If there exists at least one DMU with the optimal value, 6* > «. Therefore, we have
the following definition:

Definition 2 (x-Efficiency) DMU is a-efficient if 8* > «, where 6* is an optimal
value of Eq. (4).

The problem defined by Eq. (4) is equivalent to following linear programming
model:

max 6 = v'yy' —u’x])

Subject to:
2" (' —p) + 2" (6§ —xg) =1
vT [(1 — 201))/;4 + 2ay;3]—uT [(1 — 20())6;1 — 201x;2] <0; j=12,3.....n;

u>0; v>0; &)

5 Data Collection

The purpose of this study is to examine the fitness of the fuzzy DEA approach
so that a widespread ranking of the different SRGMs could be made combining
various attributes toward SRGMs for a data set. In this paper, we have considered
five SRGMs to demonstrate the applicability of the technique discussed in Sect. 4.
The paper included NHPP-based SRGMs, namely,

¢ Generalized Goel model [6]

* Logistic growth model [6]

¢ Modified Duane model [6]

* Yamada imperfect debugging model [2]
¢ Pham Zhang IFD model [8]

The mean value function and intensity function of these SRGMs are summarized
in Table 1.

In software reliability prediction, parameter estimation is the most important.
SRGMs are useful only if estimation of its parameters is possible. We have used
nonlinear regression technique in statistical package for social sciences (SPSS)
software for estimation of parameters. The data set is obtained from Tandem
Computers [16] which is described in Table 2.

The estimated parameters for the above SRGMs using SPSS software are
described in Table 3.
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Table 1 Summary of the software reliability growth models

Model name Mean value function m(t) Intensity function A(z)
Generalized Goel [3] a(l—e™") abet“ e
isti — ket abke ™"

Logistic growth [3] al(1 —ke™"") (ot
Modified Duane [3] all —(b/(b+ 1))] ach*(b+1)' ¢
Y d R f ah(e“‘fe_,”) ab(aeu’+e_b‘)

amada imper ect W T
debugging model [11]
Pham Zhang IFD [5] a—e " (1+ B+ de+dP) |ae™[bt(b—d)+db*F —1)]

Table 2 Tandem Computers software failures (data set) [17]

Weeks CPU hours Defects found Weeks CPU hours Defects found

1 519 16 11 6539 81
2 968 7 12 7083 86
3 1430 9 13 7487 90
4 1893 33 14 7846 93
5 790 41 15 8250 96
6 3058 49 16 8564 98
7 3625 54 17 896 99
8 445 58 18 9102 100
9 5218 69 19 961 100
10 586 75 20 10,000 100

Table 3 Estimation results for SRGMs

Model name Input parameters

Generalized Goel [3] a=68.154, b = 7.821x1073
Logistic growth [3] a =106.818, b = 0.889
Modified Duane [3] a=207.8,b=64.05
Yamada imperfect debugging model [11] a=5247,b=0.224

Pham Zhang IFD [5] a = 83.64, b = 0.350

Firstly, for the application of fuzzy DEA approach to the SRGM, we have to
determine the input and output parameters. The values a and b as shown in the
Table 3 are used as the input parameters for various SRGMs. The mean value
function m(¢) and reliability function

R([ — e—(m(t-i-Al)—m(t))

are used as output parameters. To write the input and output parameters in the form
of fuzzy inputs and outputs, firstly, we have calculated the lower limits and upper
limits of the input and output parameters. For example, if a parameter has any value
p, then its lower limit for the 1% of original value will be (p — 0.01%*p), and for
the upper limit, we have added the 1% value of original value to the original value,
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i.e., (p + 0.01*p). The values of lower limit and upper limit of inputs and outputs,
respectively, are shown in Table 5. Further, we have formulated an LPP for each
SRGM using Eq. (5) with the value of credibility measure («) = 0.4. Further, we
have used genetic algorithm (GA) to obtain efficiency for each SRGM after the
formation of respective LPP.

6 Genetic Algorithm

Genetic algorithm is a very useful tool for evaluating the relative efficiencies of
given SRGMs. It was developed by John Holland who invented it in the early
1970s. It provides a random search algorithm [17], which is simulated on the law of
natural selections and the genetic information recombination with the population.
GA suggests the endurance of the fittest between individuals over consecutive
generation. It also sustains the population of n chromosomes connected with
fitness value. The various steps required for evaluating the efficiency are described
below:

(a) Selection: It is used to generate next generation of population by choosing the
solutions from available populations. It is done in order to direct the search
to promising areas within the search space. Selection is based on the value of
fitness function.

(b) Crossover: Itis used to generate new child (offspring) by exchanging the genetic
code of obtained solutions. Crossover rate is defined by taking the probability
of parent solution being crossed over. Ideally, the range of crossover rate lies
between 0.6 and 0.9.

(c) Mutation: It is used to maintain the total number of genetic characteristics in
the genetic makeup of population. The mutation probability mutates the new
offspring of the entire in chromosome. Mutation rates are used to stop the best
solutions from being effected.

The value of parameters considered for optimization is summarized in Table 4.
Further, we have defined the fitness function for the problem stated in Eq. (5). The
fitness function is given by:

Fitness function = vl x y64 +v2 X y64 —ul x x{)l —u2 x x(’)l (6)

To find the optimal value of efficiency by GA, we have used MATLAB software
(R2010a) with VC4+ (6.0) compiler, and we have chosen the following appropriate
parameters to apply genetic algorithm, which are shown in Table 4.

Optimum efficiency for each SRGM can be evaluated by using the above fitness
function. Ideally there is no optimum method of fixing these values. But usually,
in practice a small size of population is being combined with a high crossover
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Table 4 Values of

Parameters Values
parameters of GA - -

Size of population 100

Probability of crossover 0.90

Probability of mutation 0.01

Convergence condition of upper bound 1000

Difference between two consecutive iterations | 0.00001

Table 5 Illustrative example

Generalized | Logistic Modified Yamada imperfect | Pham
Model name | Goel growth Duane debugging model | Zhang IFD
Input 1 (67.86846, (107.80867, |(206.811, (51.609, 52.17, (83.52036,
68.554, 107.818, 208.92, 52.6457) 84.364,
69.6954) 107.8933) 10.989) 85.20764)
Input 2 (0.0078546, | (0.8733, (63.4095, (0.21186, 0.214, | (0.34056,
0.007934, 0.89, 64.05, 0.21614) 0.344,
0.0080134) | 0.9067) 64.6905) 0.34744)
Output 1 (2.041773548, (104.6558106, (43.100145, | (0.832194, (82.82934,
2.0669756, | 104.6683, 43.5355, 0.84060, 83.6660,
2.08863795) | 104.6767425)| 43.970855) | 0.849006) 84.5086)
Output 2 (0.946370421, (0.478697873, (0.1866645, | (0.93191445, (0.83813895,
0.95592969, | 0.483533, 0.18855, 0.941397, 0.846605,

0.96548898) | 0.488368533)| 0.1904355) | 0.950740977) 0.85507105)

Table 6 Results of efficiency SRGM modal name

° Efficiency
witha = 0.4 -
Generalized Goel 0.40139495594
Logistic growth 0.705878493786138
Modified Duane 0.641000941708439
Yamada imperfect debugging model | 0.40139887668857
Pham Zhang IFD 0.401457346259342

probability to obtain an optimal solution. The input and output parameters for the
five SRGMs are given in Table 5, and efficiency obtained for the respective SRGMs
is described in Table 6.

7 Result and Discussion

Fuzzy DEA is a very realistic way of evaluating the relative efficiencies and
providing ranking to the various SRGMs. The input parameters a and b are obtained
from SPSS software, and output parameters are obtained by solving the mean value
function and reliability function for respective SRGMs. By using the value of input
and output parameters, a LPP for each SRGM is developed. After making an LPP,
the resulting LPP is implemented in genetic algorithm for obtaining the efficiency
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Fig. 1 Efficiency of each SRGM

for the respective SRGM. The efficiency for the different model is described in
Table 6 with ¢ = 0.4. The results in Table 6 clearly show that the logistic growth
model is ranked at number 1 based on the above analysis and is followed by modified
Duane, Pham Zhang, Yamada imperfect debugging model, and generalized Goel.
The plot between SRGMs and their respective efficiencies has been shown in Fig. 1.

8 Conclusion and Future Scope

In this paper, we formulated a new approach to rank various SRGMs with fuzzy
inputs and outputs based on credibility measure and using linear programming
model (LPP). The proposed method is suitable for ranking SRGMs based on
efficiency which is obtained by using genetic algorithm. Fuzzy efficiency means
to gauge the reliability of its crisp equivalent. The comparison analysis of the
proposed SRGMs is made by two common criteria, namely, mean value function
and reliability function. Based on efficiency, logistic growth model is the most
efficient model among the five SRGMs. In the future, the work can be extended
by considering different set of SRGMs and taking more input and output variables.
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Significance of Parallel Computation over Serial
Computation Using OpenMP, MPI, and CUDA

Shubhangi Rastogi and Hira Zaheer

1 Introduction

There are massive jumps in technology which leads to expansion of existing system
to make it fast and more efficient. Parallel computation provides a fast system with
high price tags too [1-3]. A parallel algorithm is cost optimal if its execution time is
faster than the running time of the fastest known sequential algorithm for the same
problem. Generally programming has been evolved for serial computation. There
are two ways of implementing a parallel algorithm: one, to modify the existing
sequential algorithm and, second, to implement a new algorithm especially for
parallel execution. If the sequential algorithm consists of some independent groups
of instructions, then it can easily be modified to run in parallel otherwise; one has to
implement a new algorithm. Today’s computing scenarios consist of multiple nodes
connected by a network. Every computer or node consists of multi-core processors
and many core accelerators like graphics processing units (GPUs). Inside a system,
OpenMP framework can be used to implement parallelism, between different nodes,
MPI can be used, and to make use of GPUs, CUDA is the framework.
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2 Necessity of Parallel Computing

An algorithm’s efficiency depends on two factors: time complexity and space
complexity. Space is manageable now but time is the prominent issue nowadays.
The major objective of parallel computation is to make high-speed systems. If a
work is done by a solitude processor, then it will execute steps one by one in a serial
fashion, but if few processors work simultaneously to achieve the same objective,
then obviously it will produce the output in very less time.

2.1 Speedup Factor
If some processors are working simultaneously, then the speedup achieved may be
calculated as:

Execution time using one processor (best sequential algorithm) £

S(p) =

Execution time using a multiprocessor with p processors 1

Where

t; = execution time on a single processor.
1, = execution time on a multiprocessor using “p” processors.
S(p) = speedup achieved by using multiprocessor.

Everything has a limit; so Amdahl has given a law to define the limit up to which
speedup can be gained, and this law is known as Amdahl’s law. According to which:

S(p) =

ts 1 . 1
fro+ 0Dy 0D Jm Sp) =

By increasing the number of processors p and make it to infinite, the whole
quantity (1 — f)/p will become zero. So on further increasing the processors, there
is no increase in speedup (Fig. 1).

In any parallel computation, each individual processor is working serially. So
there is a serial portion always. In a parallel computation, there are always a serial
portion and a parallel portion.

So, if “f” is the serial portion, then (1 — f) will be the parallel portion and
their respective execution times would be f#; and #,(1 — f)/p. So if 90% of the
system is parallel, then speedup will be 20 times. But in actual there are factors
like synchronization, load balancing, etc. involved so there is decrease in speedup
after a point in reality (Fig. 2).
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3 Parallel Programming vs Serial Programming

3.1 Serial Programming

If there are n instructions in a program and input of ith instruction is dependent on
the output of (i-1)th instruction, so instructions are executed one after another in a
sequence. Below an example is given which a part of C program to calculate the
summation of all the elements of an array A of size N:

void main ()
{
int i, N=1000;
double A[N], B[N], CI[NI];
for (i=0; i<N; i4++)
{
A[i] = B[i] 4+ CI[4i]
}
}

In this program every instruction is dependent on its previous instruction. It
performs N operations one by one. Now let’s take another example of calculating
the summation of corresponding elements of two given arrays A and B and finally
storing the result in a third array C:

For (i=0;1i<10;i++4)

{

Cli]=A[i]+B[i];

Printf (“"Resultant array %d” C[i]);

}

But in this program, instructions are independent of each other. So it’s futile to
execute them one by one. This forces us to introduce another concept that is parallel
programming.

3.2 Parallel Programming

In this paper, three parallel programming tools OpenMP, MPI, and CUDA are
introduced. Each is explained in detailed.
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3.2.1 OpenMP

OpenMP stands for open multiprocessing and is based on shared memory
architecture which has multithreaded capacity. It is based on fork-join method,
i.e., parallelizing the code with the help of master thread which forks some required
number of threads and assigns some task accordingly. So, all threads can work
independently at the same time. Finally join the results of all the individual thread
and get the final output [4, 5] (Fig. 3).

The main components of OpenMP are the constructs used for the creation of
threads, workload balancing, synchronization, user-level routines, and environmen-
tal routines (Fig. 4).

Now consider our first example in OpenMP.

Parallel Task | Parallel Task Il Parallel Task Il

T

Master Thread
Parallel Task | Parallel Task Il Parallel Task Iil
Master Thread - = - b
ey e
Fig. 3 Parallelization using multiple threads
OpenMP language
extensions
runtime
parallel control : data i :
work sharing . synchronization functions, env.
structures environment 5
variables
govems flow of distributes work scopes coordinates thread runtime environment
control in the among threads variables execution
program
omp_set_num_threads(
do/parallel do shared and critical and omp_get_thread_num()
parallel directive and private atomic directives OMP_NUM_THREADS
section directives clauses barrier directive OMP_SCHEDULE

Fig. 4 OpenMP language extensions
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#include “omp.h”
void main ()

{
int i, N=1000;
double A[N], B[N], C[N];
#pragma omp parallel for
for (i=0; i<N; i++) {
Al[i] = B[i] + C[i];
}
)

So by simply adding #pragma omp parallel for above the for loop, we can
parallelize the loop. If there is N number of processors available, then we will obtain
the output in one unit of time.

322 MPI
MPI stands for message passing interface which works in inter-process manner.

MPI is based on distributed system. Here the processes work concurrently and share
intermediate results with the help of message passing (Fig. 5).

e Compile & Link

Code

Executable

PMD Launch
SPMD Job

Parallel Execution

Fig. 5 Multiple instances of a single program working on multiple (parts of) data
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#include <stdio.h>
#include <mpi.h>
int main(int argc, char xargvl[])

{int rank, size;

MPI Init (&argc, &argv) ;

MPI Comm_ rank (MPI_COMM WORLD, &rank) ;

MPI Comm size (MPI_COMM WORLD, &size) ;

printf (“Hello world! I am %d of %d\n”, rank, size);
MPI Finalize () ;

return (0) ;

This is a simple code in MPI.

MPI_Init: Before starting any parallel work, MPI needs to initialize arguments
such as processes, input to program, etc.

MPI_Comm_rank: Communicator rank is used to determine the rank of calling
process. (Each process is assigned a unique ID, i.e., rank.)

MPI_Comm_size: Communicator size to determine the size of the topology.

MPI_Finalize: To terminate all the communications.

The message exchange among processes is done by using send and receive calls
which is the part of MPI programming [6, 7]. As we can see MPI is not as simple
as OpenMP, but there are some more problems in MPI like deadlock if code is not
written carefully.

3.2.3 CUDA

NVIDIA introduced a parallel computing architecture CUDA which stands for
compute unified device architecture. It is the computing engine in NVIDIA graphics
processing units or GPUs that is accessible to software developers with the help of
industry standard programming languages.

GPU is more apt for data parallel computation. As it can be seen in Fig. 6, there
are multiple arithmetic logic units (ALUs); it means same program is executed on
many data components in parallel. So it has high ratio of arithmetic operations to
memory operations. Although memory latency is high here, it is overcome by high-
speed calculations. Its programming needs to be understood from the zero level, so
it is being included in the paper (Fig. 7).
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CPU GPU

Fig. 6 Architectures of CPU and GPU

Fig. 7 Processing flow of
CUDA

Processing flow
on CUDA

3.3 Hybrid Approach

In any parallel program, there is a sequential portion also. Parallel programming
is based on fork-and-join method. These three parallel approaches can be combined
together in one single program. OpenMP is used within a process like by using some
number of threads to run simultaneously, while MPI is the parallelism obtained
between the processes. CUDA makes use of GPU (graphics processing unit) in
which multiple processing units are used for parallelism. So, all three in one
programs can be used.
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4 Conclusion

There is a need of fast systems in today’s world. So parallel computation is an
important concept which speeds up the system and reduces the overall time. This
paper describes the calculation of speedup factor also using Amdahl’s law. This
paper covers the serial and parallel programming. There are three frameworks used
for parallel programming, OpenMP, MPI, and CUDA. OpenMP involves parallelism
at thread level. MPI uses multiple cores to work in parallel, while CUDA uses
multiple accelerating units, i.e., GPUs. Their programming is very simple and this
paper discussed some programming concepts also. There are hybrid systems which
use all the three frameworks in a single program which in turn massively reduces
the overall time [7-9]. So, it can be said that parallel computation takes less time in
comparison to serial computation. In future, the program times can be calculated to
analyze the speedup obtained in different parallel programs over serial programs.
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Software Release and Patching Time
with Warranty Using Change Point

Chetna Choudhary, P. K. Kapur, A. K. Shrivastava, and Sunil K. Khatri

1 Introduction

With the enormous use of information technology, computer systems are widely
used to control safety-critical systems and day-to-day entities. Increased demand
of high-quality software is the necessity in these application areas. To determine
reliability of the system, the software reliability must be evaluated with utmost
care. Developing reliable software is the main concern among the software industry.
Proper scheduling of processes, limitation of resources, unrealistic requirements,
etc. had a great impact on software reliability. Many softwares nowadays are
interdependent among the modules; it is very hard to develop the consistent
software. It is particularly tough as soon as there is interdependence, and it is
rather difficult to identify whether there is reliable software being delivered. Once
the software is delivered, one way to major its reliability is through customer
feedback like problem being reported, system outages, complaints or compliments,
etc. However, by then it is too late; software vendors need to know whether their
products are reliable before they are shipped to customers. Software reliability
models attempt to provide that information.
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Various researchers are working on software reliability growth models to pre-
dict the reliability under different sets of parameters. These software reliability
growth models generally follow non-homogenous Poisson process (NHPP) with
consideration that a constant fault detection rate (FDR) and a fault detection
process depend only on the residual fault content [3]. With consideration to specific
environment, software programs are executed and improved with detection and
correction of bugs/errors. Generally SRGMs take into consideration that, in fault
detection process, the faults which occurred due to each failure are independent
and random with time according to the distribution given by Musa et al. [12].
Factors such as running environment, testing strategy, defect density, and resource
allocation can affect the failure distribution. To cover more faults within the shorter
period of time, testing teams keep including new approaches and techniques not
yet been used, or in consultation with some experts, we need to preform software
risk analysis. Hence, the fault detection rate may not be continuously smooth and
can be changed at some time moment T known as change point. Foremost, Zhao
[8] used the change point in software and hardware reliability. Then Huang et al.
[13] included the change point to calculate the software reliability growth modeling
with testing effort functions. Kapur et al. proposed the multiple change points in
software reliability growth modeling for fielded software [13]. Looking into the
importance of the change point models in the reliability estimation, an SRGM based
on stochastic differential equations incorporating change point concept has been
proposed by Kapur et al. [16].

Software requires testing to overcome the faults which in turn increase reliability.
However which results in consumption of resources like work force, processing
hours etc. which acquire more cost to the organization. However, in testing phase
if bugs are not eliminated, then users will face the consequences of faults in the
operational time which will increase the debugging cost of the software compared
to the testing phase [2]. The delayed testing not only results in increase in reliability
of software but also the development cost of software. This will further delay the
software from releasing which cause thrashing in terms of market opportunity. On
the other hand, insufficient testing intended for fault confiscation shortens the cost
of software improvement but increase the hazard of more faults during operational
phase. Hence it is significant to determine the optimal time to release the software
from the point of developer.

Therefore, in order to minimize the associated risk, the organization needs proper
scheduling of different prerelease and post-release phases with due consideration
to the change point. From the many decades, researchers are working on software
release time problem [1-3, 12, 19]. Yamada [15] anticipated a software cost model
under warranty to determine the optimal time to release software. Dohi [4] projected
release policies with due consideration to debugging time lag. Yamada and Osaki
[5] proposed problem related to release time on the basis of deprecated cost and
optimized reliability objective. Kapur and Garg presented the release policies based
on testing effort by means of inclination toward intensity of failure [6]. They
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furthermore incorporated the concept of cost of penalty while considering software
release time problem [7]. Huang and Huang and Lyu anticipated release time
policies by considering the consequence of testing effort overheads [8]. Yun and
Bai projected the software release time problems presuming software life cycle to
be random [9]. With competitive market surroundings, a need to deliver a better
product has increased. This need is captured by the users in terms of what we
can call a software warranty, which acts as an indicator to judge its reliability with
presumption that a longer warranty period indicates higher reliability [1]. Warranty
is an assurance between the seller and buyer that a product is error-free and will
work as stated, and if defect occurs, it’s a vendor’s job to rectify those defects [2].
The duration of warranty is decided by the developer. In warranty phase rectifying
a bug then reporting a fault is negligible for the user. Pham and Zhang included
service contract and hazard cost to the conventional cost function [10]. Kapur [11]
refined a multi-objective maximization problem to determine release time. Kapur
[11] formulated release policy for the exponential change point SRGM.

Though it is a difficut job for a testing team to develop a software which is
completely free of errors. But in order to ensure that users face least number of
errors during operation phases, today software industry continue to test even after
release it. As software releases, it is noted that either the rate of failure decreases
or else it is invariable, depending on whether there is augmentation consistency of
software throughout the operational phase or not (see Figs. 1 and 2).

Figure 1 illustrates graph for reliability of software for the case when no testing
is done after release. Hence there is no reliability growth. On the other hand, in
Fig. 2 we see that there is growth in reliability after a certain time interval due to

Fig. 1 Growth of software 4
reliability without patching

Fig. 2 Growth of software
reliability including patching
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release of patches/updates after release. This time interval is the difference between
two patching times after release, and the update can also be termed as fix, an
instruction set that is used to repair flaws which successfully deceives the testing
side during prerelease testing phase of software. Well-timed delivery for updates
is able to serve intention and will stipulate the premature release of patch results in
indecent fixation of failures, and delayed updates would lead to more failures during
operational phase and will incur more charge to the development side. Cavusoglu
[20] considered the patch release for security and executive tribulations from the
insight of both the seller and the organization. They formed a game theoretic
model to gain knowledge of balancing the update, and cost management takes place
between the merchant and organization. Consequently, Okamura [24] and Luo [21]
considered a bug discovery process which is nonhomogeneous and examines both
sporadic and asporadic update management models. Lately Dev [3] developed a cost
model for finding optimal release policies for security patch management. Arora
[22] has shown the transposition between releasing buggy software and saving in
patching the buggy software later through a cost model. They have also worked on
showing the disadvantage of releasing the software before time and updating later
on. Jiang [17] estimated scheduling strategies of software where they have shown
the advantage of early software release with continued testing after the release.
Kapur [24] outlined a comprehensive framework to determine the optimum time
to release and to stop testing software along with the benefit of early release and
continuing testing even after release.

Based on the above literature, we see that no research was conducted to consider
the effect of change point in finding the optimal time to release the software and
updating the software under warranty. This gap analysis has led us to develop
a model that can offer a solution to the above problem. In the proposed work,
a generalized outline is provided to develop a cost model for determining the
optimum time to release and to update software under warranty using change
point; therefore, the total expected cost can be minimized. Remaining sections are
structured as follows: In Sect. 2, we will talk about model formation specifying
necessary presumptions essential for the model. Section 3 will give you an idea
about the developed cost model using change point. In Sect. 4, numerical illustration
is catered using a real-life data set to authenticate the projected work. Section 5 will
discuss the final conclusion.

2 Framework of Modeling

This part of the section pays more attention on the structuring outlines for
the proposed work. The following are the notations and presumptions worn in
structuring the proposed work.
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2.1 Notations
m(t) | Expected number of faults that are to be removed by time t or mean value of fault
A Number of faults initially lying dormant in the software
bl Rate of fault detection before change point
b2 Rate of fault detection after change point
F(t) | Fault distribution function
Tc Change point
T Release time of software
T Release time of patch
w Length of warranty
T\ | Life cycle of the software
C Testing cost per unit time
C, | Market opportunity cost
Cs Fault detection/removal cost by tester before releasing the software
C4 | Fault detection/removal cost communicated by means of the user after release of
software in warranty
Cs Fault detection/removal cost communicated by means of the consumer after patch
releasing in warranty period
Cs Fault removal cost communicated by means of the user after warranty
2.2 Assumptions

1. Phenomenon for fault removal pursues NHPP whole time of the software life
cycle.
2. Every time a fault is experienced, an instantaneous debugging attempt takes place
to discover the cause of failure in order to confiscate it.

B~ W

. Number of faults left in the software equally affects the failure rate.
. Fault fixation process is ideal and no fresh faults are being introduced during

debugging process.

. Process of fault detection autonomously and identically circulated.
. Number of bug’s latent in the software is unchanging.

. Life cycle of software is finite.

. Patch cost is negligible.

O 0 3 O\ W

. Opportunity cost is pretended to be invariably growing, twofold continually

differentiable convex function of r. As per approximated outcome of the learning,
the results to a great extent accelerated through definite functional outline of
market opportunity cost; hence, we are taking into consideration the form given
by Jiang and Sarkar (2011).
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2.3 Devising the Model

Through hazard rate we formulate the mean value function for the augmented
amount of faults eliminated which is shown as

dm(r) ( f@)
d  \1—-F(@

) (a—m(1)) (1)

where 7 f (1?(1) is the failure detection rate.

On solving the above equation by considering the initial condition as m(0) = 0,
we get

m(t) = a- F(r) 2)

2.4 Model Framework

In the proposed framework, we have subdivided the software life cycle [0, 7]
into five subparts, i.e., testing phase of software before change point phase [0, 7],
software testing phase after change point [z, 7], releasing of patch [r, 7,], phase
of warranty [7, t + w], and software operational phase [t + w, T}.]. Software time
frame can be depicted as in Fig. 3. Also it is to be mentioned that each subdivision
of fault detection process follows NHPP phenomenon.

First Phase [0, T.] During the phase, testers are detecting or removing the bugs.
The number of fault detected is given by

m (Tc) =a-F (Tc) (3

where F|(t.) rate of fault detection using these bugs is detached commencing from
software before change point in [0, t.].

Second Phase [t., t] For this interval change point has been considered as
software and is ready to be released by the developer. The developers at some
moment change the testing strategies to find more number of bugs in product. The
number of bugs detached in this phase is shown as

“)

mr—t)=a-(1-F (rc))-(l _Lz(f))

I_FZ(TC)

Fig. 3 Life cycle of software ¢0 ¢ i ¢ ¢ ¢
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where a-(1 — Fi(r.)) is the number of bugs removed after change point.

(1 — %) is the fault removal rate after change point.

Third Phase [, T,] During this phase update is prepared in reference to the bugs
detected by users. At 7,, a fix/update will be provided to fasten the number of
faults reported by users. The total number of faults detected in this phase is given
below as

m((t—l—rp)—r) =(a—m(1)) - F; ((‘E—l—tp)—‘[)

o)
= (1-[1- =) Al w0

1 — U=F1GE)U=F@)
1—F>(z)

bugs which were left hidden during the first and second phases. F3((t + 7,) — 1) is
the rate for fault detection/removal by the user in [z, 7,].

In the above equation, a (1 - [ ) represents the outstanding

Fourth Phase [T, T +w] In warranty phase the user faces failure because of
the faults which were not corrected in the first patch. The amount of faults
detected/removed by end of this phase is summarized as

m(c+w)—(t+1)) =a- (1 — [1 _ (I—Fl(fc))((l—Fz(r))D

1=F>(7)

(1=F(t+1)— () (6)

Fa(T+w) = (t+ 1))

1—F>(te)
represent the outstanding faults remained hidden during the second and third
intervals. F4((t +w)—(t + 1},)) is the rate of fault removal during the interval
[tp, T+ W]

In the above equation, a- (1 — [1 - M]) . (1 —F3 (r + rp) - (‘L’))

Fifth Phase [t +w, T;.] During the post warranty interval, the amount of bugs
discovered is summarized

m (T — (v +w)) = a (1= [1 - (=Alpu=ren])
(1-F+5)—1)(1-F(@c+w—(r+7)) D
Fs (Tie = (t +w))

In this interval, the faults, those that are left undiscovered during last intervals,

can cause failure, and the same will be communicated by the user for elimination.
The amount of faults left is substituted as
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a-(l—[l—%f(l—)ﬁ(f»])
(1-F(t+15)—1)(1-Fis(c+w) — (r + 1))

Fs(Ti. — (t + w)) expresses the rate of fault removal during the interval [t + w, T}.].
Now, the cost model will be formulated in the next section to calculate the total
cost consumed for the fault removal as per the Eqgs. (3, 4, 5, 6, 7) phase wise.

3 Cost Model

Through this section we put emphasis on finding the amount of cost incurred for
“a” initial number of faults detected throughout the software life cycle. In this we
will discuss briefly cost related to testing, market opportunity, and amount spent in
removing the faults per phase.

Cost of Testing The amount incurred while testing the software till release via
testing side is defined as cost of testing. The cost for this phase is measured by doing
product of testing cost with the time duration for which the testing is conducted. Let
c1 denote the testing cost per unit time, and t is the release time of the software as
per the proposed model. So the sum of testing cost is represented by

€1+t ®)

Market Opportunity Cost This can be termed as the cost incurred due to postpone-
ment in release of the software. Market opportunity cost is inversely proportional
to the release of the software. More time taken for the release will increase the
opportunity cost. This can be represented by the below equation, which is same as
provided by Jiang and Sarkar [17]:

T €))

Software Release Cost Before Change Point For the interval [0, t.], testers work
separately for detecting the bugs in the software. This amount, i.e., the fault removed
by testers per unit time is expressed asc3. As obtained using Eq. (3), the number of
faults detected/removed by the testing team before change point is represented by
m(t.). Hence the cost can be formulated in the interval [0, t.]as

Costy . = c3-m (1) (10)

Software Release Cost After Change Point In the given interval [t, t], the tester is
functioning independently for detection process. Therefore, the cost of removing
the bugs by testers is expressed asc4. Now, the cost incurred for the interval is
deliberated by multiplying cost with the faults detected. The total cost of removing
the faults is specified by



Software Release and Patching Time with Warranty Using Change Point 377

Cost,, = cq-m (T — 1) (11)

Patch Release Cost Because of the increased market competition, organizations
cannot risk in delaying software release. Hence software is released with some faults
still present in phase of testing. Because of this the users are provided warranty on
the software to fix the faults with updates/patch by the developer during operational
phase. Service contract is assurance provided to users about software that it will
continue to perform efficiently during operational phase; otherwise, the organization
will provide solution in the form of updates for the failure-causing faults, or they will
replace the product. On facing failure within software, the users report the problem
to the organization for fixation. The organization has to again test the software which
is subject to additional charge to the firm. Using Eq. (5), the total amount of bugs
is expressed by m((t + 7,) — ) communicated by the user and solved by the tester.
Suppose cs represents the fault removal, cost per unit time and the cost incurred for
the interval are shown as

costrq, = cs-m((t + 1) — 1) (12)

Software Under Warranty Cost With the patch release, the user still may find some
faults during the interval [t,, T 4+ w] because of the faults remaining in the patch
phase. Due to warranty of the software, firms need to confiscate the failure-causing
faults. By using Eq. (6), the amount of fault detached subsequent to update release
and is denoted by m((t + w) — (t + 7,,)). Suppose cg represents the removal cost per
unit fault, then the detection cost can be expressed as

COSty, 14w = Co - M ((T +w) — (T + Tp)) (13)

Post Warranty Cost As the software warranty gets over, the organization does not
provide any support to any kind of failures that occurred, and sometimes they make
agreement with the user for removing the faults all the way through the software
life cycle. This cost has been incorporated while modeling the cost function. During
[t + w, Ti], failures are encountered only by the users due to number of faults
remained unobserved post warranty period. Using Eq. (7), we can obtain the total
number of faults. Let c;denote the removal cost of faults so the total cost incurred is
given by

Costryywr, = c7-m (The — (r +w)) (14)
Total Cost This can be summed as all the cost used throughout the life cycle of

software. By adding together the entire cost as per Egs. (8,9, 10, 11, 12, 13, 14), the
total cost function can be expressed as
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totalcost =c¢1-T 4+ ¢y - T2 + Costy r, + Cost, . + Cost”p
(15)
+C0srrp,r+w + COStr-l—w,Tlc

In the subsequent section, validation of the projected model has been performed
through a numerical illustration.

4 Numerical Illustration

On the basis of supposition that the fault is identical and is autonomously dis-
tributed, it is clear that the rate of fault removal follows exponential distribution
given as F;(t) = 1 —e %" where b; denotes rate of fault detection in *“i” interval. The
parameters are estimated using Woods [18] data set. As per the data, the software
is being tested for 20 weeks to detect 100 bugs for the given duration. The change
point analyzer is used to find the change point of the data sets which is taken to
be eighth week. The parameter estimation is done using the SPSS on the basis
of least square method on the data set that gives ‘a’ = 356.937 and b; = 0.0419
and b, = 0.1326. This depicts that software initially has 357 faults which were
detected/removed by the testing team with rate b; and b,. We have assumed the
software life cycle Tj. = 100.Usually rate of fault detection by the user and by tester
is dissimilar due to different competence. Suppose r1, 72, r3 denotes fault detection
rate ratio for the user with respect to tester in third, fourth, and fifth intervals.
The sum of faults detected/removed in interval [0, 7] represented as

338
1

m(t) =a (1 — e_b"“)

Therefore from Eq. (10) the cost associated with m(t.) number of faults is
specified as

cz-a(l —exp(=b;- 1)) (16)

Using Eq. (11), we get the faults removed in interval [r.,7] as a -

(I —(1—exp(=b;-1))) (1 - m’%) and the cost associated cost with

m(t — 1) is specified as

A7)

ci-a(l = (1 —exp(~bim0))) (1 _(-(—exw (—bzr»))

1= (1 —exp(=by1c))

Amount of faults detached in [, 7] is expressed as

_ (1—(1—exp(=b1-7e)))-(1—(1—exp(—=b>-7)))
m ((‘L’ + Tp) - 7—') =a (1 - 1—(11—exp(—b2'fc)) } )

(I—exp(=br-ri- (v + 15— 1)))
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and associated cost associated with m((t + tp) — 7) number of faults is represented
by

(A=(—exp(=b1-7)))-(1=(1—exp(=bs7)))
cs-a~(1— e hy )
(1—exp(—b2-7c)) (18)

(I—exp(=br-ri- (v + 1 —1)))

Amount of faults detached in [7},, T + w] is represented by

m((t+w)—(t+ 1))

—a. (1 (= —exp(=bi-7))) - (1= (1 —exp(=by - T))))
= 1—(1—exp(—bs-1))
(1= —exp(=br-r1-(r +17,—71))))

(I —exp(=byr2- (4w —=(t + 1,))))

and the associated cost associated with m((t + w) — (t + tp))given number of faults
is given by

(1=(1—exp(=b1-7))-(1=(1=exp(=b2-7)))
Cce-a- (1 - 1—(T—exp(—b2-7c)) )

(1-(1—exp(=b2-r1-(t +1—71)))) (19)
. (1 —exp (—bz 1y ((‘L’ +w) — (t + Tp))))

Also the amount of faults removed in [t 4+ w, T\.] is given by

1—(1—exp(=bjt)))-(1=(1—exp(=by-
m(Te—(t+w)=a- (1 - = exP(]_(llig,)(L((_bz(.rC;xP( 2 t))))

(1=(1—exp(=b2-ri-(t +1—7))))
(I=(1—exp(=b2-r2- ((r +w) = (r + 1)))))

and the cost associated with m(7}. — t + w) given amount of faults is shown as

(1=(1—exp(=b1-7))-(1=(1=exp(=b2-7)))
c7-d- (1 - 1—(1—exp(—b2'fc)) )

(1=(1—exp(=by-ri- (T + 1 —1)))) (20)
(- (e (bn (4w~ (4 D)

By taking phase wise testing cost consequently, we obtain the total cost with
single patching specified by
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totalcost = ¢1 - T + ¢2 - T2 + ¢3 -a(l —exp(—=b; - 7.)

+eg-a(l— (1 —exp(—bit.))) (1 - —ﬂ‘_‘((}_‘;"}f((_‘fjgﬁ)f)

(1=(1—exp(=b; 7)-(1—(1—exp(=by))
TCs-a- (1 - T=(—exp(—b> ) )

(1 —exp(=by-ri- (T + 17— T)))

(1=(1—exp(—b1-))-(1—(1—exp(—b> 1))
tc-a- (1 - T—(I—exp(—b2 ) )

(I1=(1—exp(=br-ri- (T + 1 —1)))) 21
. (1 — exp (—bz -1y - ((‘L’ +w) — (t + ‘L'p))))

(1=(1—exp(=b1w)))-(1—(1—exp(=b7)))
+cra - (1 - l—(ll—CXp(—bZ'Tc)) ) )

(1=(1—exp(=br-ri-(r+ 1, —1))))
(1= =exp (b2 r2- ((r +w) = (T + 5))))
(I —exp(=by 13- (Tic — (r +w))))

now defining the cost parameter values before doing the optimization of the above
given equation and providing all cost values as ¢; =30, c; =5, ¢3 =20, ¢4 =30,
cs =55, cg =55, and ¢; = 135. Also let us suppose that the organization generally
provides the user with warranty of 6 months, i.e., w = 24 (weeks) on the software
and fault detection rate ratios r1 = 0.5, r2 = 0.5, and r3 = 0.6. It should be
noted that values obtained are purely through experience. In general cost of per
unit fault during a given phase is directly relative to the ratio of assets consumed
to the removed fault within that period. It is to be noted that post warranty period
of software is much longer as compared to any other phases of software life cycle;
hence it consumes high amount of resources. Also the number of faults removed
during this period is low as the maximum number of faults is debugged during
testing and warranty phase. Hence cost per unit fault removal during post warranty
period is highest. Based on the similar arguments, magnitude of cost per unit fault
removal in other phases can be described. Now based on the above assumptions,
we will describe the phase-wise fault detection with the associated cost. This is to
inform that the service contract and update time be measured since time of release t,
because after release only updates and warranty can be provided to the customer. By
substituting the cost values in Eq. (21) and performing optimization using MAPLE
for the total cost function, we acquire optimal outcome as software release time
v = 21.19 weeks; optimal time to release the patch r; = 1 and the optimized cost
value as 14385.69. The below given table (Table 1) summarizes the fault detection
by the tester as well as user with the help of over mentioned values phase wise.



Software Release and Patching Time with Warranty Using Change Point 381

Table 1 Descriptions of faults phase wise

Phase MVEF Number of removed faults
Software time to release before m(t.) 101.83 (102 approx.)
change point [0, 7]

Software release time before m(t — ) 210.7753 (211 approx.)
change point [z, 7]

First patch release time [z, 7p] m((t + 1p) — 1) 2.8446 (3 approx.)
Warranty time [ 7, T + w] m((t +w)—(tr + 7)) |32.4592 (32 approx.)
Operational time [t 4+ w, T}.] m(Tie — 7 +w) 8.90770

5 Conclusion

Through this paper we anticipated a comprehensive cost model to find the optimum
time for release and for patch of software sold beneath warranty using change point
subsequently to reduce the total anticipated software expenditure. In the existing
effort, we have carefully calculated the case of distinct patching; however, from the
similar lines of anticipated model, we can broaden our work for multiple patches.
In the future we are capable to expand our model by taking into consideration the
budget and consistency constraint on the optimum time to release and to patch.
This model provides information to the developers that how much more testing is
required to test the software after changing the testing strategies after a moment
of time T, and due to the repetitive nature of updates, developers can release the
subsequent patches less costly. As more failure reports are sent by the user or the
tester, it will provide more opportunities for the developer to detect and further
confiscate the corresponding fault. When the next update is released and executed,
software failure rate will be reduced accordingly.
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Two-Dimensional Framework to Optimize
Release Time and Warranty

Nitin Sachdeva, P. K. Kapur, and Ompal Singh

1 Introduction

Software developers can easily achieve the target reliability of their system by
evaluating its reliability during development, especially during the testing phase. In
order to quantify this reliability, test cases are executed as inputs randomly selected
from some known distributions. Then a software reliability growth model is applied
to predict total testing resources employed in terms of efforts required to meet
the targeted reliability requirements. However, such testing procedures are directed
toward finding defects/bugs in a more random approach.

Nowadays businesses are striving to employ disruptive innovations due to the fast
pace/short life of any product in the market. Developers are therefore under great
pressure to deliver more complex software with increasingly aggressive schedules
and with limited resources. Testers are therefore expected to validate the reliability
and quality of software even faster and with fewer resources at their disposal.
One of the challenging questions to be answered by the development team has
always been how long they should continue to test. What level of testing resources
would be enough to meet the desired level of reliability? Undoubtedly, both factors,
technical quality/reliability and economic market opportunity, are key determinants
of testing/release time.

Despite the tremendous success of information technology in the last two to
three decades, developers are consistently looking for effective ways to manage their
testing resources specifically testing time and effort. Predominantly, several studies
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in the past have laid special emphasis on considering release time as testing stop time
[3, 13] which is clearly summarized in the works of Kapur et al. [13]. Perpetually
the thrust in these studies has been toward assessing the cost-benefit analysis. Till
the time continued testing is justified by predetermined budget, reliability can be
improved. Software reliability is, of course, one important criterion based on which
testing stops; however, the underlying assumption of corresponding release time and
testing stop time has always dominated in the literature.

Nowadays, with intense competition and client pressure to release the software as
soon as possible, testers are expected to validate the quality of software even faster
and with even fewer resources. Several researchers in the past have tried to evaluate
both the optimal testing time and testing effort to be employed [5, 18, 21, 30].

Several testing effort-based software reliability growth models (SRGMs) have
been proposed by researchers in the past couple of decades [9, 13, 23, 25, 26, 33,
34, 41]. Testing effort-based SRGM was first introduced by Yamada et al. [41].
Using the logistic testing effort function, Huang and Kuo [8] proposed another
SRGM. Kapur et al. proposed [15] an SRGM with a testing effort-based learning
process. Further, a unified framework for modeling testing effort-based SRGM was
also proposed by Kapur et al. [16]. Under the assumption of imperfect debugging,
Ahmad et al. [1] proposed an S-shaped SRGM with testing effort. Inoue and
Yamada [10] suggested a lognormal testing effort-based SRGM. Peng et al. [32] also
proposed a testing effort-based SRGM with detection and correction as two stages
in an imperfect debugging environment. Later on in the same year, Zhang et al.
[42] proposed a unified framework for the similar SRGM in imperfect debugging
environment. Further working on the same lines, Li et al. [24] converted the testing
effort functions to S-shaped learning function and proposed yet another SRGM with
imperfect debugging. Lately, researchers are working on proposing testing effort-
based SRGMs for multiple versions of software Singh et al. [37].

Recently Sachdeva et al. [36] proposed a generalized framework for a software
testing model with separate release and testing time by optimizing overall testing
cost including the market opportunity cost related to delayed release in the market.
The proposed study tends to work under the similar environment wherein testing
is believed to be carried on into the post-release phase or warranty phase of the
software in order to minimize total testing resources, i.e., testing time and efforts.

In software reliability testing literature, the emphasis has been on optimizing
release time by assuming optimal release time to coincide with testing stop time
Kapur et al. [13]. However, it is quite possible to relax this assumption and adjust
these two time points at a notable difference in the life cycle of the software. In
other words, testers can continue testing the software post its release. The idea of
optimizing both the release and testing stop time is of immense importance to the
developers and in turn affects the company’s bottom line. Too early a release results
in severe risk of software failures in the field, while a delayed release proposition
leads to increase production cost and loss of market opportunity. Hence, in this
paper, we try to handle this complex decision for product managers and propose a
two-dimensional cost model to optimize both the release and testing stop time.
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Optimal software release policies with a debugging time lag, proposed by Dohi
et al. [4], is one of the pioneering works in the software release policy area,
while release time problems with cost minimization and reliability maximization
objectives have been highlighted in the works of Yamada and Osaki [40]. Kapur
and Garg [18] proposed testing effort-based release policies and also introduced the
concept of penalty cost in modeling release time problem of software (1989). Huang
[6], Huang and Lyu [5], and Huang et al. [7] discussed release policies considering
the effect of testing effort expenditure. Later, Kapur et al. [12] developed release
time problem to minimize the cost of software having a random life cycle, subject to
achieving a desired level of intensity. Further, Kapur et al. [12] developed a software
cost model incorporating the cost of dependent faults along with independent faults.
Pham and Zhang [35] incorporated warranty and risk cost to the traditional cost
function, and further Kapur et al. [17, 20] proposed a unique model to incorporate
warranty as a measure of customer’s expectation and satisfaction. Kapur et al.
[21, 22, 30, 31] proposed a price and warranty length optimization models to
emphasize on the impact of warranty length on the release of the software. The idea
to incorporate separate release and testing stop time in our modeling framework
along with optimizing warranty presents a completely unique and effective way for
developers to minimize their overall testing cost. Thus this paper is written in the
spirit to evaluate these times separately for the developers.

Additionally, a discrete time-based diffusion model to identify the release of
a new product using MCDM approaches [31] was proposed by Sachdeva et al.
[27] to overcome the biasedness present in continuous time data. Later on, some
researchers worked on bi-criterion release time problem; Kapur et al. [19] developed
a multi-objective optimization problem for determination of release time. In our
present study, we have considered a two-dimensional cost framework based on
testing time and testing efforts employed during various phases of software testing.
We make use of classical Cobb-Douglas [2] production function to explain the
multidimensionality in our study.

Kapur et al. [13, 17, 20, 21, 30] and Singh et al. [29] have proposed several
multi-upgradation models to determine optimal release time of the next release of
software. By optimizing overall software testing cost, Kapur et al. [17] proposed a
cost model for successive software release. In our current study, we bring forward
the concept of separate release and testing stop time, and our results show how
quick release in the market can help organization in saving a lot on testing cost
and capitalizing on the market opportunity and with continued testing how overall
reliability of the software can be enhanced.

The major focus of this paper is to build a robust as well as cost-effective strategy
for finding optimal release policy of large-scale custom-based information systems.
Our major objective is to develop a release policy that can help quickly release
software to the client in order to minimize opportunity loss risk while optimizing
overall testing cost. We intend to consider testing cost along with market opportunity
cost. The key contributions of our work include presenting a generalized framework
for modeling of post-release testing to optimize release time and testing effort. We
intend to address several specific questions related to optimal release policy.
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First, by considering the trade-offs between testing time and market opportunity,
how can we obtain the optimal release time? We provide a generalized framework
to model this scenario and an illustrative understanding of the same.

Second, we pioneer in presenting how the two dimensions of release time and
testing effort can be simultaneously optimized in order to minimize cost to achieve
the desired level of reliability at the release time. The model proposed in this paper
incorporates the effect of these two vital factors simultaneously using Cobb-Douglas
production function which is explained in Sect. 3.1.

Third, in the literature related to cost modeling for single and multiple releases
of software [13, 14, 33, 34] it’s assumed that testing and operational environment
phases are governed by same debugging distribution functions, which is quite
contrary to today’s testing practices followed by practitioners. Accordingly, we
consider a more realistic scenario that debugging process followed by the testers,
pre- and post-release of the software, takes place differently, and therefore, we
propose a generalized cost framework with different distribution functions for
different phases of a software testing cycle in our paper.

Lastly, we compare the no post-release testing policy with the one where testing
continues post-release to showcase how the latter policy outperforms the former in
terms of lowering overall testing cost by 38%;, reducing release time almost by 50%,
and delaying testing stop time considerably thereby increasing overall testing effort
during the pre- and post-release phase by 35%.

Section 2 discusses the cost model considered for addressing the main objective
of this study aside from those mentioned above. Various costs included in the
proposed model are explained in this section with notations. In Sect. 3, cost model
with two cases is proposed: (1) release policy with no post-release testing but
warranty provided and (2) release policy with post-release testing and warranty
provided. Section 4 explains policy implications with two proposed cost opti-
mization models subjected to reliability and budgetary constraints. In Sect. 5, the
numerical illustration of the proposed models using Tandem Computers data set is
presented [39] along with the sensitivity analysis in Sect. 6. Section 7 provides the
conclusion and future scope of the research undertaken.

2  Cost Model Development

In order to determine the optimal release time and optimal warranty length
corresponding to testing stop time of software, we make use of the four major costs
identified from the literature and are presented in Table 1.

After the functional forms of each of these proposed costs are obtained, optimal
testing stop time and release time of the software can be obtained by minimizing the
total of all the four costs. In the following sections, we formulate the proposed cost
model using the notations mentioned below. All other costs of testing and debugging
process which is involved in the testing process are considered to be negligible in
this study.
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Table 1 Four Major Costs

Cost Explanation References
Per Unit Testing Cost | Refers to testing planning, test case Kapur et al. [13]
generation, test case execution and
analysis of testing cost. Also, cost of
CPU hours consumed during testing is
included in Per Unit Testing Cost
Debugging Cost Refers to cost associated with bug Okumoto and Goel [28]
During Testing removal process during testing
Debugging Cost Due Refers to the debugging cost of those Kapur et al. [8]; Dalal and
to Software Failure in | bugs associated with faults identified Mallows [3]
the Field in the operational phase of software. It

also included loss of revenue due to
system downtime, liability cost, &
customer’s dissatisfaction cost

Market Opportunity Refers to the market-related cost or the | Dalal and Mallows [3];

Cost

Notations

a:
b:

b’
m(Tlc):
m(T):
F (7):
s

Syt

le:

w:

T

Ty
Tlc:

o

opportunity loss cost due to late entry | Singpurwalla and Wilson
into the market [38])

Expected bugs to be eventually detected

Failure detection/correction rate by tester’s testing

Failure detection rate by user’s usage

Number of faults removed during the lifecycle of the software
Expected number of faults removed by employing t testing resources
Distribution functions for fault correction

Testing Time of the software

Testing stops time of the software

Software life cycle

Warranty length

Testing resources

Testing resources employed during the warranty phase

Testing resources employed till the end of life cycle post warranty phase
Testing Effort

Output elasticity of testing time

3 Proposed Cost Models

Assumptions The proposed cost models are based on the failure observation/fault
removal phenomenon as modeled by nonhomogeneous Poisson process (NHPP)
Kapur et al. [13]. The entire fault detection/correction process follows typical
NHPP criterions like the independence of bug detection process, the occurrence
of failures due to remaining number of faults in the system, detection/correction to
be an instantaneous process, perfect debugging, and a finite number of faults to be
removed in the finite life cycle of the software.
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We also consider that the market opportunity cost is monotonically increasing
twice with the continuously differentiable convex function of T as suggested by
Jiang et al. [11].

Kapur et al. [13] proposed a unified approach to modeling the fault detec-
tion/correction process using the hazard rate approach in deriving the mean value
function of a cumulative number of faults removed. Based on this, we have

dm(1) JAY)
= —m(t 1
el pACA0) M
where, h(t) = 5 S (})( 5 is the time dependent fault correction rate per remaining faults.
In solving the above equation, we obtain
m(t) = a.F(t) 2)

3.1 Modeling of Two-Dimensional SRGM

In literature, most of the SRGMs are developed as time-based models, whereas in
reality testing time alone can never provide in-depth understanding of the software
reliability. Therefore, in this paper, we make use of testing time and testing effort
as the two dimensions for determining software reliability. This two-dimensional
model is based on the two-dimensional software reliability model proposed by Inoue
and Yamada [10]. Here, we consider testing time and testing effort as the two factors
contributing combined together as testing resources employed by the developer.
Therefore, in the proposed two-dimensional SRGM, a number of faults removed
are considered to be dependent upon the testing resources t, which is defined as

T T 3)

where

T: testing resources

s: testing time

u: testing effort

a: output elasticity of testing time

Let {N(s,u),s>0,u >0} be a two-dimensional stochastic process representing
the cumulative number of software failures by time “s” and testing effort “u.” A
two-dimensional NHPP with a mean value function m (s, u) is formulated as

Pr(N (s,u) =n) =

OCL e (s, @
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The mean value function with respect to testing resources is given as follows:
m(t) = aF (1) o)

The cumulative number of faults removed m(7) is dependent on testing resources
7.7 is a two-dimensional variable, with testing time and testing effort as its
dimensions. The two-dimensional models are useful as they can show the effect
of two aspects of a variable in which the result is dependent. Therefore, (2) can be
rewritten as follows:

m(t) = aF (s“ul_“) (6)

Measuring the cost related to testing is an important step in releasing the basic
version of software. The basic cost consists of three parts: per unit testing cost during
the testing phase, debugging cost during the testing phase, and debugging cost
during operational phase or cost of debugging in the field. The costs of debugging in
testing phase include all expenses that arise when a bug is identified and removed.
The debugging cost in operational phase contains all expenses that occurred when a
reported bug is identified and removed during operational phase including also the
indirect liability and loss of goodwill cost.

Ctotal = Cper unit testing cost + Cdebugging cost intesting phase + Cdebugging cost inoperational phase
Ciotal = €1.T + c2.m (1) + ¢3.[a — m (7)]

(7

Here ¢y, ¢z, and c3 denote per unit cost of testing, the cost of debugging during
testing phase, and cost of debugging during operational phase, respectively.

When no post-release testing is considered for software and no warranty is
provided to the users and testing stops at the time of release, the existing cost
function as proposed by Kapur et al. [13] would suffice. However, any bugs reported
during the operational phase of the software leads to higher cost of debugging for
the developer. The cost of removing a bug during the operational phase will be larger
than debugging it during testing as it involves the indirect cost such as the liability
cost and the loss of goodwill resulting from customer’s dissatisfaction along with
the direct cost associated with bug removal in the field.

The proposed cost models try and answer these questions about how to minimize
overall testing cost and still try and capitalize market opportunity. Not only the
developer is concerned about the reliability of the software to be released, but also
the fear of software failure in the field could prove to be a costly affair if desired
reliability is not attained during the testing phase of the software.

We proposed two cases here highlighting the key difference with the existing
cost model. A release policy with no post-release testing but warranty provided to
the customer is proposed with market opportunity cost involved in Case 1. In Case 2,
we have tried to model a scenario where developer continues to test its software even
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after its release. The idea is to capture how the trade-off between capitalizing market
opportunity and achieving desired reliability is to be carried out to ensure minimal
overall testing cost. During the post-release testing phase, we have also considered
that the developer provides a warranty to its client thereby ensuring users of the
product quality and developer’s confidence in the product.

Case 1: Release policy with no post-release testing but warranty provided
When no patch release is considered but software developer provides a warranty to
the user for a finite period of time post release of the software, it acts as an assurance
for the quality of testing and reliability of software to the user. Although the testing
posts the release of the software stops, developer bears the warranty cost which
includes the cost of debugging post-release till a finite time length.

Ctotal = Cper unit testing cost + Cdebugging cost in testing phase + Cdebugging cost in warranty phase
+ Cdebugging cost in operational phase + Cmarket opportunity cost
— 2
Coa = c1.T + cam(r) + c3.[m(zy) —m(D)] + cala—m(zy)] +cs5.7

®)

Here, ¢y ,c2, ¢3, c4, and cs denote the per unit testing cost, debugging cost
in the warranty phase, the debugging cost in the operational phase, and market
opportunity cost, respectively. Also, m(t,,) denotes the number of faults detected
during the phase s — s,, wherein warranty is provided by the developer, and hence
m(t,,) can be written as

m (TW) =aF (tw)
=a F(s‘j‘vul_"‘) )
=a F((s+w)"u'™)

In case we consider a more realistic environment wherein testing team employs
different resource allocations before and after release of the software and also
during operational phase post warranty period, then the above cost equation can
be rewritten as

Coa =c1.T + a.Fi(r) + c3.a. [1 —F (‘L’)] Fr (t, — 1) (10)
+ csa. [l = Fy (O]l = F> (v — 0)] .F3 (tic — 7)) + ¢5.7°

In simple words, testing environment is not the same as the operational environ-
ment.

Although software developers would not like to bear the debugging cost post
warranty period is over, we still consider this cost to ensure that the software is well
supported throughout its life cycle. It is quite possible that the client had agreed
in service level agreements (SLA) to pay the maintenance charges post warranty
phase, but the debugging cost on the part of developer cannot be ignored.
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In case we consider the operational phase to be large enough that all the
remaining bugs from the warranty phase can be assumed to be detected during
this period, then the fraction of the faults to be removed by testers will be 1, i.e.,
Fi3(tyc —t,,) = 1 for a large value of 7). — 7,,.

Here we have to understand the difference between m(t,,) — m(t) and a.[1 — F1
(0)].F> ((tw) — 1)). The first term denotes the total number of bugs detected during
the warranty period [s, sw], when we consider the same testing environment during
testing and warranty period.

In the second term, a.[1 — F1 (7)].F, (t,, — 1), a.[1 — F1 ()] denotes the
remaining number of bugs from the testing period of software, from which some
of the bugs are detected with proportion F2 (r,, — t) during the warranty period.
In such a scenario, testing team operates under a different environment, and F2 (t,,
— 1) denotes the cumulative probability distribution of bugs detected post testing
period of the software.

Case 2: Release policy with post-release testing and warranty provided

When post-release testing is considered, a software system is released before testing
stops. The idea to continue testing even after the software is released is to ensure
that the reliability of the software could be enhanced and hence minimize the threat
of software failure in the field. In this case, we consider that the developer does
not only continue to invest their resources in software testing post release but also
provide their client with a desired and predecided level of warranty.

The overall objective of providing warranty during the post-release testing period
is to overcome client’s fear of software failure during this phase. Warranty acts
as an assurance to the client that the minimal level of reliability has been attained
before releasing the software. It also assures the client that the product is of expected
quality although it is released early to them.

The bigger challenge to be addressed in this phase is by the developer as he
needs to continue testing; however, with this scenario, the developer would be keen
to optimize both the release time and the length of the warranty period, so as to
minimize overall testing cost.

Ctotal =C er unit testing cost 1 Cdebu ing cost in pre-release testing phase
P g gging p gp
+ Cdebugging cost in warranty phase (Cdebugging cost in post-release testing phase)
+ Cdebugging cost in operational phase + Cmarket opportunity cost

During this policy, per unit testing cost amounts to
Ci(r) = a-r (11)

During this policy, the cost associated in the testing period [0, s], denoted by
C»(7) is given by,

C(t) = c.m(1) = ca.F (1) (12)
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We also consider the market opportunity cost due to late entry in the market as
Cs (1) = c5.7° (13)

In the second period, [s, s,], both testers and users simultaneously work on the
software, however, with different failure rates. During this phase, the only fraction
of remaining faults from the prerelease phase would be detected either by the tester
or by users.

Cost associated with bug detected by users is given by

Ty

Cusers (T) = c3.(a—a.Fy (7). / Fr(x).f3 (x — 1) dx (14)

T

Note that during this period, the cost of debugging completely depends on who
detects the bug (user or tester) first.
Cost associated with bug detected by testers is given by

Tw

Cesters (T) = c4(a—a.rF, (T)) [F3 (x -1 fZ(x)dx (15)

T

The second part of the above equation represents cost associated with those faults
which are only detected by testers before the users could detect them. That means
no extra cost in terms of indirect cost is levied post release if testers continue to
detect bugs from the remaining count of bugs.

In the operational phase, only a fraction of the faults remaining from warranty
phase is to be detected and are detected by users only. Cost associated with this
phase is given as

Tw—T Tw—T

o (D) = co. (a—aFy (). | 1— / o) fa(0)dx + / Fa ) o ()dx

0 0

Fy(tic — )
(16)

By adding all the abovementioned six costs, we have the expected total cost for
the post-release testing policy

Ctotal = Cl (77) + C2 (T) + Cusers (T) + Clesters (T) + C:lSEI‘S (T) + CS (T)
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Ciotal = €1.T + ¢2.a.F; (t) + ¢3.(a — a.F; (7)) ./I_*"z(x).fg (x—1)dx

T

esa—aF (). / Fs (v — 1) fo(@)dx

Yoo a—aF (). 1- / a0 fs (0)dx + / Fy () o (x)dx
0 0

Fy(te— 1) +0s5.7°

A7)

where ¢;,c2,c3,¢4,05, &ce denote per unit testing cost, debugging cost prere-
lease of the software, debugging cost during post-release of the software for bugs
detected and reported by users, debugging cost during post-release of the software
for bugs detected and reported by testers, market opportunity cost, and debugging
cost in the operational phase post testing stops, respectively.

4 Policy Implications

In the literature, several optimization models concerning software testing cost have
been proposed wherein the primary focus is upon minimizing testing cost subject
to reliability and budgetary constraints. Kapur et al. [13], [33, 34]), and Wood [41]
have all concluded that the optimal testing time is clearly related to the desired level
of reliability predefined by the developer. Across these models testing stop time is
considered to coincide with software release time. GO (1980) emphasized on two
important catalysts which influence the optimal release time of the software:

Reliability: Optimal testing time should be based on predefined reliability.
Budget: Based on testing budget, optimal testing time is obtained.

Jiang et al. [11] showed that the post-release testing assists in capitalizing market
opportunity by releasing the software early to the clients (proposition 2), and at the
same time it leads to reduced overall testing cost (proposition 4). The authors in
their research work compared various scenarios to validate their propositions, and
their analysis shows that in post-release testing both users and testers contribute
toward bug detection process, though not directly connected in regard to detecting
bugs, but certainly the process, leads to optimal cost and decoupling testing stop
time from release time. In the proposed framework, the fault detection process is
strongly assumed to follow an exponential distribution.

Through this work, we suggest an alternative generalized framework for software
managers to help them achieve an effective trade-off between capitalizing market
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opportunity and reducing overall testing cost. We observed that when we consider
the generalized testing process, the effectiveness of the model to identify both testers
and user’s effort is heightened. While devising the objective function, we considered
the above differences and incorporated them into the analyses.

The general software debugging process as proposed by GO model (1980) is
considered to model the cost model.

In order for software developers to minimize their total testing cost over a fixed
time horizon and compare the two proposed scenarios of post-release testing and no
post-release testing, we have formulated two cost models considering post-release
testing and no post-release testing.

4.1 Without Post-release Testing

From Eq. (10), we have the total testing cost as

Ctolal =c.T + Cz.a.Fl (’L') + c3.a. [1 - F] (‘L')] .F2 (‘L'W - ‘L')
+ ca. [1 —F (T)] [1 —F (TW - T)] F3 (Tlc - Tw) + CS'TZ

where t denotes the optimal testing stop and release time, t,, denotes the optimal
testing resources employed during the warranty period, and 1. refers to the finite
time horizon considered as the lifetime of the software. Now we consider that
in order to release the software, developers ascertains the release time based on
reliability and budgetary constraints, which are stated as R (f) > Ry and C(7) < Cp.
Here, Ry denotes the predefined reliability value set as per the service level
agreements between the developer and client, and R (f) denotes the reliability of the
system at the time of release, i.e., with testing resource “z.” Similarly, Cp represents
the allocated budget, and C(7) denotes the total testing cost. These constraints are
taken to consider the practical scenario, in which these constraints are imposed by
the firm on the testing team to meet the user’s requirement of reliable software
within a fixed budget to achieve the ultimate goal of high gains.

The optimization problem for this case without post-release testing can now be
rewritten as

Min Cym =c1.1 + c.a.Fi(t) + cz.a.[l—F(1)].F2(t,— 1)
+cg.a.[1 —Fy ()] [l = F; (t, — 1)] .F3 (tic — 7)) + ¢c5.t> (P1)
Subject to :

X
R(%) = Ro, Cow = Cp 7 2 0
T
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4.2 With Post-release Testing During Warranty Phase

Based on Eq. (17) for debugging process, the proposed cost model for post-release
testing scenario is given as

Ciota = Ci (T) + Cusers (T) +  Ciesters (7:) + C:ISCI'S (T) + G5 (1)

Once again subject to the reliability and budgetary constraint, i.e., R (f) > Ro,
C(z, t,y) < Cp, we can write the optimization problem as

Min Cim @ Ci (7:) + Cusers (T) + Cesters (7:) + Cilsers (T) +Cs (T) (P2)

Min Cia @ ¢1.T+ c.a.F) (T) + ¢c3. (@ —a.F; (7)) .tfwl_?z(x).]% (x—1)dx
4+ c4(a—aFy (1)) .7?3 (x—1) fo(x)dx

+co.(a—aF, (7). (1 - (wa_tl?z(x)ﬁ(x)dx + TR (x).fz(x)dx)) .
0 0

Fy(tc — t) + c5.7°
Subject to : R(%) = Ro; Coo < Cp; 7,7, 2 0

5 Numerical Illustration

Using Tandem Computers (Woods [39]) data set, the application of the proposed
models is presented in this section. We assume that the testing team’s bug detection
rate remains the same during the testing and operational phase of the software testing
process, i.e., by = b, = b(say). Assuming b3 = rb is the rate by which users detect
the faults, where r is the ratio of user’s fault detection rate with respect to tester’s
testing rate during the phase[z, t,,]. Also b4 the failure detection rate of users in the
last phase, [s,,, s1c] is given by by = r'bwherer is ratio of user’s fault detection rate
with respect to tester’s testing rate during the phase [7,,, 7).]. Note that r > rdue
to increased user’s base (Sect. 2).
Hence F , F,, F3and F, in Eq. (17) are given by

Fi (1) = (1 _ e—b.r) _ (1 _ e_b_(saul—a) ) ’
F> ((Tw) - T) =1- e_b((fw)_f) =1- e—b((s+w)°‘ul—a_saul—a)’
F3 ((Tw) - 77) =1- e—rb~((rw)—r) =1- e_"b((S'f'W)aul_”‘—s‘*ul_“‘)

F4 (Tlc _ (Tw)) =1— e—r’b(nc—(rw)) = 1= e—r’b(sk“ul_"—(s-i-w)aul_o‘)
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Using the above distribution functions in Egs. (14), (15), and (16), we can obtain

the respective cost of removing faults by both testers and users during the respective
phases given by these equations.

Therefore, the total cost function when no post-release testing and no warranty
provided is given by

Clorl = €1.T + ¢5.7% + ¢34 (1 - e_’”) + ¢3.a. (e_h'(m_f))

= (so‘ulfa) + cs.(s”‘ulfo‘)2 + ¢r.a. (1 — eib'sa”]w) (18)

+ P e—b. (S]c“ukl_“ —s"‘ul_"‘)

Total cost function with no post-release testing but warranty is provided can be
given by
Cloal =C1.T + c2.a.F1(t) + cz.a.[]l=F(0)].F2(z,— 1)
4+ cga. [1=F (D]l =F (v — )] .F3 (e — T0) + c5.7°
= ¢ (s"u'™) + cr.a. (1 — e_b'sa”l_a>
+csae T (1 — (Wl Tl ))

—pol—a N l—a o 1—a
+cyae bs*u e b((s+w) u s%u )

. (1 — Pl T (sl )> + Cs.(SO‘ul_O()2
Total cost function with post-release testing being considered is given by

a1t + ¢.a. (l — eib't) + cz.a.e7T (1 — eib(””)(fw*f)) L

“14r
+ C4.(l.€_bT (1 _ e—h(l+r)(rw—r)) % 7
r

4 C6.a.€_br.E_b(1+r)(TW_T). (1 _ e—r/b(rlc—rw)) + C5.‘L'2
= c1 (s“u'™) + c2.a. (1 — b

+ Ca.a.e—hs‘”ul_“ (1 _ e—b(1+r)(((s+w)°‘ul_“—s“‘u1_”‘ ))) 1L+r

+ C4-a-efbs°‘ul*°‘ (1 _ e—b(l+r)(((s+w)au1_°‘—s“ul_°‘ )) 1+|—r
+C6.a.e—bs”u1_°‘ .e—b(l+r)(((s+w)“ul*°‘—x“ulf" )) . (1_e—r/b(((nco‘ulf‘)‘—(s+w)"ul*°( )))
+ cs.(s"‘ul_"‘)2

19)
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Table 2 Optimal values of release time, testing stop time, testing effort, and total cost

Optimal release Optimal testing stop | Optimal
Model time and effort time and effort warranty length | Optimal cost
P1 (10.09, 5499.99) (35.05, 11500.55) 35 weeks 8538.15
(s*, u*) (s, u,™)
P2 (7.05, 3998.58) (30, 8494.55) 30 weeks 6267.70
(s, u™®) (sw™, uy™)
No (14.93, 8000.04) - 10115.30
post-release (s*, u*)
testing and no
warranty

In order to obtain the optimal release and testing stop time, we make use of both
the cases of with and without post-release testing using the following parameter
values. Suppose r=0.5, ¥ = 0.6, x=0.9, 1. =200, ¢; =50, ¢ =30, ¢3 =100,
¢4 =30,¢c5=35, cs =100, Ry = 0.60, and ¢* g = 50000. Note that a = m(t}.).

Using Egs. (16) and (17) and the above parameter values in problems (P1) and
(P2) and optimizing it by using maple software, we obtain the optimal values of
release time, testing stop time, warranty length, and testing effort (Table 2).

We clearly observe that optimal release time when post-release testing is con-
sidered is shorter than the release time when post-release testing is not considered
(s* for P2 (7.05) is less than s* for P1 (10.09)). Another advantage of the proposed
strategy of continuing testing after the early release of the software ensures lowering
of the warranty period provided (35 weeks in P1, whereas it is 30 weeks in P2).
Also the testing effort employed in case of P1 at both the release time (5499.99)
and testing stop time (11500.55) in model P1 seems to be on the higher side when
compared to release time effort (3998.58) and testing stop time effort (8494.55).

Quite evident if the testers continue testing and the users considerably support
them in providing them with bugs detected at their end, the overall testing
cost (6267.70) including the market opportunity and other debugging cost seems
considerably less as compared to the case P1 (8538.15) and the case of no post-
release and no warranty cost (10115.30). It clearly indicates that the proposed
framework can help firms reduce overall testing cost and also insure lower market
opportunity cost.

Based on the given parameters, we estimated the total number of faults in the
software as 130. The number of faults removed during various phases of post-release
testing policy is presented in Table 3. In case of post-release testing, system is
released early with approximately 35% of the faults lying undetected in the system.

During post-release testing, both testers and users together would detect 38 of
the remaining bugs during warranty period. Therefore the users are under a less
risky situation when dealing with early release because of post-release testing as the
reliability of the system post its release keeps on increasing with time.
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Table 3 Phase-wise fault detected using the proposed model

Phase Number of faults removed
Prerelease testing phase [O, 7] 86.86 (approximately 87)
Post-release testing phase [z, T'] Total 38.05 (approximately 38)
Tester 14.35 (approximately 15)
User 23.70 (approximately 24)
Posttesting stop phase [7, T.] 5.7 (approximately 6)

We understand from Table 1 that early release of the software does possess the
risk of more undetected bugs, but not all these bugs would result in software failure
in the field. Therefore, tester’s testing the software even post its release ensures that
these bugs are fixed before they cause any trouble to the final users. Additionally,
both testers and users are now involved in the debugging process after the software
release, thereby reducing the expected number of undetected bugs once the testing
stops. Hence, significantly less number of failures is expected to occur under the
proposed model in comparison to the existing debugging cost models.

The overall behavior of the cost function under the two compared policies as
shown in Fig. 1 demonstrates the cost-effectiveness of the proposed post-release
policy. With increasing testing time, we observe that the overall cost tends to
increase, but with the early release of software along with adequate warranty period,
the overall cost is kept under control, and an optimal number of bugs are also
removed until the testing stops. The proposed model thus helps to evaluate not only
the optimal release time, testing stop time which is equivalent to warranty length,
but also the optimal testing efforts to be employed.

We now tend to evaluate the sensitivity of the model parameters on optimal
release and testing stop time along with optimal testing efforts in the next section.

6 Sensitivity Analysis of the Model Parameters

From the discussion given in the preceding section, it is good to know that the
optimal decision-making depends on various parameters that may not be precisely
estimated.

The use of sensitivity analysis will help the analyst to understand how changing
the parameters of the model will affect the decision outcome. The decision model is
then rerun by holding all other parameters constant. We have conducted sensitivity
analysis by calculating relative change of optimal release time, testing stop time,
and testing effort at both the release and testing stop time based on two very critical
parameters, Ry and .

The sensitivity of the optimal software release time/effort with respect to a model
parameter can be quantified by Q‘I‘:o and Qfe, which are the relative change of s* , u*
when 6 is changed by 100p percent, i.e.,
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Fig. 1 Optimal cost comparison for existing versus proposed methodology
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where pf is the amount of change in positive or negative direction and 6
is parameter which is selected for the change. Two sub-cases for sensitivity are
considered as follows.

6.1 Case I: Sensitivity Analysis Based on R,

Here relative change of optimal release time, testing stop time, and respective testing
efforts are calculated using Eqs. 20 and 21. The optimal software reliability under
the original values of model parameters is Ry = 0.7, and relative change in release
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Table 4 Sensitivity analysis results based on change of R,

QU Ry | —1429% | +1429% |+28.57% | QUy/Ry | —1429% | +14.29% | +28.57%

Q —33.33 44.68 123.12 Q, —24.99 25.04 25.04
Qs —31.67 18.33 33.33 Q,, 41.27 —5.82 76.58
Qc -39 13.28 48.75

Table 5 Sensitivity analysis results based on change of «

2 Qr,
lo —11.11% —22.22% —33.33%| —44.44%| |« —11.11% —22.22% —33.33% —44.44%
Q, 1 —99.95 | —99.95 |—100 —100 Q, | —0.02 —0.33 —0.88 —1.7

Q,, | 16.67 26.67 33.33 34.33 Q,, 17.19 18.97 41.27 59.92
Qc | —087 | —149 | =204 |—-2.04

time and effort along with testing stop time and respective effort based on reliability
change has been calculated and shown in Table 4.

It can be seen that the sensitivity of s*with respect to Ry is quite significant,
e.g., when R increases/decreases by 14%, and s*increases/decreases by 45/33%,
respectively. Further the testing stop time increases/decreases by 18/32% with 14%
increase/decrease of Ry. Also the testing effort u* increases/decreases by 25/24%
with 14% increase/decrease of Ry respectively. We also observe that the overall
cost increases by almost 49% when Ry is increased by 29% clearly emphasizing on
the impact of attaining a desired level of reliability at the time release leading to
quite high overall testing cost.

6.2 Case 2: Sensitivity Analysis Based on o

Relative change of optimal release, testing stop time, and respective efforts is
calculated by using Egs. 20 and 21 by changing the value of parameter «; the result
is shown in Table 5. The optimal release, testing stop time, and effort to release the
software are obtained at o« = 0.9.

It can be seen that the sensitivity of s* with respect to « is significant, e.g., when
a is reduced by 11-44%, s*reduces by 99-100%. Here the testing stop time s,,*
gradually increases from 16 to 34% with 11-44% reduction in values of «. Further
the testing effort #* does not show major effect by changing o as reduction of less
than 1% is observed with 11-44 decrease in the value of «. Quite insignificant
reduction in the overall testing cost, 0-2% is observed with decreasing values
of a.
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7 Conclusion, Managerial Implications, and Future
Research Directions

Historically, testing stop time and software release time were considered to be syn-
onymous wherein software developer’s sole focus was on providing bug-free highly
reliable software. With advancements in IT industry and ever-changing marketing
dynamics came profound and impatient clients demanding highly efficient systems
in lesser time. This implies early software release and hence more bugs still lying
dormant in the system. In order to handle this situation, the concept of patch release
became quite useful in which most of the software developers after the release of
the software would continue testing the software and release small programs to fix
those remaining bugs in the system.

Now, in existing software reliability literature, it has been invariably assumed
that testing and operational phases are governed by the same debugging distribution
which implies similar technical environment before and after the release of the
software. With the current changing scenario, the seldom the company would
employ similar testing resources post release of the software.

In this paper, we propose a novel generalized software release and testing stop
time policy that helps meet the advancement challenges to a large extent. We have
formulated a new cost modeling framework for obtaining optimal release time, and
warranty length, testing stop time and at each time point how much testing effort is
employed, in a scenario of continued testing post release of the software.

Our findings indicate that although early release of the software is quite
detrimental in deciding company’s future as there lies a higher risk of software
failure in the field, with post-release testing policy, the risk of software failure
reduces, and the chances of capitalizing on the market opportunity by early entrants
ensures profitability in the long run.

Additionally, these days for software developers, it is quite common to release
their product early into the market to capitalize on the opportunity presented by
markets and continue to release patches later on to ensure higher software reliability.
However, a crucial decision faced by developers is to optimize warranty period post
release as debugging during warranty phase is often accompanied by a huge cost.

We have attempted not only to model this scenario with the help of new cost
modeling approach wherein we consider both testers and users playing a significant
role in optimizing total testing cost to obtain optimal testing time, warranty length,
and release time of the software but also incorporated this scenario in the presence of
two-dimensional modeling by considering testing effort as the second dimension of
time. We made use of famous Cobb-Douglas production function from the economic
theory to formulate this two-dimensional testing cost modeling framework.

For practical usage, we provide a numerical illustration for further application
insights into the framework. Findings of our research work have important manage-
rial implications for managing large-scale enterprise level software development,
especially the testing process. Our results provide for sufficient proofs that when
market opportunity cost is significantly high, detaching software release time from
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the testing stop time, developer can ensure huge cost saving in terms of early
software delivery in reducing software failures in the field which indirectly reduces
warranty cost and overall testing cost due to shortening of testing stop time. It also
provides the developer with an opportunity to capitalize on the market by early entry
due to the shortened release time and enough testing post release of the software.
This flexibility can even provide firms with an ability to increase their software
reliability which indirectly ensures lower client risk post release of the software
along with increased customer satisfaction.

Furthermore, sensitivity analysis of important model parameters is carried out.
In order for developers to attain higher software reliability, our proposed model
provides for efficient trade-offs between optimal release time and testing stop time.
It suggests that the optimal release time shrinks, while the testing stop time stretches
for attaining higher reliability at testing stop time. However, if higher reliability is
demanded at the time of release, then both software release and testing stop times
are stretched.

Sensitivity analysis clearly provides intriguing insights regarding testing stop
time which indirectly corresponds to warranty length a developer should provide.
Depending upon the mutual agreement between developer and client, an optimal
release time along with optimal warranty length can be obtained using our proposed
framework.

Finally, numerous research directions can be unveiled from the proposed study.
Firstly, we assume that the warranty period coincides with the testing stop time,
whereas there is always a possibility to provide for warranty during the operational
phase which begins at posttesting stop phase of the software. Secondly, for
illustration purpose, we made use of exponential distribution to model bug detection
process in order to simplify the numerical extent in the framework. This can easily
be extended to obtain an analytical solution for various other distributions used in
the literature by Kapur et al. [8] and Pham [25]. Finally, we considered only four
major costs to model the proposed framework and assumed all other costs to be
negligible. It would be interesting to see what happens if we consider say patching
cost or may be some other costs in the proposed framework.
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Technological Capabilities Impacting Business
Intelligence Success in Organisations

Rekha Mishra and A. K. Saini

1 Introduction

Business intelligence (BI) is tools, technology and a concept that assist businesses in
managing large amounts of information to identify and develop new opportunities
and enable decision-making. BI is an approach that makes use of technology to
assist the organisation and achieve their long-term goals by aligning the business
with the organisation strategy. Rud, Olivia [1] gave a wholesome definition for
business intelligence that highlights this blend of technological and organisational
perspective. They defined BI as a set of theories, methodologies, processes,
architectures and technologies that transform raw data into meaningful and useful
information for business purposes. BI can handle large amounts of information to
help identify and develop new opportunities. Making use of new opportunities and
implementing an effective strategy can provide a competitive market advantage and
long-term stability.

Though penetration of BI is still low, Bl-driven businesses have shown high
performance, and therefore it is considered a high priority for many companies
across the globe. Incidentally, Gartner’s [2] report came out with their research
survey that showed that less than 30% of the BI project are successful, implying
that the rate of success of BI project is very low. This suggests that existing BI
success model fails to serve the purpose, and hence there is need for more research.
The purpose of this research is to develop an update instrument to assess how
technological capabilities impact success of business intelligence in an organisation,
as having the right technological BI capabilities is important for an organisation to
realise maximum benefits from its BI investment.
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2 Literature Review

Business intelligence success has been defined in terms of net benefit gained from
BI capabilities which have been studied from organisational and technological
perspectives, but still organisations fail to achieve BI success. For simplification
in this study, we have focused only on understanding and analysing technological
capabilities impacting business intelligence success in organisations today. We
explored BI research literature spanning over the last 15 years to assess the key
technological factors impacting BI success. The following review is an outcome of
this analysis.

When it comes to technological factors impacting BI success, a majority of
literature have focused on data and content quality. Some recent studies like, for
example, by Abdinnour-Helm et al. [3], emphasised on the need for interaction
among subsystems, for example, integrating business intelligence and knowledge
management to deal with challenges of the modern-day systems. Bill Hostmann [4]
work discussed the need to have timely access to the relevant, reliable information to
enable the business manager make every day’s decisions since access, consistency
and quality of information is a must for information system success. Chung and
Nunamaker’s [5] work explored the role of visual framework to ease information
overload and offer practical implications to information system users. Deng and Chi
[6] study developed a comprehensive and dynamic view of system to solve problems
in organisations in regard to system use by using seven emergent constructs of
system use problems in the area of reporting, data, workflow and role authorization,
users’ lack of knowledge, system error and user—system interaction. Isik [7] research
provided a better understanding of BI success by proposing a framework that
examines the impact of technological capabilities on BI success, in the presence
of different decision environments. McKeen et al. [§] work provided insight on
how to identify and implement effective IT capabilities. The result is a five-step
framework for enhancing IT capabilities. Mircea et al. [9] paper presents aspects
of the mix of BI and cloud computing, putting the stress on the integration of a
cloud BI solution within organisations. An ROI indicator was also used to assess the
advantage of cloud BI over non-cloud BI. Popovic et al. [10] proposed a model of
the relationship between business intelligence systems and information quality and
also investigated impact of business intelligence systems’ maturity on the quality of
content and media quality. Popovic€ et al. [11, 12] emphasised on understanding how
business intelligence system (BIS) dimensions are interrelated and how they affect
BIS use. BIS maturity is determinant of information access quality and information
content quality. But information content quality is more significant as compared
to information access quality. Pretorius and Wijk [13] article proposed that while
designing information visualisation techniques, one needs to focus on the data, as
new awareness is acquired about end user requirements and simultaneously more
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new requirements for end user are known with this approach. Ramakrishnan [14]
paper explores the factor that governs organisation BI goals and their data collection
strategy. It also provides them with a model to support decision-making. Sangar
and lahad [15] study pointed out that many BIS implementations are not successful
because they are time-consuming and expensive. They also proposed a framework
for critical success factor for BI success based on project implementation life cycle.
Watson [16] paper discussed four important BI trends that have a role to play in BI
success. These trends were scalability, pervasive BI, operational BI and the BI-based
organisation.

The technological capabilities contributing to BI success studied in the
researches seem to suggest that they can be expanded to redefine grouping of
the constructs used to define BI success model.

3 Research Gap, Theoretical Framework and Hypothesis

What is the impact of technological capability on business intelligence success in
organisation today? From the literature review it appears that there is a lack of
consensus on how to achieve success with BI, and a consistent model, explaining
the BI success has not yet emerged. This suggests that there are gaps in the research
to be filled and that researches have perhaps overlooked one or more key constructs
for BI success model. Hence a research needs to be undertaken to provide a better
understanding of BI success by examining the impact of technological capabilities
on BI success in the current scenario.

Following the analysis of prior studies for BI success, an update model in terms
of revised constructs for BI success is proposed as shown in Fig. 1. Business
intelligence success is the dependent variable, and technological capability is the
independent variable. The assumption is that technological capability determines
business intelligence success in an organisation. Also since this study explores the
role of technological capability only in BI success, all the other capabilities are
assumed to be standard for study purpose.

Following the review of latest literature, we tabulated various technological
capability constructs attributed to BI success. From these constructs, we identified
those constructs which are pointed out as the fundamental for success of BI systems
in the researches done till now but perhaps not put together or grouped and explored
simultaneously to understand their impact on system success.

Fig. 1 Theoretical model for
BI success (Source: Literature Technological Capability ——p
review)

Business Intelligence
Success
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Table 1 Construct: technological capability

Variable
Integration
Visual framework

Reporting, data, workflow and role authorisation, users’ lack of
knowledge, system error, user—system interaction

User access

Access, consistency, quality of information, intuition involved,
interaction with other systems

Data source, data reliability, data type, information system
interaction, user access

IT capability framework

Cloud BI

Content quality

Information access quality

Effective visualisation

Data collection strategies
Implementation life cycle

Scalability, pervasive BI, operational BI

Source: Literature review

Table 2 Construct: business intelligence success

Variable
Decision support
EUCS

System quality, information quality, service quality, use, user satisfaction

and net benefits
Information quality, user-friendly, overall satisfaction

Source: Literature review

3.1 Technological Capabilities

R. Mishra and A.K. Saini

Source

Abdinnour-Helm et al. [3]
Chung and Nunamaker [5]
Deng and Chi [6]

Eckerson [17]
Hostmann [4]

Isik [7]

McKeen et al. [8]
Mircea et al. [9]
Popovic et al. [10]
Popovic et al. [11]
Pretorius and Wijk [13]
Ramakrishnan et al. [14]
Sangar and Iahad [15]
Watson [16]

Sources

Isik [7]

Hou [18]

Petter et al. [19]

Segilen [20]

Table 1 is an exhaustive list of construct identified from literature review. For this
study the technological capability has been defined using Isik [7] scale.

3.2 BI Success

Various constructs have been identified from literature review to operationalise the
business intelligence success as shown in Table 2. BI success was defined using
the following constructs, decision-making, information timeliness, information
precision, user-friendly and overall satisfaction drawn from Sgilen [20] scale.
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The following hypotheses have been formulated to test impact of technological
capability in achieving BI success in organisation.

Hla: There is no relationship between the data type and BI success in an organisa-
tion.

Hl1b: There is no relationship between the data source and BI success in an
organisation.

Hlc: There is no relationship between the data reliability and BI success in an
organisation.

H1d: There is no relationship between the system interaction and BI success in an
organisation.

Hle: There is no relationship between the user access and BI success in an
organisation.

4 Research Methodology

To find the items contributing to constructs of technological capability and business
intelligence success, an adapted scale was developed. To check the reliability of the
scale, an online survey was created using Google forms. The survey respondents
were end users and solution developer for BI systems from middle and executive
management and having experience varying from 5 years to less than 25 years
and having different educational backgrounds and hailing from different industries.
These respondents were selected from using author’s contacts list on LinkedIn. A
list of 150 people who fit the above-mentioned criteria was drawn from the contact
list. The online questionnaire, shown in Annexure, was emailed to all the people on
the list to collect data.

The respondents were asked to indicate their organisation type, work experience,
education level, level in management and type of industry. Information was also
sought on various technological capabilities they thought impacted BI success in
their organisation. Information was also sought on their definition of BI success.
A five-point Likert scale-based questionnaire was developed following literature
review for carrying out the survey. The literature suggests that five-point scale
appears to be less confusing, and to increase response rate also with a five-point
scale, it is quite simple for the interviewer to read out the complete list of scale
descriptors [21].

5 Finding and Discussion

For confirming validity and reliability of the scale, a pilot study was conducted.
To find questionnaire reliability, we measured the internal consistency, which are
the most popular methods of estimating reliability. Cronbach’s alpha or internal
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consistency test was used [22]. Mathematically, internal consistency is the average
of all possible split-half correlations. Conceptually, it measures how well the items
function together, that is, do people respond consistently with their standing on the
construct of interest or not.

A total of 35 responses were received and were usable. The response rate for our
study was 23% as only 35 respondents out of 150 replied to our survey. When the
sample size is small, the Cronbach’s alpha coefficients were reliable provided the
first eigenvalue of the principal component analysis was greater than 6 Yurdugiil
[23]. Using this approach, the Cronbach’s alpha value was found to be 0.79 which
is good since a minimum alpha of 0.6 sufficed for early stage of research.

The sample respondents were mainly from IT/ITeS, banking and retail industry.
80% of the respondents were from private organisation, 17% were from government
and 3% self-employed. 60% of the respondents were from middle management,
while 40% were from executive management. The demographic profile of the
respondents is shown in Table 3.

Business intelligence success was measured using Sgilen [20] work. The con-
struct comprised of five items. This is shown in Table 4.

Technological capability was measured using Isik’s [7] work, as shown in
Table 5.

Table 3 Respondent profile Demographic characteristics | Percentage

Organisation type

Private 80
Government 17
Self-employed 3

Work experience
5 yr. to less than 10 yr 10
10 yr. to less than 15 yr 14
15 yr. to less than 20 yr 14
20 yr. to less than 25 yr 10
Educational level

Graduate 10
Postgraduate 45
Professional 40
PhD. 5

Level in management
Executive management 40

Middle management 60
Type of industry

ITATeS 60

Retail 5

Finance 30

Others 5

Source: Primary data analysis
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Construct | Item Code
Bl success | Supports for decision-making | BIS1
Precise information BIS2
Timely information BIS3
User-friendly BIS4
Overall satisfaction BISS
Source: Literature review
Table 5 Technological capability construct
Construct Item Code
Data reliability Internal data reliability DRI1
Internal data conflict DR2
Internal data accuracy DR3
Update internal data DR4
Reliable external data DR5
External data conflicts DR6
Accuracy of external data DR7
Update external data DRS
Data source Accessible internal data source DS1
Usable internal data source DS2
Comprehensible internal data sources DS3
Concise internal data sources DS4
Available external data sources DS5
Usable external data sources DS6
Comprehensible external data sources DS7
Data type Accurate quantitative data DTyl
Comprehensive quantitative data DTy2
Consistent quantitative data DTy3
High-quality quantitative data DTy4
High-quality qualitative data DTy5
Accurate qualitative data DTy6
Comprehensive qualitative data DTy7
Consistent qualitative data DTy8
System interaction Unified view of business data and processes 1S1
Links among multiple business applications 1S2
Enterprise information resources information 1S3
Seamless access to data, applications and systems 1S4
User access Quality access UAl
Access authorisation UA2

Source: Literature review
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Table 6 Descriptive Code
statistics: BI success

Mean | Standard deviation
BIS1 |3.9 0.5
BIS2 | 3.9 0.9
BIS3 | 3.7 0.7
BIS4 |32 1.1
BIS5 | 3.7 0.8

Source: Primary data analysis

Table 7 Descriptive Code
statistics: data reliability

Mean | Standard deviation
DR1 |35 1.1
DR2 |33 1.0
DR3 |3.7 0.8
DR4 |39 0.9
DR5 |35 0.8
DR6 |34 0.7
DR7 |34 0.8
DR8 3.2 1.0

Source: Primary data analysis

Likert-type scales are useful when you are measuring latent constructs, that is,
characteristics of people such as attitudes, feelings, opinions, etc. Latent constructs
are generally thought of as unobservable individual characteristics that are believed
to exist and cause variations in behaviour. A single item with this scoring is ordinal,
so not a good choice for the kind of statistical analyses that require a numerical
or interval-level variable. Likert scale is summing together several Likert-type
variables to create a scale that can produce an interval-level variable. Since we have
a series of Likert-type questions that when combined describe a trait or attitude, we
use means and standard deviations to describe the scale and get an assessment about
respondent opinions.

As shown in the Table 6 for BI success which is measured using Likert-type scale,
the median for all items is found to be 3.7 which corresponds to overall satisfaction
with BI. And rightly so as has been shown in literature, business intelligence success
is dependent on various factors which are specific or peculiar to the industry,
BI maturity and management level in organisation. Hence BI success cannot be
generalised; overall satisfaction seems to be a better measure of BI success.

The remaining constructs are measured using a Likert scale, as shown in Table
7 for data reliability. The mean for items was found to be 3.5 which correspond
to internal data reliability and external data reliability and hence implies the better
measure for data reliability construct.

As shown in Table 8, for data source, the mean for all the items was found to be
3.1 which correspond to concise internal data source. Hence concise internal data
source is a better measure of data source.

As shown in Table 9, for data type, the mean for all the items was found to be 3.4
which correspond to item accurate qualitative data and item consistent qualitative
data. Hence these items are the better measures of data type.
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Table 8 Descriptive Code
statistics: data source

Mean | Standard deviation
DS1 |39 0.8
DS2 |32 0.7
DS3 |33 1.1
DS4 | 3.1 1.1
DS5 |28 14
DS6 | 2.7 1.2
DS7 |27 1.1

Source: Primary data analysis

Table 9 Descriptive Code
statistics: data type

Mean | Standard deviation
DTyl |3.6 1.0
DTY2 |3.6 0.8
DTY3 | 3.9 0.7
DTv4 3.1 1.0
DTY5 |3.0 1.2
DTY6 |34 0.9
DTy7 3.1 1.0
DTY8 |34 1.0

Source: Primary data analysis
Table 10 Descriptive Code

statistics: system interaction
and user access

Mean | Standard deviation
IS1 3.0 1.1
1S2 3.1 1.4
1S3 2.8 1.2
1S4 2.8 1.3
UA1 |37 0.9
UA2 4.0 1.0

Source: Primary data analysis

As shown in Table 10, for system interaction the mean for system interaction
items was found to be 2.9 which tend towards item unified business data and
processes. Hence a better measure of system interaction variable is unifies business
data and processes.

Also as shown in Table 10, for user access items, the mean was found to be
tending towards 4 which correspond to item satisfaction with user access. Hence a
better measure of user access items variable is satisfaction with user access.

As seen from the data in various tables, there is very little variance, with all
responses at either 3 or 4 is observed, implying standard OLS regression would
not be an appropriate analysis method. More complex techniques, such as logistic
regression, would be better. But due to small sample size, it is not feasible to carry
out this analysis. So, in our case the data from a survey are analysed with the
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Table 11 Spearman correlation coefficient analysis

Dependent variable BIS3 | DSI DTy3 |DR4 |UAl |IS2
BIS3 Correlation coefficient | 1.000 | 0.411* | 0.218 |0.355* | 0.188 | 0.206
Sig. (two-tailed) 0.014 | 0.208 |0.037 |0.280 |0.235

Source: Primary data analysis
2Correlation is significant at the 0.05 level (two-tailed)

objective of explaining the association in a dependent variable which is business
intelligence success. We wish to find out what other variables might be strongly
related to higher or lower scores on the dependent variable. The Likert scale-based
survey data was found to be not normally distributed. To measure the association
among variables, Spearman correlation coefficient analysis was chosen. The results
were shown in Table 11. Data source and data reliability were found to have
significant role in overall satisfaction with BI in organisation.

6 Limitation and Further Work

For simplification, this study assumed the role and impact of other capabilities
and dimensions to be standard while exploring the role of various technological
capabilities in BI success. Another limitation is that respondents were selected from
author’s contact list only on LinkedIn, and these respondents came from diverse
industry and background. Perhaps a larger sample size and from one industry or
sector only would have provided a more accurate assessment of the situation.

7 Conclusion

The study provides an insight to all managers at various levels in organisation
to better understand the technological capability requirements and best practices
for attaining BI success and leverage the benefits it provides. The findings also
help clarify the definition of BI success as per the current business requirements
across the globe. The pilot survey helped develop a valid and reliable instrument
for further research. The finding will serve as road map for software development
team developing BI solutions for organisations, and for BI researches it provides
a knowledge base from where they can take up further empirical research for
analysis, and for project managers and BI solution developers, it serves as a guide
to formulate an effective and solution development strategy.
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Annexure

Questionnaire

1. Highest education level you have completed?

Graduate degree
Postgraduate degree
PhD

2. What is your organisation type?

Private
Government
Self-employed

3. What is your work experience?
5 year to less than 10 year
10 year to less than 15 year
15 year to less than 20 year
20 year to less than 25 year

4. What is your level in the organisation?
Executive management
Middle management
Operational management
Other (please specify)
5. Which below best describes your
industry?
Manufacturing
Finance
IT/ITeS
Education
Wholesale and retail trade
Transportation
Banking
Manufacturing
Utilities
Government
Insurance
Other (please specify)

Please choose the response which best describes your satisfaction with each of

the following:

Strongly
BI success dissatisfied

The BI that you are using
supports your
decision-making

The BI that you are using
provides precise
information you need
The BI that you are using
provides information you
need in time

The BI that you are using
is user-friendly

Overall satisfaction with
BI that you are using
overall

Neither

Somewhat | satisfied or | Somewhat | Strongly
dissatisfied | dissatisfied | satisfied satisfied
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Please choose the response that best describes each of the following statements:

Neither
Strongly Somewhat | agree nor | Somewhat | Strongly
Data sources disagree disagree disagree agree agree

The internal data sources used
for your BI are readily available
The internal data sources used
for your BI are readily usable
The internal data sources used
for your BI are easy to
understand

The internal data sources used
for your BI are concise

The external data sources used
for your BI are readily available
The external data sources used
for your BI are readily usable
The external data sources used
for your BI are easy to
understand

Please choose the response that best describes each of the following statements:

Neither
Strongly Somewhat | agree nor Somewhat | Strongly
Data types disagree disagree disagree agree agree

Your BI provides accurate
quantitative data

Your BI provides
comprehensive quantitative
data

Your BI provides consistent
quantitative data

Your BI provides
high-quality quantitative data
Your BI provides
high-quality qualitative data
Your BI provides accurate
qualitative data

Your BI provides
comprehensive qualitative
data

Your BI provides consistent
qualitative data



Technological Capabilities Impacting Business Intelligence Success in Organisations

417

Please choose the response that best describes each of the following statements:

Strongly
Data reliability disagree

Internal data collected for
your Bl is reliable

There are inconsistencies and
conflicts in the internal data
for your BI

Internal data collected for
your Bl is accurate

Internal data for your Bl is
updated regularly

External data collected for
your Bl is reliable

There are inconsistencies and
conflicts in the external data
for your BI

External data collected for
your Bl is accurate

External data for your Bl is
updated regularly

Somewhat
disagree

Neither
agree nor
disagree

Somewhat
agree

Strongly
agree

Please choose the response that best describes each of the following statements:

Strongly
User access disagree

Are you satisfied with the
quality of the way you access
your BI

The way you access your BI
is fits well to the types of
decisions you make using my
BI

Somewhat
disagree

Neither
agree nor
disagree

Somewhat
agree

Strongly
agree
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Please choose the response that best describes each of the following statements:

Interaction with other Neither
systems your BI Strongly Somewhat | agree nor Somewhat | Strongly
provides. . . disagree disagree disagree agree agree

Your BI provides a unified
view of business data and
processes

Your BI provides links
among multiple business
applications

Your BI provides a
comprehensive electronic
catalogue of the various
enterprise information

Ies

ources in the organisation

Your BI provides easy and
seamless access to data from
other applications and
systems
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Testing Time and Effort-Based Successive
Release Modeling of a Software in the Presence
of Imperfect Debugging

Vijay Kumar, P. K. Kapur, Ramita Sahni, and A. K. Shrivastava

1 Introduction

In the present connected world, software has become pervasive in every way of life;
in our culture and in our daily routine. There has been an incomparable growth in
the availability and accessibility of technology among mankind. Due to the rising
dependence on software systems, it becomes a tedious task for the software firms
to keep up the pace with the demands flowing from every corner of the country.
Software systems are being quickly updated with latest features keeping in mind the
requirements of the users. The most beneficial way to survive in this revolutionized
competitive environment is to develop the software in different phases and to release
the software in multiple releases. Launching software in various releases offers quite
a lot of advantages to the firms and as well as to the customers. On the other hand,
this process is highly complicated as there is a risk of new release containing a bug,
thereby increasing the fault content in the software. Hence, at times upgrades of
software cause the program to break down.

Since human beings are majorly involved in the debugging process, the possi-
bility of imperfection cannot be denied in reality. Testing, the most critical phase,
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focuses primarily on detection and removal of dormant faults in the software.
Testing team puts best efforts and adopts well-planned strategies to ensure error-
free software. But, no software can be made 100% free from bugs. During the
fault correction process, some faults remain undetected in the testing process, some
detected faults are not repaired completely, and some new faults are added during
the removal of detected faults. The above situations cause imperfect debugging in
the software. Another situation may arise, in which an error gets replaced by another.
This situation causes error generation in the software. Error generation in software
is more hazardous than imperfect debugging process as in former the fault content
increases and in latter the fault content remains unaltered. Imperfect debugging and
error generation results in the software are due to insufficient knowledge of the
testing team.

A two-dimensional two-stage model for fault detection and fault correction
process under the effect of two types of imperfect debugging has been proposed
in this paper. Cobb-Douglas Production Function has been incorporated to portray
the testing resources and time for the multiple software releases. The faults detected
in the operational phase of the previous release or left incomplete are incorporated
in the next release. The paper is structured as follows: In Sect. 2, review of literature
is depicted. In Sect. 3, the assumptions and notations for the proposed modeling
are depicted. Section 4 briefs about the unification scheme for two-stage SRGM
(Software Reliability Growth Model) under imperfect debugging. This section
further describes the two-dimensional two-stage modeling of the proposed models.
The data validation of the proposed models and the parameter estimation results
along with comparison criteria are discussed in Sect. 5, and finally the conclusion is
presented in Sect. 6.

2 Literature Review

In the past years, software reliability modeling has gained a lot of importance.
Several researchers and scientists have developed, studied, and applied many
SRGMs to measure and predict the reliability of the software. A remarkable
attempt was made in this field by Goel and Okumoto [1]. They developed a model
with failure detection rate based on a nonhomogeneous Poisson process (NHPP).
Schneidewind [2] was another pioneer who developed a model with time-dependent
failure rate for single release. Lately, abundant research has been carried out by
taking into consideration only a single release of the software and by assuming
that development activity is based only on one factor, either testing time or testing
effort. Goel and Okumoto [1], Musa et al. [3], and Ohba [4] created models for
single release of the software considering only testing time as the criterion in the
software reliability growth process. Researchers like Yamada et al. [5] and Huang
and Kuo [6] considered testing effort as an alternative approach in the software
reliability growth process. In recent times, Kapur et al. [7-9] and Kumar and Sahni
[10] adopted a new technique using optimal control theory to study the behavior of
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allocation of resources for a single release software model. Kumar et al. [11, 12]
used optimal control theory to optimize the allocation of limited resources and used
genetic algorithm to determine the optimum value of the testing efforts for a single
release software model.

In this technology-driven society, there is a strong need of upgrading the
software and releasing software in different versions. A multi-upgradation model
was proposed by Kapur et al. [13]. They considered testing phase to be a single-
stage process in a perfect debugging environment. No time lag between detection
and correction process was assumed. They also considered the cumulative faults in
a release are dependent on all the earlier releases. However, in practical situation,
there exists a time gap between the fault detection and fault correction process.
Schneidewind [2] initiated the concept of modeling fault correction process as a
two-stage process with a constant delay in time between detection and correction
process. Further, Xie et al. [14] described modeling of fault correction process
with delayed detection process with a deterministic delay. All detection-correction
modeling discussed in literature is based on single release of the software. In our
paper, the testing process is considered to be a two-stage process of fault detection
and fault correction process in a two-dimensional multi-release framework.

In the last five decades, many SRGMs were originated in a perfect debugging
environment. In reality, this debugging process is imperfect in nature. The idea of
imperfect debugging was originated by Goel [15]. The model proposed by Ohba
and Chou [16] is based on error generation applied to Goel and Okumoto [1]
model with an exponential fault detection rate. This model is referred as imperfect
debugging model. Peng et al. [17] proposed a framework considering imperfect
debugging phenomenon to develop testing effort-dependent fault detection and fault
correction process models. Kapur et al. [18] developed two general frameworks
for deriving several software reliability growth models based on NHPP in the
presence of error generation and imperfect debugging. Pachauri et al. [19] described
SRGM with Weibull testing effort function in imperfect debugging environment
with constant and time-varying fault detection rates, respectively. Singh et al. [20]
developed a two-stage fault detection and correction model under the effect of two
types of imperfect debugging for multiple releases of the software. Kapur et al.
[21] proposed a multi-upgradation model in imperfect debugging environment.
Wang et al. [22] considered a log logistic distribution fault content function in
an imperfect debugging model. Kapur et al. [23] presented a two-stage detection-
/correction-based model with testing effort incorporating imperfect debugging in
multi upgradation of software. They assumed exponential distribution as detection
process and logistic distribution function as correction process.

Earlier, one-dimensional model was developed with respect to either testing time
or testing effort, but nothing fruitful was done by taking together the combined
effect of testing time and resources. However, in the most recent time, SRGMs are
integrating the effect of both the time of testing and resources on the reliability
of the software. Ishii and Dohi [24] tested the dependence of testing time as
a testing effort. Inoue and Yamada [25, 26] used two-dimensional Weibull-type
SRGM to study reliability assessment. Recently Kapur et al. [27] presented a



424 V. Kumar et al.

two-dimensional mathematical structure for multiple release model considering the
remaining fault content of the previous release as well as the new faults introduced.
Further they assumed that the fault eradication process is governed both by testing
time and testing resources. For this they have used well-known Cobb-Douglas
function to examine the behavior of testing time and resources consumption. A two-
dimensional model was also proposed by Inoue et al. [28].

3 Assumptions and Notations for the Proposed Modeling

3.1 Assumptions

N =

B~ W

. Using an NHPP, the fault detection and fault removal process are modeled.
. Software failure is caused during execution due to the remaining faults present

in the software.

. A time lag is observed between detection and correction process.
. The faults remaining in the software affect the failure rate equally.
. On observation of software failure, an immediate correction process begins, and

the following may occur:

(a) Fault amount is decreased by 1 with the probability p.
(b) Fault amount remains the same with probability 1 — p.

This assumption depicts the effect of imperfect debugging.

. With a constant probability, new faults are produced during fault correction pro-

cess in the software irrespective of the fact that faults are removed successfully
or not.

The effect of error generation is depicted by assumption 6.

3.2 Notations

m;(7): Expected number of faults removed by time 7 for ith release (i =1 to 4)
f(7), g(r):Probability density function

F(t), G(7): Distribution function for fault detection and fault correction process
T;—1: Time for ith release (i =2 to 4)

a;:Initial fault content for ith release (i =1 to 4)

a:

Total initial fault content

®: Stieltjes convolution
*:Convolution operator

b;

: Fault detection rate for ith release (i =1 to 4)

B , b: Constant
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p;i: Probability of perfect debugging for ith release (i =1 to 4)

a;: Error generation rate for ith release (i =1 to 4)

s: Testing time

u: Resources

m(s, u):Cumulative number of faults removed by time s and with the usage of
resources u

p= Probability of perfect debugging

a= Error generation rate

4 Modeling Development

4.1 Unification Modeling in Software Reliability

The one-stage unified modeling is proposed by Kapur et al. [21] and is described as
m(t) = aF (1) (1)

where F(7) is the failure time distribution.
Equation (1) can be written as

dm(r) _ f(1)
dt 1-F(1)

l[a —m (7)] 2

where 7 A (Fr()r) is one-stage failure detection/correction rate.

[a —m(7)] denotes the expected number of faults remaining in the software at
time t.

A generalized framework for unified modeling approach for two stages which
can be described as Musa [3] to incorporate the effect of fault detection process
given by the distribution function F(t) and fault correction process given by the
distribution function G(t) can be written on the same lines of Eq. (1) as follows:

m(t) =a(F®G) () (3)
Hence,
di
"0 — a9 @ )

We can rewrite (4) as

dn(@ _ ("9 @)
dt [1-(F®G)(1)]

[a—m(7)] (5
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Table 1 Mean value functions

F(7) G(7) m(T)

p(l—a)
T~exp(b) T~ y(eif1) lia[l—(l I (ran ) + e (r,al,l_’*—;m)) }

arpe \ Y)Y
T ~expb) T - 1—(1— ((1—e—bf) +(1+p) e—bf.ln( T )))
dm(t
LD o) ©
T
where r (1) = [1—({;%% which is fault detection rate/fault correction rate.

Now combining the concepts of imperfect debugging and error generation in the
proposed modeling, we have the following differential equation:

dn(@) _ (") @)
dt [1-(F ®G)(7)]

pla+am(t) —m(7)] )

Solving (7) with the initial condition m(0 = 0), we get the following solution:

m(@) = = [1- (1= (F&GC) )" ™] ®)

In the following Table 1, mean value functions for existing SRGMs correspond-
ing to different () and G(7) as proposed by Singh et al. [20] have been given.

4.2 Multi Upgradation Modeling

1. Modeling for Release 1

Let us assume at time 7 = 7, the first version of the software is released. The
mathematical equation describing the cumulative number of faults removed in the
first release is given by

ml(T)ZaT(F]®G1)(‘C), 0<1t<r1 )

aj
1—051

and (F; ® Gy) (v) = [1 —(1-(F®QG) (‘L—))Pl(l_al)]_

where a] =
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2. Modeling for Release 2

During proper planning for second release, the firm comes across the following
aspects:

1. The elimination of the faults left from release 1
2. Newly produced faults due to functional enhancement of the software to fulfill
the essential demands of the users

Keeping these two aspects in mind, the modeling is done in the following way:

al (1= (F1 ® Gy) (1)) represents the undetected faults remaining in the first
release or the faults introduced due to error generation while testing process.

ajrepresents the fault content of the second release.

(F>» ® Gy)(t — 1) represents the fraction of faults removed during the testing of
second release.

Therefore, the mathematical equation depicting the cumulative number of faults
removed in second release is given by

my (1) = a; (F2® Gy) (t — 1) +af [1 — (F1 ® Gy) (1)] (F2 ® G2) (r — 1)
my (7) = [a; +aj [[1 - (Fl ® G1> (Tl)]] F,®G)(t—1);1 <T=<1D

(10)
T

and (F; ® G,) (7) = [] ~—(1-(FQ®G)(t— .L.l))pz(lfaz)].
3. Modeling for Release 3 and 4

where o} =

Based on similar lines of second release, the mathematical equation for release 3
and release 4 is given as follows:

my(t)=[d;+a; 1 =(F,®G) (n—t)]](F3®G)(t1—10): 12 <T<713
an

as
1—o3

and (F3 © Gy) (7) = [1- (1 = (F ® G) (z = )"
Similarly,

where af =

my(t)=[a;+a; [1 = (F30G3) (3—1)]|(Fs®Gs) (t—13);13 <T <14
(12)

where aj = ;%
—

and (Fy ® Gg) (1) = [1 = (1 = (F® G) (r = )" ™).
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In the above equations by taking o;= 0 and p;= 1 (i = 1 to 4), we get the model
proposed by Kapur et al. [27]. Also by using different F(7) and G(t), we can derive
the existing models in the literature, as well as we can develop some new SRGMs.

4.3 Mean Value Function for Proposed SRGM Models

We have the following proposed two-stage two-dimensional models assum-
ing 7 = s*u' ~*(Cobb-Douglas form) where s= time and u= usage of resources
and 0 <x<1.

SRGM-1 Here, the fault detection process is represented by an exponential
function, and the fault correction process is represented by a gamma function where
b is the fault detection rate per remaining fault:

F(s,u) =exp (b,s'u' ™) : G (s.u) = y (1. B1.su' ™)

Thus, mean value function for proposed SRGM-1 is:

_ 1—x P(l—a)
a e bs*u |
m(s,u):m 1-{1-I (s,u,oel,,Bl)—l—ml"(s,u,al, l—bﬂl

13)

SRGM-2 Here, the fault detection process follows exponential distribution, and the
fault correction process follows logistic distribution:

F (s,u) = exp (b, s'u' ™) ; G (s, u) = log (b, B, s'u' ™)

Thus, mean value function for proposed SRGM-2 is:

—bs“ul
m (s, u) =% |:1—(1— (<l—e_bsxul_x>+ (1+p8) e In (%)))]

(14)

5 Model Validation and Parameter Estimation

In software reliability prediction, parameter estimation is the most important.
SRGMs are useful only if estimation of its parameters is possible. The proposed
models are validated using four release data set collected from Tandem Computers
[29]. We have used nonlinear regression technique in Statistical Package for Social
Sciences (SPSS) software for estimation of parameters. Goodness of fit criteria is
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used to compare and analyze the fitness of the model. With the exception in release
1, the fault content left out in the previous release is considered in the next release.

5.1 Criteria of Comparison

1. MSE: The mean square error is defined as

k 2
MSE — Z (m (fi)k— i)

i=1

where y; denotes the observed values of the parameters and m(t;) denotes the
estimated values of the parameters and k denotes the number of observations. Lower
the MSE, less will be the fitting error; thus, goodness of fit will be better.

2. R?: This coefficient is defined as the ratio of the sum of squares resulting from
the trend model to that from the constant model subtracted from 1:

residual SS

RP=1-—"-
corrected SS

It ranges in value from O to 1. The larger the value of R?, the better the model
explains the variation in the data.

3. Bias: Prediction error (PE;) is the difference between the observed and the
estimated number of faults. Bias is evaluated by taking the average of the PE;.
The lower the value of bias, the better will be the goodness of fit.

4. Variation: The standard deviation of prediction error is known as variation:

1
Variation = \/ (m) Z (PE; — Bias)’

The higher the value of variation, the poor is the goodness of fit and vice versa.

5. RMSPE: It is a measure of closeness with which a model predicts the observa-
tion:

RMSPE = \/ (Bias2 + Variationz)

The lesser its value, the better is the goodness of fit.
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5.2 Results and Discussions

Initially for each SRGM, the data set of first release is considered, and using
SPSS, estimation of parameters is done. The predicted values thus obtained from
estimation process help in estimating the faults left in release 1. With these leftover
faults of release 1, together with the data set of release 2, parameters in second
release are evaluated. Similar process is carried for third and fourth release. The
estimation results for various parameters in proposed SRGM-1 and SRGM-2 are
depicted in Table 2.

The following Table 3 depicts the comparison criteria for proposed SRGM-1 and
SRGM-2 for successive four releases of the software.

From the above comparison results, it is inferred that for release 1 and 2, the
value of R? for SRGM-1 is higher than that of SRGM-2. Also, values of MSE,
bias, variation, and RMSPE for SRGM-1 are lower than that of SRGM-2. Thus, for

Table 2 Estimation results SRGM-1 | Release 1 | Release 2 |Release 3 | Release 4
for SRGM-1 and SRGM-2 125 128 o4 44

b 0.098 0.147 0.3 0.16

o 0.093 0.05 0.05 0.084

o 0.085 0.6 1.32 0.88

P 0.86 0.8 0.952 0.88

B1 0.045 0.104 0.28 0.14

X 0.32 0.32 0.33 0.46

SRGM-2 | Release 1 | Release 2 | Release 3 | Release 4

a 102 123 65 45

b 0.38 0.50 0.86 0.37

o 0.16 0.106 0.097 0.023

B 1.82 5.138 37 1.8

P 0.69 0.64 0.97 0.61

X 0.47 0.40 0.45 0.53

Table 3 Comparison results SRGM-1 | Release 1 | Release 2 | Release 3 | Release 4
for SRGM-1 and SRGM-2

MSE 6.08633 | 7.439442 | 4.74215 1.082816
R? 0.993 0.994 0.989 0.994
Bias —0.053 —0.53263 | —0.44833 | —0.05

Variation | 2.530555 |2.748324 |2.225754 | 1.067864
RMSPE | 2.53111 2.799461 |2.270458 | 1.069034
SRGM-2 | Release 1 |Release 2 | Release 3 | Release 4

MSE 13.82091 | 8.198125 | 3.522244 |0.955186
R? 0.983 0.994 0.992 0.995
Bias —0.757 —0.54211 | —0.55162 | —0.07716

Variation | 3.73431 2.888488 | 1.873632 | 1.000983
RMSPE | 3.810271 |2.93892 1.953148 | 1.003953
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Fig. 1 Goodness of fit curve for release 1

release 1 and 2, SRGM-1 is giving the best goodness of fit. For release 3 and 4,
the value of R? for SRGM-2 is higher than that of SRGM-1. The values of MSE,
variation, and RMSPE for SRGM-2 are lower than that of SRGM-1. But, value of
bias for SRGM-2 is higher than that for SRGM-1. Hence, bias is not a good measure
for comparison of data set for release 3 and 4. Thus, we can conclude that SRGM-2
gives best fit to the observed for release 3 and 4 according to other four criteria of
comparison. Figures 1-4 represent the goodness of fit between the estimated and the
actual values of SRGM-1 and SRGM-2 for four releases. In the below figures, data 1
represents the actual faults removed for each release; data 2 represents the estimated
faults removed in SRGM-1 for each release; data 3 represents the estimated faults
removed in SRGM-2 for each release.

6 Conclusion

In this paper, testing time and effort-dependent multi-release modeling under the
effect of two types of imperfect debugging has been developed. In the proposed
modeling, we have considered testing phase to be two-stage fault detection and fault
correction process. Here, SRGMs are proposed from existing SRGMs using well-
known Cobb-Douglas function. The leftover faults in the previous release are also
incorporated in addition to the new fault content. Validity of the proposed SRGMs
has been tested on Tandem Computer data set. Estimated parameters for SRGM-1
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Time

and SRGM-2 in each release are given in the paper. In addition, the comparison
analysis of the proposed SRGMs is made by five common criteria, namely, bias,
MSE, R2, variation, and RMSPE. It is seen that SRGM-1 gives best goodness of
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fit for release 1 and 2 and SRGM-2 gives best goodness of fit for release 3 and
4. The graphs are also illustrated to depict the good fit results of both SRGMs for
all releases. In the future, models can also be extended by incorporating the cost
function or by considering the impact of number of test cases executed and testing
coverage in fault correction process.
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The Role of Educational ERP in the Isomorphic
Development of the Newly Started Higher
Education Institutions

Said Eid Younes

1 Introduction

The positive trend in the growth of the number of higher education institutions
listed in the International Handbook of Universities (Published by the International
Association of Universities) is evident. For instance, the number of listed higher
education institution in the years 2010, 2012, and 2015 increased from over 9200 in
2010 to over 15,000 in 2012 reaching over 18,000 in 2015.

The last two decades witnessed large changes not only in the number of students
in higher education institutions (HEISs), or students enrolled in HEIs [14], but also in
the configuration and structure of HEIs [3, 8]. HEIs are nowadays more autonomous,
competitive, and accountable. These changes were in response to social, economic,
and cultural shifts in the surrounding environment [11]. HEIs are working in
globalized market, where the number of international students is increasing in
HEIs [20].

The newly started HEIs function in multifaceted work challenges: complying
with the regulatory licensing requirements, gaining credibility right from the start,
offering novel and innovative academic programs, agile following of the labor
market demands and trends, and attracting enough number of students to cross the
break-even economic threshold. Taking into consideration that new HEIs share the
pool of students with legacy HEIs, the earlier mentioned challenges are magnified.

Legacy HEIs evolved over decades, some over centuries, through which work
experience and reputation were established. New HEIs have to convey their
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credibility using various techniques: collaborating or affiliating with one of the
reputable legacy HEISs, offering highly specialized academic program expected to
close a gape in the labor market, or offering lenient admission requirements.

Collaboration, affiliation, and accreditation by reputable professional bodies (as
quality assurance bodies) are some of the widely used practices by new HEIs.
Such arrangements reflect the intention of the newly established HEIs to gain
acceptance, credibility, and therefore the legacy of the well-established HEIs. The
aforementioned arrangements are better explained and understood in the light of the
institutional theory.

In the following section, a brief introduction to the institutional isomorphism
theory in the context of HEIs will be presented. The role of the enterprise resource
planning (ERP) systems in institutional isomorphism will be established in section
III. Section IV presents the techniques used by new HEIs to establish institutional
isomorphism using educational ERP.

2 The Institutional Isomorphism Theory

According to the institutional theory, institutions interact with the surrounding
environment to receive support and legitimacy through the elaboration of the rules
and requirements which the organizations must confirm to [7, 9, 15, 18]. The
application of such rules and the adherence to the organizational requirements grant
the organization acceptance from the surrounding environment, legitimacy, and
increased survival capabilities. This process is called the institutional isomorphism.

The three processes shaping the institutional isomorphism are explained as
follows [6, 7, 17, 19]:

— Coercive isomorphism: Organizational conformity is achieved through the use
of power and sanctions and occurs by organizational adherence to laws and
rules established by institutional actors. In the context of HEIs, the coercive
isomorphism is achieved by confirming to the governmental or licensing bodies’
rules and regulations.

— Mimetic isomorphism: It is the tendency to remain similar to peer organizations
in order to cope with the organizational environment. Copied plans or actions
reduce risks and uncertainty in the organization and increase predictability.
In HEI context, the mimetic isomorphism is manifested through copying the
experience of the peer institutions either indirectly or through affiliation and
cooperation.

— Normative isomorphism: It is related to the professional standards in the
organizational field. In the HEI context, the normative isomorphism is connected
to beliefs and practices created by national and international quality assurance
systems and professional certification bodies [16].

The isomorphic characteristics of the HEIs have been extensively studied in
literature [5, 10, 16].
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The fourth type of isomorphism is suggested for the technology-dependent
organizations, the technical isomorphism [4]. Technical isomorphism results from
embeddedness of organizational procedures and business rules within technology
[2]. This fourth dimension of isomorphism plays an important role in HEIs as these
institutions are increasingly becoming technology dependent through the use of
information systems (IS).

It has become well established now that HEIs are increasingly shifting to inte-
grated software solutions provided by ERP systems as replacement and upgrading
of the legacy IS used by the HEIs [1]. The next paragraph presents the role of ERP
as a tool of the technical isomorphism in particular and as a binding agent to the
institutional isomorphism.

3 ERP as a Tool of Technical Isomorphism

The proliferation use of ERPs in organizations, to cope with the fast pace of changes
in the business environment and to replace the legacy IS, has become evident [12].
The HEIs are no exception to this fact, as many HEIs worldwide are adopting the
ERP solutions [1].

Reference [2] presents a case study of the application of ERP system (SAP)
at Serviceco, a Dutch utilities firm, where the well-established business rules and
organizational procedures embedded in SAP ERP pressured the organization toward
conformance to SAP standards. As the use of ERP leads to the enhancement of the
interorganizational similarities in operational processes, ERP-induced isomorphism
was recognized in the organization.

This case study presented a case of achieving institutional isomorphism through
the adaptation of ERP solution. SAP ERP helped in achieving technical isomor-
phism in the organization which in turn contributed to institutional isomorphism.

To better understand how ERP can be the tool to implement the technical
isomorphism and to augment the organizational endeavor to achieve the institutional
isomorphism, we have to look again into the main trends of the institutional thinking
[17]. Theories classify the institutional thinking in two main trends: macro-level and
microlevel.

The macro-level thinking describes the effect of external and environmental
factors as the main determinant to institutional behavior. Coercive, mimetic, and
normative isomorphism processes are the mechanisms used by organizations to
align themselves with the environment.

The microlevel thinking describes the technology institutionalization process.
Reference [21] defined three stages of technology institutionalization:

— Habitualization stage: shared social meanings are produced.

— Objectivation stage: facts become independent as a reality and sharing the
experience of this reality with others.

— Sedimentation stage: a routine behavior of objectified facts is practiced.
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Contrary to the macro-level thinking, the microlevel thinking is limited to factors
within the boundaries of the organization, and the stages listed above describe how
the technology is institutionalized in the organization.

Accordingly, technology isomorphism can be explained by the microlevel three
stages of the institutional thinking [4].

The adaptation of an ERP solution in an organization will initiate the technology
institutionalization process as an internal process. Proper deployment and effective
use of ERP in organizations take ERP users through the three stages of the
microlevel isomorphism and bind various external isomorphism (macro-level)
processes leading to institutional isomorphism.

4 Institutionalization Isomorphism in the Newly Started
HEIs

The starting of a new HEI is a complex, challenging, and noble endeavor. New
HEIs are expected to perform like legacy HEISs, assure to their stakeholders
quality education, and meet the critical startup challenges (financial, operational,
acceptance by academic community, building reputation, etc.).

At the startup, new HEIs are subject to the following types of organizational
pressures:

— Statutory licensing bodies’ pressure: failing to comply with the statutory regula-
tions and rules may lead to the denial of licensing.

— Peer competitors’ pressure: inadequate competition strategies to cope with the
competitor’s pressure may jeopardize the operational viability of the HEI.

— Recognition pressure: represented by the strife of the new HEISs to gain legitimacy
and acceptance from the academic community.

— Operational pressure: frequent staff change, part-time faculty members depen-
dence, and different organizational orientations of the new staff which may lead
to difficulties in unified implementation of policies and procedures [10].

The above-listed isomorphic pressures are not mutual exclusive processes and could
be interdependent [17]. The new HEIs respond to these pressures by adopting
institutional isomorphism processes.

Table 1 summaries the HEIs possible isomorphic responses.

New HEIs have no option to respond or not to the coercive pressure when it
is related to the sheer existence of the organization, as in the case of licensure
requirements.

On the other hand, mimetic isomorphism was given higher emphasis in HEIs [5].
Reference [13] placed it to be the most pertinent account of isomorphism change in
Australian universities.
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Table 1 HETI’s possible isomorphic responses

Pressure Isomorphic pressure | Isomorphic response

Statutory licensing Coercive Comply with rules and regulations

Peer competitors Coercive Implement strategies to diffuse the competitors
pressure

Recognition pressure | Mimetic/normative | Adopt the strategies, policies, and practices
followed by legacy HEIs

Fulfill the requirements of the professional
accreditation bodies

Operational pressure | Normative Ensure unified implementation of the adopted
policies and procedures

Accordingly, mimetic isomorphism is an important process through which new
HEI can benchmark with well-performing organizations (optimal or near to optimal
performance), reduce uncertainty, and increase predictability.

Normative isomorphism is the real challenge of the new HEIs. Albeit, new HEIs
will start functioning under complete set of policies and procedures (which could
be part of the licensure or professional bodies accreditation requirements), yet the
orientation diversity of the stakeholders (academic and administrative staff and
students) of the new HEIs makes achieving normative isomorphism follow typical
learning curve track. This difficulty is due to the nature of normative isomorphism
which is mostly concerned with the moral and pragmatic aspect of legitimacy [19].

The use of IS in organizations is viewed as the result of normative influence [17].
ERP provides unified learning environment for the stakeholders, guides the learning
process, and ascertains that HEI is achieving its role properly. The new generations
of educational ERPs facilitate planning, managing, and monitoring of all functional
applications of teaching and research [1]. Therefore, it is expected to support and
accelerate various operations at different levels of isomorphism processes.

Referring to paragraph II, new HEIs adaptation of ERP introduces technical
isomorphism which in turn binds the three isomorphic processes followed in the
HEL

At the microlevel isomorphism, ERP supports the three stages of the technical
isomorphism as follows:

— Habitualization stage: organizational functions and operations are performed
only through ERP. Deviation from the standard procedures embedded in ERP
is discouraged. This stage may witness resistance to change or adaptation.

— Objectivation stage: successful habitualization stage leads to increased depen-
dence on the ERP. Core of pilot experienced users disseminates best practices of
ERP functions.

— Sedimentation stage: using ERP is part of the daily routine in the organization.
Even new members joining the organization takes ERP functions for granted.
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Table 2 The role of ERP in supporting the various stages of institutional isomorphism at the
macro level

Isomorphic process | Educational ERP support

Coercive Most of the licensing requirements state that HEI should operate and run
its functions and operations through ERP
Mimetic Acquiring educational ERP used by other HEIs (well-performing HEIs)

helps the new HEI to have operational features similar to the
well-established HEIs, reduce the risks, and increase predictability

Normative Teaching and research policies and procedures which are embedded in
the educational ERP unify the learning and accumulation of experience
processes within HEI

The microlevel stages constitute the technical isomorphism which induces iso-
morphism at the internal level within the organization (HEI) and supports the
isomorphism processes at the macro-level. Table 2 summarizes the role of ERP in
supporting the various stages of institutional isomorphism at the macro-level.

5 Conclusion

The number of students joining HEIs is projected to increase in upcoming decade
and thus the number of new HEIs joining the family of existing HEIs.

New HEIs face the challenges of legitimacy, support, and recognition from the
surrounding environment. Further, new HEIs face internal challenges concerning
creating homogeneous work culture, cultivating best practices, and achieving HEIs
goals and objectives.

The proper adaptation of educational ERP in the new HEI helps the organization
to achieve institutional isomorphic features and reach the optimal institutional
norms to gain acceptance, legitimacy, and recognition of the surrounding environ-
ment.
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When to Start Remanufacturing Using Adopter
Categorization

Nitin Sachdeva, P. K. Kapur, and Ompal Singh

1 Introduction

With over several decades of research, one of the most important questions in the
mind of any manager is how to manage my product life cycle? Product life cycle
management involves several successive strategies employed by the manager as
a product goes through its life cycle. Specifically, in manufacturing, it typically
starts with raw material extraction, followed by component production, assembly,
testing, and distribution to customers for the use and final disposal at the product
end-of-life. Due to the rapid development of technology and product development
processes, this product life cycle has reduced significantly. On the other side,
strong customer preferences and his volatile nature have sharply accelerated product
diffusion dynamics.

Shortened life cycle coupled with customer’s volatile preferences has led to
increasing amounts of products and components being abandoned, including electri-
cal and electronic products, household appliances, automobiles, and even industrial
machinery, to name a few. Many world-class companies have realized that reverse
logistics practices, combined with source reduction processes, can be used to gain
competitive advantage and at the same time achieve sustainable development [28].
Manufacturers now view the “reverse logistics system” as a revenue opportunity
instead of a cost-minimization approach and are managing their reverse supply
chains as a source of value [14, 15].
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To resolve this challenge of how to manage these end-of-life products, an
Extended Producer Responsibility (EPR) approach has emerged as a leading
environmental policy, whereby a producer’s responsibility for a product is extended
to the postconsumer stage of the product life cycle [26]. The ultimate goal of EPR is
to minimize the total environmental effects associated with the overall product life
cycle and, in particular, to reduce the quantity of waste and environmental pollution
from end-of-life product disposal. EPR legislation is also expanding worldwide to
the USA, Japan, South Korea, and other countries. The products of most concerns
under EPR legislation span a wide range of categories, including automobiles, large
and small household appliances, and telecommunications and IT equipment. On
the contrary, it has been quite significantly observed that several of these cast-
off products are well within their life span and contain substantial amounts of
residual value. A lot of the components of such products can be readily reused
for manufacturing products with original functionality. Successful business cases
such as Xerox remanufacturing used photocopiers and toner cartridges [19] and
Mercedes-Benz and Ford collecting and disassembling their end-of-life vehicles to
recover valuable components as spare parts for both consumers and commercial
customers [33] are some of the well-established companies following the practice of
closed-loop product life cycle. However, it is evident that the current efforts toward
implementing environmentally superior end-of-life strategies to form a closed-loop
product life cycle are far from widespread.

Here, one of the most important concerns is that we cannot solely rely on
legislation to pressurize manufacturing units to consider taking the product end-of-
life responsibility. A lot depends on essentially the engineers and designers as how
they tend to resolve this key sustainability challenge by designing techniques which
are futuristic and sustainable. Thereby, it’s the need of the hour for manufacturing
companies to design products keeping in mind the economic consequences of
product end-of-life. Some of the challenges these companies face and we have tried
to highlight through our research include the following: How can the economic
benefits of component reuse be modeled in a remanufacturing scenario? And how
optimal time to start remanufacturing, under the product diffusion dynamics in the
market, affects component reuse in remanufacturing? And what is the volume of
reused components available for remanufacturing?

The paper has twofold objectives. First, the main aim of this paper is to
obtain optimal profit under product remanufacturing using the profit maximization
framework proposed by Sachdeva et al. [31]. Second, we attempt to study the
optimal time for OEMs to start remanufacturing by considering adopter catego-
rization, in the presence of product diffusion dynamics. We make use of the famous
Bass diffusion model [4] to quantify the returned quantity and obtain the adopter
categorization, which helps to gain meaningful managerial insights. Through the
numerical illustration, we demonstrate the effect adopter categorization and product
diffusion dynamics on quantity returned for remanufacturing.

As for the beginning, we present an overview of the literature in the area of
remanufacturing, closed-loop supply chain, product diffusion, and adopter catego-
rization in Sect. 2. In Sect. 3, we present the basic cost model for such a production
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system. Subsequently, an optimization model based on profit maximization is
proposed in Sect. 4 wherein various costs of production, inventory, remanufacturing,
acquisition, and disposal are being considered. In Sect. 5 we present the numerical
illustration to provide managers with simple but powerful insights to help them
apply our proposed methodology in their specific problem instances. Section
6 concludes this paper with a brief description of our proposed optimization
framework in the presence of remanufacturing under adopter categorization and
summary of our findings.

2 Background and Literature Review

With the product end-of-life management gaining a lot of attention in the past
few decades and legislation making original equipment manufacturers (OEM)
responsible for managing end-of-life product, several academicians and researchers
have shown a keen interest in this area. End-of-life are those product returns whose
reuse is not feasible, and they can only be of value by their material recycling or
possibly reusing their components for products with lower specifications, such as
phones make use of expensive silver extracted from old phone’s motherboard. Apple
launched its high-tech robot Liam which is capable of deconstructing their iPhones
and removing important components for reuse.

Quite a significant number of review papers have addressed various character-
istics of end-of-life cycle management, like from closed-loop supply chain [9, 11,
18, 32], marketing of remanufactured products [2, 8], reverse logistics [6, 7, 10],
economics of remanufacturing [3, 13, 20], etc.

The research area of remanufacturing goods for sustainable and environment-
friendly growth has seen unprecedented growth in the last decade or so. Ever-rising
consumer expectations and demands for good quality product at reasonable price
prompt manufacturers to innovate newer ways of manufacturing products. Reman-
ufacturing provides for enough opportunities to OEMs to strengthen the bottom
line by huge cost savings rising out of lesser component procurement toward the
end-of-life cycle of the product. However, the biggest challenge for OEMs is to
understand the product diffusion dynamics and how it impacts the overall quantity
available to them for reuse. In this paper, an attempt to obtain an optimal time to
start remanufacturing is studied by making use of adopter categorization proposed
by Mahajan and Muller [21].

Optimal time to start remanufacturing is the latest time when OEM should
begin remanufacturing so that beyond the time where optimal profit is obtained,
the remaining potential in the market can be met by the remanufactured products
alone, and there exist no need to procure new components for manufacturing of
these products. In other words quantity of remanufactured products available to
OEM, if remanufacturing begins at optimal t, is sufficient to meet the remaining
market demand for that product beyond 7* (Fig. 1).
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Quantity of Product Sold

Time to begin remanufacturing Quantity of Remanufactured Products

Product Sales Quantity

Time to optimal profit

T 71 T* Time

Fig. 1 Diffusion of both new and remanufactured products

Late majority

Innovators Laggards

High Propensity to adopt Low Low Propensity to resist High

Fig. 2 Roger’s adopter categorization

Rogers [30] classic book, the Diffusion of Innovations, states that the adoption
process for any innovation follows normal curve with respect to time. This means
that adoption rate of an innovation is relatively slower during the early stages of
adoption until it stabilized itself. Later on, more customers begin to demand the
product and subsequently the product growth increases. Once again toward the end
of the product life cycle, growth decelerates.

Rogers [30] proposed the categorization of adopters of any innovation as
innovators (2.5%), early adopters (13.5%), early majority (34%), late majority
(34%), and laggards (16%) (Fig. 2).

Later, Mahajan and Muller (1992) also proposed the adopter categorization using
Bass model [4] (Table 1).
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Table 1 Adopter categorization based on time

Adopter Time interval Expression for the Expression for the adopter
category covered time interval category size
Innovators Initiation of the P
diffusion process
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. " e 1 I
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. ¢ 1 1 L
Late majority T* to T2 e In {2 + «/5} 75 (l + q)

Laggards Beyond T2
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In this paper, the focus is to obtain optimal time to start remanufacturing by
making use of the analytical logic underlying the classical adopter categorization
approach proposed by Rogers. Since varied products are adopted at a different
rate in the market with significantly different time of adoption, it is quite certain
that manufacturer faces the challenge as to when to start asking consumers for
returning the goods, for remanufacturing purpose. Mahajan and Muller (1990) in
one of their pioneering work compared the adopter categories generated by the
classical approach (Rogers [30]) with Bass [4] diffusion model. Bass model helps
in categorizing these adopters as innovators and imitators and suggests that at any
given time, both innovators and imitators adopt the product, however, at a different
rate because of their difference in getting influenced either through advertising or
word of mouth.

Here in this paper, authors have focused on making use of this adopter categoriza-
tion and time to adopt as the basis to obtain an optimal time to start remanufacturing.
Using the five categories of adopters as suggested by Rogers, and their timings of
adoption as time to begin remanufacturing, we optimize the overall profit of the
manufacturer based on quantity returned and cost saving attached with the entire
process of remanufacturing.

3 The Proposed Model

In this study, we consider remanufacturing as a process that involves acquiring back
of used products from consumers, disassembling, testing, refurbishing, replacing,
reassembling, and finally testing again. We assume that only a fraction of returned
products can be used for remanufacturing. As in practice, products have multiple
components, out of which some of them can be remanufactured and to varied
degrees. In such circumstances, we assume only a single remanufacturing level o
simply because most of the products that exist in the market today have one or
may be two main components that are most valuable, and they are major drivers of
remanufacturing.
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The manufacturer’s sole goal is to maximize the total profit of introducing the
product with or without the use of reusable components, calculated over the life
cycle of the product. This can be done by determining, first, the various costs
involved in the production, inventory, reverse logistics, refurbishing, and disposal
and, second, the diffusion dynamics of the product.

To develop this model, we introduce assumptions concerning diffusion process
of the product over its life cycle, quantity reused, reverse logistic cost components
along with other cost components of the entire production cycle in Sect. 3.1 and
further formulate the optimization problem in Sect. 4.

3.1 Assumptions

The general forecasting of returned goods would involve analyzing the demand
for the end-of-life products, the supply chain of existing product, and several cost
components involved in the reverse logistics process. To simplify the analysis, we
consider only one component to be of value to the manufacturer, which, in future
research work can easily be extended to any number of components. The fraction
of the total volume of the component under considerations is assumed to pass the
quality control test post its reprocessing and is then kept as inventory for newer
product reassembling. We do assume that remanufactured products comprise of
reusable components from the inventory along with other newer components in
order to meet the customer demand of standard level of quality and warranty as
desired out of new products with no reusable components.

We also assume that the remaining quantity of components that is not fit for
reuse will be disposed of, and the product disposal costs are to be incurred by the
manufacturer under extended producer responsibility.

3.2 Product Diffusion and Quantity Returned Dynamics Using
Adopter Categorization

In practical scenarios product demand in the market is neither infinite nor stationary,
rather in most usual cases it follows a finite life cycle in the market with a dynamic
diffusion pattern. The earlier theory of adoption and diffusion of new products has
been profoundly presented by Rogers [30] wherein the thrust was upon studying the
various stages of product life cycle: introduction, growth, maturity, and decline (Fig.
3). Thus the innovation diffusion models depict the dynamics of new product sales
in the market over the finite time horizon.

Bass model [4] is considered to be as a milestone in the innovation diffusion
literature. Impact of mass communication and word of mouth on the innovation
adoption in any social system was very effectively mapped by this famous model.
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Fig. 3 Roger’s product life cycle

Some of the other diffusion models, proposed by Fourt and Woodlock [12, 16,
17], Sachdeva et al. [31], Singh et al. [27], Norton and Bass [25], and Wilson and
Norton [34], underlie the Bass model and quite effectively modeled the innovation
diffusion process, but Bass model still remains unmatched.

Based on the Bass model, potential adopters are categorized on the basis of
how they are affected through the two different channels of communication. One
group primarily gets affected by the mass media when making a purchase decision,
while the other group known as the imitators gets affected by word-of-mouth
communication, when buying an innovation. Mathematically the Bass model is
expressed as follows:

dN (1) N(t)
e A e AR

Using the initial condition N(0) = 0, Bass solved the equation as:

1 — et

Nt =m—————
1+ (g) e~ ot

ey

Since each product attracts fewer buyers during the early phase and with time,
this customer adoption rate tends to increase before it finally reaches its pinnacle
and begins to lose its attractiveness. Accordingly, it is reasonable to assume that the
customer’s adoption behavior process follows a hump-shaped curve. Therefore, the
first derivative of eq. (1) represents the abovementioned phenomenon significantly
well.
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3.3 Reverse Channel: Quantity Returned

The focus of manufacturer in utilizing reused components for the manufacturing of
new products is to obtain that subset of components returned that are usable when
the product is returned, for example, the inner casing of a used tire can be easily
reused in the manufacturing of new tire. One of the important reasons why not all
collected products can be used for remanufacturing is the limited durability of its
reusable components. We assume that when the product reaches its end of the cycle,
the reverse logistics process fed into the supply chain by the manufacturer plays a
vital role. During the specific time, t of the product life cycle, a consumer consumes
the product and then thinks of returning it through the reverse channel offered by
the manufacturer. During this process, we assume for our modeling framework that
the product spends very little to no time as delay in the reverse channel.

With the proposed model, we assume only a fraction of existing adopters at any
time period return their product, which is dependent upon the return rate and cost of
acquisition of the product. Further, only a part of the returned products would finally
result in the quantity available for reuse for manufacturing which is dependent upon
the yield rate [22, 23].

In the literature, relationship between the return rate and cost of acquisition is
studied either as a linear model [24] or as customer surplus model [1, 29]. We
consider that the manufacturer collects a certain percentage r of all the current
product adopters N (t — t) after they reach their end of useful lives with their current
adopters. The idea of r% adopters returning the product is based on the simple fact
that not all current users of the product would be willing to return their product;
customers always have the freedom to sell off their goods to a third party involved
in collection of used products; or the manufacturer’s cost of acquiring from certain
regions could be relatively higher than expected.

Post recovery of the used products, it goes through various phases of disassembly,
cleaning, refurbishing, and inspection, which results in identifying § percent of
goods that can be used in remanufacturing process. This remanufacturing yield §
is restricted by technical constraint of durability and market constraint of demand.
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The remaining part of the collected and inspected product is declared not fit for
remanufacturing and is considered as a disposal cost to the company.

Here, we consider that the potential quantity available for remanufacturing
products and new product sales together governs the product diffusion dynamics
after a time 7 in the product life cycle as depicted in Fig. 1. We assume that after the
product diffuses in the market at some time point 7, the product would be then made
available to the manufacturer for remanufacturing purpose. This time point includes
the time duration of the consumer using the product and the time it takes to bring
the product back to the manufacturer through the reverse logistics process.

We consider that the diffusion dynamics based on Fig. 1 and Eq. 1 of the
components to be remanufactured also follows similar hump shape but with a
different level of magnitude and time span depending on the return r and yield §
rates.

The total volume of quantity to be reused can then be written as:

Oremanuf = ®.N (t - 7:) “4)

where a = r.§ is the effective return rate finally used in remanufacturing.

It is quite evident from Eq. (4) that the available remanufactured products
will follow a similar diffusion pattern as that of new product sales N(r). It is
quite interesting to observe that there exists time point 7 further to which the
remanufactured products would be able to cater to the remaining market demand,
and not all the returned end-of-life products need to be reused for remanufacturing
as the market demand diminishes as shown in Fig. 1. Therefore, the company can
save a lot by not buying any further raw materials and consume all the returned
quantity in order to meet the remaining customer demand. We expand on this in the
next subsection on cost components.

3.4 Cost Components

The proposed cost structure contains four important but different groups of opera-
tions — manufacturing, reverse logistics, remanufacturing, and disposal for formulat-
ing our economic model of production system considering the use of both new and
reused components for manufacturing. The process of remanufacturing begins only
when the products that have reached their end-of-life from customer’s perspectives
are returned to the manufacturer using the reverse logistics process and are then fed
into the main production line one’s reprocessed (Fig. 4).

Remanufacturing acts as a closed-loop supply chain and hence can help man-
ufacturers save an enormous amount of capital to be invested in raw materials and
also save in terms of large product disposal cost. Further, the manufacturer promotes
sustainable development in the economy overall by reusing the components through
remanufacturing.
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Returned Quantity — se——— Disposal

Fig. 4 Product flow during remanufacturing

In order to frame the simplified version of the proposed model, we consider only
one component at the end-of-life product that is to be reused in remanufacturing.
As highlighted earlier too, most of the products that exist in the market today
have one or may be two main components that are most valuable, and they are
major drivers of remanufacturing. Our proposed model can be easily generalized to
multiple components of the product too. We assume that for this component, only a
small proportion of the total quantity returned to the manufacturer would be made
available after inspection phase, and the remaining components are for disposal or
recycling. We also assume that these reusable components are merged with the other
required new components for manufacturing fresh products, and they form part of
the inventory in place of existing components, which would have been there in the
absence of remanufacturing scenario.

Here we consider formulating the cost structure by focusing on the acquisi-
tion, reversal, reprocessing, and disposal phase of the production cycle under a
remanufacturing environment. We assume the following four cost components in
our proposed structure: unit production cost Pgmanyf, unit remanufacturing Cost
Cremanuf; Unit acquisition cost Cueq, and unit disposal Cost Ciisposal: P gremanut, ¥
includes cost of manufacturing new products with reusable components along with
the inventory carrying cost of existing and reusable components; Cremanus includes
reverse logistics cost (cost of transportation mainly), refurbishing cost, and the cost
of inspection; Cy¢q includes cost of acquiring the product back from the consumer;
and Cgisposar includes cost of disposing/recycling one component not suitable for
remanufacturing.

4 The Optimization Model

In the absence of remanufacturing process, the total production cost of any
manufacturer
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includes simply the Pgmanuf cost of producing Qmanur Units and inventory carrying
€08t Ipmanuf, Nadoption TOT (Omanuf — Nadoption )Units of inventory, where Nagoption denotes
the number of units adopted in the market and the fixed cost Feo.

In the combined manufacturing and remanufacturing environment, the total cost
of producing Q units with a mix of new and reusable components is given as:

'(//prodcost = Feost + [PQmanuf'QN,t - P/Qmmnuf'Qremanuf]
+ I:IQsNadopliun' [QNJ - N(t)] - IQ,Nadqp(i(m 'a'N (t - T)]
+ Cremanuf + Cdisposal + Cacq (5

where Q denotes total quantity produced by time z, P’Qremanuf the cost of producing
Oremanut UNILS; 19 N,gopion TEPIEsents inventory carrying cost for (Q - Nadoption) units
of inventory; Igp,. . .n(—r)T€presents inventory carrying cost for aN(f— t) units
of inventory used in remanufacturing; Cremanus denotes cost of reverse logistics,
refurbishing, and inspection; and Cyisposal T€Presents cost of disposal or recycling
of components unfit for remanufacturing.

Here, [PQmanuf'QN,t — P’Qrmnuf.Qremanuf] denotes the reduction in production
cost based on our assumption that remanufactured products would comprise of
reusable components from the inventory. Thereby saving the procurement cost
of newer components and reducing the overall production cost by a quantity
equivalent to Qremanuf- Additionally, we also assume that these reusable components
are merged with the other required new components for manufacturing fresh
products, and they form part of the inventory in place of existing components,
which would have been there in the absence of remanufacturing scenario. Hence
manufacturers realized a decrease in inventory cost which is given by the term
[IQ~Nadoplion’ [Ov: —N@®)] - IQ,Nadopuon'a‘N (r— T)]

Further, the remaining quantity of components that is not fit for reuse will be
disposed of, and the product disposal costs are to be incurred by the manufacturer
under extended producer responsibility.

The proposed economic function defined in this paper consists of revenue
function Ry n,gopions Where ry is the price of the product and the production cost
function ¥ prodcost as discussed earlier. The proposed profit function @profit is then
given by (6). The following two subsections provide detailed discussions of this
function:

¢profit = Rrs,Nadoption - Wprodcost (6)

4.1 Revenue Function

Remanufacturing is often considered to generate economic and energy benefits
to the manufacturer. Most real remanufacturing systems are constrained by both
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market demand and limited effective yield rate. In order to maximize the total profit
by maximizing cost savings due to remanufacturing, we consider the following
revenue function at any time t in the product life cycle:

Rys N = 1s.N(2) 7

where N(¢) clearly indicates the demand of the product at time t and rg denotes the
price of the product in the market.

4.2 Production Cost

Let Q denotes the quantity produced by the manufacturer and is dependent on the
demand of the product, expressed by a number of units sold, N(¢), and on the
product’s stage in its life cycle denoted by the time t. The relationship between
these factors is expressed by the Cobb and Douglas [5] type production function:

Oy, = O.N" 1170 (8)

where 6 and 7 are positive parameters.

Let Foosts POmanrs AN 10,000 Nogopion de0tes the fixed setup cost, per unit pro-
duction cost and per unit inventory carrying cost, respectively. The total cost
comprising of fixed and the variable component at any time t and demand N(¢)
without remanufacturing is given as:

I,prrodcost = Feost + P Omanuf + IQ-Nadoption )
I,[fprodcost = [Fcost + PQmanuf~QN,t + IQ.Nadoption . [QN,r - N(t)]]

Let Feosts POpanurs ANA 10,001 Nogopion dOte the fixed setup cost, per unit pro-
duction cost and per unit inventory carrying cost, respectively. Additionally, let
Pb,emanuf’ IQsNadoption’ IQremanuth(f*T)’ C;emanuf’ /acq’ and Céisposal denote the unit cost of
producing Qremanuf UNits, per unit inventory carrying cost for (Q — Nadoption) units
of inventory and inventory carrying cost for a«/N(f — 7)) units of inventory used in
remanufacturing; unit cost of reverse logistics, refurbishing, and inspection; unit
cost of acquiring the product back from the consumer; and unit cost of disposal or
recycling of components declared unfit for remanufacturing, respectively.

The total cost comprising of fixed and the variable component at any time t and
demand N(¢) without remanufacturing is then given as:

%rodcost = Feost + [P Omanur- QN — P /Qremanuf-Qremanuf]
+ [IQvNadoplion' [QN.T - N(t)] - IQ,Nadoption (XN (t - T)]
+ Cremanuf-Qremanuf + Cdisposal-Qdisposal + Cacq-Qacq (10)
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where Qqcq is the quantity actually acquired from the consumer out of which a
proportion would be finally declared to be fit for remanufacturing purpose and
Quisposal 18 quantity leftover for disposal or recycling from the remanufacturing
process. It is important to note there that Qgisposa Would be given by the product
of return rate r% and leftover from the remanufacturing yield §. Therefore, Quisposal
would be equal to r(1 — &) units denoting the unfit quantity of returned goods left
for final disposal.

4.3 Determination of Optimal Time to Begin Remanufacturing

The optimal price rg* and r* are those which maximize the overall profit function
@/profit, 1.€.,

¢;/)rofit = rS'N(t)'w;;rodcost

= rS-N(t) — Feosr + [PQmanuf-QN,t — P, ~Qremanuf]

Oremanuf

+ [IQaNadoplion . [QN,Z - N(t)] - IQ,Nadoplion o.N (t - T)]

+ Cremanuf-Qremanuf + CdisposaI-QdisposaI + Cacq~Qacq (1 1)

whereas, the overall profit earned by the manufacturing in the absence of remanu-
facturing system is:

Pprofit = ’”S-N(t)—Wprodcost (12)
= Vs.N(t) - [FCOS[ + PQmanuf'QNJ + IQaNadOption‘ [QN,t - N(t)]]

In order to optimize ¢, we kept a constraint on the minimum number of
adopters along with the minimum level of production at any time point. We make
use of nonlinear optimization technique with constraints in order to solve this
problem. Although several software packages for numerical computation possess
good optimization procedures, but we utilized Maple software with NLPSolve
optimization function for our proposed problem.

5 Estimation of Parameter, Model Validation Data Set,
and Data Analysis

We conduct a numerical analysis to examine the effect of the product diffusion
dynamics on quantity reuse in manufacturing in general and then try and find out
the optimal quantity to be reused by maximizing manufacturer’s profit. In order to
understand the diffusion dynamics on quantity reuse in manufacturing, we also run
sensitivity analysis on the coefficient of innovation (p), coefficient of imitation (g),
and profit maximization time based on ideal time to remanufacture the goods.
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Table 2 Parameter estimates of the proposed model

Products Average price | m (000) | p (0] A

Electric refrigerators 300 40,001 0.002617 | 0.21566 | 0.803903/t
Home freezers 409.5 21,973 0.018119 |0.1711 0.827605/t
Black-and-white TV 179.95 96,717 0.027877 | 0.25105 | 0.756595/t
Water softeners 35 5793 0.017703 | 0.29695 | 0.730042/t
Room air conditioners 395 16,895 0.010399 |0.41861 0.651154/t
Clothes dryers 200 15,092 0.017206 | 0.35688 | 0.687918/t
Power lawnmowers 120 44751 0.009184 | 0.3379 0.706746/t
Electric bed coverings 75 76,589 0.005876 | 0.24387 | 0.778999/t
Automatic coffee makers | 98 58,838 0.017135 |0.30145 | 0.727177
Steam irons 9.99 55,696 0.028632 | 0.32791 | 0.700093/t
Recover players 10 21,937 0.024796 | 0.6541 0.507177/t

5.1 Profit Maximization Model Estimates

In order to validate our model, we tested it on real data sets for 11 consumer durables
(Bass [4] and used it for estimation of the model parameters and optimization
purpose. The results of the bass innovation diffusion model parameter estimation
are given in Table 2.

Now in order to solve the profit models proposed earlier, we have made use of
the Maple software and the following numerical data. For the sake of illustration,
we assume that the various per unit costs, i.e., fixed cost, production cost, inventory
carrying cost, cost of remanufacturing, disposal cost, and acquisition cost, are a
percentage of the average prices given in Table 2. Therefore, Feos; = 5, Pgpny =
2,P’Qrernanuf = 2,10 Nagoption = 0-3, Cremanut = 0.2, Cisposal = 0.05, Cacq = 0.1.

Further, we also assume that n = 0.603, 6 = 4, and § = 0.9. Using the results of
parameter estimates, the time of adoption and number of adopters based on adopter
categorization as discussed in Sect 2, we obtain the time and number of adopters
estimates (Table 3).

We now apply the proposed model to the real data set of these 11 consumer
durables to obtain optimal profit, time to optimal profit, and number of units adopted
and remanufactured by optimal time (Table 4). It is important to note that the three
optimal profits, time, and units adopted and remanufactured are based on the three
adopter categorization time points, as discussed in Sect 2. Further, the behavior of
profit functions for these 11 products is shown in Fig. 5.

We demonstrate the effect of different time to begin remanufacturing on overall
units remanufactured and adopted by the optimal time T*. For electric refrigerators,
the three time intervals based on adopter categorization of early adopter, early
majority adopters, and later majority adopters are observed to be 3.22, 9.25, and
15.28 years, respectively. With each of these as the time to begin remanufacturing,
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Fig. 5 Optimal time to begin remanufacturing and remanufactured units

we optimize the proposed profit function. We obtain the total units adopted till the
optimal T* when remanufacturing begins at 3.22,9.25, and 15.28 as 39,110, 39,699,
and 39,920, respectively, with total quantity remanufactured as 817, 714, and 625,

respectively.
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Fig. 5 (continued)

The optimal profit of 6.73 x 10° is obtained at a time when remanufacturing
begins after four units of time. At the optimal time of 11.25 units, the total quantity
available for reuse is approximately 814 units, and it increases to a level, wherein
these reusable products are enough to meet the remaining market demand of the
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product. In the next subsection, we highlight this aspect of how the change in
coefficient of imitation affects this quantity to be reused, in detail.

It is interesting to note here that when we compared the proposed model with
a scenario where the manufacturer doesn’t consider the option of remanufacturing,
Eq. (12), the optimal profit of 2.21 x 10° is obtained at an optimal time of 10.76 units
(Fig. 6). The huge profit difference is accounted for the fact that remanufacturing
proves to be a really beneficial proposition for the manufacturers. Of course, in
reality, getting the products back from the consumers would not be easy; however,
if the consumer finds a good opportunity of trading off the used products with
attractive deals from the producers, the idea seems to work for both the parties.
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Table 5 Products with smaller “q

Product Price
Electric refrigerators 300
Home freezers 409.5
Black-and-white TV 179.95
Water softeners 35
Electric bed coverings 75
Automatic coffee makers 98

Table 6 Remanufactured units for products with smaller “q”

m
40,001
21,973
96,717
5793

76,589
58,838

Units left to be adopted when
Remanufacturing begins at t;

Products 7]
Electricrefrigerators 891
Home freezers 553
Black-and-white TV 3591
Water softeners 198
Electric bed coverings 2385

Automatic coffee makers 2038

T2

302
192
992
57

689
577

73
81
51
236
14
170
139

60

14

80

0.0026167

0.018119
0.027877
0.017703
0.005876
0.017135

100

Q
0.21566
0.1711
0.25105
0.29695
0.24387
0.30145

Units remanufactured when

Remanufacturing begins at t;

71
817
542
3382
199
1947
2026

T2
714
453
2736
165
1650
1677

5.2 Effect of Coefficient of Imitation on Time to Start

Remanufacturing

73
625
382
2282
140
1422
1421

Considering the proposed optimization function, we estimate the optimal time to
start remanufacturing using adopter categorization as suggested by Mahajan and
Muller. The two Tables 5 and 6 demonstrate the effect of coefficients of innovation
and imitation on optimal time to begin remanufacturing.
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« 9

Table 7 Products with larger “g

Product Price m )4 q

Room air conditioners 395 16,895 0.010399 0.41861
Clothes dryers 200 15,092 0.017206 0.35688
Power lawnmowers 120 44,751 0.0091837 0.3379
Steam irons 9.99 55,696 0.028632 0.32791
Recover players 10 21,937 0.024796 0.6541

« 9

Table 8 Remanufactured units for products with larger “g

Units left to be adopted when Units remanufactured when

remanufacturing begins at 7; remanufacturing begins at t;
Products Ty T T3 T T T3
Room air conditioners 349 128 36 597 519 451
Clothes dryers 418 134 35 552 466 397
Power lawnmowers 1354 401 100 1454 1232 1060
Steam irons 2176 579 136 2230 1810 1517
Recover players 759 211 51 1059 884 755

We observe from Fig. 5 that the number of units remanufactured for products
with relatively smaller ¢ (Tables 5 and 6) is significantly different if remanufacturing
begins at t; than the products with relatively higher value of g. Moreover, it is more
critical to note that for products with relatively smaller ¢, delaying the beginning
of remanufacturing process considerably affects the overall profit (Table 4). In this
case, the number of units produced by optimal time to profit is unable to meet the
remaining number of potential units to be sold in the market. Hence, delaying the
remanufacturing process from 7 to 7, helps to achieve the target of meeting future
market potential at 7* (Table 5).

We also observe the difference in the number of units remanufactured for
products with relatively larger q (Tables 7 and 8). Rather, it is critical to note that for
such products, an early start to the remanufacturing process boosts the overall profit
of the OEM at T* by remanufacturing enough units till T* so that the remaining
market potential post optimal time to profit is met.

6 Conclusion, Discussion, and Further Research

We present a fundamentally new concept of profit maximization by considering
estimated values of quantity of goods returned for remanufacturing and by using
various costs of remanufacturing, refurbishing, acquiring, and disposal. The concept
of quantity reused for remanufacturing is the major driver of our optimization mod-
eling framework. We have also shown that the famous Bass model for innovation
diffusion can serve as a foundation for reverse goods planning and can surely
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be utilized to estimate quantity returned from the market for optimizing overall
manufacturer’s profit. We also studied the effect of diffusion dynamics on quantity
returned based on the existing Bass model. We are sure that using our proposed
approach, product managers at manufacturing plants can quantify the total quantity
of product that can be reused and time to begin remanufacturing and optimize
overall profit.

As per the authors, proposed model is quite unique and hence provides for
several avenues for future research in areas related to closed-loop supply chain,
product diffusion in the presence of remanufacturing, etc. The proposed research
can be easily extended to multigenerational products or product lines. Literature
quite phenomenally supports the idea of maximizing overall profits in the presence
of multigenerational products for the manufacturers, so an optimization model
for maximizing total profit in the presence of multigenerational product and
remanufacturing could provide some enriching insights into the economic benefits
of remanufacturing.
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