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Preface

The 1st International Conference on Smart Computing and Informatics (SCI) was
organized successfully with the excellent support of Department of CSE, ANITS,
Visakhapatnam, during March 3–4, 2017. The aim of this international conference
was to present a unified platform for advanced and multidisciplinary research
towards design of smart computing and information systems. The theme was on a
broader front focused on various innovation paradigms in system knowledge,
intelligence, and sustainability that is applied to provide realistic solution to varied
problems in society, environment, and industries. The scope was also extended
towards deployment of emerging computational and knowledge transfer approaches,
optimizing solutions in varied disciplines of science, technology, and healthcare.
The conference received many high-quality submissions in direct track and special
session tracks. After stringent quality check and review process only good papers
were accepted with an acceptance ratio of 0.38. Several eminent researchers and
academicians delivered talks addressing the participants in their respective field of
proficiency. Professor Ganapati Panda, IIT Bhubaneswar; Dr. R. Logeswaran,
Malaysia; Dr. C. Krishna Mohan, IIT Hyderabad; Dr. P.S. Grover, KIIT, Group of
Colleges, Gurgaon; Dr. A.K. Nayak, Hon. Secretary, Computer Society of India,
Director, Indian Institute of Business Management, Patna; Dr. Arunkumar
Thangavelu, VIT Vellore; Dr. Ramchandra V. Pujeri, Director, MIT College of
Engineering Pune; Dr. Nilanjan Dey, TICT Kolkota; and Dr. Prashant Kumar
Pattnaik, KIIT Bhubaneswar were the eminent speakers and guests on the
occasion.

We would like to express our appreciation to the members of the Program
Committee for their support and cooperation in this publication. We are also
thankful to the team from Springer for providing a meticulous service for the timely
production of this volume. Our heartfelt thanks to Chairman, ANITS, for the
support provided. Special thanks to all guests who have honored us with their
presence in the inaugural day of the conference. Our thanks are due to all special
session chairs, track managers and reviewers for their excellent support. Profound
thanks to Organizing Chair Prof. Pritee Parweker, ANITS, Visakhapatnam for
marvelous support. Sincere thanks to Honorary Chair, Dr. Lakhmi Jain, Australia,
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for his valuable inputs and support during the conference. Last, but certainly not
least, our special thanks go to all the authors who submitted papers and all the
attendees for their contributions and fruitful discussions that made this conference a
great success.

Vijayawada, India Suresh Chandra Satapathy
Lucknow, India Vikrant Bhateja
Kolkata, India Swagatam Das
March 2017
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High Level Verification of I2C Protocol
Using System Verilog and UVM

Lakshmi Manasa Kappaganthu, Avinash Yadlapati
and Matta Durga Prakash

Abstract Present-day technology has reached a goal where an entire system can be
implemented on a single chip which is nothing but called system on chip (SOC). It
involves microcontrollers and various peripheral devices with each peripheral
device having its own intellectual property (IP) named as IP cores. Serial com-
munication is established between these IP cores using various protocols like
RS232, RS422 and UART etc. They perform point to point communication which
requires huge wiring connections, multiplexing of all the bus connections to deliver
the information to the IP Cores. To overcome this I2C protocol is developed by
Philips, which is a two line communication. Here only two pins, i.e., SCL and SDA
establish connection between various devices considering one as master and other
as slave (Eswari et al. in Implementation of I2C Master Bus Controller on FPGA,
2013) [1]. These two pins communicate using particular commands like start,
address, read/write, acknowledgement and stop commands. These commands show
a particular format in which data should transfer. Both 7-bit and 10-bit addressing
formats can be used, 10-bit addressing supports more addressing lines, i.e., 1024
compared to 127 addressing lines in 7-bit mode. The advantage in this protocol is it
has low wiring data transfer rate that can be improved using Ultra-Fast mode
(UFm) (Bandopadhyay in Designing with Xilinx FPGAs. Springer, Switzerland,
2017) [2]. Ultra-Fast mode is a unidirectional data transfer mode, i.e., only writing
data to an address can be done. In this paper they perform verification for the design
of an I2C protocol between a master and a slave using system Verilog and UVM in
the tool SimVision.
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1 Introduction

SDA and SCL are the two bidirectional pins employed for data transfer and clock
generation [3, 4]. In this paper work, they employ a master and a slave between
these pins; perform data transfer for both 7-bit and 10-bit addressing in normal and
Ultra-Fast modes. A particular pattern is used to make this transfer, i.e., start bit,
address bit, r/w bit, acknowledgement bit, data bit, acknowledgment bit, stop bit.
Master and slave act as both transmitter and receiver [5]. In ultrahigh speed mode
only unidirectional transfer occurs, i.e., data can only be written but cannot be
retrieved; it has a data rate of 5 Mbits/s.

I2C has various applications like LCD, LED displays, temperature sensors,
system management bus (SMBUS), real time clocks, power supply controlling,
ADC and DAC, etc. Thus it is best employed for short distance communication
with less wiring and high data rates.

1.1 Overview of the Implementation

Slave is considered as the DUT with Master coding various test cases, i.e., Test
Bench. DUT is coded using behavioral Verilog HDL, Test bench environment is
created in S.V using UVM methodology, is tested for various test cases. S.V is
based on OOPs concepts which make it advantageous to Verilog. Test Bench
environment involves various subparts like transaction, generator, driver, envi-
ronment, test and top. Each part of test bench related to individual blocks is sep-
arately executed and all are finally linked in the top module. Virtual interface is
used for communication between DUT and Test Bench. It is represented in Fig. 1.

Results are simulated in SimVision tool, it is an integrated graphical debugging
environment within Cadence which supports signal and transaction level flows
across the design and the test bench. It is used for simulating for various languages
like VHDL, Verilog, and System Verilog, etc. It is advantageous, i.e., DUT and
Test Bench both can be analyzed anytime during the verification time.

2 Protocol Description

I2C has two pins SDA and SCL, i.e., Serial Data transfer and Serial Clock which are
bidirectional. Devices connected to these pins are Master and Slave, as shown in
Fig. 2.
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2.1 I2C Signal Description

SDA, Serial Data, acts as both input and output, on this pin our data is transmitted
and received. When Master transmits the data slave receives it and acknowledges,
similarly when slave transmits the data master receives and acknowledges after
proper reception. For this reason it is a bidirectional pin.

SCL, Serial Clock, is generated by the Master; on this pin the clock signal is
transmitted [6]. The signal description is as follows (Table 1).

2.2 I2C Functionality Description

Functionality of Master. It generates the clock pulse. It acts as a transmitter and a
receiver. It acknowledges when it acts as a receiver. When a master also acts as a
slave, its slave address is same as master address [4] (Table 2).

Fig. 1 System Verilog test bench architecture

Fig. 2 Signal transmission between master and slave using the two pins SCL (serial clock) and
SDA (serial data)

Table 1 Signal description

Signal
name

I/O Description

SDA Input and
output

Serial data transfers data in bidirectional format with a speed of
100 kbit/s in standard mode

SCL Input and
output

Serial clock is bidirectional, is generated by the master and controls
the transfer of data

USDA Input UFm serial data is unidirectional, transmits data at a speed of
5 Mbit/s

USCL Input UFm serial clock is unidirectional and is generated by the master

High Level Verification of I2C Protocol … 3



Functionality of Slave. It acts as a transmitter and a receiver. It acknowledges
whenever it is addressed and when it acts as a receiver. It can perform clock
stretching to hold the SCL line low when it operates at low speed (Table 3).

2.3 I2C Block Diagram Description

Block diagram for the I2C represents the serial flow of data and clock. There is a
particular pattern the protocol follows for transmitting data. Data transmission gets
initiated with a start command ends with a stop command, as in [7].

In standard mode it is represented as (Fig. 3):

S (Start) It represents start command and is generated only by the master. It
occurs when SCL is high and SDA makes a high to low transition.

Slave address It is a 7-bit slave address, which is the address of the slave to which
the corresponding transaction has to be done.

Read/Write If a write action needs to be done, then the SDA bit value to be
assigned ‘0’. If a read action needs to be done SDA bit value will be
assigned ‘1’.

ACK The one which is being addressed needs to acknowledge that it is
ready for data transmission, i.e., write or read by making SDA bit

Table 2 Functional description of the master

Signal
name

I/O Description

Transmitter Input It generates the slave address and in return waits for the
acknowledgment from the slave to transfer data. After ACK is
received it transfers data and the slave generates ACK till it can
accept data

Receiver Output It generates the slave address, after receiving ACK from the slave,
i.e., it is ready to transfer data. Data is accepted by the master which
in return acknowledges to the slave till the extent it can receive data

Table 3 Functional description of the slave

Signal I/O Description

Transmitter Input When the slave address generated by the master matches with the
slave device address. It transfers data to the master, waits for the
ACK signal from the master to transfer next byte When Not ACK
signal is received from master it halts transmission

Receiver Output When the slave address generated by the master matches with the
slave device address. Slave sends an ACK signal and accepts data
from the master. When it cannot handle any more data it sends a not
ACK signal
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‘0’. If SDA bit is ‘1’ it means the one addressed is not ready for
transmission, data does not get transmitted.

Wait When the slave is busy, it makes SCL low so that it remains in a
wait state without loss of data until slave gets free.

Data After receiving the acknowledgment signal the one being addressed
transmits 8-bit data to the slave address or reads data from the slave
address based on the condition specified.

ACK/ACK If the one being addressed is ready for another data transmission it
sends an ACK (active low), i.e., ‘0’ else it generates an ACK i.e.,
‘1’.

P (Stop) It represents a stop command and is generated only by the master. It
occurs when SCL is high and SDA makes a high to low transition.
The data transmission with the slave gets terminated when this
command is generated.

In Ultra-Fast mode it is represented [7] as (Fig. 4):

S (Start) It represents start command and is generated only by the master. It
occurs when USCL is high and USDA makes a high to low
transition.

Slave address It is a 7-bit slave address, which is the address of the slave to which
the corresponding transaction has to be done.

Write Only write action can be done in ultra-fast mode, so the USDA bit
value is assigned as ‘0’.

Fig. 3 Block diagram flow between master and slave with a specific data flow pattern in standard
mode

High Level Verification of I2C Protocol … 5



ACK Acknowledgment signal is not present in ultra-fast mode, but to
maintain the compatibility with I2C protocol this bit is reserved. It
is always set high by the master.

Data After receiving the acknowledgment signal the one being addressed
transmits 8-bit data to the slave address or reads data from the slave
address based on the condition specified.

ACK To follow the I2C protocol pattern this bit is set to ‘1’ by the master
by default.

P (Stop) It represents a stop command and is generated only by the master. It
occurs when USCL is high and USDA makes a high to low
transition. The data transmission with the slave gets terminated
when this command is generated.

3 Timing Diagram

It represents basic format of the data flow with various commands. Start command
which starts transmission, slave address to which transmission has to be done, write
mode set to write data, acknowledgement from the slave that it will accept the data,
data is written to particular address, not acknowledgment indicating slave can’t
accept any more data, repeated start to perform read action which is similar to start,
slave address from which data to be read, read mode enabling by setting bit to ‘1’,
acknowledgment from slave that it is free to send data, data read from the particular

Fig. 4 Block diagram representing the data flow between Master and Slave in a specified pattern
in ultra-fast mode
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location, not acknowledgment indicating slave is busy, stop command by the
master that transmission is complete, as in [8, 9].

These steps are the minimum required for performing data transmission (Fig. 5).

4 Results

In standard mode and ultra-fast mode the results acquired for 7-bit and 10-bit
addressing are as follows.

Standard mode. In this mode it has 7-bit and 10-bit addressing ways; both write
and read operations are performed, as in [4].

Firstly 7-bit addressing has 128 ways of addressing; here write and read oper-
ations occur as follows (Figs. 6 and 7).

Now in 10-bit addressing it has two addresses, the first 7-bit has a fixed pattern
of 7’b11110xx and the second address is a byte. The last two bits of the first address
and the second byte build up our 10-bit address. Advantage of having 10-bit

Fig. 5 Timing analysis for write and read actions in standard mode

Fig. 6 Writing data into the slave using 7-bit addressing in standard mode. (01) Start bit is set,
(02–08) slave address is mentioned, (09) ‘0’ mentioning write action, (0A) acknowledgment bit as
‘0’ i.e., slave is ready to accept data, (0B–12) data written to slave, (13) acknowledgment from
slave to make repeated start i.e., performing read action from the slave

Fig. 7 Reading data from the slave using 7-bit addressing in standard mode. (01) Start bit is set,
(02–08) slave address is mentioned, (09) ‘1’ mentioning read action, (0A) acknowledgment bit as
‘0’ i.e., slave is ready to accept data, (0A–11) data read from slave, (12) acknowledgment from
slave to make repeated start
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addressing is that if it has 1024 address locations instead of just 128 locations where
address collisions may occur, as in [6, 7]. Write and read operations here are as
follows (Figs. 8 and 9).

Ultra-Fast mode. In Ultra-Fast mode only write operation is done as the signals
are unidirectional. ACK has no significance and is controlled by the master to make
it compatible with I2C protocol. Remaining is same as per mentioned in the stan-
dard mode, as in [6, 9].

7-bit and 10-bit write operations occur as follows (Figs. 10 and 11).

Fig. 8 Writing data into the slave using 10-bit addressing in Standard mode. (01) Start bit is set,
(02–08) first part of slave address is mentioned, (09) ‘0’ mentioning write action, (0A)
acknowledgment bit as ‘0’ i.e., slave is ready to accept data, (0B–12) 2nd byte address of the slave,
(13) acknowledgment bit as ‘0’ i.e., slave is ready to accept data, (14–1B) data written to slave,
(1C) acknowledgment from slave to make repeated start i.e., performing read action from the slave

Fig. 9 Reading data from the slave using 10-bit addressing in Standard mode. (01) Start bit is set,
(02–08) first part of slave address is mentioned, (09) ‘0’ mentioning write action, (0A)
acknowledgment bit as ‘0’ i.e., slave is ready to accept data, (0B–12) 2nd byte address of the slave,
(13) acknowledgment bit as ‘0’ i.e., slave is ready to send data to the master, (14–1B) data read
from the slave, (1C) acknowledgment from slave to make repeated start

Fig. 10 Writing data into the slave using 7-bit addressing in UFm mode. (01) Start bit is set, (02–
08) slave address is mentioned, (09) ‘0’ mentioning write action, (0A) acknowledgment bit as ‘1’
(ack signal is not required in UFm mode but to retain protocol bit pattern the ack bit is mentioned),
(0B–12) data written to slave, (13) acknowledgment from slave which is always set as high

Fig. 11 Writing data into the slave using 10-bit addressing in UFm mode. (01) Start bit is set,
(02–08) first part of slave address is mentioned, (09) ‘0’ mentioning write action, (0A)
acknowledgment bit as ‘0’ i.e., slave is ready to accept data, (0B–12) 2nd byte address of the slave,
(13) acknowledgment bit as ‘0’ i.e., slave is ready to accept data, (14–1B) data written to slave,
(1C) acknowledgment bit as ‘1’ indicating stop action
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5 Conclusion

In this work, implementation of I2C protocol in standard and ultra-fast modes is
discussed. The operations are performed with only two signals having minimum
wiring there by reducing delay and is very useful for small distance communication,
i.e., making interconnections on board. Instead of the basic 7-bit address format,
they have done 10-bit addressing such that it can have 1024 ways of addressing
which reduces address collisions.

6 Future Work

Present work can be extended by including clock stretching case in which slave
controls the clock when it is busy to handle new information from the master. The
same concept can be implemented on an FPGA tool.
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Pre-informed Level Set for Flower Image
Segmentation

Syed Inthiyaz, P.V.V. Kishore and B.T.P. Madhav

Abstract This work proposes a pre-informed Chan–Vese (CV) based level sets
algorithm. Pre-information includes objects colour, texture and shape fused fea-
tures. The aim is to use this algorithm to segment flower images and extract
meaningful features that will help is classification of floral content. Shape
pre-information modelling is handled manually using advance image processing
tools. Local binary patterns (LBP) features makeup texture pre-information and
RGB colour channels of the object provide colour pre-information. All pre-defined
object information is fused together to for high dimension subspace defining object
characteristics. Testing of the algorithm on flower images datasets shows a jump in
information content in the resulting segmentation output compared to other models
in the category. Segmentation of flowers is important for recognition, classification
and quality assessment to ever-increasing volumes in floral markets.

1 Introduction

Flowers induce instantaneous and elongated effects on emotions, mood, behaviours
and memory of both males and females [1]. The authors studied extensively about
the reactions flowers cause during their contact with humans in three different ways
and concluded that human happiness is directly linked to flowers. This is the reason
for a 30% increase in world floriculture market every year and a 25% in India per
annum [2]. The other side of the story is the losses incurred as they do not last long
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after they are cut form the plant. The storage, temperature, sorting, packaging and
transportation are some of the causes for a market loss of nearly 25% every year [3].

Computer vision based algorithms are capable of determining the quality of
flower during its journey from blossoming to final consumer market. In this work
we limit ourselves to the first stage of development of a complete floral quality
tester using computer vision models. The first and most complicated task is to
extract the flower to lower dimensional subspace for classification. The binary
segmentation of the flower is performed by using a higher dimensional feature
subspace comprising colour, texture and shape characteristics of the image objects.
The proposed method is evaluated on flower database available at oxford [4].

In [5], the authors use an image-specific colour distribution which detects the
shape of the flowers in the image automatically. The algorithm starts with colour
descriptor and transforms into a foreground/background segmentation initializing a
generic shape model. The generic shape model is applicable across multiple classes
and viewpoints. Previously Das et al. [6] used colour of the flowers as domain
knowledge for segmentation. The algorithm also learns image background model
from the periphery of the image. This model works well when the flower in the
image is different from background by over 50%.

But the oxford database which is being used in our work does not follow this
rule and the creators of the database propose the algorithm in [7]. Here the authors
develop a visual vocabulary of flowers based on colour, texture and shape infor-
mation. This model overcomes the ambiguities that arise during flower classifica-
tions due to ambient lighting variations, petals shape deformations, colour changes
and occlusion during image capture. Our work in this paper is also focused on pre
knowledge of shape, colour and texture of the flower.

In this work we introduce a mixed feature as pre-information for the level set
function. The mixed feature is made up of shape, texture and colour. For colour
RGB planes are featured. Shapes are hand modelled from the original images of
flowers. For texture we use Local Binary Patterns (LBP) features instead of GLCM
or Gabor features. The mixed feature image of a flower from the dataset is shown in
Fig. 1.

Fig. 1 Mixed feature using colour, texture and shape (CTS) images
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The pre-information related to flower in CTS form is provided as constraints in
the formulation of level sets. Level sets were first introduced by Osher and Fedkiw
[8] and later popularized by Vese and Chan [9]. A number of versions of level sets
with shape [10] and texture priors [11] were very popular with the image processing
research community. A combination of colour, texture and shape features are used
exclusively by computer vision researchers for complex image segmentation.

2 Multi Feature Level Set Formulation

Colour, texture and shape features form a knowledge base for the level set function
to operate on the image plane. Previous algorithms used three different functions for
level set formulation from these features. In this work we propose to use a single
term for all these features to be incorporated in a level set. A brief review of the
level sets and feature extraction models make up this section.

2.1 Colour Feature and Texture Features

Previous works extracted Red, Green and Blue (RGB) vectors from the image plane
to construct a size (RGB) � 3 vector feature subspace. Other methods involve
converting RGB space to Lab or HIS or HSV colour spaces and extracting them as
colour features. The novel model proposed in this work saves computing power
initially by avoiding this step. The idea is to use each of the R, G and B planes
separately during contour propagation. The level set is formulated on these three
sub-planes, which will be elaborated in the level sets section.

Nature creates different varieties of flowers based on colours and textures. Quite
a few models in texture extraction were ideated for flower segmentation. They are
Grey-Level Covariance Matrix (GLCM), Gabor Filters, wavelet filters and Local
Binary Patterns (LBP). Results of our analysis in Figs. 1 and 2 show that LBP
features in RGB plane provide us with good texture of the flower compared to the
other three.

LBP compares each pixel in a pre-defined neighbourhood to summarize the local
structure of the image. For an image pixel Iðx; yÞ 2 <þ , where ðx; yÞ gives the
pixel position in the intensity image. The RGB image is Iðx; y;NÞ 2 <þ , where
N represents RGB colour planes. The neighbourhoods of a pixel can vary from 3
pixels with radius r ¼ 1 or a neighbourhood of 12 pixels with r ¼ 2:5. The value of
pixels using LBP code for a centre pixel xc; yc;Nð Þ is given by

LBP xc; yc;Nð Þ ¼
XN
i¼1

XP
j¼1

s gp � gc
� �

2P ð1Þ
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s xð Þ ¼ 1 8 x� 0
0 Otherwise

�
ð2Þ

where gc is intensity grey value of centre pixel at xc; ycð Þ and gp is grey value
around the neighbourhood of gc. The value of N represents colour plane and P
gives the number pixels in the neighbourhood of gc. Figure 2 gives the LBP cal-
culations on the flower image in Fig. 1.

Fig. 2 a Original flower image. b LBP process for 3 � 3 window and c the resultant local binary
patterns resulting in a colour texture image
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The LBP texture features are invariant to monotonic grey-level changes that are
predominant in flower images. Computational simplicity makes the LBP ideal for
this work as the next stage involves more computationally intensive algorithm in
the form of level sets. This colour texture flower data forms the pre-information to
the level set function.

2.2 Level Set Formulation

The level set model introduced by Osher and Fedkiw [8] and few others is an image
segmentation model based on a closed contour spreading in the image plane
adhering to object edges. An implicitly defined contour of arbitrary shape H in the
image plane O: oðx; yÞ � R

2
� �

as the zero-level set of an embedding function
/ : O ! R:

H ¼ x; y 2 Oj/ x; yð Þ ¼ 0f g ð3Þ

Level set function / evolves instead of contour H itself giving advantages in the
form of no marker control and immune to topological deformations of the active
contour in the image plane. Here we focus on Chan Vese (CV) [9] level set
functional formulated from [10] in the image plane I : H ! R

þ as

ECv /ð Þ ¼
Z
H

IðxÞ � Cþð Þ2H / xð Þð Þdxþ
Z
H

IðxÞ � C�ð Þ2 1�H / xð Þð Þð Þdxþ k
Z
H

rH/ xð Þj jdx

ð4Þ

Iðx; yÞ is a 2D image plane represented as IðxÞ. Here H / xð Þð Þ is a Heaviside
step function. Cþ represents average intensity of pixels considered constant in
positive / region and C� represents negative / region constant. The last term in
Eq. (4) tries to keep a smoothing contour during evolution and k is proportionality
constant deciding on the minimum amount of separation needed between bound-
aries. The first two parts constitute external energy representing error between the
image and piecewise constant approximations of the evolving level set functional.
Gradient descent minimization of the level set / gives a curve evolution expression

@/
@t

¼ � @ECv

@/
¼ d /ð Þ k r � r/

r/j j
� �� �

� IðxÞ � Cþð Þ2
	

þ IðxÞ � C�ð Þ2
i

ð5Þ

CV model proposed the d /ð Þ term which helps level set detect even the internal
edges.

A shape and texture prior model for level set as a learning basis will focus on
segmenting the flower in RGB sub-planes which is useful in post processing
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recognition. To establish a unique relationship between its surrounding level set /
and a pre-defined shape, texture, colour (STC) model uSTC, it will be assumed that
/\0; inside uSTC, /[ 0; outside uSTC and /j j ¼ 1 everywhere else. The model
uSTC is defined as a combination of shape and texture models taken across RGB
colour planes. The colour model in this case is user dependent and can be either
HSV or lab colour space. The combination level set function is

uSTC ¼
X
N¼3

uS þuT ð6Þ

There are many ways to define this signed distance functions out of which we
use the most widely applied with constrains towards scaling, rotation and transla-
tional properties. In this work we propose to use initial contour / and shape prior
uSTC contour to compute level set area difference:

d2 /;uSTC� � ¼ XN
i¼1

Z
H

H / xð Þð Þ �H uSTC xð Þ� �� �2
dx ð7Þ

where N is the number of colour sub-planes the image is defined. The defined
distance function is image size independent, nonnegative, symmetrical and satisfies
the triangle inequality. Local energy minimization between /0;u

STC
� �

maximizes
the possibility of finding correct shape in the cluttered backgrounds. The affine
transformations are defined by current STC /0. The curve evolution expression is
obtained by applying Euler–Lagrange equation on (7) as

@/0

@t
¼

XN
i¼1

2d /0ð Þ � H uSTC� ��H /0ð Þ� � ð8Þ

where dð�Þ is delta function and t is artificial time step. Finally combining STC prior
energy term in (7) and CV level set function in (2), we get the total energy function
of the level set as

ET ¼
XN
i¼1

fEC þð1� fÞESTC ð9Þ

Here f controls the effect of STC prior energy on the image energy. For single
shape priors the energy functional used for algorithm development is derived from
evolution equations in (5) and (8) is

@/
@t

¼
XN
i¼1

fd /ð Þ k r � r/
r/j j

� �� �
� IðxÞ � Cþð Þ2

	
þ IðxÞ � C�ð Þ2

i
þ 2 1� fð Þ � H uSTC� ��H /ð Þ� �

ð10Þ
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where Cþ and C� are updated iteratively in each discrete time step using the
expressions

Cþ ¼
XN
i¼1

R
H I H /ð Þð ÞdxR
H H /ð Þð Þdx ð11Þ

C� ¼
XN
i¼1

R
H I � 1�H /ð Þð ÞdxR

H 1�H /ð Þð Þdx ð12Þ

The following proposed level set model is tested for different flower images in
the dataset [4].

3 Results and Discussion

The following parameters of the proposed level set functional needs adjustments
during the simulation trials. The shape, texture, colour (STC) effect term f is set
based on the complexity in the image planes. This term controls the contour
movement distributions on the sub-planes related to shape and texture. The f is
around 0.634 for images captured under lesser ambient lighting or with dominating
backgrounds compared to flower foregrounds. For high-quality images this value is
kept very low around 0.12. In this work the value of f ranges from 0.1 to 0.7.

The level set stopping criteria is set using the gradient descent algorithm.
Contour evolution stops when the error between the current iteration and previous
iteration reaches a pre-defined threshold. The error value is set 0.0001. The per-
formance of the proposed method is estimated using Structural Similarity Index
(SSIM) against the other methods such as Gabor Texture Prior (GTP) and
Grey-Level Covariance Matrix Texture Priors (GLCMTP).

The segmentation results for various flower images in the dataset are presented
in Fig. 3 along with their shape and texture priors. Local binary pattern based
texture is used in all the simulations. Figure 3 shows initial contour in yellow and
final contour in green. Both the contours are projected on to the image under IC
heading. The final iteration count for each flower image is different, even though the
images collected in Fig. 3 are shown for common iteration count. The last column
shows the binary segmented flower image that can be used for classification pro-
cess. Visual analysis of the segmented flower indicates the quality of the proposed
method. A very clear picture is obtained about the flower showing internal texture
and its shape. The internal stem of the flower in Anthurium is fully extracted under
the cluttering influence of the flower texture. This near perfect segmentation can
achieve good classification rates. Figure 4 shows more test results on flower images
from the dataset in [4].

Figure 4 gives the performance of the algorithm when tested on images of
different colour, shape and texture. The resulting flower images can be presented to

Pre-informed Level Set for Flower Image Segmentation 17



Fig. 3 Flower segmentation process, FI flower image, TCFI texture colour FI, SFI shape flower
image, IC initial contour, 29 itr 29th iteration captured, 81 itr 81th iteration captured, 181 itr 181th
iteration captured, FS segmented flower

Fig. 4 Segmentation results of the proposed algorithm on flowers of different sizes, shapes,
textures and colours
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a classifier for classification. For qualitative performance measurement we use
structural similarity index as a measure between the segmented output and the hand
segmented ground truth. The ground truth is extracted using expert craftsman in
Photoshop.

Superiority of the proposed Local Binary Pattern Texture (LBPT) segmentation
is established by comparing its performance with Gabor Texture Prior (GTP) and
Grey-Level Covariance Matrix Texture Priors (GLCMTP). The performance indi-
cators are SSIM and number of iterations. SSIM measures the local and global
similarity between pixels between images. We use reference image as the hand
segmented image and the test image is represented by segmented flower.

Table 1 gives global SSIM values for flowers in the database between LBPT,
GTP and GLCMTP. SSIM values are in the range of [0, 1]. Is SSIM score is ‘0’
indicates no match and ‘1’ indicates a perfect match.

The average SSIM value for all the images in the dataset from the proposed
algorithm (LBPT–LS) is around 0.9282 and the average number of iterations is 189.
The average SSIM values for GTP–LS and GLCMTP–LS are 0.7798 and 0.7801
respectively. Similarly, the average iteration count is 221 and 228 for GTP and
LCMTP. Further these values can be improved using a combination of these
methods and more complicated flower image structures.

Table 1 Performance indicators for the flower segmentation algorithms using level sets

Flower
name

No. of
images/flower

LBPT–LS GTP–LS GLCMTP–LS

Avg.
SSIM

Avg.
Itr.

Avg.
SSIM

Avg.
Itr.

Avg.
SSIM

Avg.
Itr.

Anthurium 10 0.923 181 0.785 220 0.786 222

Barbeton
daisy

10 0.918 186 0.776 236 0.778 226

Bishopof
llandaff

10 0.935 192 0.753 242 0.751 232

Californian
Poppy

10 0.952 188 0.802 224 0.800 234

Frangipani 10 0.920 184 0.786 229 0.789 219

Hibiscus 10 0.872 177 0.742 211 0.748 221

Lotus 10 0.942 187 0.795 236 0.791 226

Rose 10 0.852 171 0.736 209 0.730 219

Thorn apple 10 0.892 179 0.761 219 0.760 229

Tree
mallow

10 0.865 173 0.750 213 0.752 223
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4 Conclusion

A novel method for flower image segmentation is attempted in this work. Flower
images are the most complicated structures nature creates for humans which are
difficult to understand. The task is accomplished using level sets that are
pre-informed about the colour, shape and texture related to the flower. Local binary
patterns make texture information related to the flower. Shape is hand segmented
and the level set is evolved in the RGB colour plane using the shape and texture
information. SSIM and number of iterations are used as a performance measure for
comparing the proposed level set with Gabor texture filter based level set and grey
covariance matrix based level sets. The proposed method using LBP textures
outperforms the other two texture models for flower classification.
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3D Motion Capture for Indian Sign
Language Recognition (SLR)

E. Kiran Kumar, P.V.V. Kishore, A.S.C.S. Sastry and D. Anil Kumar

Abstract A 3D motion capture system is being used to develop a complete 3D
sign language recognition (SLR) system. This paper introduces motion capture
technology and its capacity to capture human hands in 3D space. A hand template is
designed with marker positions to capture different characteristics of Indian sign
language. The captured 3D models of hands form a dataset for Indian sign lan-
guage. We show the superiority of 3D hand motion capture over 2D video capture
for sign language recognition. 3D model dataset is immune to lighting variations,
motion blur, color changes, self-occlusions and external occlusions. We conclude
that 3D model based sign language recognizer will provide full recognition and has
a potential for development of a complete sign language recognizer.

1 Introduction

Motion analysis is the way toward capturing real life gestures and movements of a
subject as arrangements of Cartesian facilitates in 3D space. A motion capture
framework has applications in various domains such as surveillance [1–4], assistive
interaction of human with computer technologies [5, 6], deaf sign word recognition
[7–9], computational behavioral science [10, 11] and consumer behavior analysis
[12], the focus is the detection, recognition and analysis of human movements and
behavioral actions.
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Motion capture systems are classified into magnetic, mechanic, and optical. In
magnetic system, the electromagnetic sensors connected to a computer used to
produce the real-time 3D data at lower processing cost. But some of the movements
are restricted due to the cabling. The mechanical motion capture system uses suits
with integrated sensors which records the real-time movements as 3D data.

Optical motion capture utilizes cameras to recreate the body stance of the
entertainer. One approach utilizes an arrangement of numerous synchronized
cameras to catch markers set in vital areas on the body.

As introduced newly in [13], the community of computer vision describes a
skeleton as a schematic model of the human body. The skeletal parameters and
motion attributes can be used as an illustration of the gestures commonly known as
actions and, consequently, the human frame pose is described by means of the
relative joint locations in the skeleton. Application domains such as gaming and
human–computer interfaces are greatly benefiting of this new innovative
technology.

In recent years, the motion capture technology is introduced to capture the hand
motions, which in turns greatly boost the field of sign language recognition in 3D
environment. This increases the efficiency and accuracy of sign language recog-
nition system. The biomechanical anatomy of human hand incorporates many
number of degrees of freedom (DoF) which making the mapping of external
measurements with functional variables complex. Hence the finest assessment of
human hand kinematics is a complex task [14].

The present trends in sign language recognition technologies are on the primary
basis on virtual reality, unable to produce animations on their own in which the
signer associates locations in space with entities under discussion. The automatic
spatial association of signs locations is closely related to the sign recognition
process. Without extracting the signature of the sign word through motion analysis,
the spatial location of signs cannot be modified as the change in location of entities
under discussion.

Kinematic movements of a human hand are increasingly demanded in sign
language recognition. The appropriateness of the finger movements is greatly
prompting to identify the accurate sign. From the past few decades, the develop-
ment is confined to human gait analysis in clinical research field. In clinical gait
analysis, the positional changes of the markers attached to the skin greatly affect the
analysis. Performing the sign, which provides small displacements in the marker
positions due to skin moments will not effects our sign recognition.

The Optical motion capture of a subject flow is shown in Fig. 1.

1. Hardware setup

2. Subject Preparation

3. Motion Data Capture

4. Subject Calibration

5. Kinematic Fitting

Fig. 1 3D motion capture
model
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Hardware Setup: As an initial stage the capture volume must be defined
accordingly the camera positions to be fixed such a way that at least any two
cameras to see the markers, which is known as the field of view. Using the software
interface nexus, the cameras to be calibrated and a global coordinate system is set to
produce reliable 3D data. A special wand is used to calibrate the cameras.

Subject Preparation: The signer is a subject attaches a passive retro reflective
marker set on to the surface of the hand and a static trial captured. The skeletal
structure of the subject and the marker set is described in the nexus and stored as a
Vicon skeleton template (.vst) file.

Motion Data Capture: Now in the dynamic trial the cameras capture the
radiated light from the markers and produces blobs at exact locations. The cameras
will use the calibration information to reconstruct and locate the markers on to the
3D coordinates.

Subject Calibration: The VST file is not necessary to be 100% accurate all the
times. The lengths of the fingers vary with subject to subject. In this case the subject
calibration fixes the problem.

Kinematic Fitting: All captured trials are labeled and fit the kinematic model to
compute the joint angles. These joint angles are treated as outputs of motion capture
and necessary to operate the 3D model.

2 Motion Capture Setup

The finger movements of a signer can be recorded using motion capture setup. We
conducted motion capture using a 6-camera Vicon model at 100 Hz. Each hand is
represented using 22 markers of size 6.4 mm. A 14 mm sized markers were used
for head. A total of 54 markers were used to represent a signer. The below Fig. 2
shows the camera arrangement on a 3D Cartesian plane.

Fig. 2 Camera positions on a 3D cartesian plane
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2.1 Marker Placement for Hand Motion Capture

Several methods of marker placements were proposed by many researchers. Miyata
[15] have introduced a model with 25 markers for each hand to measure wrist,
fingers joint angles. Carpinella [16] developed a hand model with less number of
markers but wrist movements are not included. In [17], three linear markers used at
metacarpal, proximal and distal interphalangeal joints for each finger.

Fig. 3 The hand anatomy

Fig. 4 Maker placement design and actual markers used for capturing the sign language
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Even though several models were proposed by many researchers the sign lan-
guage requires a sophisticated hand model in order to produce accurate data.
Figure 4 shows the proposed hand model with marker placements based on the
hand anatomy as shown in Fig. 3.

The model in Fig. 4 can capture every sign language character which can be
easily recognized accurately. Whereas in 2D the visualization is only in one
direction and the information which can only be seen in other direction can be lost
leading to inappropriate classification. As shown in Fig. 5 blurring will also affect
the recognition in 2D which leads to false classification.

Fig. 5 a 2D signs with missing finger information, b 2D sign with blur

3D Motion Capture for Indian Sign Language Recognition (SLR) 25



3 Results and Discussions

To validate our approach, we captured the Indian sign ‘Good Morning’ in 3D using
motion capture technology and successfully obtained the sign in all the direction
which shows the information that is missed in 2D. Figure 6 shows the sign in

Fig. 6 3D image data captured for some signs from Indian sign language. The meaning of the
sign is ‘good morning’
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different angle orientations. In frame 3 and 4 the finger information is missed. But
the 3D frame will provide the missing information because it captured in all ori-
entations. Angle plots and marker position plots were obtained as shown in Fig. 7,
which helps in detailed study and accurate classification of sign.

4 Conclusion

The results show the advantage of 3D motion capture in sign language recognition.
It captures the data on a Cartesian coordinate which provides the information in all
orientations. In 2D some finger’s information is missing and blurring is also
affecting the recognition. Motion capture is immune to blur, lighting, color change
and self- and external occlusions. A 3D hand model was designed for marker
placements to capture the signs meaningfully. At this juncture, we can conclude that
3D motion capture is best suitable for Indian sign language recognition. We further
working to develop best algorithms to process and classify the signs of Indian sign
language.

Fig. 7 3D data plots of signs during motion capture

3D Motion Capture for Indian Sign Language Recognition (SLR) 27



Declaration: The images used in the work are of private image and due per-
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SABE: Efficient and Scalable-Filtered
Access Control in Distributed Cloud Data
Storage

K. Kamakshaiah, K. Venkateswara Rao and M. Subrahmanyam

Abstract Distributed cloud data storage is an advanced and empirical concept in
present days for outsourcing of data in cloud. A new decentralized grained access
control approach is required for privacy on data storage that supports anonymous
authentication. In this paper, we introduce to propose and develop an approach, i.e.
Scalable Attribute-Based Encryption (SABE) to achieve grained with flexible and
scalable access control in cloud computing for secure distributed cloud storage.
SABE not only is scalable due to its pyramid structure, but also shares effective and
flexible access control in supporting on ABE; it also assigns for user expiration time
and revocation efficiently than existing schemas. Protected data transmission among
users should be effective as well as flexible in order to support access control policy
models with secure team communication, selective and hierarchal data transfer
control in sharing. So in this paper, we propose and develop Transmitted Team Key
Management (TTKM), where each client (user) in group shares a secret trust key
owner with subsequent rekeying for data sharing join or departure of users requires
only broadcast message between data sharing in cloud. We analyze the privacy of
proposed TTKM schema and compare with existing SABE security schemas in
distributed data sharing. Our experimental results show effective data access control
with authorized security considerations.
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1 Introduction

Cloud computing is a casual keyword for the delivery of hosted services over web
service which includes computer resources. Different companies enable cloud
computing to compute resources as utility to maintaining cloud infrastructures with
relevant network services in network. Cloud computing promises attractive benefits
for business and end users, main benefits of cloud computing are (1) Individual
Data Outsourcing, (2) Elasticity, with Flexibility, (3) User Services by Pay Money.
These three services can be public, private, and hybrid. Private services are outcome
from business with maintain data centers to applications used users in data storage.
Private cloud services achieve connivance, preserving management control, and
security. In public cloud model, middle service provider achieves and outcome
cloud service over web service provider. These services are sold on demand and
usage on cloud computing, customers pay for CPU operations, storage, and
bandwidth of clients consuming. Cloud service providers like Amazon Web
Service, Microsoft, and Google Search engine. Hybrid cloud is combination of both
public cloud services and on premises private cloud services with normal cloud
assessment with feasible operations.

As shown in Fig. 1, distributed cloud computing refers to configure, manipulate
applications on web with application processes. It offers online data storage,
infrastructure, and application outsourcing in cloud. It offers development and
service models for manipulate applications in distributed storage system [1, 2].
Recently cloud file storage is an emerging concept in implementation of distributed
cloud computing, users concern about privacy of data storage that impacts cloud
computing from different operations. These concerns are complicated from sensible
data in public cloud; it is maintained by unfavorable CSP. Attribute-Based
Encryption follows primitive security from untrusted users while data sharing in
cloud. Still now there are two kinds of ABE approaches were proposed to provide
security in cloud: Key-Policy-based ABE (KP-ABE) and Cipher Text Policy ABE
(CP-ABE). In KP-ABE, access control policy is assigned in secure format in terms
of private key with sequential storage of cloud data, where as CP-ABE follows
security as private key in terms of cipher text [3]. By preferring these conditions
ABE gives privacy and way for data user to distribute out sourced data to untrusted
data storage service provider instead of described and feasible server with specified
large amount of users in cloud computing.

Consider the effective disadvantage of ABE is communication with computa-
tional cost while decoding with decryption phase in data sharing. Procedure of
ensuring secure file storage environment is shown in Fig. 2. ABE needs to increase
efficiency, introduce outsourced anonymity ABE which provides outsourcing
intensive computed task during decryption phase to CSP without producing data or
primitive keys, was introduced in [4, 5]. Conventionally, Scalable Attribute-Based
Encryption for access control in cloud computing used for cipher text-policy
attribute-based encryption with hierarchal structure of system users and to achieve
scalable flexible and fine-grained access control policy. This schema provides full
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support for hierarchal user grant, file creation and user revocation in cloud com-
puting. It has hierarchal structure to improve scalable and flexible fine-grained
access control of hierarchal attribute-based encryption. SABE is single-key sharing
process between different user’s data sharing. SABE is not accessible for Group
Key Management to support security between different users in cloud data sharing.
There are more number of approaches proposes for group key management, those
centralized approaches use single-key trust key to update and distribute share group
keys in cloud data sharing. A Transmitted Team Key Management (TTKM)

Fig. 1 Distributed cloud infrastructure framework

Fig. 2 Ensuring data storage security in distributed cloud computing

SABE: Efficient and Scalable-Filtered Access Control … 33



addresses above problems in group data sharing. In this schema, each user in team
shares a secret server-based trusted key with subsequent rekeying to communicate
or relieve of different users require only one broadcast message and also no change
to secret key shares with existing users. This schema is flexible, efficient, and
privacy in cloud data sharing. This approach maintains use of secure private
communication when rekeying takes a place either among different users between
server and persisting group user. Our proposed approach is as follows:

1. Introduce TTKM using formalization methodology.
2. Analysis of TTKM.
3. Comparison of Security and Complexity of our proposed approach with existing

schemas.
4. Empirical performance of our proposed approach with SABE.

Remaining sections of this paper are organized as follows: Sect. 2 describes related
work with literature review on security in cloud computing. Section 3 describes the
implementation of Scalable Attribute-Based Encryption implementation with design.
Section 4 explains TTKM implementation and design procedure. Section 5 discusses
experimental evaluationwith comparative results to decrease computational overhead
to provide security in cloud computing. Section 6 concludes overall conclusion of
providing security using TTKM with decrease of computational overhead in cloud
computing.

2 Background Related Work

Here, we review the process of feature-centered protection and also provide brief
summary of the feature set-centered protection and also we analyze current
accessibility management schemas depending on feature-centered protection.

Yang et al. [6] explain information accessibility management as a highly efficient
approach for the details protection in the reasoning. Because of details freelancing
and untrusted reasoning web servers, the details accessibility management becomes
an examining problem in allocated storage frameworks.

Tzeng [3] explains the recommended efficient and protected (string) unaware
transfer (OT1n) programs for any n_2. We set up our OT1n strategy from central
cryptographic techniques straight. The receiver’s decision is truly protected and the
secret of the unclosed expert information relies upon on the solidity of the deci-
sional Diffie–Hellman problem. Yu et al. [7] present that Personal Health Record
(PHR) creates a patient-driven model of wellness data trade, which is frequently
contracted to be put away at an outsider, for example, reasoning providers.
However, there have been wide protection problems as individual wellness data
could be provided to those outsider web servers and to unapproved events.

Shamir [8] explains a novel kind of cryptographic strategy, which encourages
any pair of customers to provide securely and to validate each other’s representation
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without trading personal or open important factors, without keeping key indices,
and without using the companies of an outsider [9]. The system performs the
reliable key assurance with different users maintenance, whose only objective is to
give every customer a personalized amazing card when he becomes a part of the
organization.

Sahai and Waters [1] explain another sort of Identity-Based Encryption
(IBE) strategy that we contact Unclear Identity-Based Encryption. In unclear IBE
we see a way of life as set of informative features. A unclear IBE strategy considers
a personal key for a personality, x, to decipher a cipher text scrambled with a
personality, x_, if and only if the individualities x and x are near each difference as
calculated by the “set cover” separating measurement [9].

Goyal et al. [2] show that as more sensitive details are shipped and put away by
outsider places on the Internet, there will be a need to scribe details put away at
these locations. One issue with development details is that it can be specifically
allocated just at a coarse-grained level (i.e., giving another collecting your personal
key). We build up another cryptosystem for fine-grained discussing of secured
details that we contact Key-Policy Attribute-Based Encryption (KP-ABE) [5].

The agreement utilized the cover-up strategy and in this way led to spilling of
personal details. Atallah and Li analyzed the problem of handling the modification
separating two successions and showed a highly efficient conference to securely
delegate collection connection with two web servers. Moreover, Ben and Atallah
maintained to the point of protected freelancing for generally appropriate direct
statistical computations. In fact, the suggested conferences required the expensive
functions of homomorphic protection. Atallah what is more, Frikken further
focused on this problem and provided improved conferences considering the
expected incapable secret covering doubt [10, 11]. Recently Wang et al. provided
efficient elements for protected freelancing of straight development computation.
We take note of that; however, a few programs have been knowledgeable about
securely delegate sorts of expensive computations and they are not appropriate
considering the ABE computational expense of exponentiation at customer side. To
achieve this purpose, the traditional technique is to use server-helped techniques.
Be that as it may, past jobs are found to quicken the rate of exponentiation using
untrusted web servers. Straightforwardly using these systems in ABE will not
perform efficiently. Another technique may be to guide delayed wide freelancing
process or doing computation in light of completely homomorphic protection or
user-friendly proof structure. In any case, Gentry has revealed that notwithstanding
for incapable protection factors on “bootstrapping” function of the homomorphic
protection, it would take no less than 30 a few moments on an top-level machine
[12]. In this way, regardless of the fact that the protection of the details generated
can be stored using these general techniques, and the computational expense is still
tremendous and unfeasible.
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3 SABE Secure Implementation

Procedures of cloud computing is considered in following five steps: Cloud Service
Provider, User’s Data, Data Consumers based on their attributes, Domain
Authorities with attributes, and Trusted Authority for users.

(a) System Design: As depicted in Fig. 3, CSP controls overall cloud to provide
information with security and storage service. Data entrepreneurs secure their
information in terms of data files and then store them into cloud for information
discussing into other information customers. To access their data files infor-
mation customers decrypt information submitted from information entrepre-
neurs. Each information owner or information consumer administrated by sector
power, domain power managed by reliable sector power provider [13, 14].

(b) SABE Schema Implementation: The suggested SABE schema totally expands
ABE to handle chart structure of the program customers as shown in Fig. 5.
Remember that suggested approach program design comprises multiple sector
regulators, reliable regulators with numerous customers corresponding to
information consumers and information owners. Trusted regulators maintain,
manage and spread program factors with master private important factors as
well as approve parent sector regulators. So sector power is responsible for
assigning secrets of subordinate regulators at each level of description with
feasible reflection of information based on its sector.

Main operations of SABE are as follows: we are ready to develop following
steps to implement scalable access control environment to share user’s data into
different domain authorities.

System Setup, Domain Authority, User Grant, File Creation, User Revocation,
File Access and File Deletion. Procedure of developing these steps achieved as
follows:

System Setup: Cloud distributed environment trusted authority achieves imple-
mentation procedure to create public key (PK) parameters and Victim Key (VK0).
PK will store data as public to visible data to all persons in same time VK0 will be
secret to data sharing. Setup d = 2 ! (PK, VK0), where d is depth measure of key
structure store in procedure. Implementation procedure selects bilinear group B of

Fig. 3 Proposed approach implementation procedure
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unique order p with generator g and then random exponents d; ci 2 Zp; 8if1; 2g. To
support generated key design with proper structure of depth d and i is the range
from 1 to d. The procedure for PK and VK0 is as follows:

PK ¼ B; g; h1 ¼ gc1 ; f1 ¼ g1=
c1
;

�

h2 ¼ g
c2
; f2 ¼ g1=

c2
; eðg; gÞd

�

VK0 ¼ c1; c1; g
d

� �

Main Level Domain permission Authority: Main attribute domain authority
conceives with unique representation, i.e. ID and recursive attribute set C ¼
C0;C1;C2;C3; . . .Cmf g where Ci ¼ c0; c1; c2; . . .; cmf g with ai,j, it is being able to

generate jth attribute in Ci and ni being presentation of all the attributes in Ci then
create Domain Authority (DA) as follows:

VKi ¼ C;D ¼ g
dþ rflg

c1 ; Di;j ¼ gr
flg
i � Hðci;jÞr

flg
i;j ;

�

D0
i;j ¼ gr

flg
i;j for ! ð0� i�mÞ; ð1� j� niÞ;

Ei ¼ g
ðrflgÞþ r

flg
i

c2 for ! ð1� i�mÞ
!

In the above victim key reflection, Ei is for interpretation from rflg of Ci at the
converting components Ei and E0

i can be used in decryption process.
User Grant: When customers signify as u and new subordinate sector power

denoted as DAi+1 wants to be a part of into system for giving authorization to other
customer present immediately reasoning data discussing with possible connections
created by managing the domain authority. Create User using victim key; proceed
to attribute set using create domain authority procedure with secret key as follows:

VKiþ 1 ¼ ~C; ~D ¼ D � f ~rflg1 ; ~Di;j ¼ Di;j � g~rflg1 � Hðci;jÞ~r
flg
i;j ;

�

~D0
i;j ¼ D0

i;j � g~r
flg
i;j for ! ci;j 2 ~C;

~Ei ¼ Ei � f ~r
flg þ~rflgi

2 for ! Ci 2 ~C

�

The newly generated secret key VKi+1 for key structure ~C, it is equivalent to
received key from trusted authority.

Data file Creation: To safeguard information saved on the reasoning, an
information proprietor first encrypts information and then stores the secured
information on the reasoning. First post file into reasoning prepared by information
proprietor as follows: Pick file exclusive id, arbitrarily select symmetrical
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information security using encryption and then decrypt with decryption process,
and describe shrub accessibility framework [14, 15].

User Revocation: Whenever there is a person to be suspended, the system must
make sure the suspended customer cannot connect to the associated information any
more. One way to resolve this problem is to re-encrypt all the associated infor-
mation used to be utilized by the suspended customer, but we must also ensure that
the other users who still can get rights to the information can access them properly.
SABE gets the advantage of ABE in efficient customer cancelation.

File Deletion: Encrypted information can be removed only at the demand of the
information proprietor. To remove a secured computer file, the information pro-
prietor delivers the file’s exclusive ID and its trademark on this ID to the reasoning.
Only upon successful confirmation of the information proprietor and the demand,
the reasoning removes the information file.

4 System Design and Implementation

In this section, we formally express TTKM and its implementation procedure and
key management schema with defined users in group which has hold Individual
Subscription Token (ISP) with common group key. TTKM definition is as follows:

Transmitted Team Key Management (TTKM) Exposed with two leafs like (1) A
key Server (Svr) and (2) Group Members (Usrs), a convenient broadcast from
single server (Svr) to all the Usrs. Procedure of TTKM achieves as follows:

ParamGen Svr takes as input a warranty parameter k and gives outputs a fit of
nation parameters.

Param includes the dwelling KS of vacant time signature values.
TkDeliv Svr sends each Usr a deserted subscription least possible (IST) on a

secluded channel.
KeyGen Svr chooses a shared accumulation key K $ KS. Based on the ISTs of

Usrs, Svr computes a reside of values PubInfo. Svr keeps K confidential, and
broadcasts at the hand of the word channel.

PubInfo generally tells lock stock and barrel members Usr.
KeyDer Usr uses its IST and PubInfo to count one by one the shared lock stock

and barrel key K.
Update when shared everyone K cut back no longer be second-hand (e.g., when

there is a culmination of group dynamics one as united and cease to exist of lock
stock and barrel users), Svr generates polished group key K″ and PubInfo″, before it
broadcasts the dressed to the teeth PubInfo to the group. Each Usr uses its IST and
the new PubInfo″ to count one by one the dressy shared group key K″. We re-gather
the system after the update phase dressy “session”. The update phase is further
called a rekeying phase.
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Svr picks randomly generated key K 2 KS as the shared team key, then Svr
chooses N random strings a1; a2; . . .; aN 2 f0; 1g. Svr creates an n� ðNþ 1ÞF-
matrix.

Z ¼
1 z1;1 z1;2 z1;N
1 z2;1 z2;2 z2;N

1 zn;1 zn;2 zn;N

0
BB@

1
CCA

In the above equation ai,j = HðistijjajÞ; 1� i� n; 1� j�N.
By using non-zero evaluation with solution of matrix nontrivial by construction

of uniformly generated random keys by Svr for clause access control vector
generation.

Based on individual subscription token, Svr constructs (N + 1) dimensional
matrix with vector representation. Based on above operations like KeyGen, PubInfo
KeyDer update all the KeyGen then Svr runs all the phases with respect to current
group users, creates new group and broadcast all the keys based on PubInfo of
multiple users as shown in Fig. 4.

Suppose Svr runs an update past to serve Param for another diffuse gathering
time signature K″, and a yesteryear kind of thing user is superior in no way a
gathering part at the heels of the update stage. Let K be a horse and buggy day
shared gathering key which can be left to the imagination by user mutually token
IST. A TTKM is a head key securing if a foe mutually learning of IST, K, and the
beautiful Pub Info cannot get the dressed to the teeth key K″ from an unreasonable
esteem in the key-space KS by all of non-negligible happening [4, 5]. Essentially, a
TTKM schedule is in dance to a different tune key securing if another bunch part
User at the heels of the Update stage cannot recall anything roughly the yesterday
gathering keys. Consider the entanglement in multikey disclosure sharing
mid-multiusers in unsound sourced front page new TTKM was not support travail
flexibility in key sharing to multiusers.

Fig. 4 TTKM procedure with group sharing in cloud
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5 Experimental Setup

In this section, we analyze theoretical computation of complexity of proposed
schema at each operation. Then we implement an SABE based on CP-ABE and
also define a series of experiments to evaluate performance of our proposed schema
in comparison to outsource Anony ABE. Theoretical implementation is already
discussed in above section with feasible implementation.

Performance Evaluation: We have implemented multilevel SABE based on
CP-ABE which is a pair-based cryptography. Experimental setup is conducted on
laptop with I3 processor 4 GB RAM on Windows operating system successfully.
Its implementation is as follows:

Comparison with respect to Existing Schemas: In this section we present to
compare TTKM with SABE theoretically because of lack summaries in group data
sharing in real-time cloud data sharing. SABE only performs single key distribution
for uploaded files in cloud. So TTKM performs effective efficiency in generation of
multiple keys with representation of multi user data sharing.

Implementation of TTKM with respect to Usrs: In this area we analyze the
computational performance of TTKM. We imitate the KeyGen stage at Svr and the
KeyDer stage at Usrs. In the research, we vary both the dimensions of the actual
primary field Fq and the dimensions of the group of Usrs, and measure the Svr-side
and Usr-side calculations time. To stress on the mathematics functions, we do not
depend here on hashing functions in the research.

As shown in Fig. 5, the common calculation time improves normally as the
dimensions of the best area improve. The actual operating time relies upon the best
area that is selected and the way area mathematics.

Figure 5 reviews the ACV-BGKM operating time at Svr and Usr for set area
measures (in bits) 64, 80, 96 and 112, with the dimensions of the team varying from

Fig. 5 Dimensionality-based data sharing in cloud with field size with group members
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100 to 2000 members. The important time is averaged over 20 versions. It
demonstrates the ACV-BGKM rekeying process operated fast on Svr when there
are thousands of Usrs in the team. It takes less than two minutes for Svr to produce
new Pub Info when there are up to 2000 Usrs and when the best area is large
enough.

6 Conclusion

In this chapter, we have introduced to implement SABE approach for analyzing
flexible, realizing scalable and dependable attribute access control in distributed
cloud environment with computational implementation. The SABE incorporates
pyramid structure of systematic user’s implementation by improving outcome
delegation procedure to ABE. SABE not only supports relevant attributes (features)
due to flexibility attribute set combinations with data user removable revocation
because of multiple analyzed attributes with newly added attributes to upload file.
Finally our proposed schema conducted theoretical and practical experimental setup
and evaluation, and it shows efficiency in user revocation and computational over a
head with existing schemas.
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Automatic X-ray Image Classification
System

C.M.A.K. Zeelan Basha, T. Maruthi Padmaja and G.N. Balaji

Abstract In recent days, computer-aided fracture detection system plays a role in
aiding both orthopaedician and a radiologist by providing accurate and fast results.
In order to detect the fracture automatically, classification of X-ray images should
be automated and it becomes the initial step. Therefore, an attempt has been made
and a system is presented in this paper, which involves five image processing steps
namely, denoising using high boost filter, enhancement using adaptive histogram
equalization, statistical feature extraction, and classification using artificial neural
network. To classify the given input X-ray images into the categories head, neck,
skull, foot, palm, and spine, the probabilistic neural network, backpropagation
neural network, and support vector machine classifiers are employed in classifying
X-ray images. The results ascertain an overall accuracy of 92.3% in classifying
X-ray images and the presented system can be used as an effective tool for X-ray
image classification.

1 Introduction

The automatic classification of medical X-rays plays a vital role in speeding up the
process of fracture diagnosis and aids towards better treatment. However, the
available X-ray images are low in contrast with noise, which makes the doctors
difficult to locate the fracture. The automatic fracture detection aids in this regards.
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In order to detect these fractures automatically, classification of X-ray images is to
be automated, and it becomes the initial step. Therefore, this paper concentrates on
the automatic classification of X-ray images.

In general, the automated systems for X-ray interventions change overtime
because of both clinical trends and technical development. In order to develop
automatic X-ray classification systems, the image processing techniques are
adopted. Concept of medical imaging block diagram is shown in Fig. 1.

Automation of X-ray image classification is a challenging task. The challenges
include the following: (1) The intensity values in the X-ray image do not solely
define the structure of interest, (2) X-ray images are characterized by individual
variability. The spatial relationship among different structures in X-ray images are
often a priori known based on existing anatomical knowledge.

In order to address the above issues and to contribute to the required method-
ological knowledge, efforts have been directed towards the development of fully
automated X-ray image classification system. In this work we have presented a
system, to find the intensity difference between the tissue and bone in X-ray images,
i.e., image segmentation is carried out. Finally, the segmented X-ray images are
classified with neural networks.

Section 2 describes the literatures considered, Sect. 3 elaborates the proposed
methodology while the results are discussed in Sects. 4 and 5 concludes the paper.

2 Literature Survey

Bone fractures are only the splits which happen because of mishaps. There are
many sorts of bone fractures, for example, normal, transverse, comminuted, obli-
que, spiral, segmented, avulsed, impacted, torus, and greenstick [1, 2]. For the most
part for X-ray image segmentation of bone fractures, various edge detection
methods like Sobel, Prewitt, Roberts and Canny [3–6] were utilized. Kaur et al. [3]
described about image segmentation of X-ray image utilizing different edge

Fig. 1 Concept of medical imaging
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location procedures and found that the best segmentation results were acquired
utilizing Canny edge detection. The authors in [6] proposed a method to determine
the image view based on the similarity of the image to reference images, but used
four distance measures and K-nearest neighbor classifier. The classification of views
in medical images will aid the radiologist in diagnosing diseases [7]. The work in
[8] proposed a method to identify the frontal/lateral view using a template matching
technique, the similarity measures were based on the cross-correlation coefficient.
The speedup robust features are used for the classification of cardiac views in
echocardiogram in [9]. Random forests with local binary patterns are used to
classify the X-ray images in [10]. A segmentation algorithm based on the kernelized
weighted C-means clustering and automatic segmentation correctness coefficients is
proposed in [11]. Fuzzy-based Medical X-ray Image Classification is proposed in
[12]. A novel shape texture feature extraction technique to classify medical X-ray
images is proposed in [13]. Even though the above methods are used to process
X-ray images, a fully automatic system which can aid doctors to detect and diag-
nosis fracture is not reported, the presented system aims to fill this gap.

3 Methodology

The block diagram of the presented system is shown in Fig. 2. The presented
system undergoes four steps to classify the given X-ray image into some particular
categories namely head, neck, skull, foot, palm, and spine. Since the X-ray images
are of low contrast, the anatomical structures are difficult to view, therefore the
image smoothing and enhancement are done in the preprocessing stage to remove
the noise and increase the contrast of the image. The preprocessing of X-ray images
not only helps in smoothing and enhancing the image, it also makes the segmen-
tation step easier. The high boost filter and adaptive histogram equalization are used
to remove the noise that are applied in order to remove the noise and enhance the
contrast. The high boost filter emphasizes the high-frequency components without
eliminating the low-frequency components (such as sharpening). In this paper,
expectation maximization algorithm is used to segment the X-rays.

Highboost ¼ ðAÞ � ðoriginalÞ � lowpass ð1Þ

where A is the amplification factor.
Since the X-ray images are of low contrast, the bone region cannot be segmented

accurately. So in order to highlight the bone region contrast, enhancement is carried
out using adaptive histogram equalization. It is widely used in contrast enhance-
ment for both natural and medical images [7]. After preprocessing, the image is
segmented by the expectation maximization algorithm.
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3.1 Expectation Maximization (EM)

EM algorithm is used for the purpose of finding maximization likelihood function
with missing data. This algorithm is a powerful tool for solving complex
maximum-likelihood problems. EM algorithm is an iterative approach to calculate
maximum-likelihood evaluation even when the complete observations are not done.
In unsupervised setting, estimation of data points is done using EM algorithm.

The algorithm consists of two steps: (1) Computing Expectation and
(2) Maximization.

The iteration of EM steps is continued till convergence occurs. The condition of
this EM algorithm is to maintain lower error rate or perform maximum number of
iteration to limit calculation. EM algorithm does not directly incorporate spatial
modeling, and it is more sensitive to noise and intensity in homogeneities. The
segmented image is superimposed on preprocessed image to obtain the bone region
exactly. Figure 3a, b shows the original and segmented images.

The statistical features like mean, standard deviation, entropy, skewness, and
kurtosis are extracted and fed into the classifiers BPNN, SVM, and PNN. The
architecture of PNN is shown in Fig. 4.

Fig. 2 The block diagram of the proposed system
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4 Performance Measures

The performance measures sensitivity, specificity, and accuracy are calculated as
follows:

Sensitivity ¼ tp
tpþ fn

ð2Þ

Fig. 3 a Preprocessed image and b segmented image

Fig. 4 Architecture of probabilistic neural network
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Specificity ¼ tn
tnþ fp

ð3Þ

Accuracy ¼ tpþ tn
tpþ fpþ tnþ fn

ð4Þ

tp, tn, fp, and fn are defined in the confusion matrix shown in Table 1.

5 Results and Discussion

A database of 300 (head-50, neck-50, skull-50, foot-50, palm-50 and spine-50)
X-ray images were collected from Yashoda Hospital, Hyderabad and each image is
in resolution 512 � 468. The presented work is implemented in MATLAB 2013a
tool. When a digital X-ray image is given as an input to the presented system, the
preprocessing step is executed first in which the noise in input X-ray image is
removed using high boost filter and the contrast is enhanced using adaptive his-
togram equalization. The presented denoising filter is better when compared to the
other filters, since the PSNR value of the presented filter is higher when compared
to few traditional methods used as illustrated in Table 2.

The preprocessed image is segmented using EM algorithm in order to extract the
region of interest (ROI). From the segmented image, the statistical features, viz.,
mean, standard deviation, entropy, skewness, and kurtosis are obtained. The clas-
sifiers BPNN, SVM, and PNN are used to classify the given input X-ray image as
head, neck, skull, foot, palm, and spine. Among the 50 images in each category, 30
images are used for training purpose and the remaining images are used for testing
and validation.

Table 3 shows the performance of BPNN classifier in classifying the X-rays into
seven categories namely head, foot, palm, chest, neck, spine, skull. The overall
performance of the BPNN classifier is 84.75%. In order to improve the perfor-
mance, the PNN classifier is employed but the overall accuracy is 81.33% which is

Table 1 Confusion matrix
demonstrating normal and
abnormal patterns

Actual Predicted

Positive Negative

Positive True positive (tp) False negative (fn)

Negative False positive (fp) True negative (tn)

Table 2 Comparison of
PSNR values of denoising
filters

Denoising filter PSNR value Reference

Wavelet 18.51 [8]

Wiener 21.64 [14]

Median 20.25 [9]

High boost filter 23.16 Presented method
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lesser than BPNN as illustrated in Table 4. Further to improve the performance, the
SVM classifier is used and the overall accuracy rose to 89.03%, which is greater
than the other two classifiers which are shown in Table 5. The sensitivity and
specificity are also high in the case of SVM.

Figure 5 shows the performance of BPNN classifier graphically and it can be
seen that the sensitivity is good and the specificity is less which impacts the overall
accuracy. Even though the errors are back propagated by the algorithm the per-
formance remains less worthy. Figures 6 and 7 show the performances of PNN and
SVM classifiers graphically, and it can be seen that the SVM gives a better per-
formance when compared to BPNN and PNN classifiers.

Table 3 Performance of
BPNN in classifying X-rays

Class Sensitivity Specificity Accuracy

Head 90 83.33 84.66

Foot 93.33 83.33 85.33

Palm 96.66 84.16 86.66

Chest 80 82.5 82

Neck 73.33 85 82.66

Spine 90 85 86

Skull 86.6 85.83 86

Overall 87.13 84.16 84.75

Table 4 Performance of
PNN classifier in classifying
X-rays

Class Sensitivity Specificity Accuracy

Head 93.33 87.5 88.66

Foot 93.33 79.16 82

Palm 86.66 80.83 82

Chest 80 79.16 79.33

Neck 96.66 72.5 77.33

Spine 90 83.33 84.66

Skull 93.33 70.83 75.33

Overall 90.35 79.04 81.33

Table 5 Performance of
SVM classifier in classifying
X-rays

Class Sensitivity Specificity Accuracy

Head 93.33 89.16 90

Foot 90 96 90

Palm 96.6 91.6 92.6

Chest 90 90 90

Neck 93.33 93.33 93.33

Spine 93.33 80.83 83.33

Skull 90 82.5 84

Overall 92.37 88.20 89.03
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Fig. 5 Classification of X-rays using BPNN

Fig. 6 Performance of PNN classifier
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6 Conclusion

In this paper, a system is presented which involves denoising, contrast enhancement
to improve the quality of input X-ray images, extracts statistical features, and finally
classifies them into seven categories. Among the three classifiers employed, the
SVM gives a better performance and the presented methods can be used as an
effective tool for classifying X-ray images. Therefore, the radiologist can classify
the X-rays and it will make the succeeding process like fracture detection and
surgery planning easier. Further orientation of X-ray images and abnormality
detections can be automated i.e., computer-aided diagnosis (CAD) can be auto-
mated as an extension. Content-based image retrieval (CBIR) systems can be
developed using the presented method which will be helpful for both the radiolo-
gists and students.
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TILLAGE DRIP: An Efficient Seed
Selection and Conservative Irrigation
with Crop Defective Alert by IOT

D.N.V.S.L.S. Indira, Manti Harshita, Dasari Shree Pranav
and Jasti Poornima Mani Sai

Abstract Agriculture is the classical and most reliable way of growing food for
many centuries. In it irrigation is the prime element for a successful cultivation. In
India, seventy percent of the economy is dependent on agriculture (Ingale and Kasat
in Int J Eng Res Dev 4, 2012) [1]. Tillage uses 85% of available fresh water
supplies worldwide, and this percentage will maintain to be prevailing in water
consumption because of the increase in population and expanded food demand
(Gutiérrez et al. in IEEE transactions on instrumentation and measurement, 0018–
9456) [2]. Long gone are the days of watering your plants or checking the fertility
of the soil or discovering how healthy the crop is, manually all by yourself. There is
also a risk of accuracy with manual work. India is a country where seventy percent
of the land is under cultivation. In order to irrigate these large chunks of land, we
use stupendous amount of water which might lead to loss of this valuable resource.
So, in order to provide a solution for this tangled issue, we came up with
TILLAGE DRIP. This paper has three segments, where in the first segment it deals
with checking of fertility of the soil, provided the best suitable soil type for a
particular crop. The second segment deals with automatic irrigation with the help of
IOT. Whereas the third segment works with health conditions of the crop using
image processing technique.
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1 Introduction

In agriculture, the pH level, contaminated content, minerals, etc., are tested by
taking a soil sample. A soil test determines the fertility and the growth ability of the
soil. This shows up all the deficiencies and toxicities. Soil type is the most pre-
dominant characteristic which affects the constraints considerate to seed selection,
amount of soil erosion, and many more [3]. The process of selecting seeds
according to appropriate soil needs, proper specialised knowledge which plays an
essential role in detecting the accurate cause of any mislead fertilities.

When irrigation is not monitored properly, there are high possibilities of expe-
riencing water shortage due to increasing population [4]. There is a compelling need
to devise strategies based on science and technology for continual use of water
resource [2]. It is easier for famers to irrigate lands if automated systems are
implemented. Among the most predominant techniques, sensor irrigation finds a
useful way [5]. The art or science of cultivating the land includes the harvesting of
crops and the rearing and management of livestock.

The research on plant features refer to the research of visually noticeable patterns
of a specific plant. In present days, crops are facing numerous diseases. Insecticides
are not always seemed to be advantageous because insecticides might be noxious to
some birds. It also causes havoc to food chain of natural animals. A general method
followed by plant scientists is to assess the damage of plant (leaf, stem) due to the
disease on a scale based on amount of disease attacked area which outcomes
subjectivity and low throughput. This paper equips advanced techniques in different
processes used to study plant diseases or traits using image processing and data
mining techniques.

2 Existing System

Previously, there are researchers who tried for the melioration of farmers and
provide the systems facilitated with technologies which support in proliferating the
agronomic yield [6].

The existing systems made use of Humidity sensor, Temperature sensor. A/D
converter takes the outputs of these sensors. Now, they are converted to digital
domain which is given to the controller [7].

Development, testing, and integrated distributed wireless sensor network
(WSN) are used which in turn use Bluetooth technology for sensor-based variable
rate irrigation systems [8]. And, an area which is needed to be cultivated is divided
into many subzones [9].

In another existing system, soil moisture and temperature sensors are used near
the root area of the plant. The sensor information is thus transmitted to a web
application. An algorithm was also developed for calculating or measuring the
threshold values of sensors and thus, parameters are estimated.
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In another existing system, a sensing unit such as soil moisture sensor to cal-
culate the content of water in the soil, temperature sensor notices the temperature,
humidity sensor to calculate the existence of water in air, pressure regulator sensor
to maintain the recommended pressure, molecular sensor for improved crop growth
[10]. Digital camera is installed to track and click photographs of the crop field in
order to observe the crop growth. The output of the sensors is transformed to analog
using Digital to Analog converter at the sender input side. This is again transformed
back to digital form by using Analog to Digital converter at the receiver output side.
Multiplexer, also called as Data selector is a combinational logic circuit which
chooses any one input among the 2n inputs and routes it to the output.

Now, the data collected from various sensors are transfused to the Multiplexer
using Wireless Sensor Network [11]. This procedure is followed by considering
ZigBee or Hotspot programs for wireless data communication to control unit.

3 Proposed System

The proposal is to develop an automatic irrigation system and disease detection
system which switches the pump motors of water as well as pest spray ON and OFF
on sensing the amount of moisture present in the soil for irrigation and pesticide
spray [12]. In agriculture, usage of proper procedures for irrigation is vital. The
leverage of using this procedure is to reduce human interference and still ensure
proper irrigation along with sustainable use of water resources and help the farmer
to select the best yielding crop for his field based on the soil. Here, the humidity
sensor reports to humidity information of each plot to Arduino in analog data range
from 0 to 1023. Greater data means the pot with more moist. So we set the threshold
to determine when to water.

3.1 The Components Which Are Useful
for This Process Are

(a) Arduino sensor board
(b) DC motor operated valve
(c) Soil sensors
(d) Pump set
(e) Relay
(f) Servos
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3.2 Major Contribution for Proposed Work

1. To accommodate farmers in identifying the appropriate soil textures suitable for
the required cultivation and to designate their respective soil fertility.

2. To reduce the wastage of water due to excessive irrigation by monitoring the
dripping intervals according to the soils’ moisture.

3. To spot the crop diseases efficiently with accurate image processing techniques
that helps the farmers with zero loss of the crop.

4 Experimentation

4.1 Phase 1: Seed Selection Based on Soil

Three different soils textures namely black clay, red clay, and sand are taken in
order to study the nature of crops depending on the soil conditions in which they are
grown. A test for the soil is done to check out the nutrient deficiencies, potential
toxicities. The test is used to mimic the function of roots to assimilate minerals.
Proper soil pH, fertility, seed bed preparation are the important factors to be con-
sidered for selecting high quality seeds of appropriate species are observed using
the soil sensors. Values are tabulated and the so obtained values will help analyse
the best seed for the soil (Fig. 1).

4.2 Phase 2: Automatic Irrigation

An algorithm was advanced with the threshold values of moisture present in soil
and was programmed into an arduino [2]. The arduino sends the instructions to the
motor pump, based on the threshold limit of the soil moisture given to the arduino.
If the limit value given by soil sensor does not match with the arduino threshold,

Fig. 1 Different crops in different soils
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then the motor pump activates using relays and switches the pump motor ON/OFF
on sensing the moisture content of the soil. This method is implemented to reduce
human intervention and still ensure proper irrigation along with sustainable use of
water resources (Fig. 2).

4.3 Phase 3: Disease Detection

For conducting our experiment we consider an area of about 4–5 acres of cultivable
land. In this land we place a camera that captures the images of the crop periodically
and sends these to the server for further analysis. These images are analysed and
will be compared with the images stored in the database for identifying the type of
disease. We place two sensors out of which one will be placed beneath the ground
which is used for measuring/sensing the proportion of minerals like ammonia,
sodium, sulphide, etc., present in the soil and the other will be placed above the
ground level that senses the external parameters like humidity, fog, temperature etc.
These values also are intimated to the farmer periodically. If any of these readings
from sensors are not in accordance with standard values. They result in change of
the colour of the plant. These changes are captured by the camera and are analysed
periodically and will be intimated to the farmer for necessary actions (Fig. 3).

Fig. 2 Automatic watering based on soil temperature
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4.4 Flow Diagrams

See Figs. 4 and 5.

4.5 Algorithm for Automatic Irrigation

Step 1. Start
Step 2. Initialize the trigger values of each soil texture

Fig. 3 Disease in beetle leaves

Fig. 4 Three phases of
tillage drip
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Step 3. Initialize the moisture sensors to 0
Step 4. Arrange the servo positions to the servo object, Horizontal and Vertical
Step 5. Fix the Initial positions of the Servo
Step 6. If moisture value sensed by the sensor < trigger value given, according

to the soil texture water the plant
Step 7. If moisture value returned = trigger value given, stop watering
Step 8. Print moisture values
Step 9. Wait for 15 m s to reach another plant
Step 10. Go to step 6
Step 11. Stop

Fig. 5 Working of automatic
irrigation system
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4.6 Algorithm for Disease Detection

Step 1. Start
Step 2. Initialize the Database with various types of diseases infected crops and

the values of the mineral content which best suites the crop
Step 3. Place the Sensors in the soil
Step 4. Sensors returns pH value and mineral content in the soil
Step 5. Fix the cameras in the Field according to the crop positioning
Step 6. Initialize the cameras to click photographs for every 10 h
Step 7. Check the Clicked photographs with the photographs in the Database
Step 8. If Photos in Database match � 20% with the images clicked by the

camera then alert the farmer with an SMS
Step 9. Stop

5 Experimental Results

5.1 Graphical Observations

Graphical representation of the growth in seeds with respect to the temperature and
pH value (Graphs 1 and 2).

Graph 1 Representation of green gram in black soil of dry land
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6 Conclusion and Future Work

The features proposed above not only talks about better recommendation model,
but also performance in terms of how efficient seed selection based on soil can give
accurate output. As it is a well-known concept that when the resource conservation
is better, the probability achieved in conserving water resource would be more. In
order to attain this we used tillage drip architecture in our paper. Going beyond this
in future, the same recommendation can be much more efficient and successful
using emerging technological advancements in senile agriculture.
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DVR for Identification and Mitigating
of Voltage Sags Using Estimation
Technique in Power Distribution Systems

P. Sasikiran, A. Deekshitha, P.V.V. Kishore and B. Sindhu

Abstract At the present time, electric power quality-related troubles are absorbed
in electric power distribution networks. For compensating power quality voltage
sag issues, different types of custom power devices are utilized. The dynamic
voltage restorer (DVR) is one among the power electronics devices which might be
used for boosting the PQ. To mitigate the voltage sag disturbances, the performance
of DVR must be enhanced. In this paper for mitigation of voltage dip an estimation
technique which depends on linear Kalman filter (LKF) is recommended. The
recommended LKF estimation method is carried out to facilitate the control algo-
rithm for producing reference signals of voltage source converter (VSC) of DVR.
DVR offers the compensation voltage as output is inserted in the power line. With
this suggested estimation method, voltage sag problems are resolved with precision
and faster performance to revoke the sag appearance in nonlinear sensitivity
load-connected distribution systems. The verification of the LKF algorithm is
accomplished on Simulink platform. Simulation effects are inspected and the
suggested one is compared with DVR.
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1 Introduction

The major purpose of an electrical power distribution system is to offer power to
entity consumer location. Distribution of electric power is accomplished using the
distribution system and the sharing of electric power to dissimilar consumers is
fulfilled with low voltage level. The most vital problem for utilities nowadays were
the quality of electrical power for consumers and instruments producers because of
the consumption of nonlinear power electronic loads. Nonlinear loads like unin-
terrupted power supply (UPS), variable speed drives, and all types of rectifiers are
major cause of power quality problems.

In distribution system the unremitting deliver of electrical power is an important
challenge for the power utilities. The augmented procedure of changing devices and
modern electronic circuitry by consumers frequently interrupts the accessibility of
quality supply of power. To evade severe practical troubles from happening under
these situations, the systems safe and consistent procedure requirements to be
preserved concerning a variety of features of power flow and system transient
management. This is because of the addition of undesired harmonics in power
distribution network. Power utilities intended to preserve the voltage with steady
amplitude and frequency without any deformation [1, 2].

Distribution power systems are operating at their extreme running limitation and
frequently beyond profit consumption. One of the main points of particular regard is
a characteristic of wide power quality area which should be compact with voltage
uniqueness under standard operational conditions. Because of the quality of elec-
trical power, e.g., the voltage at the point of common coupling (PCC) has become a
significant characteristic. As well, a widespread use of power electronic loads,
particularly in distribution networks, establishes novel difficulty to correct power
system operation and demands [3].

The distribution networks were not intended to allow the power insertion from
distributed generation (DG) basis and their association generates a wide collection
of technical troubles. Whereas a collection of alternatives be present to moderate
difficult impacts, under current possible preparations the developer will mostly
tolerate the economic dependability for their execution. The financial suggestion
can create probable methods with fewer attractive and, in few cases, have been an
obstruction to renewable expansion [4, 5]. The probable solution to compensate the
voltage dip/sag issues in the distribution system by using a variety of FACTS/
custom power devices like dynamic voltage restorer (DVR).

1.1 Dynamic Voltage Restorer

Voltage dips or voltage sags are diminutive period under-voltages which mean
there is a drop in RMS value of the voltage to between 0.1 and 0.9 p.u. for time
from 0.5 cycles to 1 min. Voltage sag is the cause of fault occurred on any feeder or

64 P. Sasikiran et al.



sudden starting of motor. Power supply with voltage sag is undesirable for critical
loads, which leads to equipment damage or malfunctioning in industry. In order to
protect sensitive electric loads from voltage sag/dip, a custom power device like
dynamic voltage restorer (DVR) is connected in series with the power line between
source and load through injection transformer as shown in Fig. 1.

DVR is employed for the compensation of voltage sag disturbance to prefault
voltage, by injecting missing voltage of essential amplitude and frequency on the
network. The major advantages of DVR are very small in size and cost is less when
compared to other custom power devices.

2 Recent Research Works: An Overview

Sundarabalan et al. [6] have established the effective misuse of DVR for inter-
secting the proton exchange membrane fuel cell (PEMFC) load to the grid founded
on enhanced PI and fuzzy logic (FL) controller. The actual coded GA was used to
enhance the PI controller parameters. The PEMFC functioned boost converter was
used to improve the fuel cell output voltage to poise the DC side supplies of the
VSC. The DVR was a sequence associated with custom power device which
recovers the excellence of power brought to the consumers. The DVR delivers
balanced and unbalanced voltage sag/swell compensation, harmonic reduction in
addition to a lively power injection to the grid. The intended technique also defends
the sensitive loads after basis side PQ disturbances counting short-term break. The
harmonic reimbursement performance of the work was authenticated additionally
by associating with the consequences of the H1 controller based DVR lower than
medium level voltage form.

Due to the application of nonlinear loads like fluorescent lamps, uninterrupted
power supply (UPS), and arch furnaces which draws harmonic current components
and reactive power components from AC supply are causes of power quality
(PQ) problems which results in reduction of system efficiency and power factor
particularly in three phase systems. Merazy et al. [7] have proposed a superior and

Fig. 1 The Simulink model of system
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realistic time domain PQ theory-based control strategy to generate voltage or
current compensation signals, that acts as heart of the shunt active power condi-
tioner(Shunt APC) to alleviate PQ troubles in power systems.

Gonzalez et al. [8] have proposed a superior and realistic control strategy for
DVR. The passivity-based control (PBC) lets a restored recompense recital below
transient and stable state operating situations and affords following with zero error
of some location for linear and nonlinear loads. The closed-loop source-DVR-
PBC-load system was asymptotically stable at all operating points, with essentially
very unimportant constraints; its fleeting answer was sooner than with classical
administrator, and does not current flows. These appearances do not be contingent
on basis voltage turbulences, the caring of load or parameter differences. The PBC
uses less digital processes than the PI, and does not necessitate DQ transformations.

DVR topology was proposed by Chandrasekaran et al. [9]. The volume of the
voltage source inverter (VSI) and principles of the filter was insignificant that would
advance the return competence for voltage harmonic, swell and voltage sag
extenuation under numerous liability conditions. The volume of the VSI and the
standards for the connection filter associated amid the injection transformer and the
inverter play a vital in the development of the DVR. The RLC filter was able to
eradicate the substituting harmonics. The volume of the DC supply voltage was
abridged when the value of inductance was minor. The DVR has high competence
and the aptitude to recover the excellence of voltage.

A modeling of DVR for voltage correction was presented by Saeed et al. [10].
The presentation of the device under dissimilar voltage sag types was labeled,
anywhere the voltage sag types were familiarized by means of the dissimilar cat-
egories of short-circuit faults. Voltage sags could be regular or unsymmetrical
contingent on the sources of the sag. Largely, one of the greatest common events
for justifying voltage sags was by the usage of DVRs. A DVR was defined as a
controlled voltage source introduced amid the network and a sensitive load com-
pleted a booster transformer injecting voltage hooked on the network in order to
precise any trouble moving a subtle load voltage. The heftiness of the device was
assessed using the shared voltage sag indices, while captivating into account
voltage and present unbalance percentages, where upholding the entire harmonic
alteration percentage of the load voltage within a stated range was anticipated.

3 LKF Model-Aided Control Unit for DVR

This paper proposes, analyzes and discusses about the execution of hasty and
precise identification of power system disturbances based on an estimation tech-
nique for observation and mitigation of voltage sag. Kalman filter requires
knowledge in mathematics like linear algebra, statistics, optimization theory for
better understanding. This technique has already been proven throughout decades.
There are more computing steps, but also numerous variables and computation
itself seems to be more complicated. But implementation is much simple. There is a

66 P. Sasikiran et al.



relationship between the design of Kalman filter and low-pass filter. The core
principle is same as to that of the first-order low-pass filter (LPF). The whole
calculation procedure for linear Kalman filter is explained through equations.
Kalman filter is a sequential execution of steps 1 through 5. KF is a recursive form,
which reuses the previous result and hence it has good efficiency in calculation.
Also, recursive expression has advantage in the aspect of memory storage. Kalman
filter (KF) is utilized as an estimator of the amplitude and phase angles of voltage
dip disturbances in power systems from sampled voltage data.

The organization of KF algorithm is very straightforward. Kalman filter algo-
rithm is executed recursively. It accepts only one measurement as input and returns
one estimate value as output. KF is a recursive filter, where there is no need to store
a large amount of data; it requires only the present state and the preceding state. The
inside process of KF is done through a four-step computation, but according to the
meaning, it is only two parts. They are prediction process and estimation process.

Step 1 is for prediction. Once initial values are set, predict state covariance and
error covariance using Eq. 1

x̂�k ¼ Ax̂k�1

P�
k ¼ APk�1A

T þQ
ð1Þ

In Step 2, Kalman gain is being calculated using Eq. 2

Kk ¼ P�
k H

T HP�
k H

T þR
� ��1 ð2Þ

In Step 3, an estimation is calculated using Eq. (3) from a input measurement Zk.

x̂k ¼ x̂�k þKk zk � Hx̂�k
� � ð3Þ

In Step 4, error covariance is calculated using Eq. (4).

Pk ¼ P�
k � KkHP

�
k ð4Þ

Error covariance is an assessment demonstrating how perfect the estimation is.
Steps 2, 3, and 4 fall into estimation process. The superscript ‘−’ means predicted
value. The LKF model gives the filtered signal to the PulseWidth Modulation of DVR
as shown in Fig. 1, which generates the signal to the voltage source inverter. The
voltage sag can be mitigated with the make use of the injected voltage from the DVR.

4 Results and Discussion

In this paper, the validation of the LKF control module for DVR system is pre-
sented. The proposed method is tested on a 3-bus system. In this system, DVR is
connected in series through 3-single phase transformers on the power line. They are
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connected to voltage source converter (VSC) of DVR for injecting compensation
voltage. To verify the compensation performance of the LKF method, a 3-phase
fault is introduced in the system, it draws more current from the lines and bus
voltage will experience voltage sag. This voltage sag is compensated by proposed
methodology and provides fundamental sinusoidal supply voltage to the nonlinear
load. The Simulink model of the LKF-based system is shown in Fig. 1. The per-
formance of the proposed system is checked at different fault timings as shown in
Table 1.

In Fig. 2, the supply voltage with sag during start time of the simulation and in
Fig. 3, relates load voltage due to the conventional controller is offered. The total
simulation time is 0.25 s. However, it is not up to the mark of actual supply voltage,
230 V.

Similarly, in Figs. 4 and 5, with same voltage dip of 80 V, the ordinary con-
troller is verified during end time of the simulation.

In Figs. 6 and 7 the supply voltages and load voltages of DVR due to the LKF
model controller are offered. Due to this, the load voltages are enhanced from
conventional controller and are close to the required voltage with a sag of 30 V
which is superior than 80 V.

Table 1 The testing
conditions for LKF-based
system

S. No. Fault timing Sag time (in s)

Start time Stop time

1 Begin 0.01 0.06

2 End 0.18 0.20

Fig. 2 The supply voltage with sag
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In Figs. 8 and 9, the appearance of supply and load voltages of DVR system due
to the LKF-aided controller are presented. Due to this controller, the load voltages
are enhanced from conventional controller and are close to the desired voltage,
which is better than 80 V.
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Fig. 3 Load voltage due to the conventional controller

Fig. 4 The supply voltage with sag during end time
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From Table 2, it shows that during fault time source voltage is around 150 V,
where the amplitude of voltage sag is 80 V. The conventional controller improves
the load voltage from 150 to 165 V only by injecting 15 V. Whereas LKF-aided
controller enhances the load voltage from 150 to 210 V by injecting 60 V.

Fig. 5 Load voltage due to the conventional controller during end time

Fig. 6 Supply voltages of DVR system at start
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Fig. 7 Load voltages of DVR system due to the LKF at start
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5 Conclusion

For voltage sag recompense by DVR with LKF model is exhibited in this paper.
The recommended LKF-based model is engaged to facilitate the control algorithm
for creating reference signals of Pulse Width Modulation. Therefore, DVR offers
the compensation voltage as its output which is inserted in the power line. This
activity invalidates the sag appearance. Voltage sag issues are identified definitely
and quick performance is accomplished with the proposed estimation method. This
kind of performance is liable for guarding the sensitivity load. The proposed esti-
mation method is inspected in terms of supplying the basic sinusoidal waveform to
the nonlinear load. The validation of the recommended estimation algorithm was
executed on MATLAB platform. For ordinary and proposed controllers simulation
effects are inspected. From the comparison results, the LKF controller has superior
performance in compensating load voltage.

Fig. 9 Load voltages of DVR system due to the LKF at end

Table 2 The performance comparison of the controllers

S.
No.

Fault
time

During fault DVR with PI
controller

DVR with LKF-aided
controller

Source
voltage
(V)

Sag
amplitude
(V)

Load
voltage
(VL)

Injected
voltage
(Vinj)

Load
voltage
(VL)

Injected
voltage
(Vinj)

1 Start 150 80 165 15 210 60

2 End 150 80 165 15 210 60
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Multiband Fractal Slot Antenna
with Closed Ground Structure

V. Ugendra, Habibulla Khan, B.T.P. Madhav and Ch. Joshna

Abstract This article presents a multiband slot antenna with closed ground
structure and coplanar waveguide feeding. The fractal structure is attained by
placing multiple slots in a particular orientation on the radiating element. The
ground plane was constructed on same side of the substrate along with
fractal-structured patch in closed loop orientation. The designed antenna is res-
onating at multiple bands, which include Wi-Fi, Wi-MAX for mobile communi-
cation systems. The antenna properties like return-loss, gain, radiation pattern and
field distributions are analysed through electromagnetic simulation and
measurement.

1 Introduction

Now-a-days there is a rapid growth of technologies in transmission of speeds and
more in capacity broadband services for supporting (multimedia, speech, image)
data communication which meets the demand of wireless communication systems.
So according to the growing demand there must be an antenna which is responsible
for more frequency bands. Multiband antennas can be operable in any of the
systems. In many of the literatures there are many multiband antennas developed
since so many years which are in advance to be achieved and involved in various
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multiband operations [1–6]. In recent times, the advance antennas are enhanced by
using the fractal approach. The name Fractal geometry was first commenced by
Mandelbrot to elucidate generations of the complicated architecture those having
self-resemblance or self-comparability in the geometry system. We ourselves ini-
tiated few advantages of the fractal geometry that backs the characteristic of
multiband-frequency operations [7, 8]. In recent times, Sierpinski gasket monopole
antenna was popularized by Puente. Here the suitable antenna uses the
self-comparability equity of the fractal model to convert into its electromagnetic
behaviour. Next the typical Sierpinski gasket was evolved by achieving the Pascal
triangle. Even yet, more antennas having the characteristics of multiband generated
through the fractal geometry. These are the antennas “Multiple Ring Monopole
Antennas, Coplanar Waveguide Fed, Circular Fractal Slot Antenna, Double Square
Loop Antenna”. Here the paper consists of the modified fractal slot antenna fed by
CPW is observed that will be operating in Wi-MAX (2.5 GHz) Worldwide
Interoperability for Microwave Access, Fourth Generation (4G) mobile commu-
nication system (4.2 GHz), HIPER LAN/2 (4.6–4.8 GHz), Wi-Fi (Wireless
Fidelity) [9–12]. Here proposed antenna subsists of a matching CPW fed line that is
connected in between 50-CPW line. Then the modified fractal slot is applied to
generate the various multiple resonant frequencies. Even yet, the proposed antenna
parameters are checked by simulation using the “high frequency structural simu-
lator (HFSS)” software. The analysis of the antenna can be performed.

2 Antenna Geometry

A coplanar waveguide fed fractal slot antenna for multiband communication system
is proposed in this work. The radiating element of rectangular patch was subdivided
into number of slots to form fractal geometry. The inner metallic patch length and
width are fine-tuned and fed by coplanar waveguide line of thickness Wf of 50 X.
The complete antenna dimensional characteristics are presented in Table 1 and the
structure is presented in Fig. 1. Figure 1 gives the basic fractal slot antenna (figure
on left) and figure on the right gives the modified fractal structure. The antenna
prototyped on FR-4 substrate material (�r = 4.1) with thickness h = 1.6 and
dielectric loss tangent 0.019.

Table 1 Parameters of the designed antenna

Parameter Size (in mm) Parameter Size (in mm) Parameter Size (in mm)

WG1 53.37 LG3 39.75 Lf 14.50

WG2 38.54 WS 32.57 SU 16.050

LG1 75.20 Wt 0.94 S 4.751

LG2 34.07 Lt 21.33 SL 16.050
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3 Antenna Parameters

The width of the patch is affecting the initial altitude of the generator. The width of
the patch is smaller than one-third of the width of the substrate. The iteration factor
can be calculated as follows:

g ¼ Wp � 3ð Þ=Ws; where 0\g\1 ð1Þ

The approximated value of iteration factor of η is 0.66 to produce fractal slot.
The dimensional characteristics of the proposed antenna are presented in Table 1.

4 Results and Analysis

This section provides the information regarding design and simulation of the pro-
posed antenna model and its validation through measurement results. Initially a
basic fractal slot antenna was designed and its performance characteristics are
noted. The modified slot fractal antenna which can cover multiple bands is
designed, and its analysis is presented in this section. The reflection coefficient of
the proposed antenna is presented in Fig. 2. It has been observed that antenna is
resonating seven bands in the range of 2–16 GHz.

Fig. 1 Basic fractal slot antenna (figure on left) and modified fractal structure (figure on the right)
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The fundamental resonant frequency is at 3 GHz with bandwidth of 0.8 GHz.
The second resonant frequency is at 4.5 GHz with bandwidth of 0.5 GHz. The third
resonant frequency is at 5 GHz with bandwidth of 0.3 GHz. The fourth resonant
frequency is at 8 GHz with bandwidth of 0.4 GHz. The fifth resonant frequency is
at 10 GHz with bandwidth of 0.7 GHz. The sixth resonant frequency is at 11 GHz
with bandwidth of 0.2 GHz. The seventh resonant frequency is at 16 GHz with
bandwidth of 0.9 GHz. The voltage standing wave ratio for the proposed antenna is
presented in Fig. 2. The VSWR curve shows that the antenna is resonating at
Quad-band instead of seven bands. A VSWR value of less than two is maintained at
four operating bands 3, 4.5, 10 and 16 GHz, respectively. An impedance of 50 X
SMI connector is used for impedance matching in this design; Fig. 3 shows the
impedance characteristics of designed antenna with respect to operating bands. An
average impedance of 45 X is maintained by the designed antenna in the simulation
characteristics.

To optimize the proposed antenna before fabrication, the slot dimensions in
fractal geometry are analysed through parametric analysis in HFSS and the corre-
sponding results are presented in Figs. 4, 5, 6 and 7.

Fig. 2 Reflection coefficient of the proposed antenna (figure on the left) the voltage standing wave
ratio for antenna (figure on the right)

Fig. 3 Impedance characteristics of designed antenna
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Fig. 4 Parametric analysis of ‘S’ (figure on the left) parametric analysis of ‘SL’ (figure on the
right)

Fig. 5 Parametric analysis of ‘SL1’ (figure on the left) parametric analysis of ‘SU’ (figure on the
right)

Fig. 6 Parametric analysis of ‘WS’ (figure on the left) parametric analysis of ‘WS1’ (figure on the
right)

Fig. 7 Parametric analysis of ‘WL1’ (figure on the left) parametric analysis of ‘WSU’ (figure on the
right)
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5 Parametric Analysis

There is a significant difference observed with change in and parameters from
obtained results. The dimensions of the final model are fixed on the basis of the
parametric analysis results of HFSS.

The gain characteristics of multiband antenna with respect to its operating fre-
quencies are shown in Fig. 8. A peak realized gain of 26 dB is obtained at 4.5 GHz
and an average gain of 4 dB is attained from the gain characteristics curve.

The three-dimensional and two-dimensional gain characteristic curves are shown
in Figs. 9 and 10, respectively, at different operating bands. At all these operating
bands the proposed antenna is working with good impedance bandwidth.

Fig. 8 Gain characteristics versus operating frequency

3 GHz                         4.5 GHz 5 GHz

8 GHz          10 GHz              11 GHz

Fig. 9 Simulated 3D Gain characteristics at different operating bands
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The surface current distribution is also presented in Fig. 11 at different operating
bands. The orientation of current direction will determine the corresponding reso-
nant mode and its radiation mechanism (Fig. 12).

6 Conclusion

In this paper a fractal slot antenna is been designed and the complete analysis is
demonstrated. The parametric analysis with respect to fractal slot elements is car-
ried to improve the impedance bandwidth at various multiband communication
applications. At multiple resonant bands the proposed antenna is having commu-
nication applications like Wi-Fi, Wi-MAX, etc. At each operating band the radia-
tion patterns and current distributions are analysed and presented in this work.

Fig. 10 Measured radiation patterns at a 3 GHz, b 4.5 GHz, c 5 GHz, d 8 GHz, e 10 GHz,
f 11 GHz
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Fig. 11 Surface current distributions at 3, 4.5, 5, 8, 10, 11 GHz

Fig. 12 Prototyped antenna on FR4 substrate and measured S11 on Anritsu MS2037C
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Frequency-Selective Surface-Based
Wideband High-Gain Antenna

Ch. Joshna, T.V. Ramakrishna, B.T.P. Madhav and V. Ugendra

Abstract This article narrates the design and development of a wideband antenna
on FSS structure to improve the gain characteristics. The modeled antenna is using
the coplanar waveguide feeding with defected ground in the basic structure.
Rectangular slots on the radiating structure as well as ‘U’-shaped slot on the feed
line are converting this model as a notch-band antenna to block certain microwave
bands in the operating frequency. The basic structure which is suffering with low
gain is enhanced with a special structure of FSS beneath the antenna. The proposed
model is providing a peak-realized gain of 9.6 dB and directivity of almost 10 dB.
The modeling of the proposed antenna with FSS is carried through simulation and
real-time measurement in this work. The detailed analysis which is carried in this
work has been presented in these subsequent sections.

1 Introduction

In ultra wideband communication (UWB) there is always an increasing demand for
high gain and desired bandwidth. The federal communication commission
(FCC) stated an unlicensed RF band, i.e., 3.1–10.6 GHz for communication
operations [1, 2]. To work in desired band of operation several researchers
suggested different innovative designs of microstrip antennas. UWB communica-
tion main disadvantage is gain in the design of wideband antennas [3–5]. Gain of
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the basic antenna designed is low and we have to increase it. By making this as
main objective, we suggested two different structures of FSS which can get high
gain with considerable bandwidth. In this paper, “Frequency-Selective Surface-
Based Wideband High-Gain Antenna” basic design exhibiting wide bandwidth of
8.62 GHz between the frequency ranges (2.84–11.4 GHz) but low gain and no
notching occurs at selected frequencies, so to obtain the notch characteristics at dual
bands a modified design, i.e., “U”-shaped slot is introduced and two models of FSS
layer designed are added to increase the gain [6–9]. Frequency-selective surface
acts as a reflector and produces phase reflection over wideband and improvement in
matching of impedance. FSS is a 2D frequency filter exhibiting reflection and
transmission properties that can be engineered to exhibit band-pass, band-stop, low
pass, (or) high pass characteristics depending on design [10–12]. The FSS layer is a
square loop printed on vacuum-type material is placed under FR 4 substrate which
is of thickness h = 1.6 mm, dielectric constant of 4.4 loss tangent of 0.02 which
acts as a reflector [13, 14].

In this paper, a Novel wideband antenna is designed with FEM-based
ANSYS HFSS tool. The basic wideband antenna is turned into slotted antenna
by incorporating slots in the antenna structure. To improve the overall gain, two
types of FSS structures are been proposed and implemented in the model. A low
pass filter-based FSS and HP filter-based FSS are examined in this work to analyze
the gain characteristics of the designed antenna model.

2 Antenna Design and Analysis

High pass filter passes signals which are of high frequency and attenuates the low
frequency signals. High frequency signals refer to signals higher than cutoff and
low frequency signals refer to signals lower than cutoff. High pass filter is designed
as linear time invariant filter. It is used to block DC from circuitry-sensitive devices
to nonzero average voltages or RF devices. The cutoff frequency is given by fc. Low
pass filter passes signals which are lower than cutoff frequency and attenuates the
signals higher the cutoff frequency. Low pass filter exists in electronic circuits like,
hiss filter used in audio, anti-aliasing filters (Figs 1, 2, and 3).

fc ¼ 1=2pRC: ð1Þ
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Fig. 1 Slots-loaded wideband antenna (figure on left) and U-slot-loaded wideband antenna (figure
on the right)

Fig. 2 High pass filter (figure on left) and low pass filter (figure on the right)
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3 Antenna Parameters

The dimensions of the antenna are presented in Table 1. The overall dimension of
the antenna is around 26 � 30 � 1.6 mm3. The length of the slots ‘L’ at center
frequency of notch band is calculated.

L ¼ c=2f
pð2r þ 1Þ=2: ð2Þ

4 Results and Discussion

In order to verify the antenna-working condition of the designed frequency, the
antenna reflection coefficient will provide the solution. Figure 7 shows the designed
antenna models reflection coefficient characteristics w.r.t operating frequency. The
basic slotted antenna is providing a wide bandwidth of more than 8 GHz between 3

Fig. 3 Wideband antenna with high pass filter-based FSS (figure on left) and wideband antenna
with low pass filter-based FSS (figure on the right)

Table 1 Dimensions of antenna designed

Parameter Size (in mm) Parameter Size (in mm) Parameter Size (in mm)

W 26 U1 8 SW1 3

L 30 UW 0.5 SL1 0.75

Wp 16 Fp 3 SW2 2.85

Lp 16 Fg 0.5 SL2 10.25

Wg 11 WPC 4 SW3 2.85

Lg 12.5 LPC 2 SL3 10.25
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and 11 GHz operating band. The basic model is covering the ultra-wideband and
also providing the additional bandwidth of 1 GHz in the operating band. The
modified design with ‘U’-slot structure is providing the lower bandwidth when
compared with initial design. The modified structure is providing notch-band
characteristics at lower half and at middle of the operating band as shown in Fig. 4.

Figure 5 shows the impedance characteristics of the designed antennas w.r.t
operating frequency are provided. The impedance results are not stable in the
operating band and they are fluctuating between 30 and 45 X (ideal case of 50 X).

Fig. 4 Reflection coefficient of basic and proposed design

Fig. 5 Impedance of basic and proposed design
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5 Parametric Analysis

The designed antenna’s performance characteristics are fine-tuned with parametric
analysis. Figures 6 and 7 show the parametric analysis of dimensional character-
istics on the designed antenna models. The parameters like L1, L2, L3, W1,W2, and
W3 are analyzed through parametric analysis in HFSS tool and the optimized
dimensions are utilized in the prototyping of the antenna.

The optimized dimensions are determined after taking the parametric analysis
into consideration. The dimensions like L1, L2, and L3 are showing significant
impact on the performance of the antenna and that can be observed from Figs. 9 and
10. The width parameters W1, W2, and W3 are not having considerable impact on
the resonant frequencies in the near range.

An experimental verification is carried in this work by placing frequency-
selective surface beneath the antenna structure. The corresponding result w.r.t
HPF-based FSS and LPF-based FSS are presented in Fig. 8.

From obtained results, we observed that HPF-based FSS structure is providing
better gain characteristics of peak-realized gain 9.6 dB when compare with
LPF-based FSS peak-realized gain 5.9 dB. After analyzing the gain characteristics,
we came to a conclusion that HPF-based FSS is constructed with slots in the
structure whereas LPF-based FSS is constructed with strips in the structure.

Fig. 6 Parametric analysis with respect to L1 (figure on the left) parametric analysis with respect
to L2 and L3 (figure on the right)

Fig. 7 Parametric analysis with respect to W1 (figure on the left) parametric analysis with respect
to W2 and W3 (figure on the right)
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The structural variation in the reflector is providing the variation in the Gain
characteristics. The slots which are incorporated in the HPF-based FSS are giving
rise to additional resonant modes, and which may in turn is providing better
reflection of back lobes to push them toward the other side. The strips that are
incorporated in LPF-based FSS are providing better reflection characteristics to
improve the main lobe radiation.

The radiation efficiency of the designed antenna models with respect to operating
band is provided in Fig. 9. The basic model is providing an efficiency of more than
90% over the operating band whereas the other notch-band models are providing
little bit less when compared with basic antenna structure. The notch-band models
are showing poor radiation efficiency at corresponding notch bands and efficiency
more than 80% at other operating bands. The radiation characteristics of notch-bands
models with FSS structures in polar coordinates are provided in Figs. 10 and 11.

By incorporating FSS in the structure is giving rise to distributed current ele-
ments movement on the radiating structure of the notch-band antenna model are
shown in Figs. 12 and 13.

Fig. 8 Gain versus frequency of HPF-based FSS (figure on the left) and LPF-based FSS (figure
on the right)

Fig. 9 Radiation efficiency versus frequency characteristics
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Fig. 10 Radiation pattern for slot-loaded wideband antenna (figure on the left) radiation pattern
for U-slot-loaded wideband antenna (figure on the right)

Fig. 11 Radiation pattern of HPF-based FSS (figure on the left) radiation pattern of LPF-based
FSS (figure on the right)

Fig. 12 Current distribution characteristics of designed models at a 7 GHz b 2.5 GHz
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6 Conclusion

Frequency-Selective Surface-based notch-band antenna models are designed and
analyzed in this paper. Two types of FSS structure are incorporated in the antenna
model to improve gain of 9.6 dB from HPF-based FSS and peak-realized Gain of
5.9 dB from LPF-based FSS are obtained from current study. The slots which are
incorporated in HPF-based FSS are giving rise to additional resonant modes, and
which may in turn is providing better reflection of back lobes to push toward the
other sides. The strips are incorporated in LPF-based FSS are not providing better
reflection characteristics to improve the main lobe radiation. The measured results
on VNA are in good agreement with simulation of HFSS.
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Evaluating the Progressive Performance
of Machine Learning Techniques
on E-commerce Data

Bindu Madhuri Cheekati and Sai Varun Padala

Abstract The web in current years has been a big tendency, which helps
researchers to make it a source of information and essential in the various fields of a
commercial area that represents the e-commerce. Machine learning, a branch of
artificial intelligence, plays a vital role in creating a great experience at e-commerce
companies. Machine learning techniques follow different efficient ways to extract
knowledge from huge amount of data. A reliable products analysis of the perfor-
mance of any e-commerce company is critical. However, due to its various global
infrastructures, many likely products get grouped in a different way. So, the analysis
of quality of product always depends on the accuracy of the products classification.
The better the classification, the more insights can be generating good category of
products. Classification is a fundamental problem in machine learning. The main
motto of this study is to compare the performance analysis (basis of accuracy).
Different machine learning (supervised) methods are used to classify the products.
In this paper we compare different machine learning techniques (Nonlinear and
rule-based) to classify the products. These approaches have been tested with data
from the Kaggle Otto Group Product Classification dataset. The performances of
algorithms are measured in two cases, i.e., dataset before feature selection (before
preprocessing) and dataset set after feature selection (after preprocessing) and
compared in terms of accuracy. The experimental result shows that the overall
performance of nonlinear machine learning (KNN) techniques is better than
rule-based (C5.0) techniques. The result shows that among the individual classifiers
implemented, k-nearest neighbor is having highest accuracy of around 88%. An
extensive study is given to explain the efficiency of different classifiers.
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1 Introduction

Nowadays, there is an enormous demand for data analysts in the market segments
like e-commerce. As day by day the big companies are becoming larger and
inventive tech startups are cropping up. So, if they want to cope up with the
competition, they need to expand its effective utilization of potential machine
learning applications in e-commerce business spectrum. Machine learning always
looks to build an efficient computational system with trained data. The classification
models are used to categorizing samples into exactly one category without any
uncertainty.

A variety of machine learners (Nonlinear and rule-based) were tested in the
extraction of the correlations between the predictors/independent variables from the
Kaggle Otto Group Product Classification dataset. The fitted models were used to
classify the products accurately. While making the effective or crucial decisions (i.e.
in decision-making task), the classification plays most challenging problem. In
classification process, a set of records (training set) given, where each record
consisting of several predictors/attributes. The predictors are either continues or
categorical in nature. One of the features called the classifying feature (dependent
variable), which indicates the class to which each record belongs to.

The main aim of this paper is to present an extensive study to show the effec-
tiveness of different classifiers on e-commerce data. Classification is a fundamental
problem in machine learning context. In this paper, we describe the product clas-
sification problem on Otto Group, the biggest e-commerce company in the world.
The Otto Group product classification problem is considered as the medium-scale
classification problem because it requires classifying lakhs of product descriptions
into different product types (like fashion, electronics, etc.) over an extensive period
of time.

For example, consider the product type “electronics”, which revolves to have
various subtypes. A domain analyst would need to spend hours searching the Web
to understand the different subtypes, in order to classify the sample for electronics
(that contains examples of all subtypes). The same goes for “fashions”. Such
problematic types are quite common at the scale of 90+ product types, thus making
it extremely time-consuming to classify the products accurately. We would like to
use different machine learning techniques to classify product categories (e.g.,
‘electronics’) and its potential subcategories (e.g., ‘Printers’). This study is very
useful for the case where a list of new products is added and they want to auto-
matically classify these products based on training data. The experimental analysis
evaluates and compares seven different machine learners as classification algo-
rithms for classifying the products.
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1.1 Related Work

Most of the real-world problems like predicting cancer, biological science [1],
credit scoring, bankruptcy prediction, quality control, handwritten character
recognition, speech recognition, stock market analysis [2], industry and medicine
[3], etc. can be treated as machine learning (supervised) problems. There are many
researchers working on a number of classification methods like KNN, Naïve Bayes,
and SVM [4–9], developed by statistics, neural networks, and machine learning
researchers. The alternative classification method for different conventional clas-
sification models is neural classification [9] methods like ANN and FLANN.

Classification techniques are treated as an elementary problem in machine
learning domain and data management domain [10, 11]; a variety of learning-based
text classification techniques [12], such as KNN [13] and Naive Bayes [14, 15], has
been proven very effective for classification. For a large number of product types
(large-scale problems), not only the learning-based models but also rules are used to
perform effective classification. A collection of “if … then …” rules is used to
determine the categories of products in rule-based classifier [16]. In recent research
activities, the rule-based classifiers focus on how to learn rules from the training
data. In [17, 18] they performed classification based on the taxonomy structure and
a two-level classification approach is used for product classification on eBay. Not
only that they have combined multiple signals from different classifiers, but also
they include both learning- and rule-based ones.

1.2 Classifiers

Machine learning methods are often used to create rule-based classifiers. The
classifiers have to build a model or rule set from training data as an effective
classifier (linear or nonlinear) or a set of high-quality rules (rule-based), which is
used to predict the class labels for unknown instances [19]. To perform classifi-
cation tasks most of the researchers preferred in using the rule-based algorithms due
to their ease of interpretability and understanding. Rule-based classifiers [20–23]
are widely used by many of the researchers because it performs extremely well on
processed datasets, i.e. cleaned, correct, and no missing values.

A correlation cannot be explained as a linear combination of its independent
variables; then the nonlinearity will be the main issue when examining cause–effect
relations. The nonlinear data requires complex modeling and hypothesis to classify
or predict the class label for unseen or unknown instances. However, the nonlin-
earity models do not need any clear explanation that can lead to random, unfore-
casted outcomes such as chaos.

While performing any classification task we must be very conscious as the
real-world data is often incomplete. To provide a solution for such type of
incomplete data we must be very careful in choosing the suitable classifier, which is
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used to perform the task effectively. In the classification process, we need to build a
model based on the training data. When testing is performing on the model built,
the accuracy of the classifier may suffer due to the test data used to evaluate the
model is not as complete as the training data used to build the model, as the model
tends to follow the training data too closely. Thus, it is advantageous to have a rule
set or model which is robust and can make accurate predictions when the test data is
incomplete.

1.2.1 Rule-Based Classifier

Classification And Regression Trees (CART) and QUantile Estimation after
Supervised Training (QUEST) are statistical and a binary classification method with
maximum accuracy for predicting the value of a categorical dependent. A nonbinary
tree generates decision trees using chi-square statistics to identify optimal splits
called Chi-Square Automatic Interaction Detection (CHAID). The C5.0 builds a
decision tree and calculates the maximum information gain at each level while
generating the rules.

1.2.2 Nonlinear Classifiers

K-Nearest Neighbors (KNN) is a statistical method, which considers k-nearest
points and the sign of the larger part is used to classify the training data. The
performance of the KNN algorithm is influenced by three main factors: (1) the
distance measure (Euclidean) used to identify the nearest neighbors; (2) the gen-
erated decision rule used to perform the classification from the k-nearest neighbors;
and (3) the number of neighbors used to classify the new sample. A neural network
classifier determines the nonlinear relationships during the learning process. If it is
more appropriate, the neural network will automatically approximate the “correct”
model structure. The network learns by examining individual input vector, gener-
ating a prediction for each vector, and performing the weight adjustments whenever
it makes incorrect predictions. This process continues until the correct predictions
done, i.e., error reduced or no of epochs reached. The Bayesian network is a
probability model to establish the likelihood of occurrences of the predictors to
classify the products.

The context of this study is to evaluate the progressive performance of different
classifiers like rule-based (QUEST, CART, CHAID, C5.0) and nonlinear classifiers
(Bayes net, NN, KNN) from the Kaggle Otto Group Product Classification as a
dataset consists of 9 classes (1–9) and 93 features.
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2 Proposed Work, Results, Performance Evaluations,
and Discussions

In this paper, we evaluated different machine learning algorithms from Otto Group
Product Classification dataset. We have compared the results of nonlinear with
rule-based classification methods such as QUEST, CART, CHAID, C5.0, Bayes
net, NN, and KNN. This section is divided into two subsections. Section 2.1 dis-
cusses the nature and characteristics of the datasets being classified. Finally, the
methods considered for comparative study and the performance different model are
demonstrated in Sect. 2.2 with a discussion.

The proposed system gives the complete process of the Kaggle Otto Group
Product Classification dataset to classify the data correctly with the following steps:

1. The dataset was partitioned into training, validation, and a test.
2. The preprocessing (feature selection) phase performed on the total dataset.
3. The following base classifiers were trained to classify the products, using 60%

training set:

Nonlinear: Neural networks, K-NN, and Bayesian net
Rule-based: QUEST, CART, CHAID, and C5.0.

4. 20% of the train is considered as the validation dataset, to be referred to as the
working validation dataset. Each of the listed classifiers from step 3 was applied
to the working validation dataset.

5. Remaining 20% of the train is considered as the test dataset, to be referred to as
the working test dataset. Each of the listed classifiers from step 3 was applied to
the working test data set.

6. The classification results from the listed classifiers were evaluated with respect
to Performance.

In the case of (Case 1: dataset before feature selection), the step 2 is excluded.

2.1 Description of the Dataset

The Otto Group is the biggest e-commerce company in the world, selling millions
of products worldwide everyday, with several thousand products being added to
their product line. The Kaggle Otto Group Product Classification dataset consists of
9 (1–9) categories for all products and a total of 93 numerical features; and each
row in the dataset represents the product. Each target category represents one of
their most important product categories (like fashion, electronics, etc.). The prod-
ucts for the training and testing sets are selected randomly [24].
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id an anonymous id unique to a product

feat_1, feat_2, …, feat_93 the various features of a product

target the class of a product

The training dataset contains information about 61,878, on the 93 features and
the target variable is a class label. Here, Table 1 shows some of the data values for
the first 10 records for the first handful of fields. Figure 2 shows us an overview of
some of the continuous predictors, including histogram and some summary
statistics (min, max, mean, std.dev, etc.) (Fig. 1).

The feature selection processes have been performed on 93 features and 61,878
instances and there are no missing values have been identified in the given dataset.
So all the features have been ranked as important according to the thresholds taken.
So we thought of defining our own threshold to identify the important features, 77
features and 61,898 (the chosen features do not show any effect on the original
accuracy of the classifiers in classification process) and this was chosen as
benchmark based on the experimentation; the UCI machine repository bench mark
datasets (iris, wine, car evaluation) are chosen and applied for the same threshold
value.

2.2 Classification Performance of Different Machine
Learning Classifiers

This study systematically involves two different types of machine learning classi-
fiers (Rule-based and Nonlinear). This includes feature selection and application of
different classifiers on the given dataset. Each classifier has produced different
results to classify the products accurately. Tables 2, 3, and 4 show the agreement

Table 1 Quick look at Kaggle Otto Group Product classification dataset

Id Feat_1 Feat_2 Feat_3 … Feat_91 Feat_92 Feat_93 Target

1 0 0 0 … 2 1 2 Class_1

2 0 0 0 … 2 1 2 Class_1

.

.

23456 0 0 0 … 2 1 2 Class_2

24567 0 0 0 … 2 1 2 Class_2

.

.

43212 0 0 0 … 2 1 2 Class_3

.

.

.

61878 0 0 0 … 2 1 2 Class_9
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between rule-based classifier (with and without feature selection) and accuracy of
rule-based classifier with respect to the target and performance evaluation of
rule-based classifier (with and without feature selection).

The experimental result shows that, in both the cases, the overall performance of
C5.0 is better than the other three rule-based classifiers (QUEST, CART, and
CHAID). The result shows that among the individual classifiers implemented, C5.0
is having highest accuracy of around 87.44% (Table 5).

Tables 6, 7, 8, and 9 show the agreement between nonlinear classifier (with and
without feature selection), accuracy of rule-based classifier with respect to the
target, and performance evaluation of rule-based classifier (with and without feature
selection).

Fig. 1 An overview of some of the continuous predictors, including a histogram and some
summary statistics (min, max, mean, std.dev, etc.)

Fig. 2 The Kaggle Otto Group Product classification dataset with no missing values
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The experimental result shows that, in both the cases, the overall performance of
KNN is better than the other three nonlinear classifiers (NN, KNN, and Bayes Net).
The result shows that among the individual classifiers implemented, KNN is having
highest accuracy of around 88.2%. Analysis for the training dataset is 37,053 and
the predicted accuracy is 86.36% using KNN classifier. Initially, the original dataset
(61,878) is split into two independent subsets: the 70% (43,314) training data used
to build the classifier and 30% (18,564) test data for evaluation for the rule-based
classifiers. To measure the goodness of the classifiers, we have used cross vali-
dation. The machine learning classifiers such as neural networks and support vector
machines face the problem like over fitting. To validate the model and prevent from

Table 2 Agreement between rule-based classifier (with and without feature selection)

Model Partitioning

Rule-based
classifiers
(QUEST,
CART,
CHAID, C5.0)

Without
feature
selection
(Case 1)

1_Training 2_Testing 3_Validation

Agree 17,339 46.8% 5,784 46.53% 5,722 46.16%

Disagree 19,714 53.2% 6,646 53.47% 6,673 53.84%

Total 37,053 12,430 12,395

With
feature
selection
(Case 2)

Agree 17,329 46.7% 5,807 46.72% 5,670 45.74%

Disagree 19,724 53.2% 6,623 53.28% 6,725 54.26%

Total 37,053 12,430 12,395

Table 3 Accuracy of rule-based classifier with respect to the target

Model Partitioning

Rule-based
classifiers
(QUEST,
CART,
CHAID, C5.0)

Without
feature
selection
(Case 1)

1_Training 2_Testing 3_Validation

Correct 15,170 87.4% 4,806 83.09% 4,625 80.83%
Wrong 2,169 12.5% 978 16.91% 1,097 19.17%

Total 17,339 5,784 5,722

With
feature
selection
(Case 2)

Correct 15,186 87.6% 4,812 82.87% 4,607 81.25%
Wrong 2,143 12.3% 995 17.13% 1,063 18.75%

Total 17,329 5,807 5,670

Table 4 Performance evaluation of rule-based classifiers (with and without feature selection)

Model Partition Class-2 Class-5 Class-6

Rule-based classifiers
(QUEST, CART,
CHAID, C5.0)

With feature
selection
(Case 2)

1_Training 0.6 2.605 0.968

2_Testing 0.611 2.58 0.947

3_Validation 0.606 2.561 0.961

Without
feature
selection
(Case 1)

1_Training 0.601 2.607 0.964

2_Testing 0.617 2.583 0.939

3_Validation 0.599 2.57 0.971
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over fitting, the dataset is split into three parts: 60% training, 20% testing, and 20%
validation sets.

Using a validation process, the k-nearest neighbor and C5.0 resulted in the
highest accuracy of 80%; the models such as rule-based and nonlinear classifiers
were preferred due to their ease of interpretability and understanding of the results

Table 5 Confidence values report for rule-based classifier

Evaluation
measures

1_Training 2_Testing 3_Validation

Range 0.286–0.951 0.286–0.951 0.286–0.951

Mean correct 0.695 0.711 0.713

Mean incorrect 0.475 0.478 0.469

Always correct
above

0.94 (16.45% of cases) 0.945 (11.79% of cases) 0.951 (0% of cases)

Always incorrect
below

0.293 (0% of cases) 0.293 (0% of cases) 0.313 (0.07% of cases)

90.1% accuracy
above

0.436 0.457 0.466

2.0-fold correct
above

0.469 (93.91% of cases) 0.469 (91.55% of cases) 0.469 (90.45% of cases)

Table 6 Agreement between nonlinear classifier (with and without feature selection)

Model Partitioning

Nonlinear
classifiers
(NN, KNN,
Bayes Net)

Without
feature
selection
(Case 1)

1_Training 2_Testing 3_Validation

Agree 20,608 55.62% 6,951 55.92% 6,813 54.97%

Disagree 16,445 44.38% 5,479 44.08% 5,582 45.03%

Total 37,053 12,430 12,395

With
feature
selection
(Case 2)

Agree 20,698 55.86% 6,885 55.39% 6,809 54.93%

Disagree 16,355 44.14% 5,545 44.61% 5,586

Total 37,053 12,430 12,395

Table 7 Accuracy of nonlinear classifiers with respect to the target

Model Partitioning

Nonlinear
classifiers
(NN, KNN,
Bayes Net)

Without
feature
selection
(Case 1)

1_Training 2_Testing 3_Validation

Correct 18,241 88.51% 5,914 85.08% 5,721 83.97%
Wrong 2,367 11.49% 1,037 14.92% 1,092 16.03%

Total 20,608 6,951 6,813

With
feature
selection
(Case 2)

Correct 18,379 88.8% 5,878 85.37% 5,743 84.34%
Wrong 2,319 11.2% 1,007 14.63% 1,066 15.66%

Total 20,698 6,885 6,809

Evaluating the Progressive Performance of Machine Learning … 103



T
ab

le
8

Pe
rf
or
m
an
ce

ev
al
ua
tio

n
of

no
nl
in
ea
r
cl
as
si
fi
er
s
(w

ith
an
d
w
ith

ou
t
fe
at
ur
e
se
le
ct
io
n)

Pa
rt
iti
on

C
la
ss
-1

C
la
ss
-2

C
la
ss
-3

C
la
ss
-4

C
la
ss
-5

C
la
ss
-6

C
la
ss
-7

C
la
ss
-8

C
la
ss
-9

P
er
fo
rm

an
ce

ev
al
ua

tio
n
no

nl
in
ea
r
cl
as
si
fi
er
s
(N
N
,
K
N
N
,
B
ay
es

N
et
)
fo
r
C
as
e
1

1_
T
ra
in
in
g

4.
78

5
0.
77

9
2.
14

8
3.
82

6
3.
72

3
1.
26

2
3.
57

5
2.
14

5
2.
60

6

2_
T
es
tin

g
4.
69

4
0.
72

9
1.
68

7
3.
51

1
3.
80

7
1.
25

2
3.
61

5
2.
18

8
2.
66

3_
V
al
id
at
io
n

4.
56

2
0.
74

8
1.
70

3
3.
43

2
3.
54

3
1.
29

1
3.
50

1
2.
14

2.
66

1

P
er
fo
rm

an
ce

ev
al
ua

tio
n
no

nl
in
ea
r
cl
as
si
fi
er
s
(N
N
,
K
N
N
,
B
ay
es

N
et
)
fo
r
C
as
e
2

1_
T
ra
in
in
g

4.
70

2
0.
75

2
2.
10

8
3.
86

3
3.
73

5
1.
27

4
3.
58

2.
16

4
2.
69

8

2_
T
es
tin

g
4.
66

1
0.
70

7
1.
78

7
3.
65

4
3.
79

7
1.
27

3.
64

6
2.
2

2.
70

5

3_
V
al
id
at
io
n

4.
51

6
0.
73

1.
69

9
3.
45

6
3.
55

9
1.
30

5
3.
46

3
2.
14

6
2.
72

9

104 B.M. Cheekati and S.V. Padala



while resulting in alike accuracies ranging from 45 to 80%. Always the choice of
model and sample design greatly influences the outputs. This study provides an
extensive evaluation of machine learning techniques in the classification process.
Among the machine learning classifiers (Rule-based and nonlinear), the nonlinear
classifier (KNN) has performed better than the rule-based classifier (C5.0) in both
the cases (1, 2).

3 Conclusion

In summary, we have compared different machine learning classifiers (Rule-based
and nonlinear) on 93 features under two different situations (before and after pre-
processing). Here we have observed that our dataset does not contain any missing
values but contains some outliers, so the basic feature selection was chosen and 77
features have been extracted and performed the classification on that we got same
accuracies even after the attributes are reduced. After the feature selection process,
the machine learning classifiers have applied and produced 88% accuracy. Using a
validation process, the k-nearest neighbor and C5.0 produced an accuracy of 80%
and above; however, the machine learning classifiers such as rule-based and non-
linear classifiers were chosen due to their parameterization speed and the inter-
pretability of the results while resulting in similar accuracies ranging from 45 to
80%. The proposed approach has performed on 120,000 datasets and got the same
accuracies as specified earlier. The rest of rule-based and nonlinear classifiers are
suitable for smaller data size and give the accurate results.

This study can be used to select suitable classifier for classifying the dataset. In
further proposed approach, it can be utilized as a reference for any classification
approach with the suitable datasets. Machine learning methods are often used to
create rule-based classifiers and if the data is not linearly separable for

Table 9 Confidence values report for agreement for nonlinear classifiers

Evaluation
Measures

1_Training 2_Testing 3_Validation

Range 0.208–0.795 0.212–0.795 0.209–0.795

Mean correct 0.649 0.65 0.653

Mean incorrect 0.47 0.474 0.477

Always correct
above

0.763 (34.68% of cases) 0.783 (22.87% of cases) 0.788 (19.36% of cases)

Always incorrect
below

0.238 (0% of cases) 0.264 (0.04% of cases) 0.254 (0.01% of cases)

90.1% accuracy
above

0.364 0.444 0.462

2.0-fold correct
Above

0.491 (94.27% of cases) 0.499 (92.56% of cases) 0.502 (91.99% of cases)
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high-dimensional data, then the nonlinear classifiers are chosen to perform the
efficient classification. In this paper, we have chosen rule-based classifier and
nonlinear classifiers to perform classification tasks and got good accuracy with 80
and 88% and above for the large dataset with more than 100,000 instances.

While experimenting the results we found two main difficulties working with the
dataset (6000 instances and 120,000). In this process, we found that using multiple
classification techniques, the notion of strong accuracies significantly made sense in
the context of categorizing products. In particular, we believe that using multiple
classifications is one of the main ways to select suitable classifier for classifying the
dataset. In further proposed approach can be utilized as a reference for any clas-
sification approach with the suitable data sets.

References

1. Pereira, M., Costa, V.S., Camacho, R., Fonseca, N.A., Simoes, C., Brito, R.M., 2009.
Comparative study of classification algorithms using molecular descriptors in toxicological
databases. In: Proceedings of the 4th Brazilian Symposium on Bioinformatics: Advances in
Bioinformatics and Computational Biology, BSB’09, Berlin, Heidelberg, Springer-Verlag,
pp. 121–132.

2. Decker, R., Kroll, F., 2007. Classification in marketing research by means of LEM2-
generated rules. In: Decker, R., Lenz, H.J. (Eds.), Advances in Data Analysis, Studies in
Classification, Data Analysis, and Knowledge Organization. Springer Berlin Heidelberg,
pp. 425–432.

3. Marinakis, Y., Marinaki, M., Dounias, G., Jantzen, J., Bjerregaard, B., 2009. Intelligent and
nature inspired optimization methods in medicine: the pap smear cell classification problem.
Expert Systems 26 (5), 433–457.

4. Dehuri, S., Patnaik, S., Ghosh, A., Mall, R., 2008. Application of elitist multi-objective
genetic algorithm for classification rule generation. Applied Soft Computing 8 (1), 477–487.

5. Hamamoto, Y., Uchimura, S., Tomita, S., 1997. A bootstrap technique for nearest neighbor
classifier design. IEEE Transactions on Pattern Analysis and Machine Intelligence 19 (1),
73–79.

6. Quinlan, J.R., 1993. C4. 5: programs for machine learning. Morgan Kaufmann Publishers
Inc., San Francisco, CA, USA.

7. Yager, R.R., 2006. An extension of the naive Bayesian classifier. Information Sciences
176 (5), 577–588.

8. Yung, Y., Shaw, M.J., 1995. Introduction to fuzzy decision tree. Fuzzy Set and Systems
69 (1), 125–139.

9. Zhang, G.P., 2000. Neural networks for classification: a survey. IEEE Transactions on
Systems Man and Cybernetics. Part C: Applications and Reviews 30 (4), 451–462.

10. T. M. Mitchell. Machine learning. McGraw Hill series in computer science. McGraw-Hill,
1997.

11. R. Ramakrishnan and J. Gehrke. Database management systems (3. ed.). McGraw-Hill, 2003.
12. C. D. Manning and H. Schütze. Foundations of Statistical Natural Language Processing. MIT

Press, 1999.
13. Y. Yang and X. Liu. A re-examination of text categorization methods. In SIGIR, pages

42–49, 1999.
14. D. D. Lewis. Representation and Learning in Information Retrieval. PhD thesis, 1992.

106 B.M. Cheekati and S.V. Padala



15. A. McCallum and K. Nigam. A comparison of event models for naive bayes text
classification. In AAAI-98 Workshop, 1998.

16. W. W. Cohen. Fast effective rule induction. In ICML, pages 115–123, 1995.
17. D. Shen, J.-D. Ruvini, and B. Sarwar. Large-scale item categorization for e-commerce.

In CIKM, pages 595–604, 2012.
18. D. Shen, J. D. Ruvini, M. Somaiya, and N. Sundaresan. Item categorization in the

e-commerce domain. In CIKM, pages 1921–1924, 2011.
19. J. Wang, G. Karypis. BAMBOO: Accelerating Closed Item set Mining by Deeply Pushing the

Length Decreasing Support Constraint, SDM’04.
20. Sajida Perveena, Muhammad Shahbaza, Aziz Guergachib and Karim Keshavjeec.

Performance Analysis of Data Mining Classification Techniques to Predict Diabetes.
Procedia Computer Science 82 (2016) 115–121.

21. Kandhasamy, J. P., and S. B. Performance Analysis of Classifier Models to Predict Diabetes
Mellitus. Procedia Computer Science. 47, (2015), 45-51.3.

22. Leo Breiman, Jerome H. Friedman, Richard A. Olshen and Charles J. Stone. Classification
and Regression Trees. Wadsworth & Brooks, 1984.

23. Deepthi S, Aswathy Ravikumar and R. Vikraman Nair Evaluation of Classification
Techniques for Arrhythmia Screening of Astronauts. Procedia Technology 24 (2016)
1232–1239.

24. https://www.kaggle.com/c/otto-group-product-classification-challenge/data.

Evaluating the Progressive Performance of Machine Learning … 107

https://www.kaggle.com/c/otto-group-product-classification-challenge/data


Analysis of Variant Approaches for Initial
Centroid Selection in K-Means Clustering
Algorithm

N. Sandhya and M. Raja Sekar

Abstract The basic K-means procedure is modified aimed at an efficient selection
of initial seeds. Different final partitions may be formed as a result of different
choices of initial seed sets. An iterative partitional grouping procedure is used and
the grouping correctness is calculated. In this work variant approaches for finding
initial centroids in k-means are proposed. The initial centroids are chosen using
these different approaches: (a) Random generation, (b) Buckshot approach, and
(c) ranking technique. The research analyzed the influence of the initial seed
selection on cluster quality in k-means algorithm with three different similarity
measures in synchrony with various vector representations. The initial centroids
chosen play a crucial role toward the accuracy of the clusters and efficiency of the
partition-based grouping systems. In the experiment, k-means procedure is applied,
and also initial centroids for k-means are chosen by using different proposed
approaches. Our investigational outcomes display the accuracy in clusters and
efficiency of the k-means procedure is improved compared to traditional way for
choosing initial centroids. A numeral of trials was performed and the statistical
significance of the consequences is ensured using entropy. The applied methods
unfolded the clustering performance for Pearson, Cos and Jaccard correlation
resemblances.

1 Introduction

Text clustering is assembling the similar documents into clusters. Clustering can be
used to segment the data and categorizing similar objects [1–4]. The precision and
recall can be improved by using technique [5–8]. Document clustering is an

N. Sandhya (&) � M. Raja Sekar
Department of CSE, VNRVJIET, Hyderabad, Telangana, India
e-mail: sandhyanadela@gmail.com

M. Raja Sekar
e-mail: rajasekarm9@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S.C. Satapathy et al. (eds.), Smart Computing and Informatics, Smart Innovation,
Systems and Technologies 78, https://doi.org/10.1007/978-981-10-5547-8_11

109



unsupervised learning from unstructured textual data and aids in improving the
efficiency of various information retrieval (IR) methods.

Text documents may be represented by an algebraic model called vector space
model [9–11]. This model has various applications like information retrieval,
indexing, information filtering, etc. The three different approaches of vector space
model are term frequency, Boolean and inverse document frequency.

An exact definition for the likeness among items, in the form of whichever the
sets are sensible resemblance or vastness, is needed for clustering [12] accuracy.
The similarity measure is used for comparing objects, and such widely applied and
proposed measures are Pearson Association Factor, Jaccard constant Cos resem-
blance, and Euclidean detachment.

K-means is one of the unsupervised clustering algorithms that categorize an
assumed database throughout a particular numeral of fixed apriori (k) groups. This
procedure targets at reducing an objective gathering known as squared error
function.

K-means clustering [13–15] divides the n clarifications into k groups. The
clustering process involves the selection of the initial centroids randomly. The work
here proposes to find the best initial centroids. The choice of the initial seeds
influences the partitioning-based procedures by reducing the numeral repetitions.
Improving quality of the initial centroids helps in affecting the efficiency of the
algorithm. From the previous study [16], it is proven that Boolean depiction by
these resemblance procedures acted not performs better. It is also seen that
Euclidean distance achieves poorest. Consequently, now an analysis of these groups
by the occurrence and TF–IDF depiction with Pearson correlation coefficient
measures, Jaccard and Cosine is attempted.

2 Related Work

2.1 Vector Space Procedure

In this paper, IDs are signified by the vector space procedure,
There are basically three vector model demonstrations, which are

(1) Boolean vector space procedure
(2) Frequency calculation vector space procedure
(3) Inverted certificate frequency vector space method.
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2.2 Resemblance Methods

The resemblance procedures used for discovery of correspondence between the
known IDs are

(1) Cos resemblance quantity
(2) Jaccard Factor
(3) Pearson Relationship Factor.

2.2.1 Cos Resemblance Quantity

The best usually used correspondence quantity is the Cos utility:

cosðA;BÞ ¼
Pn

i¼1 Ai � BiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Aik k2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Bik k2

q : ð1Þ

The cos(A, B) assessment is 1 when twofold IDs are same. In the case of
different documents its value is zero condition here it is zilch to corporate among
them (i.e., their manuscripts directions are reciprocally perpendicular each other).

2.2.2 Jaccard Measurement

Jaccard factor is derived from the concept of cosine factor as

JacardCoffðA;BÞ ¼
Pn

i¼1 Ai � BiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Aik k2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Bik k2

q
�Pn

i¼1
Ai � Bi

ð2Þ

JacardIndexðC;DÞ ¼ C \D
C [D

: ð3Þ

2.2.3 Pearson Association Factor

This gap is built on the Pearson association factor that is computed from the model
principles and their typical eccentricities:

PCCðA;BÞ ¼
Pn

i¼1 Ai � Bi �
Pn

i¼1 Ai �
Pn

i¼1 BiPn
i¼1 Aik k2 �Pn

i¼1 Bik k2 : ð4Þ
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2.3 K-Means

K-means is one of the easiest unsupported knowledge procedures, where the mean
of a group points called centroid applied to the given data in an incessant n-
dimensional space. The algorithm first begins with user-specified parameter k as
clusters with chosen initial centroids. The vastness among objects and the centroid
of every group are calculated as the following phase in the proposed procedure.
Next, every point is allocated for proximity centroid. The group centroids are
updated depending on the points assigned. This process is reiterated till the cen-
troids remain the same with a goal of reducing squared error function.

2.3.1 Buckshot

From the assumed usual of IDs choose √kn wherever n signifies quantity of IDs and
k signifies quantity of groups.

Let Y = {y1, y2, y3, …, yn} be the collection of data points, X = {y1, y2, y3, …,
y√kn} and

V = {w1, w2, …, wc} be the collection of midpoints.

Step 1. Arbitrarily choose ‘c’ group midpoints from X.
Step 2. Compute the gap among every data point in X and group midpoints.
Step 3. Allocate the data point to the group midpoint whose space from the group

midpoint is least of all the group midpoints.
Step 4. Recompute the novel group midpoint by

vi ¼ 1=dj
Xn

i¼1

yi; ð6Þ

where ‘dj’ signifies quantity in jth group.

Step 5. Recompute the gap among every point and novel gained group midpoints.
Step 6. If there are no allotment of points then stop, else reiterate from Step 2.
Step 7. Allocate these ultimate centroids as preliminary centroids to IDs in Y and

employ k-means.

2.3.2 Ranking Method

Occasionally, very few IDs in dissimilar groups may be analogous to every other
and dividing them just based on the pairwise resemblance is not suitable enough.
This condition may occur when the groups are not properly divided. The percep-
tions of neighbors and relation to manuscript grouping may be useful to overcome
this type of condition [17, 18].
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The twofold statistics points are measured as neighbors when they are similar
enough. Each outlet can require a set of nearest points in given database in the given
resemblance limit. The number of their collective nearest points can be character-
ized by the link among multiple data points. So the ideas of nearest data points and
association may deliver appreciated evidence around the IDs in the gathering
procedure. Consequently, intracollection resemblance can be improved not only
using the vastness among the IDs and the centroid, but also by considering their
nearest neighbors. The association utility yields the evidence of neighboring IDs
hooked on deliberation. Consequently, it can be cast off to the betterment of the
assessment of the nearness among IDs.

Neighbors and Link

The manuscript d’s neighbor in a database are those IDs that are measured anal-
ogous toward it. Let cls(ci, cj) be a resemblance task apprehending the pairwise
resemblance between ci and cj, and takes values between 1 and 0, by a larger value
giving superior resemblance. For an assumed limit l, ci and cj are described as
neighbors if cls(ci; cj) � t; by 0 � t � 1.

Now t is a programmer-specified limit to the device in what way analogous a
couple of IDs must be in order to be measured as closeness of each other. If we use
the cosine as cls and set t to 1, a manuscript is controlled to be a closeness of other
identical IDs. On the complementary part, if t were set to 0, any pair of IDs would
be nearest points. Varying on the application, the operator can select an appropriate
value for t.

A proximity array can characterize the data around the neighbors of each
manuscript in the database. A proximity array for a database of m IDs is an
m � m adjacency array M, in which an admittance M[i, j] is 1 or 0 differing on
whether IDs ci and cj are nearer or not. N(ci) signifies the quantity of closed points
of a manuscript ci in the database, and it is in the ith row of the two-dimensional
array M wherever values are 1.

The amount of shared adjacent IDs among ci and cj describes the assessment of
association (ci, cj). Magnifying the ith row of the neighbor matrix M with its jth
column can attain this: clus(ci, cj) =

P
M[i, m] * M[m, j] wherever m = 1 to

n. Consequently, if clus(ci, cj) is huge, then it is more likely that ci and cj are near
enough to be in the same group. Since the cos(A, B) processes merely measure the
resemblance for binary text IDs, taking it alone can be measured as a native
technique for grouping. The association utility customs the information of closed
IDs in assessing the association for the deliberate IDs making it a universal method
for grouping. While calculating the nearness of two IDs that are needed, clus utility
will show worthy.
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Assortment of Early Collection Central Points Built on Grades

A suitable applicant aimed at a first central point should not only be nearly adequate
to a particular collection of IDs but also satisfactorily be divided from supple-
mentary central points. By putting an accurate threshold x, the quantity of closed
points in the given data might be cast off to assess in the numerous IDs that are near
to the manuscript. To assess the variance of two IDs, which are preliminary central
applicants, together the cos and association utilities are used.

Initially, by inspecting the proximity array of the database, we catalog the IDs in
downhill order of their number of nearest points. In order to discover a collection of
preliminary central contestants, each of which is nearly adequate to an assured
collection of IDs, the topmost n IDs are designated from this list. This collection of
n first central points nominees is signified through Um with l = k + oplus.

Where the anticipated amount of groups is k and the additional quantity of
applicants designated is plus. Subsequently, these n applicants must be the greatest
proximity in the database, we adopt them as further probable middles of the groups.

Following, we attain the cos and association costs between every pairs of doc-
uments in Sm, and then grade the manuscript couples in scaling order of their cos
and association prices, correspondingly.

For a couple of IDs ci and cj, let us describe rank(ci, cj) be its grade founded on
the cos assessment, rank(ci, cj) be its rank founded on the association assessment,
and rank(di, dj) be the quantity of rank(ci, cj) and rank(ci, cj). Aimed at together rank
(ci, cj) and ranklink(di, dj), a smaller value represents a higher rank, and 0 corre-
sponds to the highest rank. The manuscript couples with high classes could be
deliberated as decent early central points.

2.3.3 Random Generation

This technique is the most basic and simple one. In this method, the program
randomly chooses any document as the initial centroid for a cluster.

3 Results and Discussion

The standard dataset, Classic dataset gathered from uci.kdd sources is used to
experiment. Four dissimilar groups, viz., labeled as 1. CACM, 2. CISI, 3. CRAN,
and 4. MED of the typical dataset, are studied. Out of the total 7095 IDs 800 IDs are
studied.

The similarity of a cluster is indicated by entropy: low entropy denotes a great
similarity, and vice versa. The principle for entropy for a group Ci is
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EðCiÞ ¼ �
Xk�1

i¼0

prij logðprijÞ; ð7Þ

where prij signifies the amount of elements from class j that are confined in group
i. The general entropy is specified by

EntropyðSÞ ¼
Xn

i¼1

ni
n
EðCiÞ: ð8Þ

Here in this effort entropy measure is used for assessing group quality. Selecting
of the first centroid assortment is tried by buckshot, ranking, and random methods.
The outcomes from Tables 1, 8, and 15 display that cosine smashes with TF–IDF
illustration compared to other resemblance measures. The number of repetitions is
condensed with these styles of preliminary seed assortment. The centroids selected
using ranking algorithm method prove to be superior in the initial centroid selection
with superior grouping competence for k-means.

3.1 Buckshot Algorithm

The buckshot algorithm is shown in Tables 2, 3, and 4.

Outcomes for TF–IDF illustration

We perceive from both the illustrations that cos resemblance smashes the other
resemblances and TF–IDF illustration has exhibited decent implementation
(Tables 5, 6, and 7).

Table 1 Total entropy
results for the classic dataset

Cos Jaccard Pearson

Frequency count 0.119 0.1770 0.16906

TF–IDF 0.1637 0.1329 0.2555

Table 2 Grouping outcomes
from FC illustration for
Jaccard measure by traditional
database PRECISION =
68.869

1 2 3 4 Label

Group [0] 1 0 0 148 4

Group [1] 15 3 199 25 3

Group [2] 183 153 1 2 1

Group [3] 0 44 0 25 2
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3.2 Ranking Algorithm

The entropy results in Table 8 provide the evidence that ranking technique
approach deemed to have contributed more to the clustering of documents.

Results for TF representation:

The results of TF representation are represented in Tables 9, 10, and 11.

Table 3 Grouping outcomes
from FC illustration for PCC
measure by traditional
database PRECISION =
80.0394

1 2 3 4 Label

Group [0] 25 93 9 7 2

Group [1] 2 0 0 189 4

Group [2] 171 107 1 2 1

Group [3] 1 0 190 2 3

Table 4 Grouping outcomes
from frequency count
illustration for Cos measure
using standard dataset
PRECISION = 91.84

1 2 3 4 Label

Group [0] 0 150 0 1 2

Group [1] 2 3 196 2 3

Group [2] 195 45 2 3 1

Group [3] 2 2 2 194 4

Table 5 Grouping outcomes
after TF–IDF illustration for
Jaccard measure using
standard database
PRECISION = 92.29

1 2 3 4 Label

Group [0] 9 179 0 15 1

Group [1] 0 1 0 180 4

Group [2] 179 15 0 1 1

Group [3] 11 5 200 4 2

Table 6 Grouping outcomes
after TF–IDF illustration for
PCC measure using standard
database PRECISION =
72.888

1 2 3 4 Label

Group [0] 0 0 97 65 3

Group [1] 184 15 103 14 1

Group [2] 14 185 0 2 2

Group [3] 1 0 0 119 4

Table 7 Grouping outcomes
from TF–IDF illustration for
Cos measure by typical
dataset ACCURACY =
87.708

1 2 3 4 Label

Group [0] 1 152 0 32 2

Group [1] 0 0 188 2 3

Group [2] 199 48 12 4 1

Group [3] 0 0 0 162 4
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Results for TF–IDF Representation:

The results of TF–IDF representation are represented in Tables 12, 13, and 14.

3.3 Random Generation Procedure

The results of TF representation is represented in Table 15.

Table 8 Overall entropy
outcomes using standard
dataset

Cos Jaccard Pearson

Frequency count 0.136 0.1607 0.1374

TF–IDF 0.101 0.1478 0.1191

Table 9 Grouping outcomes
from FC depiction for Jaccard
measure using standard
database PRECISION =
87.37, NOI = 9

1 2 3 4 Label

Group [0] 194 56 1 3 1

Group [1] 1 0 1 167 4

Group [2] 0 141 0 0 2

Group [3] 5 3 198 30 3

Table 10 Grouping
outcomes after FC illustration
for PCC measure using
standard database
PRECISION = 86.34,
NOI = 9

1 2 3 4 Label

Group [0] 196 83 2 3 1

Group [1] 3 6 3 196 4

Group [2] 0 109 0 0 2

Group [3] 1 2 195 1 3

Table 11 Grouping
outcomes from FC illustration
for Cos measure by standard
database PRECISION =
87.49, NOI = 8

1 2 3 4 Label

Group [0] 196 75 2 3 1

Group [1] 3 6 2 195 4

Group [2] 0 117 0 0 2

Group [3] 1 2 196 2 3

Table 12 Grouping
outcomes after FC illustration
for Jaccard measure using
standard database
PRECISION = 89.88,
NOI = 16

1 2 3 4 Label

Group [0] 191 45 1 4 1

Group [1] 1 151 0 0 2

Group [2] 6 3 198 17 3

Group [3] 1 1 1 179 4
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Results for TF representation:

The results of TF representation are represented in Tables 16, 17, and 18.

Outcomes for TF–IDF illustration:

From all the above outcomes, it has been perceived that Jaccard measure does not
yield apt groups (Tables 19, 20, and 21).

In Fig. 1, it is observed that Cosine measure performs enhanced in producing
consistent groups.

Table 13 Grouping
outcomes after FC illustration
for PCC measure using
standard database
PRECISION = 90.967,
NOI = 10

1 2 3 4 Label

Group [0] 197 55 4 3 1

Group [1] 0 142 0 0 2

Group [2] 2 2 3 196 4

Group [3] 0 1 193 1 3

Table 14 Grouping
outcomes from FC illustration
for Cos measure using
standard database
PRECISION = 92.85,
NOI = 20

1 2 3 4 Label

Group [0] 1 2 197 0 3

Group [1] 0 153 0 0 2

Group [2] 196 43 1 3 1

Group [3] 2 2 2 197 4

Table 15 Overall entropy
outcomes for the standard
dataset

Cos Jaccard Pearson

Frequency count 0.1195 0.1541 0.1809

TF–IDF 0.106 0.123 0.184

Table 16 Grouping
consequences after FC
illustration for Jaccard
measure using standard
database
PRECISION = 89.37

1 2 3 4 Label

Group [0] 193 39 1 3 1

Group [1] 1 157 0 2 2

Group [2] 0 1 1 167 4

Group [3] 5 3 198 28 3

Table 17 Grouping
outcomes from FC illustration
for PCC measure using
standard database
PRECISION = 83.84

1 2 3 4 Label

Group [0] 2 135 1 50 2

Group [1] 0 1 2 147 4

Group [2] 1 2 193 0 3

Group [3] 196 62 4 3 1
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Table 18 Grouping
outcomes from FC illustration
for Cos measure by standard
database PRECISION =
91.32

1 2 3 4 Label

Group [0] 0 146 0 0 2

Group [1] 2 1 2 193 4

Group [2] 2 3 197 4 3

Group [3] 195 50 1 3 1

Table 19 Grouping
outcomes from TF–IDF
illustration for Jaccard
measure using standard
database PRECISION =
92.80

1 2 3 4 Label

Group [0] 7 176 1 10 2

Group [1] 11 3 198 2 3

Group [2] 0 0 0 187 4

Group [3] 181 21 1 1 1

Table 20 Grouping
outcomes from TF–IDF
representation for PCC
measure using standard
database PRECISION =
70.209

1 2 3 4 Label

Group [0] 0 0 0 47 4

Group [1] 198 57 5 2 1

Group [2] 1 143 7 151 2

Group [3] 0 0 188 0 3

Table 21 Grouping
outcomes from TF–IDF
illustration for Cos measure
using standard database
PRECISION = 85.026

1 2 3 4 Label

Group [0] 1 96 0 1 2

Group [1] 0 0 1 194 4

Group [2] 198 104 1 5 1

Group [3] 0 0 198 0 3

Fig. 1 Entropy results
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4 Conclusion

The clusters formed by this research can be useful for text mining. Adopting this
approach of initial seed selection in k-means clustering procedure in the quantity of
repetitions can be reduced and thus increasing the algorithm efficiency. This can be
used in the applications of document clustering.

In the ranking algorithm approach since the threshold values used in the ranking
algorithm vary with the documents number and input representations, the result
varies with the threshold values. As a future enhancement, we may probe in fixing
the variant threshold value. Also, this work may be extended for an exhaustive
study by applying semantic knowledge [19, 20] to the document representations
and performing k-means clustering with these variant approaches.
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Experimental Investigation on Navigation
of Mobile Robot Using Ant Colony
Optimization

A. Mallikarjuna Rao, K. Ramji and B.S.K. Sundara Siva Rao

Abstract In the present work, mobile robot (MR) system is designed such that it
has to reach its target by overcoming the obstacle having various shapes/cross
sections. The path optimization between the sources to the destination is considered
with innovative logic, ant colony optimization (ACO). The sensors fixed on the
periphery of the MR recognize the obstacles and the information is transmitted to
the controller. The ACO algorithm generates the shortest route between the source
and the target after making successive iterations in various paths. The micropro-
cessor controller output regulates the velocity of front two wheels of MR. The
experimental setup is taken into consideration with various environmental condi-
tions and the MR is tested for navigation to attain the goal. The artificial ants
generate the random path considered as traffic and the route is optimized after
successive iterations. The safe boundary algorithm (SBA) is adopted to improve the
intelligence while cross over the obstacles with minimizing the distance travelled.
The experimental results are validated against the simulation results and proven that
the ACO integrated with SBA method is an optimistic method of navigation.

1 Introduction

Several techniques are applied to navigate the MR in a scrupulous path, to reach the
goal/target. The adoption of artificial intelligence makes the MR with better intel-
ligence for navigation in various environmental conditions. Ant colony optimiza-
tion is method of optimizing the route between sources to destination. This
proposed algorithm is based on the Probabilistic method which gives the optimal

A. Mallikarjuna Rao (&)
V R Siddhartha Engineering College, Vijayawada, AP, India
e-mail: amrao9@gmail.com

K. Ramji � B.S.K. Sundara Siva Rao
A.U. College of Engineering, Andhra University, Visakhapatnam, AP, India

© Springer Nature Singapore Pte Ltd. 2018
S.C. Satapathy et al. (eds.), Smart Computing and Informatics, Smart Innovation,
Systems and Technologies 78, https://doi.org/10.1007/978-981-10-5547-8_12

123



path. It is enthused from the search behaviour of ants. The ants discharge the
chemical essence named, pheromone, along the way they plan up and return to nest.
The quantity of pheromone deposited on the way is proposed to the quality of the
food. The concentration of pheromone makes the indication of a shortest path to the
ants.

Han et al. [1] presented a method of navigation of mobile robot against critical
obstacles using ACO with considering initial transition probability, so the
decision-making was easy among various available paths. Englot et al. [2] solved
multi-goal path planning problem using ACO and compared with traditions
methods. He proved that his approach is best fit for underwater robots. Mohanraj
et al. [3] simulated the ACO algorithms to generate path planning of robot in
obstacle environment with minimizing difficulty in computation. Gigras and Gupta
[4] used the ACO algorithms to generate the optimization techniques for industrial
automation. They also recommended the same algorithm for military applications,
for recognition of hazardous material.

Hachour [5] proposed an algorithm for navigation of autonomous mobile robot
using Ant Colony Optimization. This algorithm was applied in C++ language,
afterwards tested using visual basics language. Angus [6] identified the shortest
route with Ant Colony Optimization by considering three parameters cost, visibility
and pheromone. These parameters influence the navigation of mobile robot and lead
to better approach towards the goal. Dorigo [7] formulated an arithmetical model
for shortest path in line with Ant Colony Optimization. The higher pheromone
concentration leads to indicate the shortest path to reach the goal.

Rishiwal et al. [8] developed the algorithm using Ant Colony Optimization in
terrain maps. The features of terrain such as land, forest, etc. are recognized with
dissimilar colour permutations and combinations. Each colour is coupled with a
scrupulous penalty assessment for an area on landscape map. By using Ant Colony
Optimization, the simulation process is carried out between the source and desti-
nation by considering different penalty values. Bin et al. [9] proposed the improved
ant colony optimization linked with vehicle steering problem for navigation of
vehicles by avoiding the obstacles on the road.

Guan-Zheng [10] proposed to utilize Maklink diagram theory to create free
space sculpt of the autonomous mobile robot with Dijkstra algorithm to locate
collision-free path and followed by ACO algorithm for route optimization.

In the above literature many of simulated the robot in virtual environments, some
authors tried for experimentation with similar shaped obstacles. Hence, the research
organized still now is not suited to navigate the MR in a realistic environment using
ACO.

In this paper, we have organized the simulation and experimentation in various
environments, having irregular shaped obstacles. In addition, the SBA is integrated
to make path optimization while crossing the obstacles.
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2 Kinematic Analysis of Mobile Robot

2.1 Design of Mobile Robot

The proposed MR is designed with valid kinematic analysis, to generate the
experimental assessment for navigation in a right path. The wheels of the MR are
actuated by the signal generated from the controller, which leads to attain
the desired position and orientation.

The MR is supported with four wheels with identical dimension. The front
wheels are driving wheels. The robot is similar in the rectangular shape in the top
view, having the centre of gravity (CG) at point, G and geometrical centre at point,
P, as shown in Fig. 1.

The proposed MR is taken into deliberation that no slip exists between the wheel
and the floor plane:

Vel:T ¼ 0:5� Vel:R þVel:L½ � ð1Þ

where Vel.R = r � xR, Vel.L = r � xL, Vel. = linear velocity, x = angular
velocity and r = radius of the wheel.

Here, suffixes of R, L and T indicate right wheel, left wheel and tangential
direction, respectively.

The MR location and path is symbolized by means of the vector information as

P ¼ XC YC h½ �T ð2Þ

Fig. 1 Kinematic analysis of mobile robot
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Here, C is the point in the global coordinate frame having the coordinates, XC

and YC. The variable, h, is the orientation angle with respect to the horizontal axis.
With considering the assumption, the slip between wheel and floor is zero;

hence, the velocity component orthogonal to the surface of wheel is zero:

_Yc sin h � _Xc cos h � _dh
� � ¼ 0 ð3Þ

Let us consider all kinematics limitations are sovereign of time, and can be
articulated as,

AðpÞ _p ¼ 0 ð4Þ

where A(p) is the constrained matrix

AðpÞ ¼ � sin h cos h �dh½ � ð5Þ

This matrix is applied to plan the motion in the global reference frame [X Y] to
motion with stipulations of the local reference frame [XcYc]. It is easy to verify
equations of motion in terms of linear and angular velocity:

C ¼
cos h �d sin h
sin h �d cos h
0 1

2
4

3
5 ð6Þ

Vt ¼ V x½ �T ð7Þ

where V is the maximum linear velocity (|V| � V max) and x is the maximum
angular velocity (|x| � x max) is at the point ‘p’ along the robot axis.

The kinematic equation is

_q ¼
_Xc
_Yc
_h

2
4

3
5 ¼

cos h �d sin h
sin h �d cos h
0 1

2
4

3
5 V

x

� �
ð8Þ

3 Definition of Problem

3.1 Grid Environment

The MR is navigated in a grid environment with dimensions (100 � 100) mm
containing irregular shaped obstacles. MR starts at source point, S(0, 0) and reaches
the target point, T(100, 100) by crossing over the obstacles. The path planning is
developed from S to T with a minimum distance of travel. The optimized algorithm
computes the shortest path as in Fig. 2.
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3.2 Methodology

The objective is to navigate the MR from the source point, S, to target point, T,
against irregularly shaped obstacles with the optimized path. To solve this diffi-
culty, ant colony optimization is considered, which simulates the real ant behaviour
for searching the food to MR for finding the shortest path. The ant releases the
pheromone in the travelled path; the concentration of pheromone makes the indi-
cation to compute the shortest route. The probability for searching the path by an
ant called transition probability is Pk

ij.
The equation for the assessment of transition probability in ACO [3] is

pkij ¼
sij

� �a

Pm
jeNk

i
sij

� �a ð9Þ

where sij = trial of pheromone, m = No. of ants, a = weight rate.
Here, qkij symbolizes the transition probability, where ant k navigates starting

from ith node to jth node.
Pheromone evaporation [3] is executed by

sij ¼ ð1� qÞ�sij ð10Þ

where 0\q� 1 is the rate of pheromone evaporation.

Fig. 2 Environment model
for problem
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The change of the pheromone is the following [7]:

sij ¼ sij þ
Xm

k¼1

Dsij ð11Þ

where Dsij is the quantity of pheromone ant k deposits on the route

sij ¼ 1
Ck

ð12Þ

where Ck is the path extent made by the kth ant.

3.3 Pseudocode of ACO

3.4 Safe Boundary Concept

The safe boundary improves the navigation while crossing over the obstacles. The
required physical parameters are taken by various sensors, used for decision-
making of the robot about the turn either right or left side of the obstacle as in
Fig. 3.
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The sensors fastened on the front side of the MR recognizes the distance
between the MR and boundary of obstacle, and subsequently the computation
algorithm calculates the angles: left angle, hl and right angle, hr. The MR computes
left and right angles and subsequently cross over with higher angle. This method
optimizes the distance travelled while crossing the obstacles.

4 Simulation of Navigation

The MR is simulated in various environments using ANTSIM V1.1 software. As
shown in Fig. 4, the optimized path is generated using ACO algorithm. After
successive iterations, the ants generate the optimized path against irregular

Fig. 3 Safe boundary
concept

Fig. 4 Simulation of MR in
various environments
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cross-sectional obstacles and between narrow walls. The green shadow indicates the
traffic of ants and red line represents the optimized path after successive iterations
using ACO algorithm with the concern of pheromone concentration.

Environment 1: Obstacles having the cross sections like alphabets are positioned
and the MR is navigated in a collision-free path.

Environment 2: Dissimilar shaped obstacles were placed in the environment and
the MR is navigated from source to target. The path is optimized effectively even
the presence of irregular obstacles.

Environment 3: The MR is navigated in a wall boundary crucial narrow path
without touching the boundary walls.

Environment 4: The MR is navigated in a rectangular obstacles environment
without touching edges of the obstacles.

5 Experimental Results

The MR is tested with valid experimental setup after the successive simulations.
Various obstacles having different shapes of the cross section are kept in the
arena and MR is navigated under collision-free path to reach the goal/target.

(a) Mobile Robot (b) Environment 1.

(c) Environment 2.

Fig. 5 Experimental setup for navigation of MR
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After successive iterations of navigation, the ACO algorithm makes the optimized
path generation under collision-free environment. The safe boundary algorithm
improves the navigation while crossing the obstacles with smooth curves. The
following results are shown improvement of navigation and better collision-free
path using ACO algorithm with the safe boundary condition, as shown in different
environments as in Fig. 5.

Smooth collation-free navigation is attained by the MR under the different tested
environmental conditions. Any irregular cross-sectioned obstacles are overcome by
robot with convenient angle of overcome with safe boundary algorithm.

6 Conclusion

As in Fig. 6, it is proved that time requirement is low for ACO with safe boundary
algorithm in all environments. Different environments are arranged with various
cross-sectioned obstacles, and the ACO with safe boundary algorithm highlighted
among all with minimum time requirement for navigation.

The safe boundary concept minimizes the time consumption while crossing the
obstacles. Hence, the ACO-based safe boundary algorithm yields a better result in
the navigation of MR.

The experimental results are proved that ACO with SBA method fit moderately
for irregular cross-sectioned obstacles. Hence, it was recommended to program in
MR to serve the public in realistic environments like earthquakes, train accidents,
etc. The same work may be extended with incorporating the combination of more
artificial intelligence (AI) techniques.
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Iterative Sorting-Based Non-dominated
Sorting Algorithm for Bi-objective
Optimization

Vikas Palakonda and Rammohan Mallipeddi

Abstract This paper proposes an iterative sorting-based non-dominated sorting
(NDS) for bi-objective optimization to reduce the overall runtime of NDS by itera-
tively employing computationally efficient conventional sorting algorithms.
Proposedmethod is based on the observation that a set of non-dominated solutions on
a bi-objective space have the same average rank. Hence, a set ofN solutions are sorted
by each of the two objectives and an integer rank is assigned to each solution on both
the objectives. Then, the average rank of each solution is computed and compared
with a threshold (depends on the solutions present in the set) to determine and remove
dominated solutions. The process is terminated when all the solutions in the set have
same average rank and equal to the threshold. The set of solutions with same average
ranks being non-dominated is assigned to the current front. This procedure is repeated
until every solution in the set is assigned to respective fronts. The performance of
proposed method is evaluated and compared with existing NDS algorithms.

1 Introduction

In Pareto-based multi-objective evolutionary algorithms (MOEAs) [1, 2], quality of
candidate solutions is determined based on Pareto-dominance. The Pareto-
dominance relationships in a given set of solutions can be established through
non-dominated sorting (NDS). NDS can be defined as the process of grouping a set of
solutions into different levels referred to as Pareto-fronts depending on the domi-
nance relationships or quality of the solutions. In other words, NDS groups solutions
in a way that “solutions in a given front remain non-dominated [3] with respect to
each other and are dominated by at least one solution in the previous front” [4].
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However, NDS is computationally intensive as it involves a pair-wise compar-
ison between solutions to determine the Pareto-dominance relationships. In addi-
tion, since the comparison between two solutions involves all the objectives, the
computational complexity of NDS increases with the objectives (M) and population
size (N). Therefore, an effective NDS plays a vital role in the implementation of
Pareto-based MOEAs. In addition to the naïve approach [1], various computa-
tionally efficient NDS algorithms such as fast NDS [2], deductive sort [5], corner
sort [6], effective non-dominated sorting (ENS) [4], etc. were proposed.

A naïve approach to perform NDS [1] is to compare each solution with the
others in the set and the solutions which are non-dominated are assigned to the
current front and are temporarily removed. The remaining solutions are then
compared to each other to find the non-dominated solutions that need to be assigned
to the next front. Due to repetitive comparisons between the similar pairs of
solutions, the naïve approach is computationally intensive. Therefore, fast NDS was
proposed [2] in which a book-keeping procedure is adopted to store the dominance
relationships so that the repetitive comparisons can be avoided. In other words, the
time complexity is reduced with an increase in the space complexity. In deductive
sort [5], the dominance relationships are stored effectively in the form of a graph
which reduces the space complexity of deductive sort compared to fast NDS. In
corner sort [6], non-dominated solution termed as corner solution is first obtained
and is compared with the other solutions to mark the dominated solutions thus
avoiding redundant comparisons. In other words, if the corner solution dominates a
solution, then the dominated solution need not be compared to any other solutions
in the set. However, corner sort is efficient only when the objectives are high.

NDS algorithms based on the divide and conquer mechanism have been pro-
posed in [7, 8]. In Jensen’s sort, the solutions are recursively divided by sorting on
one of the objectives before comparing. However, Jensen’s sort is not applicable
when the population contains duplicate solutions [5]. In addition to the concept of
divide and conquer, the authors in [8] adopt a data structure called dominance tree
to reduce the computational complexity and memory requirements. Recently, an
efficient NDS referred to as ENS [4] was proposed where the solutions are sorted on
one of the objectives (generally first objective). In the sorted order, the first solution
being non-dominated is assigned to the first front and the solutions that follow are
compared only with those solutions which have been already assigned to the
respective fronts. Depending on the sequence in which the algorithm proceeds to
find the appropriate front, two variants referred as sequential search and binary
search have been proposed [4]. The binary search approach performs better in
bi-objective while the sequential search performs better with the increase in the
objectives.

From the above, it is evident most previous works aim to reduce the domi-
nance comparisons in order to reduce overall runtime. However, none of the
works considers the actual structure of MOEAs in reducing the time complexity
of NDS during the optimization procedure. In other words, when optimizing a
multi-objective problem using Pareto-based MOEAs, it is observed that:
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(1) number of Pareto-fronts in the population decreases with increase in the number
of generations [9].

(2) individuals from the top-ranked fronts will be parents of next generation [2].

Therefore, designing a NDS algorithm with computational complexity going
from worst-case to best-case with the decrease in the fronts present in the popu-
lation would be appropriate. In addition, during the selection operation in
elitism-based MOEAs, only the individuals in the top few fronts are considered as
the solutions in the first front are considered to be better than solutions in the second
front and so on. Therefore, a NDS algorithm that sorts individuals’ front-by-front
(top-ranked solutions are assigned to the first front in the first iteration and so on) is
more apt as the sorting procedure can be stopped once the required number of
solutions is obtained after obtaining the first few fronts. Hence, it can save the
overall execution time of MOEA.

In this chapter, we propose a NDS algorithm that iteratively employs the com-
putationally efficient conventional sorting algorithms which sort and rank the
individual solutions on each of the objectives. In a given set of N solutions, after
sorting and ranking, the average rank of each individual is calculated and solutions
that have an average rank greater than the threshold Nþ 1ð Þ=2 are termed as dom-
inated and removed temporarily. The procedure is iterated with the remaining set of
solutions until all the solutions in the current set have the same average rank equal to
ðN0 þ 1Þ=2, where N0 is the cardinality of the current set. The set of solutions that
have the same average rank equal to the threshold is said to be non-dominated and is
assigned to the same front. This process repeats until all theN solutions in the original
set are assigned to the respective fronts. Since the proposed method employs the
conventional sorting algorithms iteratively, it is referred to as iterative sorting-based
non-dominated sorting (ISNDS). The proposed ISNDS satisfies the two conditions:
(1) it has the best-case complexity when the number of fronts is minimal and
(2) assigns solutions front-by-front. However, ISNDS is applicable only for bi-
objective optimization problems. In addition, it is to be noted that NDS algorithms
such as Jensen’s sort [4] and ENS [6] also employ conventional sorting algorithms.
In ENS, the solutions are sorted only once and on one of the objectives to order the
solutions and then assign solution-by-solution to the respective fronts.

The rest of the paper is organized as follows. In Sect. 2, the description of the
proposed ISNDS algorithm for bi-objective optimization is presented. In Sect. 3,
the experimental setup and analysis of the simulation results are presented. Finally,
the conclusion is presented in Sect. 4.

2 Iterative Sorting-Based NDS Algorithm

In this paper, an iterative sorting-based NDS applicable to bi-dimensional objective
spaces is proposed. To reduce overall runtime complexity of NDS procedure, the
proposed algorithm employs computationally efficient conventional sorting
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algorithms to sort solutions on each of the two objectives separately. Because of
iterative sorting, the number of pair-wise comparisons between the solutions
required to determine the Pareto-dominance reduces, resulting in the reduction of
the runtime complexity. In addition, the overall runtime of the proposed ISNDS can
be reduced further due to the effectiveness of the conventional sorting algorithms.
The proposed algorithm is based on the following observations.

Observation 1: In a bi-objective space, given a set of N solutions, if all the
solutions are non-dominated, then the average rank of each solution would be
ðNþ 1Þ=2.
Observation 2: In a bi-objective space, given a set of N solutions where (N − 1)
solutions are non-dominated with each other and the other solution being domi-
nated then the average rank of the dominated solution will be greater than
ðNþ 1Þ=2.

As described in Algorithm 1, the proposed method starts by sorting and ranking
the solutions on each objective. Then, the average rank of each solution is com-
puted and compared with the threshold. The threshold depends on the solutions in
the current set that are sorted and ranked. In other words, if N0 solutions present in
the current set then the threshold is ðN0 þ 1Þ=2. The solutions having average rank
greater than the threshold are eliminated as they are dominated (Observation 2).
After removing the dominated solutions, the process of sorting, ranking, calcula-
tions, and comparing the average ranks with the threshold continues until no
solutions are eliminated. The threshold needs to be evaluated every iteration
depending on the cardinality of the current set. When none of the solutions are
eliminated then the average rank of all the solutions in the set will be the same and
will equal to the threshold. Then the solutions in the set are non-dominated and are
assigned to the current front (Observation 1). The process continues until all the
solutions present in the original population P are assigned to some front or the
other.

The graphical illustration of the proposed algorithm is depicted in Fig. 1.
Figure 1a shows the location of the solutions in the bi-objective space, their indi-
vidual ranks, the average rank and the threshold. Based on the threshold solutions,
S1, S2, S6, S9, and S10 can be removed as they are dominated and cannot be in the
current front (Front 1). Similarly, from Fig. 1b, depending on the threshold solu-
tions, S4 and S5 are identified as dominated and are removed. From Fig. 1c, it can
be witnessed that none of the solutions can be removed because all the solutions
have the same average and equal to the threshold. Therefore, according to
Observation 1, they are non-dominated and can be assigned to the current front
(Front 1). After assigning solutions to Front 1, the solutions belonging to Front 1
are temporarily removed and the above procedure is repeated to fill Front 2. The
process goes until all the solutions are assigned to some of the fronts as shown in
Fig. 1.
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Fig. 1 Graphical illustration of proposed ISNDS algorithm. Values in ( ) represent the ranks on
first and second objectives, respectively, while value in [ ] represents the average rank
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3 Experimental Setup and Analysis of Simulation Results

In this section, we present the simulation results to compare and investigate the
performance of the proposed NDS algorithm. Since the proposed method is
designed to work on a bi-objective space, we compare its performance with ENS
approaches (ENS-SS and ENS-BS) as they are proved to be more efficient for
bi-objectives in terms of runtime complexity. To compare the performance, we
performed the experiments on two different artificial datasets—(a) random popu-
lation of solutions referred to as cloud and (b) population of solutions with a
different number of fronts. As in literature [4], we employ the following two per-
formance indicators to assess the NDS algorithms: (a) number of comparisons
(sorting and pair-wise dominance comparisons in ENS, sorting and threshold
comparisons in ISNDS) and (b) runtime.

In MOEAs, the number of fronts in the population keeps decreasing as the
population evolves over the generations. Therefore, we test the performance of
NDS algorithms by incorporating in an MOEA framework that is used to solve a
bi-objective optimization problem. All the simulations reported are performed on a
PC with a 3.40 GHz Intel Core i7-2600QM CPU and Windows 10 64-bit operating
system.

3.1 Experiments on Dataset with Fixed Number of Fronts

To study the effect of varying number of fronts, we divide a population into a fixed
number of fronts where the fronts vary from 1 to 70. In the current study, a fixed
population of 2000 solutions is assigned a fixed number of fronts [4].

Figure 2 summarizes the simulation results of the proposed ISNDS along with
ENS-SS and ENS-BS. In Fig. 2a, the sorting comparisons, the comparisons with

Fig. 2 Comparison of ENS and ISNDS on fixed fronts
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the threshold and the total comparisons are presented to better analyze the pro-
posed algorithm. From Fig. 2a, it can be observed that the total comparisons taken
by the proposed algorithm are significantly lower than ENS-SS and ENS-BS when
the number of fronts is less. However, as the fronts in the population increase the
total average number of comparisons needed for the NDS procedure increases
steeply in the case of the proposed algorithm. In ISNDS, the increase in the total
comparisons is mainly due to the increase in the number of times the conventional
sorting procedure is repeated. In other words, in a set with fixed population size,
as the fronts increase the quantity of solutions per front decreases leading to the
increase in the number of times the conventional sorting procedure needs to be
iterated.

However, from Fig. 2b, it can be observed that the time taken by ISNDS
increases with the fronts but less compared to the time taken by ENS-SS and
ENS-BS. Even though the comparisons required by ISNDS are higher compared
to ENS versions, the runtime of ISNDS is significantly low or comparable due to
the type of comparisons that are being performed. In other words, ISNDS per-
forms conventional sorting and comparisons with a threshold which are signifi-
cantly faster compared to the pair-wise comparisons performed in ENS.
Therefore, the total run time of the proposed method is significantly low when
the number of fronts is low and comparable when the fronts increase. In addition,
it can be observed that ISNDS has best-case complexity when the number of
fronts is minimal and therefore would be more suitable to be employed in
MOEAs.

3.2 Experiments on Random Populations

In this setup, we generated random populations with different sizes varying from
100 to 5000 at an increment of 100 solutions. For analysis, we generated a pop-
ulation randomly, which consists of the candidate solutions whose objective values
are arbitrarily sampled from a uniform distribution on the interval [0, 1].

From Fig. 3a, it can be observed that ISNDS requires more comparisons than
ENS-BS and ENS-SS. In addition, the total comparisons increase drastically with
increasing population size. The increase in the total comparisons is due to the
increase of fronts with increasing population size. The increase in the fronts requires
the sorting procedure to be employed multiple times increasing the sorting com-
parisons. However, the runtime taken by ISNDS is comparatively low when
compared to ENS as observed in Fig. 3b. As discussed above, the reduction in the
runtime of the proposed ISNDS can be attributed to the type of comparisons that are
performed.
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3.3 Performance Comparison of NDS Algorithms
in NSGA-II Framework

In this setup, we compare the runtime of different NDS algorithms in the NSGA-II
framework on a bi-objective optimization problem (DTLZ1). We simulated each set
of experiments for 10 times for 250 generations with population sizes of 200, 800,
1000, and 2000 individuals. The parameters of NSGA-II employed are SBX
crossover, whose crossover ratio is 1, polynomial mutation strategy with mutation
ratio of (1/dimension). The simulation results are presented in Table 1. The best
results are highlighted in bold.

From the results, it can be witnessed that ISNDS performs better than ENS in
NSGA-II framework. In addition, as the population size increases the runtime of
ISNDS reduces significantly compared to ENS-BS and ENS-SS. The improved
performance of ISNDS compared to ENS can be attributed to the following—(a)
during evolution, as the fronts in the population diminish; the runtime of ISNDS
reduces as it approaches the best-case unlike in ENS; (b) sorting procedure of
ISNDS can be halted once the required number of solutions is assigned to the fronts
because the dominance relationship between those solutions is not of any impor-
tance. Because, in NSGA-II, after combining the parents and offspring population,
exactly half of the best individuals go to the next generation.

Fig. 3 Comparison of ENS and ISNDS on random populations

Table 1 Runtimes (mean
and standard deviation) of
NSGA-II for 10 runs on
DTLZ1

N Runtimes (mean and standard deviation)

ENS-BS ENS-SS ISNDS

200 2.62 (0.04) 4.20 (0.18) 1.54 (0.06)
800 11.15 (0.21) 31.19 (1.09) 4.62 (0.18)
1000 14.58 (0.25) 44.41 (1.33) 5.60 (0.13)
2000 30.35 (0.35) 132.93 (3.60) 11.62 (0.16)

140 V. Palakonda and R. Mallipeddi



4 Conclusion

In this paper, an iterative sorting-based NDS algorithm (ISNDS) for bi-objective
optimization problems is proposed. The proposed method shows significant
improvement in terms of runtime compared with the state-of-the-art algorithms such
as efficient NDS (ENS). The effectiveness of the proposed ISNDS algorithm is
more significant when incorporated in MOEA framework. The significant
improvement in the performance is due to (a) conventional sorting procedure which
is computationally efficient, (b) comparisons are done with respect to a threshold or
constant that are significantly fast, (c) computational complexity decreases with
decrease in number of fronts which is essential when incorporated in MOEAs,
(d) assigns solutions in a front-by-front basis and therefore can be halted once the
required number of solutions is obtained from the currently available fronts. In
future, we would like to investigate the current sorting-based algorithm for the
problem of level update that is generally employed in steady-state MOEAs for
non-dominated sorting.
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Harmonic and Contra-Harmonic
Mean-Centric JPEG Compression
for an Objective Image Quality
Enhancement of Noisy Images

G. Srinivas, P. Naga Srinivasu, T. Srinivas Rao and Ch. Ramesh

Abstract The operations of conveyed information across the Internet have soar
exponentially over the past two decades. Image compression is a significant
approach to shrink an image. JPEG is the core prevailing still image compression
for bandwidth preservation. So images could be ensued and transmitted earlier. In
this paper, the anticipated JPEG algorithms manifest finer conclusions compared to
conventional JPEG compressed data in terms of image encoded bits on images
might be corrupted with speckle, Poisson, and salt-and-pepper noise. The proposed
JPEG compression algorithms are built on image smoothening operators mean,
median, harmonic mean, and contra-harmonic mean that enhances speed while
minimizing memory necessities by tumbling the number of encoded bits.

1 Introduction

A bunch of symbols are gathered by the encoder once after the input image f(x, y) has
been passed to it. And then the resultant encoded image is passed to the decoder after
the transmission through the channel. Finally restructured image f′(x, y) is generated
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by the decoder. In lossless compression strategy, the output f′(x, y) is exact the
reproduction of f (x, y). If not, there would be some level of misinterpretation is in the
appearance of the reassembled image.

The JPEG is the acronym for Joint Photographic Experts Group which was
named after the committee who had proposed the approach of compressing a raw
image, is a noticeable lossy compression approach for images [1–5]. The infor-
mation that the image is represented imprecisely with JPEG compression approach,
but JPEG has a benefit that consumes minimal memory, and the data in the
uncompressed image appears to be very alike it lags only in terms of the quality
considerably. But the compressed images will roughly look same as the original
images. The JPEG approach normalizes the giant frequencies of the image that the
human eye cannot recognize. JPEG compression is the foremost approach for
smoothing color/texture/tone conversion of the image.

1.1 Checking the PDF File

JPEG is one such straightforward approach for compressing the image that could be
accomplished by the following:

1. The original image is being split into 8 � 8-pixel blocks. In case if the image
size is not absolutely multiple of 8, then add zeros in empty pixels around the
edges.

2. For each 8 � 8 sized block, the intensities of the pixels are acquired.
3. The Discrete Cosine Transform (DCT) is applied to each 8 � 8 block and the

resultant value is obtained.
4. The DCT of each 8 � 8 block has to be multiplied by a normalized mask to

make a number of values as zero.
5. Normalization reduces most of the high-frequency components. Next, is the

mixed array of important 2-D normalized DCT coefficients by traversing in
ZIGZAG fashion, categorizing them in a 1-D array. In 1-D array, there are two
types of DCT coefficients: the first one is termed as direct current (DC) element,
while other coefficient is called as alternating current (AC) elements.
Variable-length Huffman coding is used to code AC components.

6. Decompression is achieved in a reverse order. By utilizing Huffman codes, it
initially estimates the normalized DCT values by decoding the compressed bit
stream. All the DCT values are then arranged in a 2-D array in a meandering
fashion as explained previously. The decoded DCT values are acquired by
multiplying them with normalization coefficients. Now an IDCT is executed on
the denormalized DCT array. The decoding process generates an ensuing image
block which will not be similar as respective original image block used during
encoding.
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Harmonic mean is a kind of aggregated average of a group of individual values.
The harmonic mean of a group of h numbers could be defined as the division
among h and the sum of reciprocals of the numbers. The harmonic mean of ‘h’
variables (v1, v2, v3…,vh) could be given by

h
1
v1 þ 1

v2 þ 1
v3 þ � � � þ 1

vh

:

Function complementary to the harmonic mean derives the Contra-harmonic
mean. Contra-harmonic mean of ‘C’ variables (v1, v2, v3…,vc) is given as

v21 þ v22 þ v23 þ � � � þ v2c
v1 þ v2 þ v3 þ � � � þ vc

:

Mean is deliberated by summing up all the stated individual values and dividing
the value by the number of data entities. The mean of ‘h’ variables (v1, v2, v3…,vn)
is given as

v1 þ v2 þ v3 þ � � � þ vh
h

:

Median is the manner to identify the middle value. In case the total entities in the
list are odd, the median will be the middle entry in the list after sorting the indi-
viduals in ascending order. When the total entities of the list are even the median is
equal to the sum of two middle numbers divided by two.

2 Intended Adaptive JPEG Compression Approaches

If 8 � 8 blocks include plenty of dissimilitude in pixel intensity values, then
obviously the figure of constructive DCT coefficients may increase considerably.
Otherwise, hardly the initial DCT coefficients will be more notable while remaining
are zeros. By superimposing filter over the image, the image gets smoothened and as
a result the distinction between the pixel values of a block will be normalized [6–9].

The proposed JPEG algorithms are executed in three distinct ways:

1. Prior to separating the image into 8 � 8 blocks, the images adulterated with
Poisson/Speckle noise are elaborated using a harmonic mean filter.

2. Further to segregate the noisy image 8 � 8 blocks, the image is accelerated
towards the mean and median filters.

3. Before partitioning the noisy image into 8 � 8 blocks the image is convoluted
with contra-harmonic mean.
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2.1 Execution of Planned JPEG Algorithms

In this paper, the suggested JPEG compression approach is executed on images of
sizes 256 � 256, 512 � 512, and 1024 � 1024. Approximation of calculated
results authorizes that the proposed compression techniques had manifest qualita-
tive results and are the best alternatives since they are proved to be superior in terms
of image quality metrics like PSNR and MSE [8, 9].

Let Q1 be the quantity of data units required to signify uncompressed infor-
mation (original image) and Q2 be the number of elements in the encoded dataset,
where both Q1 and Q2 are characterized under same units (Fig. 1):

CR ¼ Q1=Q2:

When the uncompressed original raw image quantity Q1 � encoded data set
N2,

CR is the compression ratio that specifies the degree of compression and IE ! 1
specifies the refined compression.

The reconstructed image is identical to the original raw image with lossless
compression techniques as they not only obliterate redundancy data present in the
image but also conserve the sensitive information present in the raw image. The
original image will not be same as that of the decompressed image with lossy
compression algorithms, so higher compression is attained with lossy
compression-based algorithms. To classify the variation among the raw and
decompressed image, either objective fidelity criteria or subjective fidelity criteria
are used.

Fig. 1 Structure of planned JPEG algorithms
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This paper exhibits the performances between the proposed approaches with the
standard JPEG compression. The planned approaches illustrate enhanced results
compared to the JPEG in terms encoded bits. This paper makes use of MATLAB
tools to admittance the proposed algorithms and the images are downloaded from
SIPI image database.

Algorithm 1: Harmonic mean-based JPEG algorithm
Step 1: Peruse the image.
Step 2: Apply speckle/Poisson noise.
Step 3: Apply harmonic mean.
Step 4: Standard JPEG compression

See Tables 1, 2, 3, 4, 5, 6, 7 and 8.

Table 1 Traditional JPEG-based compression over a 512 � 512 image corrupted with Poisson
noise

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 288,528 292,370 290,948 280,512

RMS error 6.73 6.85 6.60 6.26

Compression ratio 7.26 7.17 7.2 7.47

PSNR 37.63 37.48 37.80 38.25

MSE 45.29 46.88 43.50 39.22

Table 2 Traditional JPEG-based compression over a 1024 � 1024 image corrupted with Poisson
noise

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 758,082 1,224,942 1,050,327 1,263,542

RMS error 6.42 6.23 6.16 6.53

Compression ratio 11.06 6.84 7.98 6.63

PSNR 46.91 44.32 44.42 43.91

MSE 21.38 38.78 37.92 42.59

Table 3 Traditional JPEG-based compression over a 512 � 512 image corrupted with speckle
noise

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 320,639 383,073 317,790 289,040

RMS error 7.17 7.77 7.06 6.49

Compression ratio 6.54 5.47 6.59 7.25

PSNR 37.08 36.38 37.20 37.94

MSE 51.35 60.37 49.90 42.11

Harmonic and Contra-Harmonic Mean-Centric JPEG … 147



Table 4 Traditional JPEG-based compression over a 1024 � 1024 image corrupted with speckle
noise

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 1,381,120 1,200,240 1,067,788 1,378,967

RMS error 6.91 6.06 6.28 6.91

Compression ratio 6.07 6.98 7.85 6.08

PSNR 43.42 44.55 44.25 43.42

MSE 47.76 36.78 39.45 47.74

Table 5 Proposed JPEG through harmonic mean-based compression over a 512 � 512 images
corrupted with Poisson noise

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 231,949 226,334 232,710 233,413

RMS error 6.98 5.96 6.26 6.01

Compression ratio 9.0284 9.2657 9.0119 8.98

PSNR 37.31 38.68 38.26 38.61

MSE 48.66 35.51 39.17 36.13

Table 6 Proposed JPEG through harmonic mean-based compression over a 1024 � 1024 images
corrupted with Poisson noise

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 617,197 1,002,214 839,901 1,042,287

RMS error 4.10 6.42 5.60 8.12

Compression ratio 13.59 8.37 9.98 8.04

PSNR 47.94 44.05 45.25 42.01

MSE 16.84 41.26 31.31 65.96

Table 7 Harmonic based JPEG compression on images corrupted with speckle noise of size
512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 346,283 1,684,888 342,234 313,258

RMS error 10.23 11.11 10.28 9.29

Compression ratio 6.05 5.08 6.12 6.69

PSNR 33.99 33.27 33.95 34.83

MSE 104.58 123.45 105.6 86.26
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Algorithm 2: Mean/median-based JPEG Algorithm
Step 1: Read the image.
Step 2: Apply salt-and-pepper noise.
Step 3: Apply the smoothening operators median and mean.
Step 4: Standard JPEG compression.

See Tables 9, 10, 11, 12, 13 and 14.

Table 8 Harmonic based JPEG compression on images corrupted with speckle noise of size
1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 631,088 1,172,884 1,176,948 1,455,174

RMS error 4.42 8.15 8.48 11.21

Compression ratio 13.29 7.15 7.12 5.76

PSNR 47.29 41.98 41.24 39.21

MSE 19.58 66.45 71.95 125.74

Table 9 JPEG compression on images corrupted with salt-and-pepper noise of size 512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 1,733,288 341,790 1,728,735 369,682

RMS error 6.44 5.71 6.4 6.32

Compression ratio 5.76 6.13 5.69 5.67

PSNR 38.01 39.06 38.06 38.17

MSE s41.50 32.58 40.97 39.96

Table 10 JPEG compression on images corrupted with salt-and-pepper noise of size
1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 1,490,856 1,655,891 1,453,768 1,587,494

RMS error 6.23 6.73 6.33 6.38

Compression ratio 5.62 5.06 5.77 5.28

PSNR 44.31 43.65 44.18 44.11

MSE 38.83 45.23 40.01 40.66

Table 11 Median-based JPEG compression on images corrupted with salt-and-pepper noise of
size 512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 145,499 98,482 155,798 65,536

RMS error 2.18 1.24 2.36 0.55

Compression ratio 14.41 21.29 13.46 32

PSNR 41.13 47.29 41.49 59.39

MSE 20.20 4.89 18.60 0.30

Harmonic and Contra-Harmonic Mean-Centric JPEG … 149



Algorithm 3: Contra-harmonic mean-based JPEG algorithm
Step 1: Read the image.
Step 2: Apply speckle/Poisson noise.
Step 3: Apply contra-harmonic mean.
Step 4: Standard JPEG compression

See Tables 15, 16, 17 and 18.

Table 12 Median-based JPEG compression on images corrupted with salt-and-pepper noise of
size 1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 439,344 787,529 571,358 807,971

RMS error 1.61 2.90 2.12 2.79

Compression ratio 19.09 10.65 14.68 10.38

PSNR 47.67 45.09 47.55 46.78

MSE 17.92 32.45 18.43 22.02

Table 13 Mean-based JPEG compression on images corrupted with salt-and-pepper noise of size
512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 201,050 189,485 200,507 203,671

RMS error 2.77 2.60 2.89 2.93

Compression ratio 10.431 11.06 10.45 10.29

PSNR 45.34 45.87 44.95 44.86

MSE 7.67 6.78 8.38 8.56

Table 14 Mean-based JPEG compression on images corrupted with salt-and-pepper noise of size
1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 758,609 912,545 774,874 907,956

RMS error 2.78 2.93 2.71 2.9

Compression ratio 11.05 9.19 10.82 9.239

PSNR 51.33 50.86 51.54 50.97

MSE 7.73 8.59 7.35 8.38

Table 15 Contra-harmonic-based JPEG compression on images corrupted with Poisson noise of
size 512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 66,572 66,964 66,973 67,831

RMS error 0.34 0.28 0.60 0.41

Compression ratio 31.50 31.32 31.31 30.91

PSNR 63.60 65.27 65.29 62.00

MSE 0.11 0.08 0.08 0.17
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3 Results and Discussions

This paper spot the comparison between the proposed (Mean/Median)/Harmonic
mean/Contra-harmonic mean-based approaches with the standard JPEG compres-
sion. The deliberated approaches embody enhanced results compared to the JPEG.
Out of these proposed smoothening-based JPEG compressions the harmonic mean
filter on images corrupted with on speckle noise in Algorithm 1, median filter on
images corrupted with salt-and-pepper noise in Algorithm 2, and contra-harmonic
mean filter on images corrupted with speckle noise encodes the images with fewer
number of bits; as a result, the images will be conveyed with a high speed. The
crucial implication in image processing is the measurement of image quality.
Evaluation and assessing are obligatory for image quality in numerous image
processing implementations. The refinement of human to boost the image quality is
not adequate. To quantize the quality of the image we had to necessitate few
auxiliary image quality metrics like Mean Square Error (MSE) and Peak

Table 16 Contra-harmonic-based JPEG compression on images corrupted with Poisson noise of
size 1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 348,096 246,137 249,682 250,390

RMS error 1.15 0.27 0.27 0.33

Compression ratio 24.09 34.08 33.59 33.50

PSNR 59.01 71.51 71.47 69.80

MSE 1.32 0.07 0.07 0.11

Table 17 Contra-harmonic-based JPEG compression on images corrupted with speckle noise of
size 512 � 512

Images Elaine.512.tiff 8.512.tiff 7.1.03.tiff 7.1.01.tiff

No of bits required 62,578 57,386 62,736 65,456

RMS error 0.46 0.07 0.60 0.47

Compression ratio 33.51 36.44 33.42 32.03

PSNR 60.99 77.22 58.60 60.80

MSE 0.21 0.03 0.36 0.22

Table 18 Contra-harmonic-based JPEG compression on images corrupted with speckle noise of
size 1024 � 1024

Images 7.2.01.tiff 5.3.02.tiff 1.4.06.tiff 1.4.02.tiff

No of bits required 261,944 261,780 261,526 252,702

RMS error 0.11 0.31 0.35 0.51

Compression ratio 32.02 32.044 32.07 33.19

PSNR 79.14 70.45 69.41 66.07

MSE 0.01 0.09 0.12 0.26
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Signal-to-Noise Ratio (PSNR). The number of encoded bits required to characterize
the compressed image is minimized with the harmonic mean filter on images
corrupted with Poisson noise in Algorithm 1, median filter on images corrupted with
salt-and-pepper noise in Algorithm 2, and contra-harmonic mean filter on images
corrupted with speckle noise with Algorithm 3 which results in high compression
ratio than the standard JPEG compression.

4 Conclusion

In this paper, (Mean/Median)/Harmonic Mean/Contra-Harmonic Mean-based JPEG
compression algorithm is gaged. The images compressed with the suggested
approaches hold less encoded bits, and as a result transmission rate enhanced.The
untried conclusion shows that a high compression can be achieved when the images
corrupted with salt-and-pepper noise are compressed with mean and median-based
JPEG compression technique, and the images corrupted with speckle or poison
noise are corrupted with harmonic or contra-harmonic-based JPEG compression
techniques which result in the images adulate with good renaissance image quality
with projected techniques compared to JPEG compression.
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Design of Narrow-Band Bandpass Filter
with Extended Stopband Using
Open-Loop Triangular Resonators

Yatindra Gaurav and R.K. Chauhan

Abstract A narrow-band bandpass filter with high rejection performance and wide
upper stopband is introduced by using two open-loop triangular resonator. The
design is less complex and is easy in fabrication since no via or defected ground
structure is used. Coupled resonator theory is used for coupling parasitic resonance
of multiple degenerate modes of parasitic resonances operating close to funda-
mental mode in the proposed structure to improve the rejection performance of
filter. A wide stopband is obtained on both side of narrow passband with selectivity.
The filter proposed is designed and simulated in Agilent Advance Design System.
A good agreement is found between the simulated and measured result.

1 Introduction

Planar and compact size of Microwave filters with resonators as fundamental ele-
ment having narrow bandwidth and high performance are in high demand due to its
importance in present scenario of various communication systems [1–8].

An effective approach is adopted by many researchers to minimize the size of
filter is by reducing the size of resonator. There are number of approaches to reduce
the size of resonator, one of them is by modifying physical structure, and the other
one is by using additional structure to traditional resonators so that it generates
additional modes [8–10]. A single resonator can be said as multi-electrical resonator
when the additional structures are added to it having compact size and low insertion
loss. In single multimode resonator a challenging part is the coupling of degenerate
modes of parasitic resonances to fundamental modes operating close to it.
A continuous effort is being given by many researchers to overcome it [11–18].
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In this paper, a single narrow-band bandpass filter using cascaded open-loop
triangular ring resonator loaded with coupled stubs is proposed. The dielectric
material that is being used in designing the proposed filter is Rogers RT Duroid
6010 with dielectric constant as 10.2 and thickness as 1.27 mm.

2 Design of Single Narrow-Band Bandpass Filter

Open-loop triangular ring resonator is used in designing the filter because it has
small size when compared to conventional resonators. Single multimode resonator
is achieved by cascading two open-loop triangular ring resonator showing wide
stopband on both the sides of passband.

Figure 1 shows the conventional design of open-loop triangular ring resonator.
Different frequency responses with different position and sizes of perturbation can
be obtained for bandpass filter. The coupling strength is based on the nature and
extent of the field, which is further determined by the length and width of the sides
of triangular ring resonator with the relative dielectric constant and its thickness.
Open-loop resonators execute ion loss and better coupling when compared to
closed-loop resonators since they are associated with both electric coupling and
magnetic coupling.

Open-loop triangular ring resonator coupled in series with transmission line
shows a passband centered at its resonating frequency in the s-parameter charac-
teristics, see Fig. 2, the resonant frequency is given by

fo ¼ c
2L

ffiffiffiffiffiffi

eeff
p ð1Þ

where, C = speed of light, fo = fundamental resonant frequency, L = length of
microstrip line, and eeff = effective dielectric constant. A resonant frequency cen-
tered at 8 GHz is obtained in frequency response. A wide stopband is achieved on
both side of passband. The insertion loss and return loss in passband is 1.1 and
18.7 dB. The selectivity at the passband edges is achieved. An upper stopband
extends from 18.2 to 18 GHz with return loss less than 3 dB and maximum value of
insertion loss as 29 dB is obtained, see Fig. 2.

A coupling associated with open-loop triangular ring is improved by loading
coupled stubs, see Fig. 3. Coupled stubs improve the both, magnetic coupling and
electrical coupling at the open-loop area, and its impact on frequency response is

Fig. 1 Structure of
open-loop triangular ring
resonator coupled in series
with transmission line
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Fig. 2 Frequency response of open-loop triangular ring resonator coupled in series with
transmission line

Fig. 3 Structure of open-loop triangular ring resonator loaded with stub

Fig. 4 Comparative frequency response of open-loop triangular ring resonator loaded with stub
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shown in Fig. 4. The length of stubs and its coupling distance controls the center
frequency of passband that is its resonance frequency. A shift of resonant frequency
and higher harmonics is seen toward the lower frequency side, it is due to the
degeneration of modes that generates the attenuation pole due to cross coupling.
The resonant frequency is 6.3 GHz with insertion loss as 2.4 dB and return loss as
12 dB. A wide stopband is seen on both the sides of passband with selectivity, see
Fig. 4. The loaded coupled stub length controls the center frequency of passband,
see Fig. 5.

To improve the passband performance and rejection performance of the filter, an
additional stub extended to port is coupled with the two adjacent coupled cascaded
similar structure of open-loop triangular ring resonator, see Fig. 6. The addition of
line stub that is coupled with the open-loop area of triangular ring improves both
electrical coupling and magnetic coupling. Considering coupled resonator theory,
improvement in coupling strength disturbs the field associated with the triangular
ring inspiring the degenerate modes creating attenuation poles and transmission

Fig. 5 Comparative frequency response of open-loop triangular ring resonator loaded with stub
with varying stub length

Fig. 6 Structure of proposed
filter
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zeros at the edges of passband. These degenerate modes of parasitic resonances
operating close to fundamental frequency are coupled, improving the rejection
performance of the filter with selectivity, see Fig. 7. Frequency response of pro-
posed structure has single passband centered at 6.4 GHz. The insertion loss and
return loss of passband is 2 and 15.2 dB. A wide upper stopband is obtained that

Fig. 7 Comparative frequency response of proposed filter with and without cascaded structure
with extended stub at ports

Fig. 8 Frequency response of proposed filter
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extends from 6.53 GHz with insertion loss more than 10.4 dB and return loss less
than 1 dB, see Fig. 8.

3 Fabrication and Measurement

The optimized dimensions of the proposed design are as follows: L1 = 0.7 mm,
L2 = 3.5 mm, L3 = 2.16 mm, L4 = 1.3 mm, W1 = 0.3 mm, W2 = 0.3 mm, W3 =
0.3 mm, W4 = 1.16 mm, W5 = 0.15 mm, W6 = 0.2 mm, and W7 = 0.3 mm. The

Fig. 9 Photograph of
fabricated filter

Fig. 10 Simulated and
measured frequency response
of proposed filter
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overall size of the simulated filter is 5.56 mm � 3.63 mm. The photograph of the
fabricated filter is shown in Fig. 9. The simulated and measured frequency response
of proposed structure has single passband centered at 6.4 GHz. The simulated
insertion loss and return loss of passband is 2 and 15.2 dB whereas its counterpart
is 1.9 and 16.24 dB. A simulated wide upper stopband extends from 6.53 GHz
whereas measured has 6.56 GHz. The simulated value of insertion loss and return
loss in upper stopband is more than 10.4 dB and less than 1 dB whereas its
counterpart is more than 11 dB and less than 0.85 dB. The 3 dB fractional band-
width of the passband is 2.1%, see Fig. 10.

4 Conclusion

A compact and planar single narrow-band bandpass filter using two cascaded
open-loop triangular ring resonator loaded with stub coupled with a line stub
extended to ports is proposed. Coupled resonator theory is being used to convert
multiple multimode resonators to single multimode resonator that is coupling of
parasitic resonance of multiple degenerate modes operating close to fundamental
frequency. Cascading of resonator is done to achieve the extended upper wide
stopband and to remove the harmonics of high frequency. The proposed structure
generates single narrow passband centered at 6.4 GHz with 3 dB fractional band-
width of 2.1%. A wide upper stopband is obtained that extends from 6.53 GHz.
A good rejection performance with selectivity across the passband is achieved
making it applicable in various communication systems.
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Series Fed Patch Antenna Array
with CSRR Inspired Ground Plane

Chirag Arora, Shyam S. Pattnaik and R.N. Baral

Abstract In this paper, a series fed, Complementary Split Ring Resonator (CSRR)
loaded, microstrip patch antenna array has been presented for 5.5 GHz Wi-Fi
applications. The traditional unloaded antenna array resonates at 6 GHz with gain
of 7.15 dBi and bandwidth of about 480 MHz. Whereas, when the ground plane
under each patch of the same antenna array is loaded with CSRR, the resonant
frequency gets shifted to 5.5 GHz, while gain increases to 9.8 dBi. The proposed
antenna array has been designed on 1.48 mm thick FR-4 substrate and simulated in
Finite Element Method (FEM) based HFSS electromagnetic simulator.

1 Introduction

Microstrip patch antennas are most commonly used planar antennas, as they have
low profile, simple structure and low cost. However, they suffer from major
drawbacks of low gain and narrow bandwidth, due to surface wave losses, dielectric
losses and conductor losses [1]. Several approaches have been used to reduce these
losses, such as use of high impedance surface [2], use of photonic bandgap
structures [3], use of hybrid substrates [4], use of superstrates [5], etc. But use of all
these techniques makes the antenna bulky, along with the difficulty in their
fabrication.
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After the realization of artificially designed left-handed metamaterials by Smith
et al. [6] in 2000, researchers have tried various techniques to use their peculiar
properties for performance enhancement of patch antennas. These techniques
include the loading of traditional antennas with the single/double negative meta-
materials in various ways, such as loading the patch with Split Ring Resonators
(SRR) [7, 8], using metamaterial superstrates [9], etching metamaterial slots on
ground plane of conventional microstrip patch antennas [10], etc. Incorporation of
metamaterials with traditional antenna has manifold advantages, as these materials
not only improve gain and bandwidth of patch antennas, but also produce sub-
wavelength resonance [11], resulting in size reduction of conventional antennas,
while retaining their 2-D planar structure. However, there are certain applications,
like radars, where the gain and bandwidth improvement achieved by these tech-
niques is still insufficient. In such applications, the arrays are designed by use of
multiple patch antennas and quarter wave transformers, which can further be loaded
with different shaped metamaterials to obtain the desired results. As per the best
knowledge of the authors, till now, almost no attention has been paid towards the
metamaterial loading of arrays. Therefore, to take the initiative, in [12–14] different
methods have been adopted by the authors to integrate metamaterials with tradi-
tional patch antenna arrays for the upliftment of antenna performance parameters.

To extend the work in same direction, in this article, the authors have proposed a
series fed, four element microstrip patch antenna array and then its performance is
compared with the proposed metamaterial loaded array, which is designed by
etching CSRR below the each patch of this conventional array. The novelty of this
proposed array lies in the fact that its gain has improved and size has squeezed
without any change in the dimensions of its conventional counterpart. Moreover,
the 2D planar structure of the antenna has also been retained. This communication
is methodically divided into four segments. The design of the traditional and pro-
posed antenna array is discussed in Sect. 2. Section 3 presents the simulated results
of designed array and ultimately, the article is ended with conclusions in Sect. 4

2 Antenna Array Design

Figure 1 depicts top view of a series fed traditional microstrip patch antenna array.
This conventional antenna array is composed of four microstrip patches, each of
dimensions W = 11.9 mm � L = 15.6 mm. The four patches are connected to each
other with help of quarter wave transformers of dimensions b = 7.55 mm � a =
0.52 mm. The dimensions of patch and quarter wave transformer are calculated
using transmission line equations [15–17]. FR-4 substrate of thickness
h = 1.48 mm, loss tangent = 0.01 and dielectric constant of 4.3 is used to design this
array and its feeding is done by a 50 X connector. Figure 2 shows the bottom view
of the proposed array, which has been designed by etching a CSRR below each patch
of the conventional array, shown in Fig. 1. Figure 3 presents the geometric sketch
of the CSRR unit cell, used for loading the conventional array and its measurements
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Fig. 1 Geometric outline of the traditional patch antenna array

Fig. 2 Bottom view of proposed metamaterial loaded microstrip patch antenna array
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Fig. 3 Geometry of
metamaterial unit cell
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are presented in Table 1. This loading of the traditional antenna array has been done
in such a way that two dimensional planarity of the proposed array is retained. The
simulations are done using FEM based commercial electromagnetic software
ANSYS HFSS.

3 Simulated Results and their Analysis

The simulated results of the conventional and designed metamaterial loaded patch
antenna array are presented in this section. The return loss characteristics (S11) of
the conventional, series fed patch antenna array is presented in Fig. 4. As seen in
Fig. 4, this conventional array resonates at 6 GHz with operating bandwidth of
about 480 MHz. However, on etching the CSRR below each patch of this con-
ventional array, the resonant frequency reduces to 5.5 GHz, while the bandwidth
remains almost same and this is presented in Fig. 5.

The simulated elevation plane radiation patterns of traditional and CSRR loaded
antenna array are shown in Figs. 6 and 7, respectively. As seen from these figures,
the traditional antenna array resonates at 6 GHz with gain of about 7.15 dBi,
whereas, the metamaterial loaded proposed antenna array resonates at 5.5 GHz with
gain of 9.8 dBi. On etching the CSRR on ground plane, it interacts with the electric
field and offers negative permittivity at resonant frequency.

Table 1 Dimensions of
CSRR

Parameters of CSRR Dimensions (mm)

Length of outer ring (Ls) 15

Width of outer ring (Ws) 11

Split gap (g) 2.5

Width of slot (w) 1.5

Gap between two slots (s) 2
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Fig. 4 S11 Characteristics of
unloaded antenna array
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Most of the current gets concentrated around CSRR and the original current
distribution on the patch gets destroyed. Thus, by selecting the optimized size
of CSRR, the subwavelength resonance of the designed antenna array can be
attained and thus, size miniaturization and gain enhancement can be obtained.
Figure 8 shows the inset shot of top and underneath of the fabricated, proposed
CSRR loaded microstrip patch antenna array.

-40

-35

-30

-25

-20

-15

-10

-5

0

5 5.25 5.5 5.75 6 6.25

S1
1 

(d
B)

Frequency (GHz)

Fig. 5 S11 Characteristics of
CSRR loaded antenna array
(simulated)

-10

-5

0

5

10

15

0

30

60

90

120

150

180

210

240

270

300

330

-10

-5

0

5

10

15

Fig. 6 Simulated elevation
plane radiation pattern of
traditional antenna array at
6 GHz

Series Fed Patch Antenna Array with CSRR Inspired Ground Plane 165



4 Conclusions

In this communication, a metamaterial inspired microstrip patch antenna array has
been proposed for 5.5 GHz Wi-Fi applications. As compared to its conventional
counterpart, the size of the proposed CSRR loaded patch antenna array is reduced
by 9.16% and gain has increased by 2.65 dBi. This design is novel as size
miniaturization and gain improvement has occurred by maintaining the planar
structure of the array and that too at no extra hardware cost and size. The designed
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Fig. 7 Simulated elevation
plane radiation pattern of
CSRR loaded antenna array at
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Fig. 8 Inset shot of top and
bottom of fabricated proposed
antenna array
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antenna array has been fabricated and the measured results will be published in the
forthcoming research issues. In future, this array can be extended with more number
of patch elements and different metamaterial structures can be used for load-
ing purpose so as to obtain the desired performance, as required for different
applications.
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Design of Dual-Band BPF Using
Interdigital Structure Loaded Resonators

Arvind Kumar Pandey and R.K. Chauhan

Abstract This paper presents a second-order dual-band bandpass filter (BPF) with
sharp selectivity, good insertion, and wide stop band. Two modified open loop
resonators are coupled to achieve the dual pass band at frequencies 1 and 2 GHz.
An Interdigital structure is loaded on the resonator to reduce size as well as to
improve selectivity of the proposed filter. Stubs are used to remove harmonics in
higher frequencies for wide stopband. The scattering parameter of filter shows
insertion loss and return loss in both pass bands of the filter less than 0.4 dB and
better than 10 dB, respectively. The geometry of filter is designed on
Rogers_RO3010 with dielectric constant 10.2 and of thickness 1.27 mm. The
performance of the proposed filter is found better and smaller in size than filters
designed by simple open loop resonator. The geometry of proposed filter is planar
that makes it fabrication-easy and cost-effective.

1 Introduction

The design concepts of dual-band and multiband BPF are reported in the literature
to fulfill the requirements of modern communication system [1–8]. Multiband
resonators are alternately cascaded to design dual and triple band planar filter [2].
Stepped Impedance resonator is used in various coupling topologies to design
dual-band BPF [4–6]. But in most of the structure via is used in the geometry. In
some structures multimode resonator are used to design dual-band BPF [7–9].
Transversal signal interference structure is used to create transmission zero in the
pass band to achieve dual pass band of the filter [10]. Modified k/4 resonator is used
to design dual-band BPF using coupling of resonators [11]. The geometries of the
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filter in most of the reported papers consist of via or defected ground structure
(DGS).

In this paper, a simple and compact resonator is used to design a dual-band BPF
by coupling of two resonators. The pass band of the filter covers 1 and 2 GHz with
wide stop band. The effect of interdigital finger on open loop resonator is used to
reduce size and improves performance of the filter.

2 Design of Dual-Band BPF

Open loop resonator with two rings on same base line is used to design in the
proposed filter. The outer ring of the resonator resonates on lower frequency f1 and
inner ring resonates on higher frequency f2. The geometry of resonator used in the
proposed filter is shown in Fig. 1a [12].

The resonating frequency of open loop dual ring resonator coupled with trans-
mission line shows bandstop behavior and is used to find out resonating frequency
of the resonator, as shown in Fig. 1b. The s-parameter characteristic of the bandstop
configuration shows resonating frequency of the resonator, as shown in Fig. 2. The
resonant frequency of the resonator is given by [13].

fo ¼ c
2L

ffiffiffiffiffiffi

eeff
p ð1Þ

where, c = speed of light, fo = fundamental resonant frequency, L = length of
microstrip line, Ɛeff = effective dielectric constant. The two resonant frequencies of
the resonator are centered at 1.5 and 3 GHz, respectively. The resonant frequency at
1.5 GHz is due to outer open loop ring and frequency at 3 GHz is due to inner open
loop ring.

Higher order filter can be realized by using coupling of resonators [3]. In the
proposed filter, two resonators are coupled to design second-order dual-band BPF.
The geometry of the filter is shown in Fig. 3a. The input and output ports are
directly connected to the resonators.

The response of the filter shows dual pass band of the filter, as shown in Fig. 3b.
To improve the response of the filter interdigital fingers are loaded on the

resonator, as shown in Fig. 4a [13]. The interdigital finger couples electric energy

Fig. 1 a Geometry of open
loop double ring resonator.
b Stopband configuration
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by gap at the end of fingers and magnetic energy by the length of the finger. The
interdigital fingers loaded on the resonators are coupled in such a way that electric
and magnetic energy both are coupled and added and improves the insertion loss as
shown in Fig. 4b.

The second-order filter is designed by using coupling of resonators and loaded
by interdigital fingers. The pass band frequencies of dual-band filter are decreased
on loading interdigital finger on the resonator. The decrease in frequency indicates
the relative size reduction of the filter because of interdigital finger. The interdigital
finger also creates transmission zero on both sides of the pass band that improves
selectivity of the filter. Two stubs are loaded on the input and output ports to
remove harmonics which improves the stopband. The geometry of proposed filter is
shown in Fig. 5a. The dimensions of the proposed filter are length and width of
outer loop is 11 mm, length and width of inner loop is 7 mm, width of lines in loop
are 0.4 mm. Length and width of interdigital fingers loaded on outer ring are 9.7
and 0.4 mm, respectively. The length and width of fingers in inner loop are 5.7 and
0.4 mm. Gap width of open slot of outer loop is 0.5 mm and for inner loop it is
1.5 mm. The size of two open stubs are 7 and 8 mm. The dielectric constant and
thickness of Rogers_RO3010, that is used to design filter, is 10.2 and 1.27 mm,
respectively.

The frequency response of the proposed filter shows two pass bands at 1 and
2 GHz frequencies with good insertion loss and wide pass band, as shown in
Fig. 5b.

From comparison between Figs. 3b and 5b the advantages of interdigital finger
loaded on resonator can be seen. The resonating frequencies are shifted toward

Fig. 2 Frequency response showing resonating frequency of resonator
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Fig. 3 a Second-order bandpass filter using two coupled resonators. b Frequency response of the
bandpass structure

Fig. 4 a Interdigital finger loaded resonator. b Coupled interdigital fingers
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lower frequency that represents relative size reduction. The transmission zeros seen
in Fig. 5b shows the better selectivity of the filter than simple open loop. The
harmonics in high frequency are removed by using open stub.

3 Conclusions

A compact, planar, and simple second-order BPF with dual pass band is proposed
in this work. The interdigital loaded two dual-band modified open loop resonators
are coupled to design proposed filter. The interdigital finger loaded on the res-
onators improves the selectivity of the filter and insertion loss. Stubs are used to
remove harmonics for wide stopband. The proposed filter passes frequencies 1 and
2 GHz with insertion loss less than 0.4 dB and return loss greater than 10 dB.

Fig. 5 a Geometry of proposed dual-band BPF. b Frequency response of the proposed filter
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The selectivity is sharp and stopband is wide of the filter. The size of filter also
relatively decreased as compared to simple open loop resonator. In the geometry of
proposed filter via, DGS or any such structures are not used to make its structure
planar for easy-fabrication and cost-effective.
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Characterization and Control Strategies
of a Magnetic Levitation System

Maher Alwajih and Shabana Urooj

Abstract The objective of this paper is to study and analyze the control strategies
related to magnetic levitation systems (MLS). Major motto is to propose refinement
in the mechanism of MLS towards effective stability of the system. In the proposed
work, the prototype of the levitation system is acquired by calculating the pro-
portional linear system parameters and implementing a suitable PID controller to
accomplish a stable system. The PID parameters have been obtained for the con-
troller and applied to a nonlinear system model for productive outcome. The results
of linear and nonlinear systems are compared and hence use of PID controller is
justified.

1 Introduction

Magnetic Levitation System (MLS); also known by term maglev in simple way,
suspending an object in presence of ‘only’ magnetic field thereby counteracting the
effects of ‘g’ and other acceleration by magnetic force (focuses on lifting force and
stability). MLS is an unstable nonlinear system with open-loop pole at right of
plane. Due to its nonlinearity and instability, it is a big challenge to acquire a stable
controlled system for MLS. Magnetic levitation systems attract the attention of
many researchers since it is generally applicable in many fields such as frictionless
bearing, contactless melting, maglevs, wind tunnel models and vibrations isolation
of sensitive equipment, etc. MLS have nonlinear dynamics and constitutes an
open-loop unstable system and a feedback response control is necessary to stabilize
the maglev system.
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The system controller works on an approximate linear model which is built up
by using standard linear control technique and perturbing the system dynamics
around an operating point. A linear controller for this was modelled out and used by
Wong in 1986. There, the nonlinear system equation was disconcerted about an
operating source, which caused approximate linear model having pole in the open
right half plane. Wong presented a compensator which proceeded in linear phase
manner which was adequate enough to put the system at step responses of 1.5 mm
about the operating point in stabilized manner [1]. Recently, several methods have
been studied based on the models of linear and nonlinear systems to acquire sta-
bilized system. Standard linear technique is grounded as linear model approxima-
tion found by variation of the dynamics of the system about the desired operating
point. Since the model is valid for a small area of the operating point, it is expected
that the proposed linear controller will work well in the same area. Proper use of
PID (Proportional Integral Derivative) controller loop has been judiciously used for
control feedback. These are easy to implement and provides stability to unstable
linear systems.

Guess et al. successfully compared conventional MLS model and actual system
incorporating the effects of non-modelled dynamics on stability of simulated sys-
tem. Their implementation was successful in proving the effectiveness of PID
controller on set point regulation as well as tracking a changing input [2]. Dolga and
Dolga built a nonlinear model for MLS and proposed systems linearization prin-
ciple in order to linearize the nonlinear model [3]. Ying-Shing Shiao in 2001 made
a system linearized and phase-lead compensated with virtual pole cancellation to
develop a controller for unstable nonlinear system. The system was able to maintain
better stability in a levitated ball [4]. Shameli et al. presented a nonlinear design for
calculation of the magnetic forces in MLS which, further was developed and was
proposed for controlling method to regulate the position vectors of a MLS per-
manent magnet.

Stability analysis through Lyapunov method showed the stability in the con-
trolling technique. It was reported that it had a precise position vector process
across an operation range of 30 mm, which is a development over available control
techniques in literature for greater gapped maglev systems [5, 6]. Suboptimal
controller for linear time invariant system has been reported in [7]. In W. Barie et al.
compared linear and nonlinear controllers for Maglev system and stated that the
feedback linearization controller has better trajectory tracking.

This paper proposes a PID controller carried out in the form of a MLS model.
The main reason of implementing the controller is to bring system behaviour under
control. The system dynamic equation is discussed in Sect. 3. In Sect. 4 the
resultant graphs show the response of the linear and nonlinear systems. Finally, the
paper is concluded in Sect. 5 which briefly discusses the obtained results.
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2 Magnetic Levitation System (MLS)

Maglev system considered in this research constitutes a ferromagnet ball which will
be suspended in an electric potential environment which is generated due to
magnetic field. Figure 1 shows the schematics of MLS.

Coil acts as electromagnetic actuator, while an optoelectronic sensor determines
position of ferromagnetic ball. The coils current will generate electromagnetic force
(EMF) to attract the ball. The ball is impacted by its gravity, consequently, the
controller keeps manipulating the current till the EMF equalizes the gravity force
[8]. Thus, the ball will levitate in stable equilibrium point. But it is a nonlinear, open
loop, unstable system that demands a good dynamic model and a stabilized
controller.

3 System Analysis

3.1 Nonlinear Model

A ferromagnetic ball with mass ‘m’ is located below the electromagnet at a distance
of ‘x’. The current ‘i’ flows in the coil will generate EMF that attracts the ferro-
magnetic ball. Hence, the resultant force will be the difference between the EMF
and gravitational force which will induce an up or down motion of the ferromag-
netic ball. The photoresistor will be sensing the variation of positioning vector of
the ball and will send a feedback signal to the controller and amplifier circuit to

Fig. 1 Schematic diagram of
magnetic levitation system
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control the input current ‘i’. Ferromagnetic ball is retained in a stable position
nearby the equilibrium point.

The nonlinear model of maglev system can be obtained by the following
equations as follows:

F ¼ K
i
x

� �2

ð1Þ

e ¼ Riþ di
dt

ð2Þ

md2x
dt2

¼ F � mg ð3Þ

According to the Eqs. (1) and (3) which describe the mathematical system of the
MLS, in addition to damping force denoted by the damping constant kv and con-
sidering the initial values the nonlinear model can be defined by Eq. (4). The
proposed Simulink schematic is shown in Fig. 2.

m
dx2
dt2

¼ i2
x0 � uð Þ2

kc
� kv

dx
dt

� mg ð4Þ

where;

F magnetic force
i coil current
x distance between electromagnet and ball
K constant
e electric potential across the coil system
R coil resistance
m ferromagnetic ball mass

Fig. 2 Equivalent nonlinear system of magnetic levitation
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g acceleration due to gravity
x0 coil offset
kv damping constant

Before applying the linear control theory, the nonlinearity of the system must be
taken into account [9]. The system dynamic equation is linearized on the operating
point. The linearized equations are obtained by using the linear terms from Taylor
series expansion.

3.2 System Model Linearization

When the ball is in equilibrium point, the acceleration is 0 and from the Newton’s
law the composition of force on the ball is also 0. The magnetic force is equal to
gravitational force of the ball;

F i0, x0ð Þ � mg = 0 ð5Þ

F i0; x0ð Þ ¼ mg ð6Þ

The Taylor expansion of Eq. (1) at the equilibrium point ði0; x0Þ can be
described as;

m
d2x
dt2

¼ 2Ki0
x20

i� 2Ki20
x20

x ð7Þ

after applying Laplace transform

XðSÞS2 ¼ 2Ki0
mx20

IðSÞ � 2Ki20
x20

XðSÞ ð8Þ

from the boundary Eq. (5) the transfer function for the open loop is as follows:

xðsÞ
iðsÞ ¼

�1
As2 � B

ð9Þ

where

A ¼ i0
2g

, B ¼ i0
x2

Since the open-loop system characteristic is as follows: As2 � B = 0,
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The system poles are as follows:

s1;2 ¼ �
ffiffiffi
B
A

r
¼ �

ffiffiffiffiffi
2g
x0

r
ð10Þ

4 Simulation Results

In order to verify the proposed linear and nonlinear system, the system was sim-
ulated using MATLAB and parameter values are presented in Table 1.

In Fig. 3, the output graph of the reference trajectory is shown. It shows the step
changes between the two steady states. The graph depicts that the output of the
nonlinear system model is controlled [10]. The output response of the linear system
is shown in Fig. 4.

The experimentally proposed parameters for PID controller are performed in
Simulink model using a feedback control structure with two state reference signals.
The same reference signal is taken in both linear and nonlinear models of MLS.

Table 1 System physical parameters

Parameter Value Parameter Value

M 22 g x0 20.0 mm

Iron core diameter 22 mm Enamelled wire diameter 12.5 mm

N 2450 circles K 2.314e−004 Nm2/A2

i0 0.6105 Kf 0.25

On abscissa: time in seconds
On ordinate: distance in centimeters

Fig. 3 Two levels of steady state response for nonlinear system model
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It is well perceived that the same results are obtained for the both models and
therefore it ensures that the linearized model is fairly equivalent to the nonlinear
model.

5 Conclusions

In this script the suitable parameters for linear magnetic levitation have been found
out successfully and a stable system was successfully implemented with suitable
PID parameters. These parameters were then used for stabilization of a nonlinear
system and it was found out that a nonlinear system can be partially stabilized with
the parameters used in linear system for a PID controller.
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Power Energy Management
for Grid-Connected Hybrid Renewable
Energy System in Yemen Using Fuzzy
Logic

Adel Rawea and Shabana Urooj

Abstract Active development of green energy and the continuous major problems
in Yemen power sector lead to serious issues related to the load demand and
civilization of the country. This issue requires particular strategies to be incorpo-
rated to maintain necessities of electrical power among green energy resources and
utility grid. This paper presents an algorithm for power management in
grid-connected hybrid renewable energy system under a set of constraints,
including the special country situations, weather conditions, and utility grid situa-
tions. To manage the flow of power between the different loads (first, second, and
third load) and the multi-agents; (utility grid and green energy resources) fuzzy
smart controller is used. Proposed techniques fuzzify all the inputs and perform
fuzzification of the rules from fuzzy outputs before defuzzification stage. The
proposed smart control strategy is able to sense the parameter’s fluctuations in
hybrid renewable energy generation, grid situations, load demand, and the state of
charge (battery status). The suggested smart fuzzy algorithm based distribution of
loads can operate well with fuzzy inputs according to the load priority. Therefore, it
does not require any mathematical model and can deal with nonlinearity by com-
bining the human heuristics into computer-assisted decisions.

1 Introduction

Renewable energy resources have gradually become a very important part of power
energy production since the load demand requirements are increasing and the fossil
fuel are affecting negatively on the environment [1]. The solar, wind, and
geothermal energy are considered as the most anticipated options of the renewable
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energy resources among all the types of renewable energy [2, 3, 8]. Although these
renewable energy resources are stimulating in many aspects, many problems are
associated with this technique. The irregular nature of renewable energy resources
is because of the unpredictable status. Moreover, increasing capital cost for some
types of the green energy sources are the core barriers to their utilization [3].

Besides, there is a particular problem in Yemeni power sector and barriers in
using clean energy which is represented in the sabotage of utility grid [1].
A grid-connected hybrid renewable energy system [4] can enhance the power
availability, operational efficiency of the system, and participate in solving a part of
the problem in the energy sector [5, 6]. The idea of using supporting energy sources
(green energy) and (DG) requires particular algorithm according to the country’s
situation to be incorporated into their operations. It offers better services of the
individuals, as well as manages the energy flow to loads.

This paper suggests a power management algorithm using fuzzy logic controller
for grid-connected hybrid renewable energy system to manage the power energy
flow among the green energy resources, storage units, utility grid, and loads.

The block diagram of the proposed grid-connected hybrid renewable energy
system is illustrated in Fig. 1.

The hybrid renewable energy can be used to supply the load into the DC/DC and
DC/AC units or to charge the storage units into the charge controller [7]. Likewise,
the storage units can be used to supply the necessary loads while the grid power and
hybrid systems are off; therefore, the power energy flow needs an effectual

Fig. 1 The proposed grid-connected hybrid renewable energy system

184 A. Rawea and S. Urooj



management algorithm to be able to sense the fluctuations in the hybrid renewable
energy generation, load demands, and the state of charge of the storage units to
make the right decisions for continuous supply of the loads in accordance to the
priority of the loads [8].

2 Motivation of Paper

The motivation of this paper is to manage the power flow using fuzzy logic control
algorithm since FLC does not require mathematical models; as in traditional control
systems it can present performing well in real-time applications. The objectives
include selecting the important loads to continue serving the people during specific
condition of Yemen (Fig. 2).

3 Research Methods

In this script, to simulate fuzzy logic controller, the modeling has been done by
using MATLAB/Simulink.

Fuzzy logic is widely used in control systems and the modern techniques.
‘Fuzzy’ means that the inference involved can deal with cases which cannot be
represented as ‘true/false’ but relatively as ‘partial true’ or ‘partial false’ [9].
Although alternative methods and many techniques like genetic algorithm and
neural network can present as well as fuzzy logic in the same cases, but fuzzy logic
has an advantage that the problem results can be expected in a form relevant to
understand the problem as the human perceptions, so to add their knowledge in
controller design [10].

All of these have been made easy to automate tasks which are achieved suc-
cessfully by humans. Fuzzy logic consists of three following important steps [2];

Fig. 2 Proposed fuzzy logic controller for grid-connected hybrid energy system

Power Energy Management for Grid-Connected Hybrid … 185



• Fuzzification: At this stage, the crisp data are converted to fuzzy data-based
membership function (MFs).

• Inference Process: At this stage, the membership functions are combined with
rules to promote the fuzzy output.

• Defuzzification: It includes using various mechanisms to value each related
output and add them to a lookup table.

The fuzzy logic controller suggests Mamdani Inference with its standard set-
tings, i.e., MIN-MAX method of the centroid for defuzzification process and
aggregation [11].

3.1 Fuzzification

The input variables green-sources, grid status, battery-SOC, and load demand are
changed into semantic variables with suitable membership functions as follows:

Figure 3 illustrates the green resource power which is divided into range of
membership functions (No-P, Low-P, Medium-P, and High-P) in (kW) Capacity.

The membership function in Fig. 4 defines the grid status which are 0(not
available power) and 1(available power) at the current time.

Figure 5 shows the battery-SOC which consist of membership function levels
(low, medium, medium–high, and high) according to its available charged capacity
(in %) throughout the operation times.

Figure 6 illustrates the membership function of the load demand profile which is
divided into (first load, second load, and third load) according to load demand
(kW) at any instance of time (Fig. 7).

Fig. 3 Membership function of green resources
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3.2 Fuzzy Inference Process

The process of inference involves all of the sections that are described in mem-
bership functions, logical operations [12], and IF-THEN rules which are applicable
as follows;

The fuzzy logic controller maps the outputs to inputs using IF-THEN rules,
where (IF rules—part) illustrates the inputs variables and the (THEN rules part)
illustrates the outputs variables. In this paper, the fuzzy inputs variables are

Fig. 4 Membership function of grid status

Fig. 5 Membership function of storage unit status
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green-source, grid status, battery-SOC, and load demand, and the fuzzy outputs
variables are SW1-GridUsage, SW2-GreenUsage, and SW3-BatteryCharge as
shown in the Fig. 8.

3.3 Defuzzification

The combined output fuzzy sets are the inputs of the defuzzification process and the
output is a suitable decision. There are several defuzzification methods and the
centroid calculation method is the most desired defuzzification method [13].

Fig. 6 Membership function of load demand

Fig. 7 IF-THEN rules
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4 Results

The designed fuzzy logic controller has four inputs variables and three outputs
variables which are shown in Fig. 8. Min-Max methods and centroid for defuzzi-
fication have been performed by using MATLAB/Simulink and the simulation
result of the rules are shown in Fig. 9 which has been illustrated in two cases (the
grid availability is ON and the grid availability is OFF).

Fig. 8 Proposed fuzzy logic control block

Fig. 9 Simulations results of the rules
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5 Conclusions

This paper proposes strategy to manage the flowing power between the multi-agent
(utility grid, storage unit, and green resources) and the load, in grid-connected
system with variable levels under the set of switches through the rule-based fuzzy
controller. It has the benefits of operation using fuzzy inputs, which is not requiring
mathematical/numerical model and can handle nonlinearity in a better way [14].

The developed control approach is based on the rules and it is able to sense the
changes in green power generation, load demands, and battery status in order to
make suitable decisions according to load levels and grid availability [15, 16].

Four fuzzy inputs variables are considered to manage the shortage of the power
energy without taking tariff variable into consideration. Tariff variable is evaded
due to lack of adequately obtained ability of the utility grid. In conditions when the
adequate availability of the utility grid became sufficiently good, the tariff variable
can be added to the fuzzy inputs variables in order to promote the use of green
energy and reduce the consumption of the utility grid power [17].
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Classification of Mammograms Using
Sigmoidal Transformation and SVM

Vikrant Bhateja, Ananya Tiwari and Aman Gautam

Abstract Preprocessing and enhancement of mammograms is necessary to
improve the visual quality and detectability of the anomalies present in the breasts.
In this work, a sigmoidal transformation technique has been applied for enhance-
ment (preprocessing) of mammograms. Gray-level co-occurrence matrix (GLCM)
has been used for computation of textural features. Finally, Support Vector
Machine (SVM) is used as a classification tool for sorting the mammogram into
normal or abnormal. The accuracy, sensitivity, and specificity of the classifier are
deployed as the performance parameters. The proposed approach has reported
considerably better accuracy in comparison to other existing approaches.

1 Introduction

Breast cancer has been the second most common causes of death among
middle-aged women according to the World Health Organization (WHO). It occurs
when an uncontrolled multiplication of cells occur in the vicinity of breast tissues.
Cancer is one of the most dangerous forms of diseases known to mankind. This is
so because the cause of this disease is unknown and it can only be cured not
prevented. The detection of anomalies in mammograms is done by skilled radiol-
ogists. However the diagnosis done does not always bring precise outcomes [1].
Thus, early detection of breast cancer can be carried out with the help of computer
based analysis programs for better diagnosis. These computer programs are known
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as computer-aided detection/diagnosis (CAD) systems. CAD system is used as a
‘second reader’ by the radiologists’ to have an unbiased opinion regarding the
detected anomaly. Mammography has proved to help the radiologist in the detec-
tion procedure and thus reducing the probability of false detections. Mammograms
are digital images of breast tissues which the radiologists use to detect cancer with
the help of CAD systems. Enhancing a mammogram helps the CAD system to
diagnose the ROI with greater efficiency [2]. There are various modules of a CAD
system such as preprocessing, features extraction, and classification. Some of the
earlier works regarding the enhancement and classification of mammograms using
CAD system are discussed below. Tang et al. [3] applied discrete wavelet transform
(DWT) which is a multi-resolution enhancement technique over the mammograms.
The enhancement method was same for every wavelet coefficient at every level due
to which the enhancement response was not prominent. Aarthi et al. [4] performed
k-means clustering method for features transformation followed by classification
using SVM classifier. The authors did not use any procedures to enhance the
mammograms; due to which the accuracy of their work was 80%. Subashini et al.
[5] used a technique to suppress the pectoral muscle present in the mammogram
with the help of histogram thresholding. For classification they have used SVM
classifier with an accuracy of 95.33%. A new set of preprocessing mechanisms such
as nonlinear polynomial filters [6, 7] and nonlinear unsharp masking [8] have also
been utilized recently. Singh and Sing [9] proposed a three-class classification of
MLO and CC views of mammograms using SVM classifier. Liu and Tang [10]
integrated SVM with recursive feature elimination (SVM-RFE) with a normalized
mutual information feature selection (NMIFS) for classification. However, the work
presented by these authors has not shown any enhancement of mammograms at the
preprocessing stage due to which the accuracy is low. Based on the above dis-
cussion on previous works, it can be inferred that the fall in classification perfor-
mance of SVM classifier has been majorly due to lack of enrichment of
mammograms during preprocessing. This is necessary as the choice of nonlinear
enhancement approach [6–8] has shown to improve the contrast and edges of ROI;
which may optimize the diagnostic capability of the CAD system. Also by using a
proper synthesis tool on mammograms the formulation of decision criteria for
classification is simplified which further improves the performance of SVM. In the
proposed methodology, the effect of enhancement of mammograms over the clas-
sification accuracy has been shown. Therefore, sigmoidal transformation algorithm
is used for preprocessing which enhances the tumorous region while clamping
down the background region in the mammograms. For extraction of textural data
from the ROI, four GLCM features are computed. For final classification into two
subclasses, SVM classifier is used which formulates a decision rule during its
training session; this rule is then used to classify the test images. The upcoming
subsections detail the explanation of the methodology, analysis, and discussions of
results along with conclusions.
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2 Proposed Methodology: Preprocessing, Features
Extraction and Classification of Mammograms

The CAD system in the present study consists of various modules such as pre-
processing, features extraction, and classification. The input mammograms are
first synthesized at preprocessing stage after which the detected ROI is obtained.
These ROI are sent to a features extraction stage which calculates some textural
data regarding the detected regions. The textural data gives information regarding
the contrast, entropy, homogeneity, and energy of the ROI which helps the classifier
to form a pattern of selection and thus classification. The training and testing of
mammograms are practiced through these features with the help of SVM classifier;
which sorts the input mammogram into either normal or abnormal class. Block
diagram shown in Fig. 1 depicts the proposed methodology.

The first module as per Fig. 1 involves preprocessing stage in which the visual
customization of mammograms is performed which transforms the image in such a
way that the suspicious regions are clearly visible. Sigmoidal transformation
function has been used for enhancement whose mathematical expression is as
shown in Eq. (1)

yðxÞ ¼ a sigmoid kðx� bÞf g � sigmoid �kðxþ bÞf g½ �; ð1Þ

where the parameters a, b, and x have their original meanings as mentioned by
Gautam et al. [11]. Equation (1) performs sigmoidal enhancement in contrast of the
mammograms so that the detection procedure is less cumbersome. The next
modules are features extraction and classification. Different classes of anomalies
show different characteristics, thus it is necessary to compute the textural properties
of ROI(s) obtained from mammograms. For this purpose, GLCM features extrac-
tion technique have been accommodated. It is a technique in which each pixel’s
intensity is compared with its neighboring pixel in four possible directions (0°, 45°,
90°, and 135°) of an image (Fig. 2) [12]. The features extracted are in the form as
shown in Table 1.

MAMMOGRAM
DATABASE

ENHANCEMENT
USING

SIGMOIDAL
FUNCTION

FEATURES
EXTRACTION
USING GLCM

SVM
CLASSIFIER

PRE-PROCESSING

Fig. 1 Block diagram of proposed methodology

Fig. 2 GLCM pixels [12]
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These four features are fed to the SVM classifier for final diagnosis. SVM
classifier is well known for its efficiency to classify a given dataset into two sub-
groups. During its training session, SVM forms a hyper-plane or decision threshold
plane depending upon the training dataset which sets criteria for classification as
shown in Fig. 3.

This figure represents the linear classification mechanism where the optimal
hyper-plane segregates the textural features into two groups [13]. When a test image
is send as an input to the system, the textural features obtained are compared with
those of the classifier’s trained dataset. SVM sorts the input data into either of the
two classes depending upon which side of the hyper-plane does the input data lies.

3 Results and Discussions

In proposed methodology, the digital mammograms are taken from MIAS database
[14] which provides a classified set of images for cancer anomalies. During sim-
ulations, these mammograms are normalized by performing RGB to Gray con-
version followed by enhancement process using sigmoidal transformation as
discussed in the previous section.

Table 1 GLCM features values at different angles [12]

Features/orientation 0° 45° 90° 135°

Contrast 0.1152 0.1446 0.1140 0.1540

Correlation 0.9723 0.9652 0.9725 0.9629

Energy 0.1789 0.1694 0.1793 0.1665

Homogeneity 0.9424 0.9277 0.9430 0.9320

Fig. 3 Decision hyper-plane
structure of SVM classifier
[13]
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The results of enhanced mammograms using the proposed sigmoidal transfor-
mation function are shown in Fig. 4. Herein, Fig. 4a, b (roi#1, roi#2) shows
original ROIs from glandular mammograms. After enhancement operation as
shown in Fig. 4e, f (Eroi#1, Eroi#2) the background get suppressed and contrast is
improved thus focused ROIs are clearly visible. Similarly Fig. 4c (roi#3) shows
ROI from a fatty mass and Fig. 4d (roi#4) is from a dense mass with corresponding
contrast improved enhanced ROIs in Fig. 4g (Eroi#3) and Fig. 4h (Eroi#4)
respectively. The following parameters [15] are calculated measures the perfor-
mance of the classifier:

Accuracy ¼ TPþTN
TPþTNþ FPþ FN

ð2Þ

Sensitivity ¼ TP
TPþ FN

ð3Þ

Specificity ¼ TN
TNþ FP

ð4Þ

TP and TN stands for True Positive and True Negative respectively, which
determines the number of cancerous cases that have been classified as such
(TP) and the number of non-cancerous cases that have been classified as such (TN).
FP and FN stands for False Positive and False Negative respectively, which is the
count of the classification of cancerous cases into non-cancerous ones (FN) and
non-cancerous into cancerous ones (FP). Specificity of a classifier measures the
ability to detect non-cancerous cases correctly whereas sensitivity of a classifier
measures the ability to detect cancerous cases correctly. Accuracy is the ability to
detect cancerous and non-cancerous masses which are identified as such. The
accuracy of the proposed approach is reported to be 93.18% with a sensitivity score
of 95.83% and specificity of 90%. From Table 2, it can be observed that the

Fig. 4 a–d Original ROIs of mammograms: roi#1, roi#2, roi#3, roi#4, e–h corresponding
enhanced ROIs: Eroi#1, Eroi#2, Eroi#3, Eroi#4
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accuracy of the classifier for original ROI(s) is very low. This is due the fact that the
image acquisition procedure for mammogram is done using low dose of X-ray
which introduces noise in the image and the overall contrast of the mammogram
obtained is of low quality. The obtained results of the proposed methodology are
notably better in comparison to the reported works in [15, 16] as illustrated in
Table 3. The results proclaim an improvement in the classification system perfor-
mance and are quite promising.

4 Conclusion

In the proposed work, a sigmoidal transformation function has been incorporated
for the enhancement of mammograms followed by features extraction using GLCM
features which is finally used for classification using SVM classifier. From the
results obtained, it can be concluded that by applying proper enhancement tech-
niques over mammograms, classification accuracy can be improved. The proposed
approach has shown better performance than the other compared methodologies.
The proposed nonlinear sigmoidal transformation technique improves the overall
contrast of the ROI which further elevates the accuracy of the system. The sig-
moidal transformation approach for enhancement of mammograms can also be
modeled with different classifiers for multiple-class classification. Also, SVM
classifier can further be used to classify the abnormal mammograms into malignant
and benign.

Table 2 Results of classifier performance evaluation

Parameters Original ROIs Enhanced ROIs

Training set (abnormal = 20, normal = 10) 30 30

Testing set (abnormal = 24, normal = 20) 44 44

True positive (TP) 5 23

True negative (TN) 3 18

False positive (FP) 17 2

False negative (FN) 19 1

Accuracy (%) 18.18 93.18

Specificity 0.15 0.9

Sensitivity 0.208 0.958

Table 3 Performance
comparison of proposed
methodology with other
approaches

References Classification accuracy (%)

Li et al. [16] 86.92

Zhang et al. [17] 92.10

Proposed methodology 93.18
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An Approach for the Preprocessing
of EMG Signals Using Canonical
Correlation Analysis

Deeksha Anand, Vikrant Bhateja, Ashita Srivastava
and Deepak Kumar Tiwari

Abstract EMG signals are generally contaminated by various kinds of noises in a
heterogeneous way. Among these various noises, major issue is the proper removal
of Additive White Gaussian Noise (AWGN), whose spectral components overlay
the spectrum of EMG signals; making its analysis troublesome. This paper presents
an approach for AWGN removal from the EMG signal using Canonical Correlation
Analysis (CCA). In this approach, CCA is first performed on the noisy EMG
signals to break them into various canonical components followed by
Morphological Filtering. Herein, a square-shaped structuring element is deployed
which filters the canonical components. After that, the outcomes of the proposed
methodology are contemplated with the approaches adopted in CCA-Gaussian
filtering and CCA-thresholding. Outcomes of simulations show that the prepro-
cessing approach used in this work suppresses AWGN from EMG signal while
preserving the original content.

1 Introduction

Electromyogram (EMG) is an electrical revelation originated as a result of muscle
contraction. The procurement of a pure EMG signal forms a major issue for proper
analysis and utilization of the signal [1]. At low contraction level, the surface EMG
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signal is usually contaminated by three categories of noises: PLI, Baseline Wander,
and AWGN [2]. AWGN originates as a consequence of many recording electrodes
and their electrode skin contact area, which is nowadays a more challenging issue.
Several preprocessing approaches have been developed in past for the removal of
AWGN from EMG signals [3]. Among these, the most common technique is
Gaussian filtering for suppression of AWGN. However, Gaussian filter also elim-
inates useful biomedical information from this signal. Hence, effective removal of
AWGN without deteriorating the signal quality is a challenging task in prepro-
cessing of EMG signals. Amirmazlaghani and Amindavar [4] introduced an
approach of EMG noise suppression based on statistical modeling of wavelet
coefficients using GARCH Modeling; but GARCH model often fails to capture
highly irregular phenomena. Aschero and Gizdulich [5] carried out noise removal
using Modified Wiener Filtering. However, this approach can only handle processes
with additive, unimodal noise. Sobahi [6] propounded an approach of
wavelet-based filtering of the EMG signals which targeted every AWGN compo-
nent according to a thresholding rule. In continuation to previous work, Veer and
Agarwal [7] proposed a method of preprocessing the EMG signals based on
Daubechies wavelet analysis. This approach was suitable for classification of EMG
signals; however, proper selection of wavelets is an important task which acts as
constraint. In addition, for fine analysis; such approaches become computationally
intensive. The noise removal approach by Zhang and Zhou [8] was based on
Ensemble Empirical Mode Decomposition (EEMD) which overcomes the
‘mode-mixing’ issue occurred in Empirical Mode Decomposition (EMD). But, this
approach has poor stability as small variation in input can produce large differences
in the output signal. Recently, Harrach et al. [9] proposed a technique of Canonical
Correlation Analysis followed by noise intensity ratio thresholding for AWGN
elimination. But, the technique has been performance limited as it hampered the
diagnostic quality of the EMG signal. In this paper, EMG preprocessing approach
based on Canonical Correlation Analysis (CCA) followed by morphological
operations is used for suppression of AWGN. CCA has a major benefit that the
estimated canonical components are ranked in accordance to their value of corre-
lation coefficients and morphological filters are used to retain the form of the
original EMG signal. After that, the signal fidelity assessment parameter, i.e.,
Signal-to-Noise Ratio (SNR) is evaluated for the validation of the considered
approach. The rest of the paper has been sectioned as follows: Sect. 2 reports the
proposed AWGN removal approach. Section 3 comprises of the results section
which shows the simulation results and discusses the analysis in detail whereas
Sect. 4 concludes the work.
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2 Proposed AWGN Removal Methodology

The proposed preprocessing approach combines the CCA algorithm with mor-
phological filtering to remove AWGN from the corrupted EMG signal. Initially, the
unprocessed EMG signal is fed to the CCA module where the signal decomposition
via CCA takes place which breaks the EMG signal into estimated canonical
components. These components are then filtered by morphological operations
(opening and closing) to get the denoised signal. At the end, the signal fidelity
assessment is conducted using SNR as the performance metric.

2.1 Canonical Correlation Analysis

Canonical Correlation Analysis (CCA) is a mathematical multivariate technique
which utilizes the correlation coefficient to assess the amount of relationship
between two set of linearly combined variables. CCA is a technique that makes use
of Blind Source Separation (BSS) algorithm [10] for the sake of segregating con-
taminated signals. In this technique, first, the combination of variables from both
the sets is estimated; further for governing the amount of resemblance between
them, correlation coefficient is utilized. These pairs of combinations are called
canonical variables or variates and the analog between them is called canonical
correlation. The total amount of canonical variates is same as the minimum of
variables in both sets [11].

We assume a multidimensional random variable X ¼ ½X1;X2; . . .Xn� (n equals
the quantity of sensors) is the outcome of combination of obscure source signals
S ¼ S1; S2; . . .Sn½ �. X and S are related by matrix

X ¼ A:S; ð1Þ

where A denotes mixing matrix and the goal here is to get the source matrix S by
calculating the mixing matrix. It is done by bringing the de-mixing matrix W in a
way that,

Z ¼ W :X; ð2Þ

where the matrix Z closely equates the matrix S by a multiplying factor. Let Y be
the lagged sketch of the matrix X in a way that YðkÞ ¼ Xðk � 1Þ, where k denotes
the sample count. By removing the mean value of the variables X and Y , CCA
acquires two basis vectors one for X and other for Y in a way that the correlation
between them is maximized. Consider the linear combinations given below
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x ¼ wx1x1 þ � � � þwxkxkð Þ ¼ wT
x X ð3Þ

y ¼ wy1y1 þ � � � þwykyk ¼ wT
y Y ð4Þ

CCA gets the vectors wx and wy that maximizes analog q in x and y by the
following expression:

q ¼ wT
x Cxywy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

wT
x Cxxwx

� �

wT
y Cyywy

� �

r ; ð5Þ

where Cxx and Cyy represent the auto-covariance matrices of X and Y , Cxy represents
the cross covariance matrix of X and Y , and wx and wy are the corresponding weight
vectors. Initially, the first variates calculated using the CCA algorithm are found
maximally correlated with each other. Similarly, second variates are calculated that
are correlated exceptionally with each other but disassociated with the first pair of
variates. So, the total variates are deducted iteratively [12]. As a result, all these
variates are supposed as the sources which have maximum autocorrelation and are
disassociated with one another. Thus, on employing CCA technique on the AWGN
corrupted EMG signal, the sources (deduced canonical components) are arranged in
a way that the source at the top has the largest autocorrelation value and the source
at bottom has the lowest autocorrelation value.

2.2 Morphological Filtering

Morphological filtering signifies nonlinear transformation method mainly employed
for the purpose of locally changing the structural properties of a signal using the
basic applications of set theory. In this technique, each examined signal can be seen
as a set which is in Euclidean space. Morphological filters are those set functions
that modify the linear representation of the signal and describes its geometrical
shape quantitatively. An important type of morphological operations, i.e., opening
and closing can be used for detailed extraction of the signal. Proper selection of
structuring element constitutes a very important step for extracting the features from
the original EMG signal. Also, structuring element’s size should be precisely
selected as its inaccurate choice may distort the adjoining wave of the EMG signal
[13]. In the proposed approach, square shaped structuring element of width 4 is
chosen as shown in Fig. 1. AWGN is eliminated by the help of morphological
functions constituting high-pass as well as low-pass filter properties. Therefore in
the proposed methodology, opening and closing operations for the effective elim-
ination of AWGN have been used. The respective expression of opening and
closing operations is given by
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A � B ¼ ðAHBÞ � B ð6Þ

A � B ¼ ðA� BÞHB ð7Þ

where: A denotes the matrix of decomposed canonical components, B represents the
structuring element and � and H denotes the dilation and erosion respectively.

Opening, i.e., erosion succeeded by dilation and closing, i.e., dilation succeeded
by erosion is performed on the decomposed canonical components from the
AWGN corrupted EMG signals. After that, an average of the output of opening and
closing operation is evaluated to obtain the filtered EMG signal.

3 Results and Discussions

In the proposed approach, the EMG signals have been acquired from The UCI
Machine Learning Repository [14] which includes 10 normal and 10 aggressive
physical actions measuring the distinct human activities. In the simulation process,
the EMG signals were first decomposed into their corresponding sources using the
CCA algorithm. After the decomposition process, the decomposed canonical
components were filtered using morphology. Proper selection of structuring ele-
ment is a very necessary task in morphological operation so here ‘Square’ shaped
structuring element of width ‘4’ has been used which is giving the correct output.
Figure 2. demonstrates the results obtained using the proposed approach along with
the outputs of the other approaches (CCA-Thresholding and CCA-Gaussian).

Fig. 1 Square structuring element
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Figure 2a shows an original EMG signal (Pushing 3) in which AWGN is pre-
sent. From Fig. 2b, it is observed that the AWGN component has been removed
using CCA-Thresholding algorithm but it is accompanied with change in the
characteristic of the original signal. Figure 2c shows the output of the
CCA-Gaussian approach in which some of the AWGN Components have been
removed but still it is present in various portion of the signal. But, there is an
improvement in the output of the proposed approach over the other two approaches.
In this, AWGN has been removed significantly from the original EMG signal which
is clearly seen in Fig. 2d. The noisy EMG signal along with the corresponding
output which is filtered using the proposed approach has been shown in Fig. 3a, b
respectively.

Furthermore, SNR has been used as performance metric to evaluate and validate
the proposed approach. SNR values of the AWGN removed EMG signal using the
proposed approach have been compared with the CCA-Thresholding and
CCA-Gaussian approaches and shown in Table 1.

Signal-to-noise ratio is a parameter which evaluates the improvement in the
signal quality relative to noise. The SNR value of the approach which has been

Fig. 2 a Corrupted EMG signal (Pushing 3). b CCA-thresholding output signal, c CCA-Gaussian
output signal. d Proposed technique output
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proposed is reported to be −17.3018 for signal (S1) which is much better as
compared to CCA-Thresholding and CCA-Gaussian. Similar results are obtained
for other signals also. This proposed approach certainly outshines over the other
two approaches.

4 Conclusion

This paper introduced a novel technique for the elimination of AWGN from EMG
signals based on CCA algorithm which is followed by morphological filtering [15].
CCA algorithm effectively decomposes the EMG signal into its source components
while morphological filtering successfully removes the AWGN present with min-
imum distortion of the original EMG signal. The performance of this approach was
compared with CCA-Thresholding and CCA-Gaussian Filtering based approaches.
The proposed approach achieved better results than the other two approaches in
terms of suppression of AWGN in the EMG signal. The proposed approach out-
performs the existing CCA-Thresholding and CCA-Gaussian based approaches in
terms of SNR values.

Fig. 3 a Corrupted EMG signal (Pushing 3). b Proposed approach filtered EMG signal

Table 1 Comparison of SNR (in dB) of other existing approaches used for AWGN removed
signal with the proposed approach

EMG signal Ref. No. Original CCA-thresholding [5] CCA- Gaussian Proposed approach

S1 −53.5585 −25.9195 −30.4589 −17.3018

S2 −54.9072 −22.7579 −24.1077 −19.9077

S3 −51.4548 −23.0094 −18.4568 −16.9144

S4 −51.8611 −22.4099 −21.0319 −16.4957

S5 −52.2966 −22.4412 −20.0167 −19.6798
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Big Data Analytics and Security: A Big
Choice and Challenge for the Generation

Gebremichael Girmay and D. Lalitha Bhaskari

Abstract The concept of big data comes into concern when challenges have been
identified in digital capacity, velocity, and type of the data gathered. The domain of
data source is diverse: social networking, mobile phones, sensors, satellites, and
different types of organizations. The data is collected/generated at high rate, and its
type is complex (structured, unstructured, and semi-structured). Big data analytics,
which is the process to reveal hidden patterns and secret correlations that is to
predict and capture insights from this overwhelming data, forced standard tech-
nologies to be upgraded or replaced by big data technology, and has a multitude
benefits and applications. In this paper, the benefits and particularly the challenges
of privacy and security in big data are dealt and solutions are suggested. Parallel to
capturing insights from such massive and mixed data which also is sourced from
huge varieties of IoT devices, the principles of big data pose advanced security
solutions.

1 Introduction

As our world is now in a new age of information existence, huge aspects or matters
necessary to our life are becoming dependable on automated computing tech-
nologies. Particularly private and government organizations, institutions, and
enterprises of all categories are highly characterized by whether they are equipped
and integrated with information computing technology. Almost for most of these
organizations, the pending issue within the current and coming decade(s) is that of
storing huge size (or binary voluminous) of data to be collected, the mix type of
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data format sourced from countless IT devices, locations and vendors, the
throughput or rate at which these data are piped, analyzed and gain valuable
insights-all together these and other concerns are coined by the engulfing term Big
Data.

Big data can lend new benefits but also raises issues with respect to manage-
ment, technological setup, and analytical process, privacy, and security threats. In
other words, new brands of algorithms and programs have to be designed and
developed to handle big data, as well a firm policy and plan in compliance with this
new era is required to protect and safeguard all sort of data processing.

A number of global and local enterprises have already envisioned and imple-
mented big data setup. Apache Hadoop, MapReduce, and others are the prominent
platforms available for performing big data analytics that apply parallelism and
distributed algorithm on clusters or nodes.

The essential works done and being tackled (by companies, researchers, IT
stakeholders, throughout the world) under the big data era are to mention some, big
data analytics, big data security analytics, big data privacy, big data forensics.

2 Big Data and Big Data Analytics

Big Data—refers to the voluminous data sets that are too complex to manage and
process using the existing or regular database management tools.

As articulated by industry analyst Doug Laney, big data spans three dimensions:
Volume, Velocity, and Variety.

Volume—The size of data is excitingly very large and will continue to increase
enormously, measured as terabytes, petabytes, exabytes, zettabytes, and so on.
Some of the issues emerging include how to determine relevance within large data
volumes and how to use analytics to create value from relevant data.

Variety—Data collected is of different types of formats, i.e., structured (such as
numeric data in traditional databases), unstructured (e.g., Videos), and
semi-structured. The domain of data source is diverse: Internet, social media,
business organizations, sensors and mobile phones, space, health centers, defence,
weather forecasting, etc. Managing, merging, and governing different varieties of
data are something many organizations still tied with.

Velocity—Data is streaming in at unprecedented speed and must be dealt with in
a timely manner. Reacting quickly enough to deal with data velocity is a challenge
for most organizations.

Figure 1 generalizes the meaning of the three Vs. However, the 3Vs is replaced
to more number of Vs, in some research papers and articles, example 4Vs, 5Vs,
even up to 11Vs. Some of these terms are veracity, value, variability, verification,
validity, volatility, and visibility. The orders of priority for these terms also vary
among the articulators who want to escalate the Vs. What we can generalize from
this is that big data is really a manifold issue and that needs a more automated and
customized solution.
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Big data analytics—is the process of collecting, arranging, and analyzing huge
data sets to reveal hidden patterns, correlations and other helpful information and
deep insights that is important to take enhanced decisions. As the concept of big
data has been around for years; many organizations now understand that if they
capture all the data that streams into their businesses, they can apply analytics and
get significant value from it [2]. Using big data algorithms which lend
high-performance data mining, predictive analytics, and optimization enables to
continuously derive innovation and make the best possible decisions.

That is, implementing big data analytics companies can make more informed
business decisions that cannot be achieved solely by conventional business intel-
ligence (BI) processing architectures and tools. With big data analytics, data sci-
entists and others can analyze not only huge volumes but also complicated set of
data that conventional analytics solutions cannot touch. That is the data size is now
in exabytes or zettabytes (1ZB = 1021 bytes = 103 exabytes = 106 petabytes = 109

terabytes = 1012gigabytes), which is the mix of structured and unstructured data
type, and as mentioned in the previous section, the domain of data source is diverse
and includes transaction data, web server logs and Internet clickstream data, social
media content and social network activity reports, text from customer emails and
survey responses, mobile-phone call detail records and machine data captured by
sensors connected to the Internet of Things.

The processing pipeline can be organized into the following phases [3]:

• Data Acquisition and Recording
• Information Extraction and Cleaning
• Data Integration, Aggregation, and Representation
• Query Processing, Data Modeling, and Analysis
• Interpretation.

Fig. 1 The three Vs of Big Data [1]
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3 The Potentials and Challenges of Big Data

Big data has a number of potential benefits. In the first place, with the right setup of
analytics platforms, an enterprise can collect a large enough variety of data at
expected slot of time. The big data analytics platform itself endows scalability,
fault-tolerant, high speed, better efficiency, reduced latency, by merely using
moderately computing devices in the mappers and reducers nodes, for example.

Then comes the predictive power owed by big data analytics, example weather
forecasting, healthcare, retail, smarts cities, future business decisions to earn high
profits by examining their customer dreams, and more advancements. In general,
the analysis of big data is often valuable to companies and to consumers, as it can
guide the development of new products and services, predict the preferences of
individuals, help tailor services and opportunities, and guide individualized mar-
keting. Due to these and other benefits, the world is really forced to conceive and
implement big data analytics.

The benefits of big data themselves are either challenges or result in challenges.
Broadly, the challenges in big data environment include analysis, capture, curation,
search, sharing, storage, transfer, visualization, and information privacy and secu-
rity, and the architectures, methods and platforms that support for these scenarios.

For most organizations, big data analysis is a challenge. Consider a large
company which is well established with the pre-big data technologies and platforms
such as the conventional Business Intelligence (BI). Here, on behalf of the com-
pany, one can pose several challenges with regard to the transition to big data
environment. Can this company resolve this challenge by reshuffling of the
resources (including professional workers), or should the data warehouse be
replaced with big data analytics tools and established from scratch? For sure
additional investment is required, keeping in mind necessity of huge storage, the
complexity of data types (structured and unstructured), applications and operations
used to find patterns and deep insights through the analytics; that is big data
requires high-performance analytics and thus the benefits be gained.

As outlined in [4], three alternatives of implementation are possible to migrate
from the current conventional platform to big data platform. These alternatives are:
Revolutionary, Evolutionary, and Hybrid.

The challenges regarding big data privacy and security are the main topic of this
paper and are discussed in subsequent sections.

4 Big Data and the IoT

Big Data and IoT are two crucially influenced digital techno-analytical eras. The
Internet of Things (IoT) is defined in [5] as “IoT is a term used to describe the
ability of devices to communicate with each other using embedded sensors that are
linked through wired and wireless networks”. Therefore, within IoTs there are
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thousands of types of sensors that act as a source of data by sensing and colleting
from their intended function and transmit through the Internet networking system.
These devices include everything from computers, smartphones, tablets, head-
phones, wearable devices, car, digital cameras, and almost anything else we can
think of that can embed sensor(s). These devices are to be connected and use the
Internet to transmit, compile, and analyze data. The IoT applications are tremen-
dous, for example in transportation, retail, agriculture, weathercasts, security, and
so forth.

Data generated from the IoT will grow exponentially as the number of connected
nodes increases. Gartner predicts that the number of “connected things” will reach
25 billion by 2020 [6].

So, what is the relation between big data and IoT? Yes as discussed in previous
sections, big data has the capability of storing the data at rest and the data at motion
which are sourced from IoT as well. At the same time it is the task of big data
analytics to dig out the hidden insights from the real values, and use it for better
business, commercial or political decisions. Therefore, IoT and big data are two
critically related projects, as if there are two sides of the same coin.

5 Privacy and Security Challenges with Big Data

Privacy is considered a purely legal issue [7, 8]. Security is the process of actions to
make practical the privacy laws and legislations planed to protect user’s data and
information.

When we focus on privacy and security of data or big data in general, there are
many issues to be raised. For example

• how an organization should secure the big data infrastructure (hardware and
software),

• how the data is collected, accessed and used,
• which of the data is sensitive,
• what is the users/customers perception on the data or information they

exchange,
• who is the responsible to handle these and other issues, etc.?

Security and privacy of potentially sensitive data, information, and IT infras-
tructure as a whole is always a challenging concern in all level and type of IT and
related enterprise systems. The issues are worsen specially as enterprises move into
the big data environment; this is because the architecture and platform (e.g. open
source framework with distributed data processing across clustered computer
environment as in HDFS) used, the type of data (structured, unstructured and
hybrid), the millions or billions of data source (devices, vendors, customers), and
the rate at which these data are flooding in and out, can result in several forms of
vulnerability, one of which is the security and privacy vulnerability.
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It is difficult enough to judge whether the data or information shared among
millions of IT users is originated and uploaded for free or whether it is abused for
monetization or moral satisfaction or dissatisfaction. To more elevate the issues
regarding privacy, data from overwhelming sources are fastly circulating our uni-
verse, that is if a sensitive personal data is seized or breached in one location, there
is a great chance of dissemination of that item and appearing in almost all locations
of the world as instantly in real time or near-real time, and hence it is essential to
locate and identify the real location of privacy breach to regulate the multi-source
and multi-branch fountain of illegal acting, hence guarding the big data
environment.

The big question here for researchers, legislatures, regulators is how to provide
optimistic guarantee, for single or group of users, for their data privacy, of being
secluded from the presence or view of others. As an example of privacy challenges,
as referenced in [9], “the dilemma facing regulators is how they can regulate the
collection, storage and trading of personal data on the internet, when all of these
activities, and the corporations themselves, operate across multiple continents and
jurisdictions”. This and other phenomenon can force us to abstract that privacy and
security breach in this new era of data management is not a simple issue, rather it
potentially affects a much larger number of people in the globe which extends to
economical, political and cultural intricateness as well.

One thing, organizations and other stakeholders of this issue, have to accept by
default is that security and privacy threats are advancing in parallel to the current
advancement in big data technological and operational management. The world of
IT is now in a period of advanced persistent threats (APTs), or intelligence threat
and thus organizations must take advantage of new technologies to protect the
whole big data platform.

5.1 General Approach for Big Data Privacy and Security
Solutions

As part towards the solution, the research designs, legislations, and regulations
regarding privacy in big data environment have to be outlined, structured and
implemented at several levels(for their inevitable reasons and backgrounds, in
varity of orders), at

• user/individual level,
• institutional/organization level, and
• global level.

The vendors of data are now a day not only the licensed organizations, in other
words individual users are not only consumers but also producers of huge amount
of variety of data formats and transmitters of data at high speed automated IOTs.
Some of the privacy issues to put as a burden on individuals may be summarized as:
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awareness—about multitude types and ways of data stealers/disturbers; trust—to
use or not to use network systems/apps; and responsibility—no to blame others on
careless handling personal data. These and the other privacy techniques used at
personal and organization level helps to avoid the collection of personally identi-
fiable information.

Organizations share huge amount of data, information, technology and so forth,
locally/globally, for the sake of enhanced business operations, for example. Hence
the existence of one organization is critically dependent on other ones when we
consider IT security in general, because if there is a vulnerable infrastructure in
either of these parts then the security breach will be reflected in one or the other way
in some or all the cooperating systems. Therefore it is a mandatory to have
common/global IT security resolutions, regulations, legislations, and frameworks of
transparency and guidelines.

Since big data is a relatively new concept; it is hard to say there is a list of best
practices that are widely recognized by the security community. Of course, the
principles of big data are the key to advanced security intelligence [10]. Anyway,
several concerned intellectuals and practitioners have listed out a number of general
security considerations and recommendations that can be applied to big data.

Methodology (approaches)—As a best overall practice, it will be helpful to
sketch and clarify the roadmap of tackling big data threats. First, the Big Data asset
taxonomy and the Big Data treats taxonomy have to be identified, then, followed by
mapping the threats to big data asset taxonomy. Big data assets taxonomy can be
categorized as data, infrastructure, analytics, security and privacy techniques, and
roles. Similarly, big data threats taxonomy can be classified as organizational, legal,
eavesdropping, nefarious, and unintentional damage, etc.

The security and privacy techniques, i.e., security-related assets have to be
outlined, example as in [11, 12], which are categorized into four aspects of big data
ecosystem, as infrastructure security, data privacy, data management, and integrity
and reactive security. These can be further break down into several levels of
aspects. This, of course, summarizes the challenges pointed out in preceding
paragraphs. As threat asset taxonomy is vast one can select a specific weak point
(example, intrusion detection) and provide intended solution with the help of tax-
onomy roadmap, algorithms, technologies and applications, that apply to big data
platform.

Some of the basic big data security consideration includes

• Data anonymous,
• Data encryption,
• Cryptographically enforced access control and monitoring,
• Policy and compliance, and
• Governance frameworks.

Of course not all data is same and not all coming in data is to be stored. Sensitive
data/information has to be anonymized or encrypted, compressed and stored in a
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way of disparate. Authentications and authorizations are to be more efficient that
may include voice, image or some kind of patterns taking into account scalability,
time (low and high latency), according to the big data ecosystem.

As a matter of consequence, knowledge of machine learning, AI, advanced
cryptography, etc., is highly required to support effective analytical models that
identify potentially fraudulent transactions, identity theft, and malwares in general.
This will help to look for solutions to improve or change the security posture from a
reactive to a predictive model.

5.2 Big Data Security Technologies and Applications in Use

Of course dozens of security packages or tools have been in test and introduced as
practical application this day, though they are not full-fledged security solutions
towards the new era of security intelligence of data acquisition and analysis. Some
of the leading big data security analytics tool vendors include Cybereason, IBM,
RSA and Splunk. For example, Splunk/ELK, HP ArcSight feature (called
Correlation Optimized Retention and Retrieval (CORR) Engine) serve as a foun-
dation for threat detection, security analysis, and log data management as pointed
out in [13].

Some of the existing or conventional applications for handling security include
security incident event management (SIEM), and intrusion detection system (IDS).
These may not compete for all type of data analysis capability (batch, near-time,
and real time) within large business organization. They basically target on real
threats and vulnerabilities in small and medium organizations.

For instance, the target of traditional SIEM is mainly for batch systems. SIEM
tools basically accomplish their intended security function based on centralized
collected security log data from different type of security controls, OS and other
software used by an enterprise. That is their basic function is to collect, analyze, and
report security breach issues based on logs and events, though some of the SIEM
products may have the task of stopping attacks on the way. These SIEM are blamed
for important big data issues such as scalability, incident response, though some
recent SIEM tools can comply for that.

Big data security analytics (BDSA) is a specialized application of the more
general concept of big data. Some of the key features that distinguish big data
security analytics from other information security domains include scalability,
reporting and visualization, persistent big data storage, information context, breadth
of functions [14]. Real time is the newest business of concern. That is big data
security analytics tools are designed to collect, integrate, and analyze large volumes
of data based on context and correlation fashion, in near-real time, which requires
several additional advancements.
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6 Conclusion

In this paper, the definition of big data has been explained based on the 3Vs
dimension followed by the benefits acquired from big data analytics. Accordingly
the world is migrating towards big data environment due to the all round
advancement in IoT, data size, data format, data type, latency, and the taxonomy.
Though big data environment is a must to adapt, several challenges are facing
researchers, data scientists, and organizations. Among these big data challenges are
the big data privacy and security issues. Some tools, methods, and procedures are
being in use already, though yet to reach the optimistic satisfaction. In general,
tackling privacy and security issues in big data is a mandate of data generators,
reservoirs, disseminators, and users as a whole. This issue may not as simple as in
the traditional data and information management. This is because the
multi-dimensional taxonomy of big data environment necessitates implementation
of this concern at several levels of the big data ecosystem and using advanced and
appropriate securing algorithms.
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A Prototype for Image Tamper Detection
with Self-generated Verification Code
Using Gödelization

P. Raja Mani and D. Lalitha Bhaskari

Abstract Smart gadgets like mobile phones, camcorders, handy digicams, and the
availability of sophisticated photo editing tools have eased the process of forgeries
in this digital era. The forged digital images are increasing at a rapid rate and so are
the legal issues attached with them. As the technology is increasing, the methods
adopted for creating digital forgeries and cyber crimes are posing a great threat to
the security, integrity, and authenticity. Several researchers have proposed many
techniques for detecting and identifying such illegal issues like image tampering,
image forgery. The paper addresses this problem of image tamper detection by
embedding a unique verification code generated from the image using Gödelization
technique which acts as in-camera fingerprint of the image. It works for color
images. This is a very simple method to implement which needs very low com-
putation and memory space.

1 Introduction

In today’s fast changing gadget era, smart phones have occupied a major part. It has
turned to be a basic necessity in human life rather than a luxury. Smart phones with
in-built cameras which are handy play a key role in digital forensics. With the ease
in usage, it has become a fashion to click photos and selfies irrespective of occasion
and share on social medias like Facebook, Twitter, Whatsapp, etc. With tremendous
availability of images and easy accessible photo editing applications, resampling
the images has become a common practice. The motto behind these manipulations
need not always be to forge but to enhance the look and feel. But when they are
manipulated to an extent which vicissitudes the image there raises an issue which
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has to be arbitrated. Every image captured by a camera has a unique property which
can be regarded as a fingerprint. Each and every image has its own fingerprints. In
general, fingerprints are classified into intrinsic fingerprints and extrinsic finger-
prints. Intrinsic fingerprints are features of the image where as extrinsic fingerprints
are watermarks or signatures. The proposed method addresses the problem of image
tamper detection by embedding a unique verification code (VC). VC is generated
from the image using Gödelization technique which acts as in-camera fingerprint
and this technique works for color images.

2 Related Work

2.1 Image Manipulation Techniques

Most of the image manipulation techniques can be categorized as content-changing
manipulations and content-preserving manipulations. Content-changing manipula-
tions focuses on image tampering like splicing, copy-move, resampling in which
the image content is reshaped arbitrarily according to semantic content.
Content-preserving manipulations concentrates on manipulations like contrast
enhancement, blurring, compression.

Digital forgery detection techniques are classified into Active and Passive
Methods.

(i) Active Methods are also known as non-blind methods. In these methods
original image or its identity representation called watermark or digital sig-
nature is needed for comparison. The watermark can be text, image or any self
generated unique code. Hash or digital signature generated by the camera can
be treated as examples. Active Methods address content-changing manipula-
tions. These methods are simple, robust, and easy to implement which gives
accurate results of image tamper detection.

(ii) Passive Methods are blind methods which do not need any embedded
information in the image. These methods use Wavelets, DCT, Feature
extraction which are computationally complex to be robust. DCT is based on
frequency content. It gives perfect results for images that have high frequency
complexity [1]. But extensive testing is needed to get perfect results. The
advantage of DWT is that it has multi-resolution characteristics [2]. The major
drawback of this method is that the computational requirement is very high as
compared to other methods. Feature extraction is the most commonly used
blind technique. It is a complex procedure and requires a lot of computational
efforts. The performance of feature-based detectors [3] is accurate only when
the objects to be matched have a same color or a distinguishable corner or
edge. Furthermore, the feature-based algorithms do not perform as good as
expected when images are subjected to variations in color’s distribution, scale,
illumination, rotation.
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2.2 Gödelization Technique

Gödelization [4, 5] is a process of converting a positive integer greater than 1 into a
sequence called gödel number sequence (GNS). GNS of a number is the product of
primes. According to it, GNS of 220 is calculated as GNS (2, 0, 1, 0, 1) which can
be encoded as 22 � 30 � 51 � 70 � 111. So now, 220 is encoded as 20101. This
process is applied for diagonal pixels of the image. Every diagonal pixel is con-
verted into a Gödel Number Sequence. Thus the obtained GNS are concatenated to
form a gödel string (GS), where GS = GNS(1,1)$GNS(2,2) $….$GNS(n, n), n is
size of the image and $ is a delimiter. This Gödel String is nothing but a unique
signature generated from the image and this technique can be embedded as a
post-processing operation in a camera after capturing and before generating the
image.

3 Proposed Methodology

3.1 General Image Acquisition Model

The general Image Acquisition Model [6–8] in an image capturing device is shown
in Fig. 1. Let S be the scene to be captured where the light passes through the lens,
optical filter, Color Filter Array (P), and Color Sensors which acquires the color of
the scene at an appropriate pixel location and produces the scene SP. After obtaining
SP the intermediate pixel values are interpolated using the neighboring pixel values
to obtain SP

(I). Now the red, blue, and green color components undergo basic
post-processing operations like color correction, white balancing, gamma correc-
tion, denoising, lens distortion removal, etc. Based on the file format supported by
capturing device, the image may be compressed to reduce storage space and pro-
duces the image I at point A.

With this general Image Acquisition Model in view, the proposed methodology
incorporates Generation of verification code (VC) and Embedding of VC in the
image which helps in increasing the authenticity as well as robustness of the
resultant image. The detailed process is explained in the following section.

Fig. 1 General Image Acquisition Model [6–8]
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3.2 Prototype Design Incorporated in Image Acquisition
Model

Each camera model/make uses a different set of algorithms for CFA, color inter-
polation, and post-processing operations. According to the proposed model, after
the basic post-processing operations we add two more operations called verification
code (VC) generation and VC embedding as shown in Fig. 2. Gödelization tech-
nique as explained in Sect. 2.2 generates the VC of the image. The VC is unique
and acts as a best in-camera fingerprint. Finally the VC is embedded in LSB+1
column plane of the image. LSB+1 column plane is chosen for embedding as it
embeds the VC into the image without distorting the image and making VC per-
ceptually invisible in the image. These operations leave some traces of intrinsic
finger prints of the image I and generate the image IVC. This prototype detects any
post camera operations done to an image accidentally or maliciously. Even minor
changes done to the image is easily detectable.

When a scene is captured by a camera and image is formed, the proposed
technique is applied as a post-processing operation after which the final image IVC
is produced. The VC generated during post-processing is stored in Verification
Code Index file along with its length as shown in Table 1. It also contains the image
file size, image dimensions, date taken. The model for image tamper detection is
explained in two phases. The first phase as shown in Fig. 2 describes generation of
VC and embedding it into image to produce IVC and is clearly explained in the
following section. Figure 4 in Sect. 3.4 explains second phase, the process of
extracting VC and detection of image tamper.

Captured 
Image
(IVC)

Basic Post 
Processing
operations

Verification 
Code(VC) 

Generation 
using 

Embedding VC in 
LSB+1 column 

plane of the image

Proposed Technique

IVC

SPI

Color 
interpolation

SP

SPI

Lens

Sensors

Scene

S

Color Filter 
Array(P)

R G

G B

Optical 
filter

I VC

Fig. 2 Image acquisition model incorporated with proposed technique
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3.3 Embedding Self-generated Verification Code

The first phase comprises of generating a verification code using Gödelization
technique and embedding it in the image. It is explained in the following steps.

Embedding Self-Generated Verification Code
Input: Image (I)
Output: Image embedded with verification code (IVC)
Step 1: Capture a Scene by an image Capturing device. Let the image be I.
Step 2: Compute GNS for the intensity values of diagonal pixels as explained in Sect. 2.2 to
obtain GNS(I (i, j)) where i == j.
Step 3: The verification code (VC) is obtained by concatenating GNS of all diagonal pixels.
VC = GNSi1|| GNSi2|| GNSi3||….. GNSij where i == j.
Step 4: Now the VC is embedded in LSB + 1 column plane of image I to obtain the final image
IVC.

Figure 3 shows the VC of Baby image. The verification code generated for each
and every image is stored in a file along with its details like location of the image
file, image format, image dimensions, file size, date of creation, and length of
verification code. The Verification code Index Table in Table 1 gives some of these
details.

Table 1 Verification code index table

Image Size File size (kb) Date taken VC Length (bits)

Sofa.png 160 � 160 30.1 04/12/2009 12,024

Bullets.png 180 � 180 78.8 10/19/2010 19,200

Baby.png 256 � 256 115 05/21/2008 27,408

Park.png 256 � 256 83 03/08/2014 30,632

Resort.png 256 � 256 86 03/08/2014 28,496

Aqua.png 256 � 256 98 03/19/2016 23,848

Temple.gif 256 � 256 119 06/08/2015 33,688

Ganesh.png 308 � 308 185 30/04/2016 40,832

Cycle.png 360 � 360 201 01/02/2015 26,808

'010000000000000000001$01000000000000000001$0210001$001000000000000001$03
00000001$020000000000001$020000000000001$0000000000000000000000000000000
000000001$00102$03000001$00000000000000000000000000000001$0112$03101$011
00000001$0000000000000000000000000000000000000001$001101$010011$....

Fig. 3 Verification code of baby image

A Prototype for Image Tamper Detection with Self-generated … 223



3.4 Extraction of Verification Code and Image Tamper
Detection

According to the proposed method, once the image is captured it introduces VC as
an intrinsic fingerprint in IVC. This image may undergo further processing acci-
dently or maliciously. Let us assume this post camera manipulated image as test
image (TI).

The second phase of the proposed method estimates the intrinsic fingerprints of
TI to justify whether the image has been processed after it has been captured by the
digital camera or mobile camera. Figure 4 shows this process. The various steps
involved are as follows.

Extraction of Verification Code and Image Tamper Detection
Input: Test Image (TI)
Output: Tampered/Untampered
Step 1: Let the test image be TI.
Step 2: Extract the bits at LSB + 1 position in column plane.
Step 3: Compute the Verification code of TI, denoted as TIVC.
Step 4: Compare the verification codes of TIVC and IVC to judge the image is tampered or not.
Step 5: The deviation of the verification code from the original indicates the manipulation of the
image after it is captured by the camera.

4 Results

The proposed scheme is tested on a dataset of over 50 color images of various
formats like jpg, gif, png, tiff. The quality of the image produced using the proposed
method is measured in terms of PSNR. It is around 49.90 dB, which is highly
acceptable and the distortion is imperceptible to HVS. Table 2 presents some test
cases of untampered images with their PSNR and MSE. The markings in the images
of Table 3 clearly show the images are tampered.

TIVC

TI Tampered

Not Same

Test Image (TI) Extract LSB+1 
column plane

Compute 
VC of TI

Match with IVC

Same

TI Untampered

Fig. 4 Verification code extraction and image tamper detection
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5 Observations and Conclusions

From the test cases shown in Tables 2 and 3, it is observed that the PSNR of the
untampered images is around 49 dB and MSE is around 0.6 where as for tampered
images PSNR has completely dropped down and MSE has raised. It indicates that
the Verification code, acts as in-camera fingerprint and is able to detect clearly
minor to major post camera manipulations. The VC generated using Gödelization
technique is unique to every captured image. When a scene is captured IVC is
generated. If the same scene is captured again this time the capturing device

Table 2 PSNR and MSE analysis of untampered images

Name of the
Image

Image with verification code Test image PSNR MSE

Park.png 49.9008 0.6652

Ganesh.png 49.0120 0.81635

Table 3 PSNR and MSE analysis of tampered images

Name of the
image

Image with verification
code

Test image PSNR MSE

Baby.png 36.6097 14.1941

Cycle.png 14.4416 2.33836e
+04

Bullets.png 26.9125 1.32381e
+02
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generates IVC1. In this scenario, if one of the images is treated as Test Image (TI),
we can assure that the images are perceptually the same and do not need any kind of
testing.

This method is very simple to implement which needs low computation and
memory space. The results are very accurate for lossless image formats. There are
some false positive cases for lossy image formats like jpeg. This technique can be
implemented as a prototype to generate in-camera fingerprints of the image to detect
post camera manipulations which can further be used in analysis of image
tampering.
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Suspicious URLs Filtering Using Optimal
RT-PFL: A Novel Feature Selection Based
Web URL Detection

Kotoju Rajitha and Doddapaneni Vijayalakshmi

Abstract The crucial and criminal activities in Internet occurs due to malicious or
suspicious websites. Therefore, it turns to be an challenge approach to keep away
the end users from moving on to the malicious websites. In this paper we propose a
technique called optimal RT-PFL to classify the malicious URLs from
non-malicious URLs detected in the websites. Here the data set should be encoded
into both the lexical as well as the host-based features related to the URL in order to
generate the feature components. Certain features is extracted by the feature
extraction process. Optimal features of URLs is selected based upon the proposed
feature selection approach namely Gray Wolf Optimizer based Rough Set Theory
algorithm. This proposed algorithm can productively identify minimal attribute
reduction from the highly efficient dataset which in turn improves the classification
systems performance. The chosen URL should be admitted towards the classifier to
foresee whether the admitted URL is benign or it is malicious. The classification of
URLs depends on the newly proposed particle filtering based fuzzy logic approach.
The subsequent classifiers gains higher accuracy by identifying huge amount of
malicious URLs from the malevolent sites.

1 Introduction

Any data to be searched on a PC should be identified by entering its filename also
uniform resource locators (URLs) is utilized to trace out any necessary website.
Any user can recover a web page by writing a URL onto the browsers address bar
or alternatively by clicking right URL into the address bar the user can obtain the
required website. Example for this is https://mail.google.com/mail/#inbox. It takes
after the standard rule <protocol><hostname><path> [1]. Feature selection gives a
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path to distinguish the unavoidable features and also by eliminating (excess) ones
held in the dataset [2]. The goal of feature selection is attribute reduction from a
highly dimensional dataset, enhancing the performance of prediction, and great
information knowledge gain for various applications of machine learning [2, 3].

In this paper, we have introduced Gray Wolf Optimizer based Rough Set Theory
algorithm as well as the Particle Filtering based Fuzzy Logic approach. Certain
optimal features are extracted from the entire generated features. After obtaining the
minimal reduced features (attributes) of URL, classification should be done with the
optimized minimal features using proposed particle filtering based fuzzy logic
approach. Finally, at the implementation of this approach, malicious URLs is fil-
tered out from original non-malicious URLs.

The contribution of this paper is as follows:

• Here we present a Gray Wolf Optimizer based Rough Set Theory algorithm in
order to select the minimal attributes from the extracted features.

• Classification is done with the help of particle filtering based fuzzy logic
approach. From this malicious (suspicious) URL can be isolated from the
original URL. About 90–95% accuracy can be obtained for the identification of
malicious URLs.

• Hereby we will evaluate the simulation results of the proposed approach, ana-
lyzed, and contrasted the outcomes together with the similar as well as with the
existing approaches.

The rest of this paper is accompanied by the upcoming sections. Segment 2
relates our work with existing works. Problems behind existing works are provided
in zone 3. Proposed methodologies behind this paper are portrayed in zone 4. Results
behind this work are examined in Sect. 5. This paper gets finished up with zone 6.

2 Related Works

A few examination works have been done in suspicious URL identification. In this
segment, we contribute our proposed work with the existing works. Chen et al. [4]
have proposed social network services (SNSs) which were growing in demand.
Interaction with companions develops a social organization that can be utilized to
impart data to companions. These existing works when compared with proposed
work it showed malicious URLs were detected without any security.

Emery et al. [5] have proposed a binary version of the novel Gray Wolf
Optimizer (GWO) to choose a subset of optimal feature for the purpose of classi-
fication. Gray Wolf Optimizer (GWO) was the most recent bio-roused advancement
methods, which recreate the Gray Wolves hunting procedure. After examining
these works with the proposed methodology it was verified that the existing work
shows limited performance.
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Chung et al. [6] have examined the fuzzy logic framework a well-known
instrument for displaying nonlinear frameworks. These existing works when con-
trasted with the proposed work it was detected that classification of malicious URL
was a tedious process.

Li et al. [7] have examined the decision tree classification over the dynamic
research field onto the application of machine learning. A new reduction of attri-
butes technique in view of Rough Set approach was developed for information of
multi-label. Decision tree classification when contrasted with the proposed
methodology it was verified that it focused only on the reduction of attributes.

3 Problem Definition

From the existing work several disadvantages has been detected they are as follows:

• The third-party user can hack the websites with the help of malicious URLs.
• One of the unauthorized users may embed the fake URLs to the original URL

content on the website.
• Transformation of malicious contents to the website. Classification and identi-

fication of malicious URL from original URL is a complex process.
• To resolve this issue classification and selection of URLs is carried out using

Rough Set based Gray Wolf Optimizer algorithm as well as the Particle Filtering
based Fuzzy Logic approach.

4 Suspicious URLs Filtering Using Optimal RT-PFL

4.1 Overview

In this paper, we propose Suspicious URLs Filtering Using Optimal RT-PFL: A
Novel Feature Selection based Web URL Detection. To implement this feature
selection algorithms and classifier approaches the data set of URL should be encoded
into both the lexical as well as host-based features thus to develop its feature
components. The features of lexical approach incorporate path token, host name,
domain name, final path tokens, topmost level domain, and different incidental
lexical features. The features behind host-based approach [1] incorporate geographic
data WHOIS data, geographic membership included in the blacklist, association
speed, and also the properties of domain name space (DNS). From the URL data set,
optimal features of URL should be extracted. Now from the extracted features it is
necessary to find the minimal attributes thus for the reduction of the optimal
extracted features. For this purpose feature selection algorithm of Gray Wolf
Optimizer based Rough Set Theory algorithm is used. After obtaining the minimal
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reduced features (attributes) of URL, classification should be done with the opti-
mized minimal features using proposed (PFL) Particle filtering based Fuzzy Logic
approach. Finally, at the implementation of this approach, malicious URLs is filtered
out from original non-malicious URLs. Our proposed method supports the user to
identify the malicious and non-malicious URLs. Thus it enhances the security of the
websites and makes it more convenient to use the sites by the knowledge of
non-suspicious URLs. Figure 1 describes the flow diagram of proposed method.

4.2 Collection of URL Datasets

Uniform resource locators (URLs), commonly referred to as “Web Links,” turns to
be an essential means in which clients find resources located into the Internet. The
data set has been provided to repository of UCI machine learning. Gathering of
URLs from various sites ought to be accumulated within the repository of UCI [1].

4.2.1 Lexical Features and Host-Based Features

Lexical feature is referred to as the URLs textual. Some of the properties are the
length of the whole URL, domain name length, and in addition the quantity of dots
used in the notion of URL.

Host dependent features denote “where” this malicious websites is facilitated,
“who” oversaw this malicious websites and “how” this websites are controlled.

4.2.2 Optimal Feature Extraction

Certain features of URL should be extracted to identify suspicious URLs which have
been included by the unauthorized third party. In order to promote feature extraction,
every URL is divided into three segments: they are domain, protocol, and path [3].
Table 1 demonstrates the types of features. Tokens were generated by partitioning a
region based upon the values, “?”, “/”, “=”, “.”, as well as “”. For instance, the
domain {2} that relates to “mail.google.com” alludes to the “mail” token.

Fig. 1 Schematic diagram of proposed method
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4.2.3 Feature Selection Using Gray Wolf Optimizer Based Rough Set
Theory Algorithm

Assume DT ¼ ðU;A ¼ CUDÞ DT as a Decision Table where as U ¼ x1; x2. . .xnf g
denotes objects to the non-empty finite set, C is notified as condition attributes
(features) of the non-empty finite set, D is defined as Decision attribute.

Table 1 Example for feature
extraction

Feature group No of features

Domain {2} 7,933

Path tokens (all) 100,401
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It is necessary to find the minimal attributes thus for the reduction of the optimal
extracted features. For this purpose feature selection algorithm of Gray Wolf
Optimizer based Rough Set Theory algorithm is used. Rough sets are utilized to
reduce the attributes with huge achievement. The Gray Wolf optimization
(GWO) detects optimal features (attributes) that relate to the complex search
domain through the communication of people belongs to the population. The
outcomes demonstrate that GWO is more appropriate for reduction of an attribute
using rough set theory. Reduction of features (Attributes) is one of the main con-
tributions to the exploration of Rough Set based theory.

4.2.4 Classification

After obtaining the minimal reduced features (attributes) of URL, classification
should be done with the optimized minimal features using proposed (PFL) Particle
filtering based Fuzzy Logic approach. Finally, at the implementation of this
approach, malicious URLs is filtered out from original non-malicious URLs.
Figure 2 shows the strides of feature classification. The particle filtering (PF) is

Fig. 2 Strides of feature classification

232 K. Rajitha and D. Vijayalakshmi



associated with state xn thus to acquire the condition of the following stride xnþ 1.
Website suspicious fuzzy patterns consist of 3 layers. The main layer includes just
URL and Domain Identity conditions and URL. Second Layer includes Encryption
and Security conditions Java Script and Source Code. The final third layer includes
Content Style and Page Style, Social Human Factor conditions, Address Bar con-
ditions. The base rule includes entries of 33 ¼ 27 and the result of base rule is the
suspicious website measure of fuzzy groups (Uncertain, Legal or it is Fake)
(Table 2).

By extracting the malicious URLs the efficiency of the system is improved and
the user can easily identify the malicious URLs when it is interrupted in the original
Website content.

5 Results and Discussion

The performance of feature selection: Figure 3a shows the performance of feature
selection approach. When it is contrasted with the existing algorithms our proposed
optimal RT-PFL provides about 95% in accuracy, sensitivity, and specificity. The
performance of Classification: From Fig. 3b it is inferred that when compared with
the existing classification approaches our proposed optimal RT-PFL provides higher
accuracy, sensitivity, and specificity of about 98%. Time complexity: Figure 3c
shows the time complexity of the proposed work. When compared with the existing

Table 2 Isolation of suspicious URLs

Rule Domain and URL identity Layer 2 Layer 3 Final suspicious rate

1 Genuine Legal Legal Very legitimate

2 Genuine Legal Uncertain Legitimate

3 Genuine Legal Fake Suspicious

4 Genuine Uncertain Legal Suspicious

5 Doubtful Legal Legal Legitimate

6 Doubtful Legal Uncertain Suspicious

7 Doubtful Legal Fake Suspicious

8 Doubtful Uncertain Legal Suspicious

9 Fraud Legal Legal Suspicious

10 Fraud Legal Uncertain Suspicious

11 Fraud Legal Fake Suspicious

12 Fraud Uncertain Legal Suspicious

.

.

.
27

Genuine Legal Legal Very legitimate
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approach our proposed optimal RT-PFL shows minimum time delay than the
existing work due to optimal identification of malicious URLs in diminished dura-
tion by the establishment of proposed RT-PFL approach.

6 Conclusion

In this paper, we proposed a technique called as optimal RT-PFL to classify the
malicious URLs from non-malicious URLs detected in the websites. Optimal fea-
tures of URLs was selected based upon the proposed feature selection approach
namely Gray Wolf Optimizer based Rough set theory algorithm. It can efficiently
find minimal attribute reduction from the high-dimensional dataset that enhances
the performance of the classification system. The classification of URLs depends on
the newly proposed (PFL) Particle Filtering based Fuzzy Logic approach. By this
proposed method the performance of the system can be enhanced by the elimination
of malicious URLS that affects the websites. Users can easily identify suspicious
URLs which gets collapsed with the original URL of the website content.
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A Decision Tree Approach to Identify
the Factors Affecting Reliability
for Component-Based System

Rajni Sehgal, Deepti Mehrotra and Manju Bala

Abstract Component-based systems are frequently used in software development.
Software reliability is the need of the hour as the lack of it could result in significant
costs to the supplier regarding dis-satisfied customers, loss of market share, rework
caused by rejected and returned systems, and the costs to customers of faulty
systems that fail to meet their mission goals. There are a number of metrics
available in the literature. The metrics considered in this study are traditional
metrics like Chidamber and Kemerer (CK) metrics as well as metrics used for
component-based software (CBS). Dimension reduction approach is used for
finding the factors that will affect the system most. The proposed decision tree has
been developed through empirical evaluation. In this paper, Rapid Miner is used to
segregate important metrics from a bunch of metrics.

1 Introduction

Software reliability can be defined as a failure-free operation of the software in a
particular environment for a specified amount of time for a specific purpose. With
an increase in dependability on software, software quality has become an indis-
pensable characteristic. It is often related to software quality, and while checking
the reliability, we ensure that our end product is of high quality meanwhile in the
process we can manage our resources efficiently. Software reliability is important
since it provides us with information related to efficiency prediction (i.e., the
amount of time required for a program to execute is known and thus other work in
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hand can be managed accordingly), system failure and protection from data loss.
Reliability prediction allows us to gauge the probable reliability of the software. It
not only yields the probable and feasible reliability of the software but also assess
the proximity of system designs to the desirable designs and implementation
decisions. Reliability predictions include outcomes like some faults to be expected
during the development life cycle, failure rate prediction [1]. It also gives us the
benefit of associating predicted failure rate and use the comparison to reform
techniques used in the development of the software. There are some metrics for
calculating software reliability. It can be divided into product, project, process and
fault and failure metrics. Product metrics are used in the development of various
system documents (SRS, design documents). Project metrics focuses on higher
reliability achieved through a better development process, risk management pro-
cess, configuration management process. A fault is defined as a defect in the pro-
gram which occurs due to an error in the code and results in the failure of the
software under defined environment. The fault and failure metrics looks upon the
faults which are determined after the release of the software. This data extracted
from the user is further operated to calculate the software reliability (Mean Time
between Failure or other techniques). But along with these metrics come their
limitations; The component-based system (CBS) architecture disintegrates the
system design into further components which include unambiguous interacting
interfaces, methods, attributes, etc. The elementary objective is to reuse the com-
ponents in hand. It is cost efficient, more reliable, easy to deploy and needs less
development time. Before CBS were in use the project circled the object; this
system was called Object-Oriented System. The software development is broken
down into three stages namely: analysis, design, and implementation. Analysis
phase involves regular operations which are; learning user requirements, required
SDLC model, etc. The design phase can be broken down in two subparts: System
design and Object design. The idea of required architecture of the software is laid
out in system design whereas in object oriented design the model is developed from
the approach developed in analysis phase and during system design. In the
implementation phase, the developed model is brought down into code in the aimed
language. Decision trees provide us with flowchart with root and nodes. Each node
represents a class label. Decision trees are often used as classifiers because they do
not need any parameter settings and have higher efficiency.

2 Related Work

Various author finds that various parameters affected the reliability of a
component-based system like coupling, cohesion, component packet density,
weighted method per class; some of them are discussed here. Sehgal et al. [2]
Predicts the fault for foreground and background of an application which based on
component-based software development using Halstead Metrics. Tripathi et al. [3]
finds that coupling is a parameter which affects the reliability at most. For this they
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have proposed a model which is based on reliability block diagram. Shatnawi and
Li [4] discovered that Metrics like CBO, RFC, WMC, DIT, and NOC metrics are
the error predictor metrics from the classes. Shin and Williams [5] finds the impact
of complexity on software reliability by performing various statistical test. Graylin
[6] states that complexity of any software system is directly correlated with the line
of code. Subramanyam and Krishnan [7] predict the fault before testing phase, i.e.,
in early software development life cycle using CK metrics. Lee et al. [8] identifies
two important parameter coupling and cohesion on which reusability of any
component based system depends. Briand et al. [9] identifies that cohesion measure
the strength of any module. Highly cohesive module is highly reliable. Kumar et al.
[10] proposes a new metrics called the conceptual cohesion of classes (CCC).
Which measure the how conceptually classes of a module are related with other.
Binkley and Schach [11] identifies that coupling is a metric which find out that how
much a software module is depends on other. Yadav and Khan [12] finds out that
module with high cohesion is less fault prone. Narasimhan et al. [13] stated the
limitation of using the CBS approach. Their focus was on the integration among the
various components. They then derived metrics based on the complexity of the
system to overcome this problem. Namely, component package density (CPD), and
component integration density (CID). CPD targets the density of the components
while CID targets the interaction between these components. They delineated the
observations for both the metrics. A befitting acknowledgement to the importance
of ‘critical components’ has also been discussed. Koziolek [14] States that opera-
tional profile are important for software reliability as they take input from the users.
He outlines the various operational profiles (Musa, user, customer, and
system-mode, functional and operational profiles). These are used in the calculation
of usage metric.

3 Experimental Setup

In order to find out the critical parameter which affect the reliability of a
component-based system. A system is considered which constitute of 19 compo-
nents and having approx. 25,000 line of code. Following steps are performed to find
out the critical parameter. Values of different parameter affecting the reliability is
calculated using Table 1.

Step1: Faults are predicted using halstead metric
Step 2: Chidamber and Kemerer (CK) metrics weighted method per class (WMC),

depth of inheritance (DIT), number of children (NOC), coupling between
objects (CBO) response for a class (RFC)

Step 3: Cyclomatic complexity (CC) of given system is calculated
Step 4: Component packet density (CPD) and component integration density

(CID) is calculated
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Step 5: Opinion from the expert is taken to find out the usage of a particular
component

Step 6: Decision tree which is a dimension reduction technique is applied using
Rapid Minor tool.

Values calculated using Table 1 is given in Table 2.

Table 1 Formulae to calculate various parameters

S. No. Formula

1. Faults [15] F = V/S0 where V is the volume of the program
and value of S0 = 3000

2. CK Metrics [16] (i) Weight methods per class (WMC):
It is the submission complexity of all the
methods defined in the class [3]
(ii) Depth of inheritance (DIT):
It is the length of hierarchy from the nodes to
the root [3]
(iii) Response for class (RFC):
RFC = q + r
where q is the total number of methods in the
class and r is the number of direct methods
called by other methods of the class
(iv) NOC:
It’s the number of intermediary subclasses of a
class

3. Cyclomatic complexity
(CC) [16]

CC = E − N + 2
where E is the number of edges
N is number of nodes

4. Component integration density,
component package density [17]

(i) CPD = # of constitute/# of components
where constituents includes LOC, operations
and classes for different components
(ii) CID = #I/#Imax
where I is the absolute interaction and Imax is the
maximum available interactions

5. Coupling and cohesion [16] (i) Cohesion

COMi cð Þ ¼ si cð Þj j
wi cð Þj j� Ni cð Þj j

(ii) Coupling

NUj ¼ [ 1� i�m\ i6¼jNUj;ij j
Nj þj jUjj j
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4 Results

To find the important parameters these calculated values are executed in a data
mining tool, Rapid Minor. After executing this data in rapid minor, three parameter
namely coupling, faults, and component density comes out be as an important
parameter which affects the reliability of a component based at the most (Fig. 1).

Many metrics are used for calculating the reliability of software. We used a
decision tree because it helps us narrow down metrics to important metrics and is
easier to interpret. Decision tree development does not require any knowledge of
the domain and can work well with large data. From the obtained decision tree the
important metrics came out to be coupling, component package density, and faults.

5 Conclusion

In the literature, there exist many parameters which affect the reliability of a
component-based system. To calculate each and every parameter is a tedious job.
To find out the most critical parameters is always a desired job so that these
parameters should be given more attention.

Fig. 1 Important factors identified by rapid minor
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6 Future Scope

In this case study, important parameters which contribute to the reliability of a
component-based software is identified using the decision tree approach. Identified
metrics may have direct and indirect relationship with the reliability of a
component-based system. Keeping this relationship in mind a new metrics can be.
proposed which will be more realistic and predicting the reliability of a
component-based system more efficiently.
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A Novel Differential Evolution Test Case
Optimisation (DETCO) Technique
for Branch Coverage Fault Detection

Vibhor Gupta, Avneet Singh, Kapil Sharma and Himanshu Mittal

Abstract Test case optimisation is an important research area of the software
industry. As, testing takes so much time, effort and moreover it is very costly. So, it
becomes very important for us to test the software effectively without doing so
much effort. There are many techniques or nature inspired algorithm which helps us
to do testing of a software effectively and one of the nature inspired algorithm is
Differential Evolution Algorithm. Hence, this paper proposes a novel test case
optimisation technique, i.e., differential evolution test case optimisation (DETCO).
The proposed technique optimizes the test case selection and prioritization of the
test cases to have comprehensive branch coverage and faults detection. Twenty test
cases for a sample code have been generated. The proposed technique selects three
test cases which provide complete branch coverage as well as fault detection.

1 Introduction

Test case optimisation means to select out effective test cases, which have maxi-
mum code coverage and fault detection capability. It results in minimizing and
prioritizing the test cases. Minimisation of test cases means to reduce test suites by
eliminating redundant test cases. A test case is called redundant if same demand is
fulfilled or met by other test cases. On the other hand, test case prioritization is
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reordering of the test suites according to suitable criteria like branch detection, code
coverage, fault detection, etc.

There are various types of test case optimisation techniques which are natured
inspired such as Genetic, bacteriological algorithm which is a variant of genetic,
Ant colony optimisation and differential evolution etc.

So the aim here is to optimize the test cases using a natured-inspired approach
which have been widely used to solve complex integrative optimization problems.
This paper is concerned with test case optimization for any software with
Meta-Heuristic Differential Evolution Algorithm [1] and requirement
mapping-based approach [2]. Meta-heuristics are problem-independent techniques
that can be put into a service to a wide range of problems. A meta-heuristic knows
nothing about the problem, it can handle functions as black boxes. Black
Box Testing is the functionality of the software under test without knowing internal
code or structure. It is based entirely on the software requirements and on the
specification.

The Meta-Heuristic approach is separated into two different parts—Single
solution based and initial population based. We in this paper are using the initial
population based approach and hence we begin the process of search with initial
population generated randomly and it is farther intensified to make better with many
successive iterations.

Differential Evolution algorithm is a method that optimizes problem iteratively
and make an effort to make better candidate solution. It can solve many difficult
problems such as non-continuous, nonlinear and gives us approximate solution.
Nevertheless, Differential Evolution algorithm which is meta-heuristics does not
ensure an optimal solution.

2 Literature Survey

Software testing is one of the major part of software development life cycle as it
takes around 50% efforts as suggested by Pressman in 2001, [3] therefore, it is
under continuous research by researchers. From the past many years the research is
being carried out in the minimisation of testing time and test suites. The first few
approaches suggested were based on classic greedy approach [4].

Classic greedy approach uses a recursive function which rules out the require-
ments met by a test case and continues to do so until all requirements are fulfilled.
The main problem with this approach is that it reduced the fault detection capability
of the test suites. To remove these drawbacks from this approach Horgan [5]
suggested to keep all the test suites sizes constant, the next notable work in this field
was the introduction of genetic algorithm [6].

Krishnamoorthi [7] proposed a new approach for regression testing using GA for
test case optimisation. This approach was based on mutation of test cases, crossover
of the these and selection of the best on the basis of a function value but the major
problem of Genetic Algorithm is that it does not take all generation result into
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consideration, therefore, a new approach following the footsteps of GA but a little
more advanced and inspired by nature (bacteria) Bacteriologic Algorithm was
suggested by Baudry et al. [8].

Bacteriologic Algorithm is based on initial population, mutation and crossover
same as Genetic Algorithm [9]. Bacteriologic Algorithm works on chromosomes
representation but its limitations are that it does not work well enough in complex
problems and with dynamic data.

A new approach differential evolution (DE) was suggested it is also a
meta-heuristic approach as Bacteriologic Algorithm the main advantage of it is that
it make very less or no postulations about the problem to be optimized and can
easily handle large and dynamic data [10].

3 Definitions and Concepts

1. Branch Coverage—It is a testing method, which intention is to assure that
every one of the possible branch from every decision point is executed at least
once and because of that it assures that all reachable code is executed.

2. Fault Detection—Its a method for discovering a failure in software. Faults
usually occur when we are handling variables and doing some move or arith-
metic operations on them. It helps to see how well a test suite is as if a test suite
covers all areas where a fault can occur then chances are we could catch the
problem while testing.

3. Differential Evolution—It is a method that optimizes problem iteratively and
make an effort to make better candidate solution. DE being a meta-heuristic
black box technique optimizes any problem by enhancing the initial population
by replacing the initial population with better solutions and maintains it of the
same size on the basis of a formula.

4. Fitness Function—Fitness value is calculated with the formula

FIT ¼ w1 � BCþw2 � FDA

Here w1 and w2 2 ð0; 1Þ and w1 þw2 ¼ 1

• w2\w1 incline towards ‘some c-use and all p-use’
• w2 [w1 incline towards ‘some p-use and all c-use’
• ðw1 ¼¼ w2Þ! ¼ 0 incline towards ‘some p-use and some c-use’.

5. General Feature Selection—It is a defined technique to select the important or
useful subsets out of the various subsets present. The method we used here had
N test cases and we made a N � N matrix with each row and column repre-
senting TC-1, TC-2, TC-3 … TC-N respectively. Each index of the matrix was
given a random value between 0 and 1 and each row was also given a random
value 0 to 1. When traversing only those columns were given 1 which had the
value greater than the respective row value. The conditions here are
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• No two same columns can be 1 again in different rows if the are found to be
same with previously selected rows and columns then all row index again
gets random value and a new random value for the particular row is gen-
erated again.

• Exactly two columns are to be made one.

0 1 0 1 0

1 0 0 1 0

0 1 1 0 0

0 0 0 1 1

1 0 0 0 1

An example of 5 � 5 is shown below (it is generated randomly).

Though the above example is generated randomly but it satisfies the condition
that no two columns are 1 for any other two rows and only two columns are marked
one hence this matrix can be used for the selection procedure.

A. PSEUDO CODE FOR DE

BEGIN

Initial population is randomly generated.
Fitness value is calculated for each parent present in initial population.

REPEAT

For each parent (X) test case select three random children from the
population (g,h,i) each distinct from each other and as well as the parent.

Create one new test suite using the DE FUNCTION.
Do this step equal to the population size.
For each new sibling check

if it has more fitness value than parent, then replace the parent with
the improved variant in the initial population.

else leave the parent as it is.

Until stopping condition is not met.

B. PSEUDO CODE FOR DE FUNCTION

a. Randomly pick an index RI 2 (1…N).
b. Compute the new sibling’s new position P={P1,P2,…., PN} by:

(i) For each k 2 {1…N} pick uniformly distributed number such that uk
≌(0,1).
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(ii) If (uk< CP) or (k = RI) then

Pk = gk + D_W *(hk - ik)
else
Pk = Xk

(iii) if (fit (Pk) > fit (Xk)) then
Replace the parent in population with the improved variant in
the population.
Here, D_W is differential weight 2 (0,2) and CR is crossover
probability 2 (0,1) both are selected by the user.

4 DETCO

DE is an optimisation technique which iteratively modifies a population of candi-
date solutions to make it converge to an optimum of your function. The DE
algorithm gives us a description of or can be delineated as an evolutionary type,
random optimization algorithm. The quality of DE algorithm over others is that it is
easy structure not at all complicated and robust. To the same degree all evolutionary
algorithms, it runs or functions by applying a set or population P = {P1, P2, …,
PN} of possible answer to search the solution space. The population of size (N),
remains continuous everywhere. In every extension the algorithm goal is to make
fresh or newborn population by putting in place of points in the present population
P with improved points. The choicest or most essential part or most vital part of
some idea that the population is merely a set of points Pk,j where k represents the
indices of the member’s in the initially generated population of test cases and j
representing the iteration of the population to it belongs. Each Pk,j consists of n
components, where n being the dimension of the represented problem. By a
recurrent procedure of reproduction (mutation and crossover) and selection, the
population N is used to determine the direction of the global maxima.

Initial Test 
cases

population

Mutated Test
cases + initial

population
DE Mutation Test Suites

General Fea-
ture selection

Matrix
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5 Experimental Result

1. Case Study

Explanation of the approach is being done by using a search program of binary
search written in C++ language [11]. The code takes an input value that is searched
in the integer array and return a pointer pointing to the index of the searched value
if found inside the array else NULL is returned.

1. int * search_binary (int value)
2. {
3. int L_b = 0, U_b = array_length(array1), Middle;
4. while (L_b<U_b)// BRANCH_1
5. {
6. Middle = (L_b + U_b − 1)/2;
7. if (value = = array1 [Middle])// BRANCH_2
8. return (array1 +Middle);
9. else if (value <array1[Middle]) // BRANCH_3

10. U_b = Middle;
11. else// BRANCH_4
12. L_b = Middle +1;
13. }
14. return NULL;
15. }

Since, DE is a meta-heuristic approach having the initial population. So the
initial population of the test cases is shown in Table 1 the thing to remember her is
to not take the test cases which give all branch coverage and all fault detection as
their combination will always give 100% fit with any other test case. These test
cases would be executed on the programme code with sample array {−15, −8, −1,
2, 5, 11, 13} in order to find the Branch Coverage and Fault Detection as shown in
Tables 2 and 3 respectively. Fitness value is calculated with w1 = 1 and w2 = 0 so
the fit depends only of branch coverage and not on fault detection.

Table 1 Test cases

Test cases L_b U_b Value Test cases L_b U_b Value

TC-1 0 6 −16 TC-11 0 7 −16

TC-2 0 6 −15 TC-12 0 7 −15

TC-3 0 6 −9 TC-13 0 7 −9

TC-4 0 6 −7 TC-14 0 7 −8

TC-5 0 6 −1 TC-15 0 7 −2

TC-6 0 6 1 TC-16 0 7 1

TC-7 0 6 3 TC-17 0 7 2

TC-8 0 6 8 TC-18 0 7 8

TC-9 0 6 11 TC-19 0 7 11

TC-10 0 6 14 TC-20 0 7 14
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Differential evolution is carried out on each and every test case and hence new as
well as better test cases are generated as shown:

Current: 0 6 16
Random 1: 0 7 2
Random 2: 0 6 9
Random 3: 0 6 8
Mutation Vector: 0 6 15

Since parent’s fitness value was 50% and fitness value of mutation vector was
75% therefore parent is replaced with mutation vector. Table 4 gives the new
mutated test cases which are further used. After mutating the whole population we
combine all the test cases by forming their pair and randomly combining them using
general feature selection matrix which is generated randomly and can vary. After
combining the two test cases fit value is computed and only those are selected
which have 100% fit value. The new test suits are {TC-2, TC-3}, {TC-7, TC-9},
{TC-2, TC-5}, {TC-2, TC-4}, {TC-9, TC-11}, {TC-2, TC-6}. These test cases are
the minimized test cases and can be further used for testing to save time and cost
[12].

Hence it is seen here that using DETCO we can lower the time and cost spent on
the testing phase as the test cases provided by it are efficient and minimal.

2. Tables
See Tables 1, 2, 3 and 4.

Table 4 Modified test cases

Test
cases

L_b U_b Value Fit
%

Test
cases

L_b U_b Value Fit
%

TC-1 0 6 −16 50 TC-11 0 7 −16 50

TC-2 0 6 −15 75 TC-12 0 7 −15 75

TC-3 0 6 −9 75 TC-13 0 7 −9 75

TC-4 0 6 −7 75 TC-14 0 7 −8 75

TC-5 0 6 9 75 TC-15 0 7 −2 75

TC-6 0 6 1 75 TC-16 0 7 1 75

TC-7 0 6 3 75 TC-17 0 7 2 50

TC-8 0 6 8 75 TC-18 0 7 8 75

TC-9 0 6 11 75 TC-19 0 7 11 75

TC-10 0 6 14 50 TC-20 0 7 6 75

A Novel Differential Evolution Test Case … 253



6 Conclusion

The paper presented a novel technique, differential evolution test case optimisation
(DETCO), for test case optimization. The proposed algorithm analyzed on an
example which optimizes the test cases in a way that gave maximum fault detec-
tions well as code coverage. The solutions provided by the proposed technique were
optimal in context with BC and FD. Moreover, DETCO classified the solutions and
prioritised them in different categories. The FIT value of test cases selected by
DETCO is 100%. So, it is very useful in reducing the test cases and has a significant
decrease in number of test cases as compared to initial test cases. Thus, DETCO is
quite efficient and useful for minimization and prioritization of the test cases of the
test suites that completely covers the code and places where fault can occur. The
future work includes the applicability of the proposed technique on real-time
environment and straightaway accessible for practical applications.
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Comparative Analysis of Authentication
and Access Control Protocols Against
Malicious Attacks in Wireless Sensor
Networks

Vikas Mittal, Sunil Gupta and Tanupriya Choudhury

Abstract The major goal of this analysis is to compare and find out the appropriate
protocol for research. According to our analysis, the access control method and
authentication used in the wireless sensor networks in some protocols is costlier in
the security and message exchange. In analysis, we find out that various security
solutions are based on public key cryptography which is highly expensive, sus-
ceptible to replay and denial of service attacks. Most of access control protocols
depend on the key pre-distribution mechanisms which are combined together with
either a one-way key chain or a pseudorandom function. The solution for the access
control inculcates various vulnerabilities of the mechanism on which it is developed
and its security features also rely on the same. This paper provides detailed analysis
over improvements for all the recent protocols that cover the shortcomings of each
other.

1 Introduction

The wireless sensor network (WSN) consists of many tiny sensor nodes and a few
controlling nodes called base stations (BSs). In order to sense conditions of
immediate surroundings, each sensor node is composed of one or a few sensing
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components, which is used for processing as well as communication for performing
simple computation on raw data and also to communicate with the neighboring
nodes. The sensor nodes basically make use of wireless links for communication
over short distances and they are generally densely deployed on large scale.
Security features permit an assured use of wireless sensor nodes. A WSN appli-
cation without security may cause detrimental effects. Because of low-cost security
solutions, the WSN is gaining attention in the real-world hurdles.

The proposal behind a sensor network is to disperse small sensing devices for
sensing changes in a parameter and used for monitoring of physical and environ-
mental conditions like pressure, temperature, noise, vibration, humidity, soil
composition, noise level, lighting conditions, mechanical stress levels, vehicular
movement and motion in different localities. There are wide range of fields for the
usage of WSNs including battlefield surveillance, target tracking, traffic control,
environmental monitoring, industrial monitoring, civilian monitoring, health mon-
itoring, habitat monitoring and home automation [1].

Wireless communication and electronic advancement led to the usage of mul-
tifunctional, low power and cost sensor nodes. Tiny nodes capable of sensing and
data processing as well as communication components motivated the idea of sensor
networks. Sensor network consists of varied systems which have tiny actuators and
sensors containing elements with general purpose computing capabilities [2].

In case of several applications, the sensor nodes may be developed in such a way
that they can be unattended for a long time after deployment because battery
recharging or replacement may not be always possible [2]. Communication, pro-
cessing and sensing make sensor nodes an important device. A sensor network
seems to be closely related to the wireless network, with only one difference that
these nodes are highly resource-constrained and they have very limited memory as
well as power and computation capabilities. However, the feature of being
resource-constrained influences the network design and behavior to such an extent
that sensor networks differ significantly from typical wireless networks. As a critical
measure, any protocol for sensor networks must be designed considering the
constrained resources. Moreover, because of low power, the transmission range of
sensor nodes is restricted leading to a multihop transmission pattern. Furthermore,
because the life of low powered sensor nodes is short, many nodes are deployed
densely in the network to increase its functional time [3].

2 Reviews on Authentication and Access Control

Cheng et al. [4] introduced a new method which uses chameleon hash function as
well as elliptic curve cryptography for access control. Twice Diffie–Hellman is used
for key exchange in this case. To achieve key exchange and robust authentication,
they have used signature parameter. Using chameleon hash value of the node, each
node authenticates the other node during authentication and key establishment
phase. As base station, each node of the wireless sensor network should have the
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same hash value. Many types of attacks such as forgery, replay, new and legal node
masquerading, and man in the middle can be resisted by the proposed method.

The key idea introduced by Zhi et al. [5] was that the gateway node (GW-node)
allots different secret keys to each user ID as well as each sensor node for avoiding
GW-node impersonation and GW-node by passing attacks. The authors assumed
that without its secret key user ID cannot impersonate the GW-node. Therefore, it is
difficult for the opponent owing one sensor node secret key to bypass the GW-node
so that it can access other sensor nodes in absence of their corresponding secret
keys. The proposed scheme has three phases, i.e., registration, password change and
authentication. In the first phase of the proposed scheme, an initial password is
generated by GW-node for each user ID. This design is well suited to prevent the
privileged insider attack. Also, it is adaptable to the card issuer’ style. Users can
update the initial password directly by the utilization of the password change
operation after receiving the smart card. Second, in the proposed scheme there is a
provision to modify the password without performing any interaction with the
GW-node. The main cause being that the GW-node cannot change any password
information of the user and thus it prevents the likelihood of the privileged insider
attack. The third phase of the proposed scheme is invoked in either of the two cases.
In the first scenario, whenever user wants to access some of the data from the WSN.
Second scenario occurs when user wants to perform some query from the WSN.
The authors related the proposed protocol only with the scheme by Khan and
Alghathbar [6] because both the schemes were based on the same encryption tool
and provided the same security goals. The proposed scheme differs in terms of
nonce whereas the scheme by Khan et al., is based on a timestamp. For
timestamp-based systems, time clocks should be both secured and synchronized. It
is difficult to guarantee the prevention of the adversarial modification of local time
clocks in many distributed systems such as WSNs. There is a pitfall in the
nonce-based system in which case, there is requirement of an additional message
exchange in comparison to the timestamp-based system.

The authors highlighted two areas for future studies. First area of future study
was to study the security of user authentication scheme by adopting an appropriate
formal method for WSNs; Second area of future study was the method for pre-
senting a formal definition of the user authentication as a part of setting of WSN,
and in addition to that also designing the scheme which can be taken to the level of
satisfying the definition assuming minimal cryptographic algorithms.

Arikumar and Thirumoorthy [7] introduced an improved the user authentication
process for WSNs. In this method, the user gets a shrewd card from the GW-hub
while the enlistment procedure is going on and afterward the client secret key and
brilliant card allows the client to sign into that of the sensor/GW-hub for getting to
the information in the system. There are three stages in the plan, which are as per
the following: the enlistment stage, the validation stage and the change of the secret
word. At the point when the enlistment stage is finished, the validation stage is done
each time the client sign into the framework. This convention escapes many signed
in clients with the indistinguishable login ID and the stolen-verifier assaults; these
are anticipating dangers for an arrangement of secret word based in the event that it
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keeps the verifier table at the GW-hub or sensor hub. Also, this convention opposes
alternate assaults in WSNs aside from the hub which trade off and DOS assaults.
The clients are permitted by this convention to choose and in addition change their
passwords in a simple way. This system is well-designed for WSNs with limited
resources to authenticate without the public key requirement and it uses only smart
cards and the one-way hash functions and it can be put into action efficiently.

Yeh et al. [8] proposed a secure authentication protocol for WSNs using ECC
and their analysis, with a comprehensive analysis of the protocol proposed by Das
[9], and showed some security pitfalls of the protocol. In addition, the authors
proposed a more efficient authentication protocol using ECC. They revised the
basics of ECC. Therefore, the proposed protocol is suitable for secure authentica-
tion in WSNs. There are five phases in the protocol which are registration, login,
verification, mutual authentication and password changing.

Remote user authentication security issues are discussed by the author including
resistance to masquerade and insider attacks, mutual authentication and securely
changing or updating a password. They stated that the protocol proposed by Das [9]
is not suitable for mutual authentication reason being it is vulnerable to forgery and
replay attacks. The calculation is performed by combining point multiplication and
addition. The authors considered that the ECC computational cost for generating a
small key size is lower than RSA security. The ECC-based protocol is more useful
than other protocols because it resolves the weaknesses of the other protocol and is
suitable for many applications demanding a high security. The proposed protocol
resolves the issue of mutual authentication observed in the protocol proposed by
Das and uses less hash function compared with the other protocols. The authors
compared communication and computation costs, security and performances of the
proposed protocols.

Sarika and Nawaz [10] proposed a user authentication protocol which confirms
that access and quality of data are limited to authorized users only in a WSN. In this
protocol, the user must first register with a GW-node with a security key to access
the sensor network data. After registering, the GW-node starts a smart card to each
and every authorized user. Users can submit their inquiries in an authentic manner
and during administrative configurable period, the users at any time can access the
sensor network data. The user registration, login, then authentication and password
change are thus the four phases in which the framework is divided.

Furthermore, multifactor framework strength was proposed for performance and
security analysis. Security analysis includes replay, impersonation, stolen-verifier,
password guessing, node compromise, man-in-the-middle, DOS and secure pass-
word change attacks. Performance analysis examines the performance and sum-
marizes the security functionality of the multifactor framework and compares it
with the multifactor scheme by Das. The proposed two-factor system involves 13H
computational cost and offers strong security features including mutual authenti-
cation, secure password change phase and prevents attacks including DOS, against
node compromise and many more.
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Zhou et al. [11] introduced a protocol for access control which uses ECC for
sensor networks. Key establishment was included in this access control protocol for
allowing the new node to join a sensor network dynamically and create shared keys
with its neighbors for carrying out secured communications among sensor nodes.
A bootstrap was included to provide authentication. The basic phases of this pro-
tocol were node authentication and key establishment.

Node authentication

To inform neighbors about their existent, each node must broadcast a message. In
simple words, a node Ni bootstraps itself at a time Ti and broadcasts a message.

NiNj : �; Ni; Ti; Li; Pi; Ci; Ci½ �

First, Lee-Chun Ko [12] highlighted the weaknesses of the scheme proposed by
Tseng et al. and then later on introduced a novel dynamic user authentication
scheme for WSNs by incorporating benefits of scheme proposed by Tseng et al. to
achieve mutual authentication and enhanced its security strength. This method has
the same assumptions as the scheme by Tseng et al. Furthermore, it makes use of
two crucial parameters namely exclusive OR operations and hash functions. Both of
these crucial parameters do not increase the computational overhead and hence are
affordable to common sensor platforms.

Huang [13] proposed a novel access control protocol (NACP) which is based on
the authentication hash chain as well as ECC. He suggested that NACP could
provide resistance against various attacks such as replay and forgery attacks. NACP
involves three phases namely initialization, then authentication and lastly the key
establishment and new node addition. On comparing NACP with the access control
protocol proposed by Zhu et al., it was observed that NACP reduced considerable
amount of computations and communications between two nodes.

3 Analysis of Protocol

All the measures of security against various attacks are being summarized in
Table 1. Moreover, a detailed access control view is provided in it against various
attack types in order to provide all security measures with its computational cost
and communication overhead. Table 2 presents a comparison of computation and
transmissions of different access control systems.

Therefore, we compared the efficiency and communications of the recent pro-
tocol shown in figures. Figures 1 and 2 show that the proposed protocol is more
efficient than the other previous protocols.
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Table 1 Security measures against different types of attacks

Attack type Security measure

Zhou
et al.
[11]

Huang
[13]

Ko
[12]

Sarika
and
Nawaz
[10]

Yeh
et al.
[8]

Arikumar and
Thirumoorthy
[7]

Zhi
et al.
[3]

Cheng
et al.
[4]

New node
deployment

√ √ √

Eaves
dropping

√ √ √ √ √

False report
injection

√ √ √

Masquerade
attacks

√ √ √ √ √

Sybil attacks √ √

Wormhole
attacks

√ √

Secure
connectivity

√ √ √ √

Table 2 Comparison of computation of different protocols

Scheme Computation for each node to achieve
authentication and compute a shared
key

The total number of transmissions
in the protocol for key
establishment

Zhou et al.
[11]

3TEM + TI + TH 21

Huang [13] 2TEM + 5TH 10

Ko [12] 5TH 7

Sarika and
Nawaz [10]

TEM + 5TH 12

Yeh et al. [8] 2TEM + 7TH 16

Arikumar and
Thirumoorthy
[7]

2TEM + 2TH 14

Zhi et al. [3] 3TEM + 5TH 15

Cheng et al.
[4]

3TEM + 2TH 11
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4 Conclusion

This paper gives a brief knowledge of various existing authentication and access
control protocols in wireless sensor networks. They both have advantages and
disadvantages to remove the vulnerabilities and provide robust security against
malicious attacks between communications in wireless sensor networks. This
motivates us to design an improved authentication and access control protocol in
WSNs.

Fig. 1 Total number of transmission in key establishment

Fig. 2 Computation for each node to achieve authentication
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Blockchain—Technology to Drive
the Future

Shweta Bhardwaj and Manish Kaushik

Abstract Blockchain technology first came into public discourse through the rapid
growth of Bitcoin currency. The financial services was first to realize its impor-
tance, but in recent years, we have started seeing the application of Blockchain
technology in different streams—manufacturing, healthcare, e-voting, financial
services and legal contracts. Through this paper, we will try to cover the current
usage of blockchain technology in different areas, the potential of this technology in
newer areas and see how it is changing the fundamental ways of transactions in a lot
of different business areas.

1 Introduction

Blockchain technology uses a distributed ledger model that facilitates authentica-
tion of transactions in a fast, cheap and secure manner. The building block of this
technology is a block of records, which are distributed between different members
of the network, which are publicly available, synchronized and uneditable. This is
called open ledger chain as all the participants in the network know the transactions
of each participant, i.e., transactions are transparent and open.
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1.1 Blockchain

The growing importance of blockchain technology can be gauged by the fact that
reputed organizations like World Economic Forum, which in a recent report pro-
jects that 10% of world economic output will be stored on blockchains or
blockchain-related technology. Its primary application is in the field of financial
services, primarily cross-border trade and payments as it enables transactions
between entities in a faster and cheaper way. Blockchain already is finding a lot of
application in areas of banking, media, e-governance and other fields which require
a third party central repository of data to authenticate transactions. To understand
the implication of blockchain technology, we have to go to its basic building blocks
—the users have access to a distributed database, a user on the network can edit
only the part it owns using keys to write its file and the files of every user on this
database are always kept updated, whenever anyone user makes changes in its file,
this change is updated across the database.

The current systems of doing transactions require a neutral third party—either
regulatory or participatory, which validates the transaction between two parties. So
for instance, we use digital signatures for signing contracts or we have banks
governed by a central regulatory body which facilitates transfer of funds between
two entities across borders. The blockchain is of great use in these test cases as its
distributed verifiable database helps reduce costs (banks charge a huge fee for
cross-border transfers), it is faster (turnaround time is much faster) and the system is
a lot more secure (it is not easily hack able).

1.2 How a Blockchain Works?

Suppose user A wants to send data to user B using a network, every transaction
from A to B is done through the network and this transaction is represented as a
“block”. This block is broadcasted to every node in the network and these nodes are
able to verify the data in the block. The block which is verified, is added to the
chain, and this is now available for use by all users. This block cannot be edited, but
can be only seen by all users. This completes the data transaction between A and B
(Fig. 1).
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Fig. 1 Flowchart for how a
blockchain works
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2 Comparison with Traditional Database

(See Table 1 [5]).

3 Usage Cases

Currently, there are a lot of gray areas and it is difficult to arrive at a common
language, especially when we talk about rules covering banks, legal affairs, and
government and there is a lot of different interpretation among these different
departments. In these uses, we can use blockchain technology, such that these
different bodies are aware of the change in rules through a verifiable database and it
would really enhance the productivity, reduce conflicts across different departments
and find applications in areas like land records, social welfare projects, insurance
databases and the ever changing landscape in KYC norms enforced in financial
markets.

3.1 Trade Payments

Financial sector companies [1] after a lot of initial reluctance have started
embracing the technology. While earlier they looked at this technology at a dis-
ruptor and opposed it, they have realized that this technology can help them deliver
better solutions, which helps them have better relationships with their clients and
grow their business. It can play the role of a facilitator by reducing the execution
timeframe of transactions, while enhancing the transparency and security of these
transactions. The test cases are in the domain of international trade finance [2],
subsidiary payments and digital payment cross-border platforms.

Table 1 Comparison between blockchain and traditional database [10]

Attribute Blockchain Traditional Database

Data ownership
and privacy

Encryption and decryption
algorithms

Centrally monitored in form of
rows and columns

Access Same for all verified nodes Decided by central monitor

Data validity Transparent, visible through
verifiable public data

One query at a time can be dealt
with

Transaction Known to all the nodes Central monitor only manages
all the transactions

Security More secure as one can keep
checking previous blocks

Not very secure
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3.2 Insurance

In the insurance industry, there is a lot of focus on identifying the right underlying
asset, which can be easily identified as well as not easily copied. This problem can
be resolved using a blockchain which can keep the record of an asset, the history as
well as record the changes, every time the ownership of the asset changes. This can
then used by general insurance industry in diverse areas for keeping as well as
verifying records, property, cars, laptops, and other physical assets.

3.3 Credit Cards

We see different uses in different verticals across the banking channel. Currently,
suppose we use three different cards for spending, we realize that the reward points
we obtain on different cards individually do not add up to a significant value and so
many times, these points lapse, as we do not find any purchase to justify spending
those reward points. In China, China Union Pay and IBM [3] has completed a pilot
project wherein the customers using cards from different banks can exchange these
bonus points across different banks and make good use of them.

3.4 Real Estate

In the real estate transactions, we always need a central authority, which certifies the
authenticity of the land records, before two parties actually can execute a trans-
action. A blockchain can resolve that problem, as here the records can be stored,
wherein the document is secure, authentic and is easily verifiable by a neutral third
party. Already we see law firms using this technology to overcome the cumbersome
and tedious process of certifying records.

3.5 Travel Industry

It is a very nightmarish experience for a lot of us, when we book our holidays and
then find that the hotel room we get, is not the one we paid for. An Australian
company Webjet [3] is trying to solve this problem with the help of Microsoft. They
are using blockchain for its application in its interaction with travel agents, which
supply hotel rooms, so as to ensure that the errors in this sector are taken care of.
This would ensure that they have the right idea about the inventory available and
hence make optimal decisions in hotel booking.
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3.6 Contracts

Another potential area of blockchain usage which excites a lot of players is its
ability to enforce contracts, with potential contracts and agreements replaced by
blockchain applications. We already have the usage of smart contracts—these are
contracts where rules are enforced by computer programs. Blockchain makes it easy
to register, verify and implement smart contracts. A test case for smart contracts can
be banks, which use escrow accounts to pull in and pay according to certain
conditions, blockchain can ensure simpler execution of these escrow accounts.

3.7 Electronic Voting

This technology can be used for a robust electronic voting system. Participants in an
election can register online and receive a unique electronic vote. Now these indi-
vidual votes can be recorded in a blockchain and every voter can check whether his
vote was marked correctly, and hence it is a quick and secure verification by the
entire group of voters on individual votes. This could take more heat from the
criticism we hear these days about electoral [4] and make it more transparent. Every
voter would be able to verify his own individual vote. NASDAQ is already using it
on trial basis for vote on its shareholder meetings.

3.8 Electrical Distribution

There have been instances of huge transmission losses in electrical distribution
system and it is a critical area, as we have a scenario of ever increasing demand and
limited sources of energy. One project involves the creation of a smart local power
grid-based on distributed blockchain technology. This has tremendous potential in
inaccessible remote areas, such systems would allow the distribution, metering and
billing of electricity to be administered within the community itself, rather than
being reliant on external multinational power and finance institutions.

3.9 Intellectual Property Rights

As we move toward a future digital age and rapid dissemination of information on
the Internet, there is a lot of concern on the gray areas around intellectual property
rights and how do we protect IPR in this age. Blockchains can be used to create a
permanent or transferable link between the owner and a piece of IP, to handle
licensing and distribution issues of individual IP items.
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3.10 Health Records

A very high impact application of blockchain technology is in the space of health
records. The security, verifiability and low costs associated with a blockchain make
it a suitable candidate for sharing medical records. Estonia is among the few if not
the only digital societies which have 100% of their medical health records online.
This technology will be a great enabler for health, as it provides access to patient
records and helps them with both clinical and financial assistance (lowering the
overall costs). It reduces the intermediary costs by a significant margin.

3.11 Media Companies

Media companies have also started looking at blockchain technology to optimize
their assets and have identified the following areas for usage of blockchain tech-
nology. Some areas identified are as follows—instant payments for streaming live
video, rent excess space from their storage for commercial purposes, digital identity
to replace username password and smart contracts for enforcing digital contracts.

3.12 Manufacturing

Manufacturing smart equipment can replace human contracting parties [5] for
certain transactions. Devices on the Internet of Things can communicate with smart
contracts to keep track of the status and state of smart contracts [6] for settlements.
Smart shipping containers could, for example, automatically sell their surplus
capacity. It facilitates faster settlements using cryptocurrencies.

3.13 Verification

The problem of fakes is as old as the human civilization. Even now as we move to
digital age from the physical age, we have to tackle this problem in a bigger way.
The trust of an online marketplace depends on its suppliers providing the right
product to its customers [7]. Blockchain technology can help in this chain involving
product companies, suppliers and marketplace, by providing all the players in the
chain, individual points, which can verify the genuineness of the product.

In India, RBI has set up a committee to study use of blockchain technology to
reduce use of paper currency [8]. ICICI Bank has used blockchain to do a
cross-border trade transaction and seen its use in reducing time for executing the
transaction.

Blockchain—Technology to Drive the Future 269



4 Challenges

As blockchain gets more users, some security issues have also cropped up. Though
centrally blockchain has a robust secure system, there are challenges at an indi-
vidual node. If a participant key is stolen, then the blockchain security can be
compromised at that node. The adoption is still in pilot stage, unless we see more
widespread usage, it will not make a significant difference to the ecosystem. The
transparency that is essential to the blockchain, combined with the ability to trace
participants’ real identities, can lead to serious privacy issues. We still have to see
how regulators react to it, they were very skeptical toward the Bitcoin usage.

5 Conclusion and Future Potential

The current stage of blockchain technology is exciting and its use is been explored
in a lot of areas. It has seen a lot of adoption in financial systems, but its real test
will come, when it is used in commercial applications and by government is exe-
cuting large-scale projects (Fig. 2).

The enormous interest can be seen that existing large corporations are experi-
menting on the technology through pilot projects, while a few new companies are
entirely working on one or more applications of the blockchain technologies. We
believe the large-scale use of blockchain is still a few years away and we will see
innovation on the way.

Fig. 2 Graph demonstrating spending on blockchain technology (USD Million) year wise [9]
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Unified Payment Interface—A Way Ahead
for Demonetization in India

Shweta Bhardwaj and Manish Kaushik

Abstract The payments infrastructure in banking has seen a rapid development in
India over the last few years. With the ever-increasing smartphone penetration in
India (over 220 million in Feb 2016—Counterpoint Research) and the growth of
Internet, there has been a focus to take banking to the mobile phone. There has seen
a rapid growth of digital payment systems—National Electronic Funds Transfer
(NEFT), Real-Time Gross Settlement (RTGS), Immediate Payments Service
(IMPS), and mobile application transfer compared to the manual payment methods.
The latest addition to the list is UPI (Unified Payments Interface). This paper covers
the basic model of UPI, how it can be used in different business transactions and
usage scenarios have been analyzed.

1 Introduction

It has been introduced by the NPCI (National Payments Corporation of India.) Here
one can make financial money transfer using one’s smartphone. The payments can
be done using aadhaar number, virtual address, account number and Indian
Financial System Code (IFSC), mobile number, and MMID (Mobile Money
Identifier). The payment is in the framework of the RBI 2 factor authentication, but
does at a convenience of one input. Biometric authentication and use of payer’s
smartphone for secure credential capture, etc., are other unique features. The RBI in
alignment with the government has been trying to move to a cashless society by
utilizing the latest technological innovations, UPI is the next step in providing a
structure and framework for meeting this objective.
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1.1 UPI

Indian economy is still primarily cash-driven economy, the total noncash touch
points on an average stands at 6 for our population. Even most of our small-scale
traders, merchants prefer cash, and even after the rapid growth of cards in India still
around 6 lakh merchants accept cards in India. Combining the latest penetration of
the smartphones, and also the fact that smartphones [1] are getting cheaper and
more technologically advanced with every iteration—a good camera smartphone
will be the bank of the future.

What India has achieved with Aadhaar is not easily replicated anywhere in the
world. It has given a digital identity to the Indian citizen and now other players in
the ecosystem—be it government, corporate bodies, they can use Aadhaar as a
biometric identification tool and using that can roll out their solutions. It reached the
kind of scale that was never achieved in any biometric identity system in the world
[2]; it has crossed the 1 billion mark in 2016.

The cost of transaction using UPI is much lower than e-wallets. The advantage it
has over e-wallets like Paytm, PayU is that one does need to transfer money to a
new wallet to make the transaction; here one simply uses the existing bank account
to make transactions (Fig 1).

One simple way is to use the virtual address—one needs to download a UPI
application from any of the participating banks, register on it using any existing
bank account, and make your virtual payment address and M-Pin once. Then when
you need to transfer any money, you just need to know the virtual address of the
receiving entity and the money can be transferred 365 * 24 * 7 to that virtual
address.

Download 
UPI APP 

from 
Playstore

Install on 
Phone

Set APP 
Login

Set M-
Pin

Create 
Virtual 
Address

Add your 
Bank 

Address

Start 
Transacting 
using UPI

Fig. 1 UPI system [6]
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1.2 NEFT

National Electronic Funds Transfer (NEFT) is a way to transfer funds electroni-
cally. According to Reserve Bank of India, National Electronic Funds Transfer
(NEFT) is a nation-wide payment system to facilitate one-to-one funds transfer.
Under NEFT, individuals, firms, and corporates can electronically transfer funds
from any bank branch to any individual, firm, or corporate having an account with
any other bank branch in the country participating in the scheme [3]. The maximum
amount to be remitted through NEFT is Rs. 10 lakh.

1.3 RTGS

Real Time Gross Settlement—It is defined as real-time settlement of funds which is
done individually on an order by order basis. The settlement is done in the books of
RBI, hence it is irrevocable. It is primarily used for large payments; the minimum
amount is Rs. 2 lakhs, while the maximum limit is Rs. 10 lakhs.

1.4 IMPS

Immediate payment service is an innovative real-time payment service that is
available round the clock. This service is offered by National Payments Corporation
of India (NPCI) that empowers customers to transfer money instantly through banks
and RBI authorized Prepaid Payment Instrument Issuers (PPI) across India. It is
available throughout the year. It can be initiated using all three channels—mobile,
Internet and ATM.

2 Related Works

2.1 Financial Transactions

UPI supports the following financial transactions viz:

i. Payment Request: A payment request is a transaction where the initiating
customer is pushing funds to the beneficiary using Account Number/IFS Code,
Mobile No/MMID, Aadhaar Number, Virtual Address etc.

ii. Collect Request: A collect request is a transaction where the customer is pulling
funds from the remitter by using virtual address [4]. In case of pull transactions,
customer will have option to define the expiry time of collect request (up to
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45 days). In case customer has not defined the expiry time, the default time
should be taken as 30 min.

The PSP has to provide an option to customer to define minimum validity of
1 min, in case customer is selecting expiry time.

2.2 Nonfinancial Transactions

UPI supports the following nonfinancial transactions viz:

i. Mobile Banking Registration
ii. Generate One Time Password (OTP)
iii. Set/Change PIN
iv. Check Transaction Status Note: The PSP shall continue to provide option to

their customers for raising dispute/complaints using PSP App and adhere to
resolve the same within TAT as defined in UPI Operating and Settlement
guidelines.

UPI can be accessed on all platforms, viz., Android/iOS & Windows—As of
now, the Apps have been developed by members only on Android platform.

3 Analytical Comparison Between Different Modes
of Electronic Transfer

Attributes UPI NEFT RTGS IMPS

Speed Instant Not instant, done in
hourly batches

Real time, the
beneficiary bank has
to credit the
beneficiary’s account
within 30 min of
receiving the funds
transfer message.

Instant

Access Available 24 * 7 on
public/bank holidays

Monday to Saturday
(except 2nd and 4th)
between 8 AM and
6:30 PM and public
holidays

Monday to Saturday
(except 2nd and 4th)
between 8 AM and
6:30 PM and public
holidays

Available 24 * 7 on
public/bank holidays

Ease No preregistration of
beneficiary for fund
transfer

Preregistration of
beneficiary for fund
transfer

Preregistration of
beneficiary for fund
transfer

No preregistration of
beneficiary for fund
transfer

Method
and limit

Fund transfer using
virtual payment
address of

Fund transfer from
any bank branch to
any individual

Fund transfer from
any bank branch to
any individual

Fund transfer using
MMID (mobile
money identifier),

(continued)
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(continued)

Attributes UPI NEFT RTGS IMPS

beneficiary.
Per-transaction cap
is Rs. 1 lakhs.

having an account
with any other bank
branch in the country
participating in the
scheme. Maximum is
Rs. 10 lakhs

having an account
with any other bank
branch in the country
participating in the
scheme. Meant for
large value
transactions. The
minimum amount to
be remitted through
RTGS is Rs. 2 lakh

Aadhaar number and
mobile number or
bank account and
IFSC code.
Maximum is Rs.
10,000 for mobile
and Rs. 2 lakhs for
bank account

4 Benefits

(a) It uses the infrastructure of Aadhaar, which is a biometric application and hence
can be used for KYC [5].

(b) Transfers are simpler, as one needs to only remember the virtual address to
which payments are to be meant, no need to remember IFSC code and account
numbers [7].

(c) It uses the increasing Smartphone population to get people into digital banking
—its low cost, easy and easily scalable.

(d) It follows RBI’s guidelines on a 2 factor authentication, but achieves this with
only one input key. Here your mobile and PIN make the transactions in line
with the RBI regulations [8].

(e) End-user friendly customers can make or receive payments with ease and
security to/from friends, relatives, merchants, pay bills, etc., all using their
mobile phones without sharing banking credentials. Alerts and reminders,
consolidation of multiple banking relationship via single mobile app, use of
special purpose virtual addresses, etc., simplify end-users experience.

(f) Flexibility for Payment Service Providers (PSPs)––Payment System Providers
can build functionality rich mobile apps using UPI.

5 Usage Scenarios

5.1 Domestic Remittance

A factory security guard, Rakesh, working in Delhi has to transfer monthly money
to his family in his village in Bihar [9].
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Using Jandhan scheme, he opened an account for himself at Bank A and at the
same time, his family opened their account at Bank B. With the spread of Aadhaar,
both have Aadhaar accounts, which are linked to their bank accounts.

Rakesh has a low-cost smartphone given to him by his company.
Here is how it works:

i. Rakesh can now use UPI to send money.
ii. He just needs to go to his bank A mobile application, which has a PIN

associated to it.
iii. He can save his mother Aadhaar number saved on his mobile application.
iv. Using UPI, he can simply transfer money using his mother’s Aadhaar account.
v. The mobile app of his bank will be storehouse of his transactions and he can

keep account of his balances there.
vi. The money will be sent real time to his mother’s account.

5.2 E-Commerce

You can use UPI to pay for buying goods on e-commerce sites [10]. Here rather
than using credit/debit cards, net banking; one can use UPI to pay. The advantage is
the ease, the mobile application and m-pin is sufficient to pay for UPI. A person
transacting on the e-commerce website has a failure rate, when the authentication
chain is long, but using UPI, the chances of failure are reduced, as the transaction
can be authenticated easily with your M-Pin and Virtual address.

5.3 Internet Banking

The ease of transaction will also help consumers using websites/application, which
have lot of data traffic, for instance Indian Railways, IRCTC. The normal experi-
ence of consumers using IRCTC is that they get logged out before they can
complete the transaction or at times, the seats get booked before they can complete
the transaction. With UPI, the success rate of transactions on heavy traffic sites like
IRCTC will improve.

5.4 Cash on Delivery

A lot of e-commerce companies in India have expanded their business using the
cash on delivery option for its customers [11]. Here, customers pay the company in
cash, once they receive the goods at their home. Now with demonetization and the
government’s focus on reducing cash transactions, these companies will look at
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alternate ways for payments. There are various modes available—POS machines
using credit/debit cards, here UPI will be a much easier way of collecting payments
from customers. On delivery of goods, customers can simply transfer money to the
virtual address of the merchants and make payments. The customers already have
smartphones, so companies do not need to invest in buying POS machines which
accept credit/debit cards. The payment is instant and is open 365 * 24 * 7, so
companies will be able to acknowledge payments, as soon as they receive them.

5.5 Aggregators

It is of great use to businesses. A car rental agency employing 10 drivers, UPI can
be used to pay drivers for every trip, based on the successful completion of the trip
by them. It can be used by any business that needs to transfer money to its
employees or vendors. So now using UPI, one can make 10 different virtual
addresses for the drivers. Whenever they complete a trip, money can be transferred
to their virtual address and the money gets deposited in their bank account. There
are no reconciliation issues, track recording of all payments through mobile
application and the drivers are happy, as they get paid instantly when they complete
the trip. Earlier a lot of these transactions will be done in cash, there will be a lag in
payments and so there will be a lot of reconciliation issues as well as difficult in
keeping records.

6 Security Framework and Concerns

Banks have to follow NPCI standards. There is a third-party audit for every bank
launching a UPI app. Anyone building a UPI app using a bank’s API also needs to
get its app audited by a third party. Anyone who sets up a UPI has to undergo
two-factor authentication—one for mobile phone verification and debit card
verification.

It will also lead to an increase in smartphone users using advanced security
features on their phones.

7 Conclusion

The verdict is still unclear whether UPI will be the game changer for digital pay-
ments in India. As of now, it is still being used on experimental basis and the real
benefits will come in, once a critical mass of people will be using it. The
demonetization exercise has given it a boost, but its adoption will remain a
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challenge till people start embracing digital banking and think of mobiles as their
banks and not physical bank branches.

It was launched in the month of August with 21 banks and is yet to go live on a
lot of merchant application sites. It will be a great tool to pay and collect, as it is
very cheap, secure and uses the current payment infrastructure to make electronic
transfers. It will facilitate the vision of digital India and will make banking
accessible to a large number of Indians, both in the urban and rural areas.
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Evolutionary Algorithm Based Faults
Optimization of Multi-modular Software

Rana Majumdar, P.K. Kapur, Sunil K. Khatri and A.K. Shrivastava

Abstract Computer systems characteristically comprise of hardware and either
system or application software. In software developing environment, to accomplish
precision is a great thought-provoking task. As there exists every probability that a
mistake can be introduced and can persist in software during its established phase.
Occurrence of fault cannot be predicted it may be due to human’s mistake which gets
noticed during execution of a software activity and at times these faults can lead to
failures with disastrous results. Hence, software organizations put emphasis on
evading introduction of faults during software development before software gets
released. A single software is a combination of several segments each segment has its
specific functionality. When all these segments come together, the reliability of the
software becomes of utmost importance as it quantifies software failures during the
development process and also in operational phase. In order to increase the reliability,
an all-inclusive test plan should be included which ensures that all requirements are
covered and tested accurately. The main purpose is to maximize the number of faults
removed within time constraint during the development phase of software. Each
segment may consist of finite number of subparts. These subparts may have errors of
different severity depending upon the factors like quality of manpower involved,
computer time consumed, etc. The objective of this work is tomaximize the number of
faults removed in different modules using the Genetic Algorithm and optimized time
while removing them; hence find out the faults of different severity and time devoted
to removing them in various modules with a predefined reliability.

R. Majumdar (&)
Amity School of Engineering and Technology, Amity University, Noida, UP, India
e-mail: rmajumdar@amity.edu

P.K. Kapur � A.K. Shrivastava
Amity Center for Interdisciplinary Research, Amity University, Noida, UP, India
e-mail: pkkapur1@gmail.com

A.K. Shrivastava
e-mail: kavinash1987@gmail.com

S.K. Khatri
Amity Institute of Information Technology, Amity University, Noida, UP, India
e-mail: skkhatri@amity.edu; sunilkkhatri@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
S.C. Satapathy et al. (eds.), Smart Computing and Informatics, Smart Innovation,
Systems and Technologies 78, https://doi.org/10.1007/978-981-10-5547-8_30

281



1 Introduction

In software development, to accomplish excellence is a pronounced
thought-provoking task. During development phase of software, faults can be
hosted and can persist in software. A fault takes place due to bad design, human
mistake, and diverse operational profile and in execution phase these faults can lead
to failures with disastrous outcomes. Hence significant controlling is imposed by
the development team on evading introduction and generation of faults in the course
of software development and to remove different categories of faults before
releasing the product for its operational usage, with high quality and performance
that can be persistent over time. During software development process, some issues
that need to be addressed are (i) Occurrence of software failure? (ii) Testing stop
time? (iii) Software release time? Quantification of quality gives us a better insight
into the development processes [1, 2]. In the past, researchers developed several
Software Reliability Models and from literature it is established that in SRGM the
relationship between the testing time and number of faults identified/removed is
either exponential or S-shaped in nature or in some cases it is a mixture of the two
[1, 3–8]. The software consists of diverse types of faults and each fault requires
varied strategies and dissimilar extents of testing effort to remove them [9]. The
importance of modelling and analysis of software failure occurrence or fault
detection and removal phenomenon has been well recognized and many studies
have addressed this problem. This observation is useful for planning purposes, in
both the growth and the functioning phases of the software systems. A number of
SRGMs have been proposed in the literature, under specific set of conventions and
testing environments and many of them are based on the nonhomogeneous Poisson
process (NHPP) assumptions Musa et al. [10], Kapur et al. [1], Pham [11], Ohba
[7]. Kapur and Garg [6] in their work discussed a fault removal process more
precisely, with the assumption that fault removal process may remove some of the
additional faults without putting any serious effort to remove them [9]. If a model is
characterized by its growth curves which is either exponential or S-shaped or even
both, in literature this models are characterized as flexible models [3, 6, 7]. Kapur
et al. [1] proposed an SRGM with categorization of faults and they are characterized
by exponential model of Goel and Okumoto [5], delayed S-shaped model of
Yamada et al. [8], and three-stage Erlang model [1, 12, 13] based on faults severity.
In general, practicable and sustainable software products are complex in nature and
usually a combination of number of modules. These modules collectively form
complete software. In this work, an optimization problem for modular software is
formulated in which the objective is to maximize the number of faults subject to a
time and reliability constraint. Software faults are considered as simple, hard, and
complex faults [1, 2]. It is well assumed and common practice employed by the
industry people for testing software are failure observation/isolation and fault
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removal. Severity of faults is detected based on time delay between the failure
observation and subsequent removal. The more severe the fault the more the time
delay.

The main contributions of the paper are twofold:

(1) Provides a framework for multi-modular software developers with the flexi-
bility of maximizing faults with certain constraints and obtain module-wise
optimal testing time;

(2) The Genetic Algorithm based solution provides robust parameters which have
all the possibilities to be explored further in our future research work.

The organization of this paper is Sect. 2 described the outline for evolving the
software reliability growth model comprising of faults of dissimilar strictness.
Section 3 talks about reliability evaluation of SRGM. The fault and time opti-
mization problem is framed in Sect. 4 and illustration of problem solution is given
through a numerical example. Section 5 comprises of genetic algorithms and its
usage for present problem is under consideration. Conclusion is given in the final
section.

2 Framework for Modeling

Basic Assumptions: NðtÞ is the expected number of faults with mean value
function mðtÞ.

SRGM is assumed as:

Pr NðtÞ ¼ nf g ¼ mðtÞð Þn
n!

exp �mðtÞð Þ ð1Þ

mðtÞ ¼
Z t

0

kðxÞdx; ð2Þ

where k(x) is intensity function. Failure intensity is the rate of change of the
expected number of failures with respect to time and acts as a basic building block
for NHPP models in the field of software reliability [12].

This work considered Generalized Erlang SRGM proposed by Kapur et al. [13],
which states that fault categorization is identified by its separate growth curve.

Notations used

mpn(t) random process indicating the number of faults eliminated of type n (1, 2,
3) in p number of stages by time t.

bp Fault detection rate for pth (1, 2, 3) module.
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ap1 Simple faults (type 1) before testing starts.
ap2 Hard faults (type 2) before testing initiated.
ap3 Complex faults (type 3) at the beginning of testing.
a Total fault content in software at the beginning of testing;

a = a1 + a2 + a3.
Tp Testing time of each module.
RðXjtÞ Reliability of software system.

2.1 Model Norms

(1) Failure happening, fault detection/removal phenomena follow an NHPP.
(2) Software is subject to failures during execution caused by faults remaining in

the software.
(3) The faults present in the software are of three types namely type 1, type 2, and

type 3, which are demonstrated by one stage, two stages and three stage pro-
cesses, respectively.

(4) Perfect debugging environment is assumed.
(5) Whenever a failure occurs an immediate action takes place to realize the cause

of the failure and to eliminate it. The time delay between failure observation
and fault removal is supposed to signify the severity of the faults. Here it is
assumed that elimination of severe fault will introduce more time delay [2, 14].

2.1.1 Modeling the Faults

The basic idea is that the diverse modules (or classes) of the software experience an
exponential failure rate; however, the rates vary over these modules to reflect their
different characteristics. This could be due to different programming group’s
assigned different task, introduction of new code, use of dissimilar languages for
section wise coding and specifically faults with different characteristics require
autonomous control. Based on these observations, it is assumed that type 1 faults
exhibit exponential distribution whereas type 2 and type 3 are shown as S-shaped
curves due to their time-delayed behavior. As stated in the earlier section, this work
considers only three types of faults, i.e., type 1, type 2, and type 3.

a1, a2 and a3 symbolizes types of faults.
Then a = a1 þ a2 þ a3.
The precise association of simple fault removal [6] is as follows:

dm1ðtÞ
dt

¼ b1 a1 � m1ðtÞð Þ ð3Þ
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At m1ð0Þ ¼ 0 we get:

m1ðtÞ ¼ a1 1� exp �b1tð Þð Þ ð4Þ

Hard faults are removed using [2] as a two-staged process:

dm2f ðtÞ
dt

¼ b2 a2 � m2f ðtÞ
� � ð5Þ

dm2ðtÞ
dt

¼ b2 m2f ðtÞ � m2ðtÞ
� � ð6Þ

With m2f ð0Þ ¼ 0;m2ð0Þ ¼ 0,

m2ðtÞ ¼ a2 1� 1þ b2tð Þ exp �b2tð Þð Þ; ð7Þ

where m2f ðtÞ denotes failures detected in time t and m2ðtÞ denotes those faults are
eliminated in time t.

Unlike simple and hard faults, complex fault exclusion process is demonstrated
by Kapur et al. [15]:

dm3f ðtÞ
dt

¼ b3 a3 � m3f ðtÞ
� � ð8Þ

dm3isðtÞ
dt

¼ b3 m3f ðtÞ � m3isðtÞ
� � ð9Þ

dm3ðtÞ
dt

¼ b3 m3isðtÞ � m3ðtÞð Þ ð10Þ

for m3f ð0Þ ¼ 0;m3isð0Þ ¼ 0 and m3ð0Þ ¼ 0, solving Eqs. (8)–(10) we get:

m3ðtÞ ¼ a3 1� 1þ b3tþ b23t
2

2

� �
exp �b3tð Þ

� �
ð11Þ

2.1.2 Modeling Total Faults

The total fault removal process is mathematically defined as a summation of simple,
hard, and complex faults. Here, m2ðtÞ and m3ðtÞ are stated as delayed S-shaped
Yamada model and three-stage Erlang growth curves, respectively and b1, b2, b3 are
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the removal rates for simple, hard and complex faults, respectively. In this work, it
is expected fault removal rates to be constant, although in real environment these
rates may differ depending upon fault severity. Here m(t) represents summation of
faults for a single module.

mðtÞ ¼ m1ðtÞþm2ðtÞþm3ðtÞ ð12Þ

mðtÞ ¼ a1 1� exp �b1tð Þð Þþ a2 1� 1þ b2tð Þ exp �b2tð Þð Þ

þ a3 1� 1þ b3tþ b23t
2

2

� �
exp �b3tð Þ

� � ð13Þ

Considering b1 ¼ b2 ¼ b3 ¼ b, Eq. (13) can be rewritten as

mðtÞ ¼ a1 1� exp �btð Þð Þþ
X3
n¼2

an 1� exp �btð Þ
Xn�1

j¼0

btð Þ j
j!

" #" #
ð14Þ

3 Reliability Evaluation of SRGM

In SRGM reliability can be defined as:

RðXjtÞ ¼ e�mðtþ xÞ�mðtÞ ð15Þ

Based on Eq. (15), the reliability of integrated system can be expressed as

RðXjtÞ ¼ e
�
P3
p¼1

P3
n¼1

½mpnðtþ xÞ�mpnðtÞ�

RpðXjtÞ ¼
Y3
p¼1

Y3
n¼1

e�½mpnðtþ xÞ�mpnðtÞ�
 !

[R0 ð16Þ

A component functioning without failure until time t, that is, the probability that
the time to failure is greater than t. Equation (16) denotes that the reliability with
three modules p (1, 2, 3) and with three types of faults n (1, 2, 3) of different
severities. Therefore, for multi-module software, it is more error prone as any
unnoticed fault in any one of the module may cause a failure. For this type of
modelling, categorization of faults is to be considered individually for each of the
modules [2].
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4 Fault Maximization and Testing Time Optimization
Problem

4.1 Problem Conceptualization

The objective is to identify and classify faults of different severities in a
modular-based software and to remove them based on their module-wise severity
and with certain time and reliability constraint. In this framework, no budgetary
constraint is considered. The above problem is solved using soft computing tech-
nique based on the following two critical information set by the development team.

• The preferred reliability of each module is at least 0.9.
• The overall testing time offered is supposed to be 1500 (module wise).

4.2 Mathematical Formulation

A software may consist of any number of modules depending on its applicability
and usage. In each module, faults with different severity may occur, therefore
continuous testing and controlling is required for the software before releasing in
the market within given release time with testing time and reliability constraint. The
objective is to maximize the number of faults of each independent module within
time constraint, i.e., to maximize (optimize) faults during development
phase/testing phase by achieving minimum reliability level R0 with time T to be the
total testing time available.

In our study, we consider the modular software consisting of 3 modules with 3
different fault types, n (1, 2, 3) for (simple, hard and complex faults) present in each
of the modules.

Then from Eq. (14), the expected number of faults removed by time t for each
module p (1, 2, and 3) is given as:

Maximize

mpðtÞ ¼
X3
p¼1

X3
n¼1

mnðtÞ ¼
X3
p¼1

ap1 1� exp �bp1t
� �� �

þ
X3
n¼2

apn 1� exp �bpnt
� � Xn�1

j¼0

btð Þ j
j!

" #" #
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Subject to

X3
n¼1

Tn � T ;

RðXjtÞ ¼
Y3
p¼1

Y3
n¼1

e�½mpnðtþ xÞ�mpnðtÞ�
 !

[R0:

4.3 Numerical Illustration

The optimization problem defined in this section is explained with numerical
examples. Here, we consider software consisting of three modules for simplicity,
whose parameters are estimated using failure data Ohba [16]. Here, the failure data
was recorded for 19 weeks and 47.65 h consumed. The parameter estimation for
each module is presented in Table 1.

5 Evolutionary Approach (GA)

Genetic Algorithms (GAs) are adaptive heuristic search algorithm inspired by
Darwin’s theory of evolution. The basic idea behind GAs is to design and to
simulate processes in natural way needed for evolution, following the philosophies
of “survival of the fittest.” Algorithm is started with a set of solutions called
population. The algorithm repeatedly modifies that population and at each step try
to evolve the population and improve its individuals [17].

5.1 Framework of Genetic Algorithm

(1) Initialization: Random initial population.
(2) Evaluation: The first step of evaluations is to generate new populations.

Table 1 Parameter estimates for severity of faults

Module ap
(simple)

ap
(hard)

ap
(complex)

Total no of
faults

Fault detection
rate

1 313 107 81 501 0.037

2 332 97 76 505 0.023

3 298 64 32 394 0.021

288 R. Majumdar et al.



The algorithm works by implementing the following steps

(a) Computation of fitness value.
(b) Member selection is done based on fitness function.
(c) Selection helps keeping the best individuals by removing the bad ones.
(d) Crossover by relating pair of parents.
(e) Replaces present population with succeeding generation.

(3) Stopping criteria: When end condition gets satisfied [18].

5.2 Implementation of Genetic Algorithm

There exist numerous openings for addressing optimization problems; some of
them are challenging enough like optimizing schedules to minimize cost and time,
while maximizing output. The genetic algorithm works not by considering every
possible combination in its input domain instead it tries intelligently to get closer to
the best solution based on problem definition, i.e., fitness function. Optimization
performance depends on number of variables and possibly on initial population.
The parameter values settings are inherently dependent on the nature of the problem
addressed refer Table 2.

The optimum testing period allocation of different form of fault in multiple
modules and hence total fault identified and detached and time of removing faults is
shown in Table 3. The best solution for optimized results in terms of faults, time,
and reliability is shown in Fig. 1 based on GA parameter considered for solving
optimization problem.

Table 2 Parameter values

Initial population Random (T < 1500)

Selection Tournament selection

Crossover Single point crossover with value 0.50

Mutation Mutation process is flip one bit with value 0.25

Reliability Min reliability required R(t) = 0.9

Population size Population size considered = 100

Generation Total generation = 30

Time Max time allotted = 1500

Table 3 GA optimization
result

Module Total no of removed m
(t)

Reliability Time
(t)

1 490.94 0.97 473.31

2 477.24 0.99 499.96

3 344.27 0.99 139.04

Overall system reliability 0.95

Evolutionary Algorithm Based Faults Optimization … 289



6 Conclusion

This work emphasizes on optimizing (maximizing) total faults and time (mini-
mizing) subject to desired level of reliability attainment set by the organizations. In
addition, we address the concern of defining the optimal testing period module wise
before software gets ready to release. In development environment, there exists an
administrative involvement and never-ending trade-off between reliability and
testing time. An optimization problem is formulated to govern the optimal testing
time, by combining reliability is explained using Genetic Algorithm. Numerical
example is discussed to illustrate the optimization problem using evolutionary
approach.
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Chip-Based Key Distribution Technique

K. Naveen Kumar and Manisha J. Nene

Abstract Online transaction’s security is challenging. Entities involved in such
transactions need to be intelligent enough and sustainable to its misuse. Online
applications are more vulnerable to attacks. There are methods to overcome these
vulnerabilities by implementing security measures. One of the recent popular
measures includes two-factor authentication system, where the user will be having
password (known to him) and one time password (OTP) will be sent as short
messaging service (SMS) to the authorized user mobile. However, due to mis-
placement of mobile or less physical secured mobile devices or due to
man-in-middle attacks or OTP sniffing, the OTP can be compromised. The work in
this paper proposes a methodology to distribute the keys securely over the network.
Further, an algorithm is proposed, which proposes an authentication mechanism
which is sustainable to the misuse of OTP enabled authentication mechanism. This
novel authentication technique uses an additional security hardware TPM at both
the communicating ends to achieve the security requirements such as confiden-
tiality, integrity, and authenticity. The proposed method provides a mechanism that
may be used whenever there is a need to eliminate the involvement of trusted third
party in any real-time transactions.
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1 Introduction

A digital world is an electronic spectrum of creating, storing, retrieving, and
manipulating data across the Internet [1]. Digital world, which are interconnected
through digital devices, media, services, and technologies are available to everyone
throughout the year. Internet has made it possible to connect each other through
these technologies. Many online applications ranging from banking transaction to
online reservation systems for airlines, railways to online retail sales and auction-
ing, etc., have made our life easier, productive, efficient, and time-saving. The
design and development of these applications were based on the functionality and
user-friendliness. Security for these applications is important and these applications
were not designed to meet the security requirements. The applications were
designed with flaws such as injection vulnerabilities, buffer overflows, sensitive
data exposures [2], etc. Due to these design flaws, the applications are more vul-
nerable to the security attacks. There are many methods to achieve the security of an
application which includes both software [3–5] and hardware [6–8] based security
methodologies. However, the methods to achieve this security are at the cost of
involvement of trusted third party or through the methods like multifactor
authentication, etc.

In this paper, we propose a two-level security methodology Internode CBKDT
(Chip-Based Key Distribution Technique) to achieve the security requirements of
any computing device by including the features of Trusted Platform Module
(TPM) [9] to meet the defined objectives. The rest of the paper is organized as
follows: Sect. 2 provides proposed work. Section 3 discusses the CBKDT protocol
and Sect. 4 describes the verifications, observations, and results. Finally Sect. 5
presents the conclusion.

2 Proposed Work

2.1 Aim and Motivation

OTPs provided in all banking transactions are believed to be secured as the pass-
word or pin generated during this process is used for single time and the lifetime of
this password is for short duration, i.e., usually 60 s. However, the studies and
research show the vulnerabilities of OTP [10–12]. Using different sniffing and
hacking techniques, an adversary can easily gain access to this OTP. We propose
CBKDT protocol to eliminate the need of one time password (OTP) or any
third-party authenticator. The method also transfers the keys generated securely
over the untrusted network. The key generated in this method can also be used for
further transaction between two communication entities (Table 1).
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2.2 Deployment Environment

Communication entities used in this methodology can be any device such as laptop,
desktop, server machine, mobile phones, or any embedded system with additional
TPM chip hardware present in the device. Communication is internode, i.e., it can
be between server and client or peer to peer or between any two computing devices.
The work in this paper proposes a methodology, where the keys are generated using
Secure Boot [13] functionality of the commodity hardware TPM.

Table 1 Terms and terminologies used

Terms Definition

I Initiator node

R Responder node

M Message packet

E(M) Encryption algorithm applied on message M

M′ M′ is the encrypted message, i.e., obtained after encryption
algorithm M′ = E(M)

D(M′) Decryption algorithm applied on encrypted message M′

M = D(M′) D(M′) is the decryption algorithm

Ts The time stamp of the packet while sending

Tr The receiving time stamp

Td The delay time that occur during the packet transit

TPM Trusted platform module is secure microcontroller that can store
the artifacts used to authenticate the platform

RTR Root of trust for reporting

RTS Root of trust for storage

RTM Root of trust for measurement

PCR Platform configuration registers is a TPM’s secure register

Cryptographic hash
function

A function that takes input (a message) and returns a fixed size
alpha-numeric character

Measurements or code
identity or RTM

A cryptographic hash over a software binaries, inputs, libraries
and configuration files

H(I), H(R) The hash values of initiator node and responder node that is
stored in PCR register

Booting process A start-up sequence of any device, when it is power on

Secure boot A process which verifies the stored hash value during the boot
process and halts the execution process if it doesn’t match with
the stored hash value

Time synchronization Precisely matching or coordinating time between two or more
nodes in the SN using some defined protocols

Storage root key A master key known only to the creator, which is used to access
the PCRs
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3 CBKDT Protocol

The CBKDT protocol works in three phases.

3.1 PHASE I: RTM Calculation

The hash value of an individual platform is calculated by hashing the RTM of
BIOS, Boot-Loader, OS and Application together and storing the final hash value in
one of the PCRs [14] as shown below and the calculation is diagrammatically
shown in Fig. 1. An initial random value n which is a positive integer such that
n � 0 is assigned to strengthen the cryptographic function. This term n represents
a seed or initial vector. B, L, O, A are the RTM of BIOS, Boot-loader, Operating
System and Application, respectively. PCRi is the Platform Configuration Register
and i is the number of register from 0 to 23, h is the hash function, H(I) and H(R) is
the final hash value of the initiator node and responder node, respectively.

PCRi  h n jjBð Þ

PCRi  h h n jjBð Þ jj Lð Þ

PCRi  H  h h h h n jjBð Þ jj Lð Þ jjOð Þ jjAð Þ

PCRi  H Ið Þ or H Rð Þ

Fig. 1 RTM calculation
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3.2 PHASE II: Key Discovery

See Fig. 2.

Fig. 2 Key discovery phase is the phase where the hash value of initiator and responder are
securely communicated over the network through public key encryptions. The steps are as shown
in the flowchart
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3.3 PHASE III: Key Establishment

Key establishment phase uses the hash values exchanged during phase II and
calculates the key K′ at both ends. The algorithm is explained in detail in the
following steps:

Step 1: At the source INITIATOR node I, time Ts, compute K using H(R)

I : K ¼ H Rð Þþ Tsf g

Step 2: Compute K′ by XOR-ing the K with H(I)

I : K 0 ¼ K � H Ið Þ

Step 3: Encrypt the message M using encryption algorithm and send the
encrypted message M′

I : M0 ¼ E K 0;Mð Þ

At the destination RESPONDER R needs to compute the key K to decrypt the
message M′ in order to obtain the original message M.

Step 4: Compute K′ using H(R) and time stamp Tr, Td to obtain Ts, i.e.,
Ts = Tr – Td

R : K 0 ¼ H Rð Þþ Tr� Tdð Þf g

Step 5: Now calculate K using H(I)

R : K ¼ K 0 � H Ið Þ

Step 6: Finally decrypt the message with the key obtained. If the obtained key
does not match then the packet is discarded, otherwise message is decrypted.

R : M ¼ D K 0; M0ð Þ

4 Observations and Results

The evaluation of the proposed CBKDT protocol is categorized into [1] Case A: A
case to evaluate their ability to identify the legitimate and adversary node using
CBKDT in ideal and attack scenario. [2] Case B: Tamper-resistant ability of
CBKDT against any attack methods.

To evaluate the proposed methodology CBKDT protocol, we have connected
three 64 bit machine with TPM device together within a network and assigned
different IPs with the same subnets to make it realistic. We have assumed that the
adversary has the control of server and the victim machine and can wiretap the
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communication medium. In this experiment, both the server and the victim’s
machine are using Ubuntu Linux OS with kernel IMA (Integrity Measurement
Architecture), SeaBIOS, TrouSerS API, TPM emulator, and OpenPTS to simulate
the scenario.

4.1 Ability to Identify the Legitimate and Adversary Node

Authenticity property can be obtained in key discovery phase, where the hash value
of the nodes are exchanged using public key encryption and these hash value are
obtained by RTM using secure boot of TPM. Hash value obtained by TPM provides
the collision resistant property, i.e., it guarantees the integrity of append only log
and even if malicious software gains the control of the platform, it cannot erase its
identity from the log without rebooting the platform and loosing control of the
nodes.

If there is any change in the configuration of the platform, the measurements
change and the hash value obtained by RTM also changes. The change in hash
value will result in different keying material and the packets will be automatically
discarded. This provides the authenticity of both initiator and responder. Thereby
eliminates the use of third-party authentication or the use of OTP as the hash value
provides their claimed identity.

4.2 Tamper-Resistant Ability of CBKDT

The hash values of the communicating entities H(I) or H(R) are stored in the PCRs
using storage root key known only to the user and the measurements are taken with
the environment and configuration of the platform taken into consideration. These
environment and configuration are unique and generated with time. These mea-
surements are specific to individuals and cannot be replicated or reproduced at any
given instance or with any given platform. This provides the uniqueness in the key
generated by CBKDT and also due to collision resistant property no malicious
software can penetrate into the platform.

5 Conclusion

Entities involved in online transactions need to be intelligent enough and sustain-
able to its misuse. Online application are more vulnerable to attacks. There are
methods to overcome these vulnerabilities by implementing security measures. The
work in this paper proposes a methodology to distribute the keys securely over the
network. Further, an algorithm is proposed, which proposes an authentication
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mechanism which is sustainable to the misuse of OTP enabled authentication
mechanism. The novel authentication technique uses an additional security hard-
ware TPM at both the communicating ends to achieve the security requirements
such as confidentiality, integrity, and authenticity. The proposed method provides a
mechanism that may be used whenever there is a need to eliminate the involvement
of trusted third party in any real-time transactions. The future work may address the
need to incorporate multiple devices and mobility associated with it.
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An Efficient Way to Find Frequent
Patterns Using Graph Mining
and Network Analysis Techniques
on United States Airports Network

Anant Joshi, Abhay Bansal, A. Sai Sabitha
and Tanupriya Choudhury

Abstract We are currently in the Information Age where massive amounts of data
is being collected and analyzed to find interesting and frequent patterns. The need
for mining data has been steadily increasing over the past few years. Graphs are one
of the best studied data structures in the fields of mathematics and computer sci-
ence. And due to this, in the recent years graph-based data mining has become quite
popular. Graph data mining uses the graph nodes and the links between them to
represent the entities, their relationships with other entities and their attributes and
discovers interesting patterns in the graphs. Transportation networks are networks
of routes from one location to another through various modes of travel. In this
article, we use a transportation network of airports in United States of America and
apply graph data mining techniques and network analysis techniques on US airports
and flights datasets.

1 Introduction

Data mining is a process of computational work of finding patterns in huge data
sets. It is often confused with Knowledge Discovery in Databases (KDD) but it is
actually a crucial part of KDD. The ability to mine the data so as to extract the
helpful knowledge is presently one of the most crucial and significant hurdles in
scientific communities and governments. We have learned much from processing of
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data which represents a set of separate, independent entities, and their relevant
attributes, but we can still discover interesting knowledge from the relationships
between such entities. There are many forms of such relational knowledge which
range from recurring patterns of transactions to that of complicated structural pat-
terns of interlinked transactions. The extraction of such knowledge requires that the
data is represented in such a way that captures the relational knowledge and also
supports effective and efficient data mining and thus helps the comprehensibility of
the resulting knowledge [1]. Data mining encompasses many techniques such as
classification, clustering [2, 3], etc.

Data in its graphical representation is fairly common in many practical fields. For
example, chemical compounds, Internet information flow patterns, social networks,
and citation networks. Graph data mining has already been applied to various
domains such as link or citation analysis [4], chemical compound analysis [5], and
Web searching [6]. This ubiquitousness of graphs provides us with the opportunity
to extract novel information from them. One of the main reasons graphs are popular
is because they are easy to visualize and comprehend. The comprehensiveness of
graphs allows them to convey large, messy data in a simplistic format. The
importance of the application of graph mining in fields of medical research and
business analysis is immense. Graph mining is quickly broadening the scope of its
application in many other fields such as social networks, big data analysis, and even
cloud computing [7, 8]. This graph representation can also be used for trans-
portation networks and in context of this paper; airport networks. Airport networks
consist of airports as the vertices and the routes of airplanes as the edges. Mining
airport data is useful in analysis of routes and city connections which can be used to
improve quality of services provided by airlines on those routes as well as increase
safety precautions. This also provides airport authorities information on routes that
are the most important and help in flight delay management.

2 Theoretical Work

2.1 Types of Data Mining

2.1.1 Linked Data Mining

Most traditional data mining tasks find patterns in datasets which generally contain
a group of instances of a single relation. Mining richly structured, heterogeneous
data sets are a key challenge for data mining. The key similarities are that the data in
the domain is made up of a large variety of objects and object types that can be
connected in some way. The link between the objects, for example, may be a URL,
or an operation between the tables of the database. A URL is a form of explicit link
while an operation represents a constructed link.
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Traditional inference procedures cannot be applied on these data sets by
assuming they are independent. This can lead to false conclusions and incorrect
results. The correlations due to links must be handled carefully to avoid such a
situation. In fact, the link is information which can be utilized to progress the
prediction accuracy of the learned models as, usually, there are correlations between
the attributes of objects that are linked and such links commonly exist between
objects that have some common factors [9].

2.1.2 Web Data Mining

Web mining is, simply, the utilization of data mining techniques on the World Wide
Web (WWW) to discover pattern. It is comprised of Web content mining, Web
structure mining, and Web usage mining. Web usage mining discovers usage
patterns for Web-based applications. It collects the required information from the
users such as identity, origin, browsing behavior, and any other relevant and useful
information. It is mostly used in e-commerce Websites to suggest products that a
user has searched for in the past and may buy it the future. This allows companies
to target customers and increase profits [10]. Web content mining mines the content
on Web pages to extract useful data and information. Web content mining can be
further divided into Information Retrieval View and Database View. Web structure
mining uses graph theory to analyze the links and connections of a Website. The
structure of a Website is the relevant data and patterns in these links and connec-
tions are mined.

Web mining can be divided into the resource finding, information selection and
preprocessing, generalization, analysis.

2.1.3 Graph Data Mining

The extraction of helpful and new information from the data graph representation is
called graph data mining. Graphs are sets of nodes and edges which can be directed
or undirected. While data can have many forms which may be simple or complex to
varying degrees, graph data is used to represent the relationships crucial to the
domain. The patterns that are often discovered from mining graph data are also in
the form of graphs. Graph data mining is used to mine structured data and find the
frequently appearing substructures present in such data. The most common use of
graph data mining is its use in cheminformatics, bioinformatics, and social net-
working but it has also been used for citation analysis and in fields of privacy
preservation [11] and cloud computing [7].
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2.2 Graph Mining Approaches

2.2.1 Inductive Logic Programming (ILP)

Inductive Logic Programming is used to create predicate descriptions or hypotheses
from background knowledge and examples. It is a subfield of machine learning and
uses logic programming to obtain results. There have been some applications of ILP
in data mining but it has been mainly used in mining data and databases related to
chemical compounds. It has been used to find frequent substructures in such
databases. For example, the ILP is used in the data mining algorithm WARMR.
WARMR was built to mine structural chemical data and used to discover the
frequently appearing substructures in a database of chemical compounds. The
frequently appearing substructures were used to create prediction rules which
related compound descriptions with carcinogenesis. These were fairly accurate rules
and provided insight into the relationships present in the database. WARMR is a
great data mining tool for analyzing chemical databases as it can accurately provide
probabilistic prediction rules and provide knowledge about the relationships present
in the database [12].

2.2.2 Incomplete Beam Search

The beam search algorithm expands the best or the most promising node of the
graph first. It is a type of best-first search which is a search which orders partial
solution according to some conditions and attempts to predict how close a partial
solution is to a complete solution. Subdue is an IBS greedy relational learning
system which discovers substructures which are both frequent and compress the
dataset. It starts with a single vertex in the graph and then expands the best sub-
structure present in the graph with a new edge. It then limits the number of most
optimal substructures and then evaluates them on the bases of their ability to
compress the input graph by using the minimum description length (MDL). It
terminates after unique substructures are no longer discoverable. It is called an
incomplete beam search because it limits the amount of best or most promising
substructures [13].

2.2.3 Graph Theory Based Approaches

Apriori Algorithm

The Apriori algorithm operates on transactional databases to discover and identify
frequently appearing items in item sets. It repeats this bigger item sets given that the
items appear sufficiently often [14]. This algorithm is able to find association rules
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which show the general trends present in the database [15]. In context of graph data
mining, item sets can be considered graphs and items can be considered the nodes of
the graph. There are two important factors which are can be controlled in the Apriori
algorithm; the support threshold and confidence. The support is the number of
occurrences of each individual item and the support threshold is theminimumnumber
of occurrences of an item that should be in the set. The confidence is the how often the
left side of the transaction implies the right side. To apply the Apriori algorithm to
graphs, we first discover all the frequently appearing subgraphs of size K. Then we
discover all candidates of size k + 1 edges by combining the candidates of size
k edges. They must share a common subgraph of k – 2 edges.

Pattern Growth

This algorithm is also known as the FP-growth algorithm. The FP stands for fre-
quent pattern. It uses the depth-first approach and grows a frequent subgraph
recursively and finds frequent item sets. This algorithm uses an extended prefix-tree
to store crucial information in compressed form. This tree is called the frequent
pattern tree. It is both efficient and scalable and has been proven to be more
effective than other algorithms at mining frequent patterns. The algorithm works by
compressing the database into an FP-tree and then dividing the FP-tree into sets of
conditional databases, one for each frequently appearing pattern. Then these divi-
ded databases and mined separately which reduces the cost of searching for smaller
patterns repeatedly. They are also concatenated to form longer frequently appearing
patterns [5].

2.3 Previous Research

A large amount of research work has been done of graph mining. Some of the
research work done in the graph mining is shown in Table 1.

The bar charts shown above are extracted from Table 1 and show which fields of
graph data mining that have been researched the most. Figure 1 shows that frequent
pattern growth is considered the most efficient and effective method for mining
graph data. It is followed closely by Apriori-based approaches which build on the
original Apriori algorithm. Figure 2 shows popular applications of graph mining.
Cheminformatics and Bioinformatics are two closely related fields which use graph
mining on chemical compound databases to find frequent patterns. Social network
analysis is a resurging field in which graph mining is used to find patterns in users
of social networking Websites and the relationships between these users. These are
among many others the most popular applications of graph mining techniques.
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Table 1 Table of certain research work done in the field

Name Year Approach used Application

Inokuchi et al. [14] 2000 Apriori-based approach Artificial simulation and
carcinogenesis data

Yan et al. [17] 2004 Graph indexing Web analysis, bioinformatics

Yan and Han [5] 2002 Pattern growth Cheminformatics

Wang et al. [18] 2005 Graph indexing Disk-based graphs

Ketkar et al. [13] 2005 Approximation methods Cheminformatics

Palmer et al. [19] 2002 Approximation methods IMDB, Networking

Kuramochi and
Karypis [20]

2004 Apriori-based approach Cheminformatics

Huan et al. [21] 2004 pattern growth Cheminformatics

Meinl et al. [22] 2004 Pattern growth Bioinformatics,
Cheminformatics

Williams et al. [23] 2015 Signal processing, complex
network

Social interactions

Chen et al. [7] 2013 Cloud computing Big data, cloud computing

Steinbauer and
Kotsis [24]

2013 Cloud computing Email

Nettleton [25] 2013 Apriori-based approach,
pattern growth

Social networking

Pinheiro et al. [26] 2013 Pattern growth Cheminformatics

Sidhu et al. [27] 2014 Pattern growth Sociology/social networking

Livne et al. [4] 2013 Indexing Citation analysis, networking

Jia et al. [28] 2011 Approximation methods Cheminformatics

Akoglu and
Faloutsos [29]

2013 N/A Security

Hu [30] 2011 N/A Bioinformatics

Patel and Pattewar
[11]

2014 Apriori-based approach,
pattern growth

Security

Xie et al. [31] 2009 Apriori-based approach Social networking

Ranjan and Vaish
[32]

2014 Apriori-based approach Social networking

Gudes et al. [6] 2006 Apriori-based approach Web analysis, XML data

Peng et al. [33] 2008 Pattern growth Bioinformatics

Nawaz et al. [34] 2014 Pattern growth Social networking
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3 Methodology

The initial objective in a data analysis/mining project is the search for relevant data
and collection of that data. The data was collected from the U.S. Bureau of
Transportation Statistics Website. One of the dataset is a collection of on-time
flights during January 2016. The data consists of a few attributes which have
missing values. These attributes are removed from the dataset and missing values
are removed. Then the data was processed using Rattle to find frequent item sets in
the dataset. Rattle uses a modified form of the Apriori algorithm to find frequently
appearing item sets and generate association rules for the dataset. These results are
plotted onto a graph where the x-axis represents the items and the y-axis represents
the relative frequency of items. Due to the direct correlation between a city and state
(For example, Los Angeles and California), the most frequent item sets are states.
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Fig. 2 Graph showing the most popular graph mining techniques
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However, relevant statistics can be mined from the dataset by comparing the correct
attributes (For example, ignoring states when processing cities and vice versa).
Then we constructed a weighted graph of the T-100 Market All Carriers dataset. It
was weighted on the basis of number of passengers on each route. Then network
analysis techniques were used on this weighted network to find the betweenness,
degree and closeness of airports. The R packages tnet and igraph were used to
perform the network analysis.

4 Experimental Setup

4.1 Data Set

The dataset used is taken from theWebsite of United States Bureau of Transportation
Statistics which is a part of the United States Department of Transportation and
Research and Innovative Technology Administration. The dataset consists of around
440,000 instances of on-time flights during the month of January in 2016. There are
about a 100 provided attributes which range from the date, origin city and state,
destination city and state, market IDs, airport names, airport IDs to delay time, delay
causes to diverted airport information attributes. The data set consists of 290 unique
cities and 294 unique airports. We also use the BTSMaster Coordinate database from
January 2016 to May 2016 and the BTS Air Carrier Statistics T-100 Market All
Carriers dataset for network analysis [16] (Fig. 3).

4.2 Attribute Selection

We only consider the attributes which represent the date, number of flights, dis-
tance, airport ID, origination city and state of flight and destination city and state of
flight. We also used PASSENGERS attribute to create weighted network.

Fig. 3 RITS/BTS Jan 2016 on-time flights dataset
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No. of instances/rows—445,829
No. of attributes—17

4.3 Tools Used

R is programming language used for data analysis and statistical computing.
RStudio is an integrated development environment (IDE) for the R programming
language which allows the user to create and load R projects easily. The
R programming language contains many packages which aid data mining and while
they can be implemented directly, there is an option to use user-developed GUIs for
ease of use. Rattle is an open-source graphical user interface (GUI) made in R for
the purposes of data mining. The Rattle GUI allows the user to easily load a dataset
and perform data analysis and mining as well as create models, evaluate, associate,
cluster, and transform the data in many ways. We use Rattle to find frequent item
sets and use R packages igraph and tnet to perform network analysis.

4.4 Measures

The dataset used contains all the on-time flights in January 2016. This, however,
means that the support for each item set is quite low as the frequencies of the flights
have less than 0.07 support. Thus the measure for support used is 0.0300 and the
confidence used is 0.4000.

5 Result and Analysis

Case Study 1—Graph Mining using Apriori algorithm: Processing all the
attributes concurrently, we get the following results from the frequent item plot. We
can see that most frequently found item set is California as the origin and desti-
nation state. It followed closely by Texas and then Florida. To make the frequently
appearing item clearer, we selected corresponding attributes in absence of all others.
It is significant to note down that the graphs like the U.S. airport network are highly
symmetric in nature.

Ignoring all the attributes except ORIGIN_STATE_NAME and
DEST_STATE_NAME, we get the following graph. This graph clarifies that the
most commonly found state during the month of January in 2016 was California.
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It also gives us insight onto the most commonly found states during that time period.
This can be attributed to a large number of interstate flights (Figs. 4, 5 and 6).

To calculate the most frequently appearing cities, we ignore all other attributes
except ORIGIN_CITY_NAME and DEST_CITY_NAME. From the graph, we see
that the most commonly found city is Atlanta. It is followed by Chicago and
Denver. We see that even though California is the most commonly found state,
neither of the three most commonly found cities are in California. Atlanta lies at the

Fig. 4 Graph of the most frequently found states

Fig. 5 Graph of most frequently found cities
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heart of this network and thus is often found on cross-country routes such as those
which go from the western coast to the eastern coast and vice versa.

Similarly, we can calculate the most frequently appearing airport by only
selecting the ORIGIN and DEST attributes. From this graph, we can see that the
most commonly found airport is Hartsfield–Jackson Atlanta International Airport in
Atlanta, Georgia. It is then followed by O’Hare International Airport in Chicago,
Illinois and the Dallas/Fort Worth International Airport and then the Los Angeles
International Airport (Figs. 7, 8 and 9).

Case Study 2––Networking analysis of airport network: Using link analysis
techniques, we also perform network analysis of the airport network. Using R tnet
package, we can convert the dataset into an R network and calculate several
important features.

We calculate the airports in the network with the highest closeness, betweenness
and degree. These factors allow us to find the airports with the most contacts which
are the node with the highest degree. We can see that the Hartsfield–Jackson
Atlanta International Airport is the airport with the most contacts. This can be
attributed to its central position in the U.S. airport network. The closeness score
allows us to see which airports are the most easily accessible from other airports.

Fig. 6 Graph of most frequently found airports
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We can see that the LAX Airport has the highest closeness score and thus is, on
average, closer to most airports. The betweenness score shows us which airport
bridges the shortest path between the two airports. Binary analysis shows us that
Ted Stevens Anchorage International Airport (ANC) is the airport with the highest
betweenness but this does not take into account the weight along each route.
Weighted analysis shows that the LAX airport has the highest betweenness and
shows that for most routes LAX acts as an intermediary airport. It is followed
closely by ATL and SEA airports.

Fig. 7 U.S. airports with the highest closeness
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Fig. 8 U.S. airports with the highest degree
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6 Conclusions

The results from mining the dataset of on-time flights during January, 2016 allow us
to find out which airports were the busiest during that time and which cities and
states were visited most frequently. We can see that the Hartsfield–Jackson Atlanta
International Airport was the busiest airport. The most frequently traveled to city is
also Atlanta, Georgia and the most frequently traveled state was California.
The ATL airport also has the highest degree which means it is the most connected
airport and thus it is important to ensure that it functions properly. This will also
help in identifying which routes should avoid disruption the most. Routes with
LAX as one of the nodes are examples of one such route. Flights are seasonal in
nature and therefore change month to month, therefore it is important to determine
which airports, cities, and states are frequently visited and when, to improve quality
of service and safety on flights that take place on those routes. It is also crucial to
figure out that the loss of which airport causes the most disconnections in the airport
network in case of emergencies or attack.

Fig. 9 Binary and weighted analysis of betweenness in U.S. airport network
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Terrorist Attacks Analysis Using
Clustering Algorithm

Pranjal Gupta, A. Sai Sabitha, Tanupriya Choudhury
and Abhay Bansal

Abstract The factors that are affecting the world are terrorism, economy, political
changes, pollution, etc. Out of which terrorism is one the biggest factor which is
affecting the economy, society along with loss of precious human lives. In this
paper, the data mining techniques are implemented to infer certain trends and
pattern of terrorist attacks in India. K-means clustering is used to determine the year
in which the terrorist groups were most active and also which terrorist group has
affected the most. The experimental result is implemented in Rapidminer tool to
determine the active group and the affected year.

1 Introduction

Data mining is the process of extracting important knowledge from the data. It has
been used in many areas such as image processing, text processing, etc. Its appli-
cation includes fraud detection, attacks data analysis, etc. It involves the other
processes also such as data transformation, data integration, data reduction and data
cleaning. It plays a crucial role in determining the new trends through the data. Data
mining are being used in analyzing and finding unknown trends or patterns of
attack. Clustering technique can be used to identify the group of targeted cities of
regions that are affected most. It gives the information about the group who attacked
in a particular region and also tells about their active years [1].
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We are aware of the various terrorist activities in the world, especially in India
(Kashmir). In the research work, since the attack rate is comparatively higher in
Kashmir which overshadows the attack on the different states. But there are dif-
ferent cities too which are affected by the terrorist attacks.

The objective is to identify the other cities in Kashmir which are also affected by
the terrorists’ attacks and to determine the pattern and reason of those attacks.

2 Literature Survey

Large number of research work has been done on the analysis of terrorist attacks
and also how to prevent the attack in future by determining the certain pattern [2].
Some of them are given in Table 1.

2.1 Clustering Technique (K-Means)

Technique of clustering is worried with gathering the comparable items jointly in a
bunch and gathering disparate items in an alternate cluster. Centroid is known as the
focal point of the cluster which might be a cluster piece or a fanciful point. The
calculation of clustering is utilized as a part of this investigation is “K-means
algorithm”. It divides the observations in multiple clusters depending upon the
value of ‘K’ where each data belongs to cluster with the closest similarity among
them. The value of the K can be determined by using such methods: Silhouette
method, Elbow method, Davies–Bouldin, etc. The execution of this algorithm to a
great extent relies on upon the estimation of K′, it ought to be picked with the end
goal that it mirrors a few attributes of the information set under evaluation [3].

Table 1 Literature survey

Name of the
Author/Year

Technique used Analysis

Bhavani Thuraisingham
(2005)

K-means clustering Discusses various types of terrorist
threats

M. Alurily (2012) Text mining To identify crime patterns in Arabic
language

Y. Elovici (2005) User modeling, anomaly
detection

Terror-related activities on web

Jeff Jonas (2011) Predictive data mining Effective counterterrorism

Gabriel Weimann (2004) Data mining Use of internet by modern terrorist

R. Katipally (2010) Predictive analysis Pattern of attackers

Raphael Obi Okonkwo
(2011)

Data mining and clustering Combating crime and terrorism
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2.2 Cosine Similarity and Numerical Measures

Similarity is the measure of how similar two information items are. The esteem is
higher when articles are all the more indistinguishable. It frequently falls in the
scope of [0,1].

Procedure for calculating it is: “For each data ‘i’, let a(i) is average dissimilarity
of ‘i’ with all other data within the same cluster and b(i) be the lowest average
dissimilarity of ‘i’ to any cluster, of which ‘i’ is not a member” [4].

It is calculated as:

s ið Þ ¼ b ið Þ � a ið Þ
max a ið Þ; b ið Þf g

Algorithm applied after determining the value of the “k”:

1. Choose the center of the first cluster randomly from the bulk whose value is
equal to the value of the “k”.

2. Ascribe the remaining other instances to the center of the cluster which is closest.
3. Update the center of every cluster by choosing the mean of the instances of the

elements.
4. Ascribe all the instances, recalculate the centroid position of “k”. If no more changes

are needed to make for ascribing the elements of cluster, repeat Step 2 and 3 [5].

3 Experimental Setup

3.1 Data Collector/Metadata

The dataset was collected from the website www.kaggle.com. There were 29,534
rows initially consisting of countries India, Pakistan, England, etc. The analysis is
done on the country INDIA which comprises of 1,823 rows. Further the data was
reduced by taking the Deaths � 3 (Table 2).

Table 2 Data information

Name of file attacks_data.csv

Website name www.kaggle.com/datasets

Total number of attributes 7 (Id, date, country, city, deaths, injuries, description)

Number of instances (initially) 29,534

Number of attributes consider 4

Attributes name Date, city, deaths, description

Number of instances consider
after cleaning

394

Number of excel sheets created 8

Terrorist Attacks Analysis Using Clustering Algorithm 319
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3.2 Data Set

Figure 1 shows the complete data set where all countries are present. The data set
was then reduced by choosing country = India where deaths � 3 (Fig. 2).

3.3 Text Similarity

Figure 3 shows the similarity matrix between the objects. In order to create the
matrix, the code has been written in PHP which will convert the data into a matrix
form (Fig. 4).

Fig. 1 Complete data set

Fig. 2 Filtered data set
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Fig. 3 Similarity matrix

Fig. 4 Sample code
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3.4 Model Construction for Clustering

Step 1. RapidMiner tool was used for determining the analysis. Refer Fig. 5 to see
the arrangements in tool.

First operator “Read Excel” is use to take the.xlsx file comprises of information
which is need to be analyzed. “Clustering” operator which applies the K-means
algorithm in order to generate the cluster, takes the.xlsx file as an input from the
“Read Excel” operator. Value of “k” determines the operator’s number [6].

Step 2: Determining K

The chosen value of “K” was determined by using Davies–Bouldin index
measure. Certain values of “K” were taken such as 3, 4, 5, 6, 7, 8, 9, 10, 11. The
value of “K” = 8 has the minimum Davies–Bouldin index (minimum is considered
best). Refer Table 3.

Step 3

Cluster Model

Cluster 0: 30 items
Cluster 1: 16 items
Cluster 2: 1 items
Cluster 3: 4 items
Cluster 4: 209 items
Cluster 5: 74 items
Cluster 6: 59 items
Cluster 7: 1 items
Total number of items: 394

Fig. 5 Arrangements of operator

Table 3 Davies Bouldin index information

K 3 4 5 6 7 8 9 10 11

Davies
Bouldin
index

−0.627 −0.700 −0.786 −1.477 −1.477 −1.725 −1.543 −1.543 −1.544
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4 Results and Analysis

Table 4 in the Appendix 1 shows the information about each cluster.
ACTIVE YEAR tells us about the most active time of the terrorist.
ACTIVE GROUP signifies the group which was active at that time.
TOTAL CASUALTIES show the number of casualties done in the year.
MAJOR CITIES depict the cities which are targeted most number of times in the
active year. DESCRIPTION tells about the people and region affected the most.
PATTERN tells the trend of attacks done by the terrorist. Figure 6 shows the
example of cluster 4 to determine the number of times the particular city has been
targeted in the cluster. Figure 7 shows the scatter pattern of deaths with respect to
city and the year in the cluster 4

Fig. 6 Attack count

Fig. 7 Scatter pattern of cluster 4
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5 Case Study

5.1 Performance of Each Cluster

The working of each cluster has been shown in figure in Appendix 2. The figure tells
about the citywith the respective cluster,where coloredbubbles signify theYear inwhich
the attack took place. Active Year of each cluster is given in the Table 4 of Appendix 1.
Cluster 2, 3, 7 show the less activity of terrorist groupwhile the cluster 4 and cluster 6 give
the large amount of resultwhere terrorists activities are themost. It signifies the frequency
of attacks in the particular cities along with the year in which the attack took place.

5.2 Targeted Cities in Kashmir

The map of Kashmir is shown in figure in Appendix 3. The figure shows the most
affected cities/villages of Kashmir. The black arrow is used to point the most
targeted cities of Kashmir by the terrorists. Black cracking line on the left side of
the map signifies the India–Pakistan border in Kashmir. One can easily determine
that the terrorists attacked the cities which are nearer to the border. It also becomes
easy to determine the trend of attack in Kashmir. The eastern of Kashmir is affected
most number of times because of the Pakistan border, as it is easy for the terrorists
to enter from that region and cause the damage.

6 Conclusion

This research paper provides the simple clustering techniques to understand the
cities of India affected by the terrorist attacks. Data mining technique served as a
good standard to determine the pattern of attacks done by the terrorists in India.

The analysis tells us about the particular regions in Kashmir (Udhampur, Doda,
Baramulla) which are affected the most. Since the Udhampur has the Northern
Command Headquarter of Indian Army, it is easy to identify the attack in that region.

Baramulla is one of the most populous towns in Jammu Kashmir which makes
the terrorists to attack that region for the mass number of lives loss. There are
certain major cities of India which are targeted by the terrorist group. For example,
Mumbai, New Delhi, Jaipur, Gujarat, etc. A pattern has been recognized that the
eastern coast cities of India are largely targeted by the terrorists as they have found
the way to enter in the country through the Arabian Sea. While New Delhi, being
the capital of India, has been targeted by the terrorists.

Appendix 1

See Table 4.
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A Review on VANET Routing Protocols
and Wireless Standards

Gagan Deep Singh, Ravi Tomar, Hanumat G. Sastry
and Manish Prateek

Abstract The vehicular ad hoc network (VANET) is an ad hoc network system
based on the concept of mobile ad hoc network (MANET) in which nodes (vehicle)
that are being connected with each other by wireless technologies. But due to the
non deterministic mobility behavior and high velocity of automobiles, the topology
is unpredictable. Such types of system can work independently and can also be
interconnected through internet with in its infrastructure. The system characteristics
such as multi-hop paths, node mobility, huge network, device heterogeneity, con-
gestion and bandwidth are the constraints in designing the routing protocols for
VANET. The present routing protocols that have been deployed for MANET are
used to test the VANET accuracy and performance. Present research efforts are
strongly emphasized on designing a novel routing algorithm and its implementa-
tions. Recent VANET research are majorly focused on predefined areas such as
broadcasting and routing, security, quality of service (QoS) and infotainment with
information dissemination during emergencies. In this paper authors present a
detailed review of wireless standards used in VANET with a number of trials in
VANET and its deployment in many of the developed countries. As a conclusion
we conceptualized some of the issues and research challenges in VANET that had
not yet addressed so that industry can opt for widespread adoption of scalable,
reliable, secure and robust VANET protocols, architectures services and tech-
nologies and enable the ubiquitous deployment of it.
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1 Introduction

The researchers have observed various challenges and issues in vehicle to vehicle
(V2V) along with vehicle-to-infrastructure (V2I) regions due to its critical func-
tionality that need to be deployed in Traffimatics and intelligent transportation
system (ITS). Several projects for VANET testing and implementation have been
executed by numerous automobile sector, government consortiums and research
institutions in past few years.

As wireless mobile nodes and its networks have become essential, the need for
V2V and V2I will continue to raise [1]. VANET can be best utilized for safety and
non-safety applications, it can also be implemented in areas of the services like
navigation payment at automated toll, security, infotainment, and location-based
services such as finding nearest hospital, fuel station, bank, restaurant and hotel.

The complete chapter is structured to get the detailed review of standards and
protocols. We propose an overview of VANET in Sect. 2, various routing protocols
for VANET in Sect. 3. We present some of the recent wireless standards adopted by
organizations and groups of developed countries in Sect. 4. And a final conclusion
is presented in Sect. 5.

2 VANET an Overview

2.1 Traffimatics

Traffimatics is a new concept of intelligent transportation systems where every
vehicle acts as a node in a network. These nodes are responsible for sending,
receiving and routing [2] to broadcast data packets in VANET. ITS is responsible for
the secure and safe movement of vehicles on the road. In ITS, Vehicles are installed
with radio devices and onboard units (OBU). These devices enable ad hoc network
that create short range wireless, so that they can communicate between nodes and
road side units (RSUs) [3]. Vehicle also needs to be equipped with devices that allow
them to get details of their geographical position using global positioning system
(GPS) and receiver of differential global positioning system (DGPS). Here, RSUs
will act as a VANET backbone and have to be at a location to facilitate commu-
nication. Cellular BTS can also be utilized as RSUs. The total number of RSUs and
its installation will depend on the communication protocol that has been deployed.
These include inter-vehicle, vehicle-to-road side, and routing-based communica-
tions. These types of communication will rely on correct and accurate information of
the nearby area that also requires the use of accurate location of the nodes and better
communication protocols for dissemination of information [4]. The V2V commu-
nication is based on technologies like Bluetooth—IEEE 802.15.1, Ultra-wide Band
—IEEE 802.15.3 and Zigbee—IEEE 802.15.4 in ITS. These technologies are used
for the implementation of communication within a vehicle in wireless scenarios.
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2.2 Inter-vehicle Communication

V2V communication will use multi-hop, multicast/broadcast to send and receive
data over multiple hops to a cluster of receipting nodes. Every vehicle in VANET
can be considered as a node for multicast/broadcast transmission. In ITS, vehicles
are dealt with the activities during emergency. This can be message dissemination
for an imminent collision, information broad cast for rescheduling the dynamic
route. Inter-vehicle communications supports two types of message forwarding.
The first is native broadcasting and the other is intelligent broadcasting. In native
broadcasting, there is a risk of message collision which can result in poor rate of
message delivery and increase in the rate of time for message delivery. In this,
vehicles periodically send the broadcast messages and at regular intervals that
generate large numbers of broadcast messages hence, message collision risk is
higher [5]. In intelligent broadcasting, a node responds only for the primary mes-
sage when it starts receiving a message simultaneously from several sources.

2.3 Vehicle-to-Road Side Communication

Vehicle-to-Road side communication enables a robust linkage among nodes and
RSUs through high bandwidth. These RSUs can be placed at every kilometer or
may be less that can enable frequent transmission of data which need to be balanced
during high traffic conditions. The vehicle-to-road side communication configura-
tion is represented by a linear broadcast in which all RSUs such as cellular BTS can
broadcast information to all vehicles installed with OBUs that are running on road
and highways. In such scenarios when a vehicle crosses its specified preferred
velocity, then intimation is alarmed as a visual animation signal or an auditory alert,
that can inform the driver to minimize his/her speed as per the regulations.

2.4 Routing-Based Communication

Routing-based communication broadcasts a message in a multiple-hopped way to
transmit its desired data at the vehicle. It is a multi-hop unicast routing-based
communications. When desired information is received by the vehicle, then its
application immediately broadcast a unicast message along with detailed infor-
mation of the node. It broadcast message on when it receives the request for the
broadcast. Then, message is forwarded at the source of the query.

A Review on VANET Routing Protocols and Wireless Standards 331



2.5 Major Issues in VANET Routing

Due to the dynamic nature of network topologies, routing in VANET is most
attentive area of research to increase the robustness of the networks. There has been
numerous researches and studies already performed in the field of VANET to
devise protocols that are much efficient. However, yet there is not a definitive
routing protocol which can prove the efficient performance in every scenario.
Presently, the effective routing protocols will be efficient at scenarios where the
population of the nodes is confined. The proposed routing scenarios may fail to find
out an accurate route due to rapid change in network topology. Whereas the
proactive routing protocols have been overwhelmed due to the rapid change in
network topology, this sometimes may not be able to deliver during the exchange of
the routing information [6]. The position-based routing protocol schemes mainly
need additionally a node’s physical position and its information during the routing
decision and processing. In VANET, location service is also required to provide the
position information of the nodes in routing. Because of frequent and maximum
mobility of the nodes and due to their constrained movement, the conventional
routing schemes and topology are not perfect for VANET [7]. Issues have been
raised [8] in Table 1.

3 VANET Routing Protocols

In VANET, routing is the procedure that enables different nodes to communicate
continuously among them, to share the information of their link state and its
topology to recognize the most appropriate, reliable and efficient paths. Figure 1
illustrates taxonomy of VANET routing protocols that are categorized among two
different routing protocols: topology-based and geographic-based routing
protocols [9].

Table 1 Routing issues in VANET

Issues in topology-based routing Issues in geography-based routing

Not fit for rural scenarios Not fit for unban scenarios

Transmission can be delayed Transit of data opts for longer path

Routing overhead will be higher Coordinates of GPS node can be incorrect

More dropped packets Occurrence of inherent loops

Frequent broken routes Frequent network partitioning
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3.1 Topology-Based Protocols

Topology-based routing protocols send the data packets from source to destination.
It uses the link information which is already provided in the network. Such pro-
tocols can also be classified as proactive (table-driven) and reactive (on-demand)
routing protocols.

3.1.1 Proactive (Table-Driven) Routing Protocol

These protocols are based on the periodic exchange of routing tables to find the
routes in advance. Fishey state routing (FSR) and optimized link state routing
protocol (OLSR) are two different routing protocols that come under Proactive
routing protocols.

(a) FSR [10] is based on the mechanism that changes in distant topology will not
have major affect on the calculation of the local routes. Hence, function of the
distance is to update the change of routing table with in the network. In FSR, all
nodes update and exchange their neighbors routing information in spite of
flooding the entire network with updates. All nodes propagate hop by hop at the
time of transmitting information. FSR records the entire network graph but is
unable to assure the accuracy of all the links among distant nodes.

(b) OLSR: The Optimized Link State Routing [11] will optimize the process of
broadcasting the control messages that can minimize the bandwidth con-
sumption by using multipoint-relays (MPR) as described in Fig. 2. Here, every
node contacts a subset of its neighboring node to transmit its packet at the time
of broadcast. As per distribution technique of MPRs, every node in the network
is acquired with minimum repetitions. In MPR, it prohibits the set of nodes
from all nodes for retransmitting a packet, to a subset of all other nodes. The
subset size is depended on its network topology.

Fig. 1 Taxonomy of routing protocols
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3.1.2 Reactive (On-Demand) Routing Protocols

During packet routing, a route to the destination is searched by on-demand protocol
in the network. It uses the mechanism of network flooding by broadcasting a query
for route lookup is, so that the aimed node can respond along with path in reverse
route.

(a) Ad Hoc On-Demand Distance Vector (AODV): This works as per the concepts
of distance vector routing protocols and is a reactive protocol [12]. AODV
adopts the mechanism of dynamic source routing discovery of routes and its
maintenance and acts as a linear hop routing and sequence numbers. AODV
build a route through sequence of queries “route request/route reply”. AODV
checks for destination sequence numbers (DSN) for each route entry. The
destination is responsible for generating DSN. The node searches for the routes
with DSN and their routing information. This information is updated by the
nodes to find the routes to destination nodes [13]. The routing information with
highest DSN will be considered while deciding the destination route. AODV
selects the routing path from source to destination through the route request
(RREQ) message types, route replies (RREP) and route error (RRER), by using
user datagram protocol (UDP) packets. Each source node broadcast a packet
RREQ for the entire network, when it needs to establish a route to a destination.
After node receives a RREQ packet it updates their source information and then
in routing tables it sets return pointers to the source. The RREQ is also having
the destination sequence number recently known by the source. It also contains
the source IP, broadcast identifier and the current sequence number. Node that
has received a RREQ packet transmits a RREP if node is either a destination or
having a destination route with a sequence number. In these cases it broadcasts
packets of RREP to the source or re-broadcasts the RREQ message types. In
routing table nodes updates IP of each source and identifiers of RREQ

Fig. 2 MPR in OLSR
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broadcast packets. In case nodes receive an already utilized RREQ, then it will
be deleted from the routing table.

(b) Dynamic Source Routing (DSR): The routing of the source is the basic prin-
ciple of DSR. In this protocol the routing information of the packet is attached
with the data packet header from the source. This enables routers to get their
complete routing information. The DSR protocol works on two distinctively
routing techniques; the one is used to locate the routes, on demand and the other
mechanism is to maintain the progressive routing communication. The main
constraint of DSR protocol is that the method of route maintenance is not able
to repair a damaged link domestically. If the mobility of the nodes suddenly
increases then this results in the decrease of the protocol’s performance [14].

(c) Temporally Ordered Routing Protocol (TORA): This protocol is primarily
based on three levels [15]. First is to create the routes, second is to maintain the
routes and third is to erase the routing information through three different
packets QRY, UPD, and CLR. It stores multiple paths of routing at the same
destination to recognize the mobility of vehicular networks and too many
changes in the topology does not have an effect on the routing data, until entire
routing information of destination are lost.

3.2 Geographic (Position-Based) Routing Protocols

Position-based routing in an ad hoc network can only be performed, if each and
every node has information of their location. These location means can be recog-
nized through GPS in which exact position of the destination node is known to the
source node [16]. Some of the geographic-based routing protocols have been dis-
cussed below:

(a) Greedy Perimeter Stateless Routing (GPSR) Protocol: In this routing protocol
[17] its mechanism utilizes the node’s position along with its destination to find
other node for retransmitting data packets. It works on greedy approach and
transmits the data packet to the neighboring node which is nearest to the
destination. The finding of the neighboring node is performed through periodic
diffusion of Beacon message that contains node’s position and address.

(b) Geographic Source Routing (GSR): In this protocol [18], source node sends
data packets to a destination node that will calculate the shortest routing path.
Through this routing information it will reach to this target node by using
geographical information of network map (road map in VANET). GSR is a
protocol that uses the geographical position and the topological information of
the roads to create an expertise-tailored to the metropolitan environment.

(c) Greedy Perimeter Coordinator Routing (GPCR): In this protocol [19] pref-
erence is given to coordinating nodes and based on greedy approach the
transmission of the data packets are performed alongside road with in the
network. The non-coordinator node is preferred for the selection of next relay
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node, coordinating node (intersection node), though it is not nearest to the
destination. This is result to overcome with the radios obstacle problem.

(d) Anchor-Based Street and Traffic Aware Routing (A-STAR): This protocol
gathers special information on routes of the vehicles to recognize the best
routing and high connectivity path for forwarding the data packets [20]. The
A-STAR is a geographical positioning based protocol that has applied for
Metropolitan Vehicular Environment. This protocol is just like of GSR protocol
and uses an approach based routing anchor which shows attributes of the roads
in a city. A-STAR protocol is also able to determine the routing paths of anchor
as per traffic scenario. Here, Dijkstra’s least-weight path algorithm is used to
compute the anchor path.

3.3 Scalability of Routing Protocols

The most important measure for the scalability of the network and its routing
protocol is the routing traffic which is sent by each node within the network. This
can be indicated as packets per second and/or bits per second and can be stated as:
sum of transmitted routing packets, in a network. The computed number from traffic
routing is then recalculated in each packet while transmitting and receiving. To
check whether the network is loaded or not a test can be performed to confirm it.
Routing traffic can be expressed as per equation below:

Tr ¼ Pn� Pnrþ Pnlð Þ

Tr Traffic routing
Pn Number of packets
Pnr Number of received packets
Pnl Number of packets lost

4 Wireless Access Standards in VANET

The VANET environments can relate in many of the wireless access standards.
These wireless standards have various protocols that work on trans/receive equip-
ments through security specification, cellular network 2G/3G/4G, routing and
maintenance, service addressing and interoperability of protocols. These standards
also enhance the product design and its development; reduce costs and results
industry to come up with competing products.
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4.1 Dedicated Short Range Communication (DSRC)

In VANET a short and medium range communications services are supported by
Dedicated Short Range Communication for vehicle-to-vehicle and
vehicle-to-roadside communications. DSRC is used for a wide range of applications
that includes safety messages for V2V and vehicle-to-infrastructure, information
dissemination for real time traffic, collecting toll at various points, accidents,
emergencies and many others. DSRC can also support huge amount of data transfer
with minimum latency during communication at confined zones. In 1999, 75 MHz
of spectrum at 5.9 MHz is allocated by United States Federal Communications
Commission (FCC), for DSRC usage. The ASTM-DSRC standard was approved by
The American Society for Testing and Materials (ASTM) in 2003 which works on
IEEE802.11a physical layer and 802.11 MAC layer [21]. Some of the recent DSRC
standards are compared in Table 2.

4.2 IEEE 1609—Wireless Access in Vehicular
Environments (WAVE) (IEEE 802.11p) Standards

Presently, 802.11a compliant devices can achieve maximum data rate of 54 Mbps
on 802.11a hardware for moving vehicles through wireless network [22].
Challenges faced by Vehicular traffic scenarios are more as compared to fixed

Table 2 DSRC standards

Features Japan (ARIB) Europe (CEN) USA (ASTM)

Communication Half-duplex (OBU)/
Full duplex (RSU)

Half-duplex Half-duplex

Radio frequency 5.8 GHz band 5.8 GHz band 5.9 GHz band

Band 80 MHz bandwidth 20 MHz bandwidth 75 MHz bandwidth

Channels
(Down-link/Up-link)

7/7 4/4 7/7

Channel separation 5 MHz 5 MHz 10 MHz

Data transmission
rate

Down-link/Up-link 1
or 4 MBits/s

Down-link/500 Kbits/s
Up-link/250 Kbits/s

Down-link/Up-link/3–
27 Mbits/s

Coverage 30 m 15–20 m 1000 m (max)

Modulation RSU: 2—ASK
OBU: 4—PSK

RSU: 2—ASK
OBU: 2—PSK

OFDM

ARIB Association of Radio Industries and Businesses
CEN European Committee for Standardization
ASTM American Society for Testing and Materials
OBU Onboard unit
RSU Road side unit
ASK Amplitude shift keying
PSK Phase shift keying
OFDM Orthogonal frequency division multiplexing
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wireless networks due to unpredictable traffic patterns, random change in speed and
driver’s behaviors. Present working of IEEE 802.11 media access control
(MAC) are not appropriate when used in VANET. Such as in scenarios, when rapid
exchange of data is required and essential for ensuring safety in VANET. In this
scenario the multiple channels are scanned along with multiple handshakes needed
to communicate. This creates complexity and overheads [23]. Hence, to overcome
such complex needs of IEEE MAC functionality, the consortiums working in
ASTM 2313 has changed over to the IEEE 802.11p wireless access in vehicular
environment (WAVE) [24].

WAVE works on two types of equipments: road side unit (RSU) are the stagnant
devices and on board unit (OBU) are the movable devices that are installed on each
vehicle. RSUs and OBUs able to behave like a host or a client who use the services
and both can be switched in any mode. In WAVE standards, applications which
reside at RSU are devised to broadcast multiple requests through distant applica-
tions that provide access to the OBUs. Orthogonal frequency division multiplexing
(OFDM) technique is adopted by WAVE that further divides the signal into various
narrowband channels. This makes availability up to 27 Mbps of a data payload
communication capability in 10 MHz channels [25].

IEEE 1609/802.16e standards [26] are briefly discussed in Table 3.

Table 3 IEEE 1609/802.16e standards

IEEE standards Description

IEEE standards 1609 Defines the overall architecture, communication model, management
structure, security mechanisms and physical access for wireless
communications in the vehicular environment, the basic architectural
components such as OBU, RSU and the WAVE interface

IEEE standards
1609.1—2006

Enables interoperability of WAVE applications, describes major
components of the WAVE architecture and defines command and
storage message formats

IEEE standards
1609.2—2006

Describes security services for WAVE management and application
messages to prevent attacks such as eavesdropping, spoofing,
alteration and replay

IEEE standards
1609.3—2006

Specifiers addressing and routing services within a WAVE system to
enable secure data exchange enables multiple stacks of upper/lower
layers above/below WAVE networking services, defines WAVE
short message protocol (WSMP) as an alternative IP for WAVE
applications

IEEE standards
1609.4—2006

Describes enhancements made to the 802.11 media access control
layer to support WAVE

IEEE standards
802.16e

Enables interoperable multi-vendor broadband wireless access
products
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5 Conclusion

The recent research and studies have come up with many different services and are
responsible for the establishing various VANET technologies. We presented an
overview of VANET routing protocols with characterization of topology-based and
geographic-based routing protocols in VANET. We also raised the scalability issue
of VANET. In this chapter we tried to provide comparative analysis of recent
regional standards with a concise discussion of IEEE 1609/802.16e standards. But
the problem remains to identify the accurate routing protocol for VANET in various
situations. We hope that this review of routing protocols and wireless standards
used in VANET will surely improve the future of VANET and help researchers
while devising the best routing protocol at application level. Our future work will
include simulation-based review and study of routing protocols in VANET.
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Mechanical CAD Parts Recognition
for Industrial Automation

Jain Tushar, Meenu and H.K. Sardana

Abstract Object matching, counting and inspection are routine jobs done at sev-
eral manufacturing plants, research laboratories, and other different companies. The
detailed analysis of manufactured components is possible with information obtained
from their inspection. For a large number of objects manual counting and inspection
is a repetitive, difficult and time-taking process. The efficiency of overall object
matching, counting and inspection process can be increased with industrial
automation and it also minimizes resources and saves time. This paper presents a
computationally efficient 3D computer vision based approach to recognize the
Mechanical CAD parts. In this chapter features based industrial object detection
techniques are implemented in MATLAB to recognize the presence of the industrial
CAD parts in the query image.

1 Introduction

Today in different types of product manufacturing industries (e.g., locks, gear
boxes, alarm clocks, engines and motors, etc.) and packaging industries with
large-scale production units automated assembly systems are widely used. They
used mechanized devices such as image capturing unit, conveyor, part recognition
unit, part feeder, part selection unit, and intelligent robots that follow fixed
sequence of steps to assemble the product [1].

In general with respect to productivity there are three categories of assembly
systems namely low, medium and high volume production units. The assemblies
systems are fully automated in high volume production, assembly of parts in other
two classes are performed in semi-automated or manual by hand. The cost for
establishing such systems initially is high, but in longer run it saves time, money,
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and labor. The benefits of such system are huge quantity of production, stable
product design with good quality and reliability.

In automated assembly systems the machine parts identification is entirely dif-
ferent from simple object recognition; moreover the ability of human to differentiate
between correct and no correct machine parts are better but it is a difficult task for a
machine. In general with fast moving machine parts on conveyor manual defect
detection by human inspectors are impractical also it is expensive, inaccurate,
subjective, eye straining and other health issues to quality control inspectors.
A computer vision based non-contact inspection technique is developed with image
processing methods by considering these problems, for defect detection in industrial
machine parts [2]. The present work will help the industrial robot used in assembly
process and industrial inspection systems (Fig. 1).

2 Designing and Rendering Process

In this section CAD parts design is explained. Section 2.1 describes the design of
Mechanical CAD parts using Solid Edge ST8 and wire frame modeling showing
rendering using STL (standard tessellation language) is discussed in Sect. 2.2 that
helps in creating the database of different Mechanical CAD parts.

2.1 Mechanical CAD Parts Design

In the present research work the mechanical CAD parts are designed with Solid
Edge ST8. The design is created by 2D drawings to 3D object. Since the Solid Edge

Fig. 1 A schematic diagram for machine parts detection in model assembly line
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ST8 supports a direct interaction with the designer, hence the need to write program
is not required at all and we can easily find out the different surfaces. Solid Edge is a
combination of different software tools that encompasses all steps of the product
design and development techniques like 3D parts creation, design simulation, parts
manufacturing, design parts management. Solid Edge provides user friendly flex-
ible interface to integrate the speed with simplicity using synchronous technology
for the control of parametric design. Figure 2 shows the different Mechanical CAD
parts designed using Solid Edge ST8.

2.2 CAD Parts Rendering Using STL

The STL stands for Standard Tessellation Language. All advanced CAD software
supports STL file format. The major industrial usage of it is in CAD/CAM, rapid
prototyping machines and 3D printing. In rapid prototyping machines the STL file
format is used to transfer CAD data. Triangular mesh is generated on the surface of
CAD model by using this format.

In CAM environment the triangulated geometry is imported using STL. Finally
this information helps in producing and manufacturing error free industrial prod-
ucts. STL files show the geometrical surface of a 3D CAD model. The information
about other attributes of CAD model like texture and color are not represented with
this format. The CAD object rendering STL format output is shown in Fig. 3 using
MATLAB.

3 Introduction to Speeded Up Robust Features (SURF)

Nowadays speeded up robust features (SURF) have been widely used in machine
vision applications. SURF can work efficiently in different tasks like image
recognition, detecting objects in a real image, object matching and classification,
etc. Scale-invariant feature transform (SIFT) is predecessor of SURF. There are
other algorithms available to us with similar capabilities named as KAZE, BRISK,

Fig. 2 Different mechanical CAD parts designed using Solid Edge ST8
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FAST, HOG, FREAK and many more. SURF detector worked as local feature
extraction for the given image. SURF descriptors are invariant to rotation and
scaling means irrespective of position of object on conveyor belt for matching and
inspection this algorithm can easily detect that object with accuracy and efficiency.
This paper shows this clearly on mechanical CAD parts. As compared to SIFT in
feature extraction and object recognition SURF is much faster and robust. SURF
algorithm was developed by Bay [3].

4 Literature Survey of Feature Based Techniques

The speeded up robust features (SURF) [3] and scale-invariant feature transform
(SIFT) [4] descriptors extracts a specific object in an occluded objects image or to
detect exact matching between two images. The features extracted corresponding to
a specific object in an image must be invariant to rotation and scaling for perfect
matching and recognition. KAZE, SURF and SIFT are the latest feature extraction
algorithms that worked on the concept of invariance. In present scenario these
techniques are applied to real time object recognition, object matching and

Fig. 3 MATLAB rendering of mechanical CAD parts
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inspection, query image retrieval, etc. SIFT is widely used in different machine
vision applications, but at the cost of computationally expensive SIFT feature points
calculation for the given object. In contrast to this SURF descriptors are compar-
atively more computationally efficient in comparison to SIFT [3]. That is why
machine vision application areas for object recognition prefers SURF over SIFT.
Similarly in other research work more nice usage of SURF methods is shown [5, 6].
The comparison of SURF [3], SIFT [7] and a new descriptor named Maximally
Stable Extremal Regions (MSER) [8] is clearly discussed. MSER features extracts
regions with uniform intensity and also shows independency about scale. In many
situations these feature types shown better results [9–11].

5 Proposed Approach

A non-contact machine vision based CAD pars detection system is proposed in this
section. The sequence of steps followed in the proposed system is: image capturing,
image preprocessing, contour extraction, features extraction, similarity matching
and CAD machine part recognition. These steps are summarized in flow diagram in
Fig. 4.

Mechanical CAD Parts
Image

Image Preprocessing (Segmentation, 
binarization, background subtraction and 

object extraction, image resizing,
noise removal etc.)

Feature Based Algorithms
(SURF, BRISK, FAST, SIFT etc.)

CAD Machine parts recognition
(Model shapes dataset, Similarity matching, 

Correlation coefficient)

Recognition Results

Fig. 4 A flow diagram for
the proposed mechanical
CAD parts recognition system
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The image acquisition system acquires data from the moving machine parts in
line which is part of the assembly line setup. To transform the data suitable for
further processing the captured machine CAD part image data undergoes image
preprocessing techniques like binarization, noise removal, background subtraction,
etc. to transform the data suitable for further processing. Then a contour of the
machine parts are extracted and normalized by equal part area method to describe
the features of the parts. It gives important clues for machine part shape recognition.
For experimental purpose a model shape for each machine part is developed in
CAD software Solid Edge, the parts recognition is performed with only reference to
the model shape.

6 Experimental Results

The experimental results using SURF, BRISK and FAST approach of mechanical
CAD parts recognition are presented in this section with relative proposed
approach. Figure 5a, b shows the industrial CAD parts first image and second
image, respectively, with scaling and rotation of first image so that these two images
are compared for CAD parts recognition. Figure 5c, d represents the strongest
features of first and second input image using SURF. CAD parts image with
matched features and matched points are shown in Fig. 5e, f respectively. Figure 5g
represents the final CAD object detected image using proposed SURF method
invariant to scaling and rotation that may be the conditions of actual industrial
system. As it is very clear that the proposed SURF method gives much better
industrial CAD parts detection results.

Figure 6 shows another CAD parts. Figure 6a, b shows the industrial CAD parts
first image and second image, respectively, with scaling and rotation of first image
so that these two images are compared for CAD parts recognition. Figure 6c, d
represents the strongest features of first and second input image using SURF. CAD
parts image with matched features and matched points are shown in Fig. 6e, f

Fig. 5 CAD part 1SURF results
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respectively. Figure 6g represents the final CAD object detected image using
proposed SURF method invariant to scaling and rotation.

Here in Fig. 6 we used SURF for feature extraction whereas in Fig. 7 for same
part BRISK algorithm and in Fig. 8 FAST algorithm is used for the same object.
The only difference in these algorithms is based on the feature extraction. As we see
BRISK algorithm detect BRISK features and return BRISK Points object in the
same way FAST technique detect corners and return cornerPoints object. For
classification tasks the HOG and SURF techniques are used. BRISK and FREAK
binary descriptors algorithms are specifically applied to find point mapping between
objects images. Binary descriptors are normally faster but with less accuracy than
gradient-based descriptors. For better accuracy of object recognition we have to
combine jointly different detection and description techniques as shown in Tables 1
and 2.

Fig. 6 CAD part 2 SURF results

Fig. 7 CAD part 2 BRISK results
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7 Conclusions and Future Work

This method presents an efficient image recognition algorithm for mechanical CAD
parts matching system. SURF is used for extracting features from reference parts
and test image. Some uses of this system are the automatic identification of CAD
parts on the web. This system is used to detect both near duplicate parts as well as
parts with some variability in their appearance. To compare the results mechanical

Fig. 8 CAD part 2 FAST results

Table 1 Selection of feature based detector

S. No. Detection
algorithms

Types of feature category Independency about
scale

1 SURF Blob Yes

2 BRISK Corner Yes

3 FAST Corner No

4 MSER Region with uniform intensity Yes

Table 2 Selection of description technique

S.
No.

Description
techniques

Binarization Invariant Special purpose

Scaling Rotating Matching
point
locations

Classifying
ability

1 BRISK Yes Yes Yes Yes No

2 SURF No Yes Yes Yes Yes

3 FREAK Yes Yes Yes Yes No

4 HOG No No No No Yes
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CAD parts matching systems FAST, BRISK and SURF algorithms are imple-
mented using MATLAB. The performance is also evaluated by changing the scale
as well as the rotation angle. The experiment shows that the proposed system
consistently outperforms other existing systems in parts matching and recognition.
For future work more objects either CAD parts or industrial tools can be taken for
recognition and detection of defects in them if any for automated inspection
purpose.
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Classifiers for the Detection of Skin Cancer

Ginni Arora, Ashwani Kumar Dubey and Zainul Abdin Jaffery

Abstract Diagnosis of skin cancer at an early stage is made possible with the
highly advanced medical technology. Researchers are proficient in diagnosing skin
cancer which involves the basic preprocessing but problem is faced during selection
of a classifier to give best diagnose. This paper will illuminate these classifiers that
can be used to detect skin cancer accompanied with their pros and cons. Also, it will
throw light on future perspective of various approaches.

1 Introduction

Skin is the only protective covering for the delicate organs inside the human body.
It is the first line of defense against germs and foreign bodies [1]. No doubt, human
skin when subjected to this much stress accumulates various diseases, amongst
which skin cancer is the most threatening. Skin cancer patients are growing every
year. Recalling Bob Marley is an update that anybody of any age or skin shading
can create melanoma. That is the reason it is so essential to take note of any
adjustments in skin. In the event that a mole is new, changing, every now and again
drains, does not mend or simply does not appear to be correct, then this is the time
to “get up, stand up,” and have it checked out [2]. Lack of operative treatment and
delay in diagnosis are the major reasons. Classification of this skin condition is
difficult to address. Mostly, dermatologists are obligated to perform a surgery to
define the tumor as menacing or less threatening. Malignant melanoma is the most
communal type of skin cancer which is incurable if found in its later stages, but can
be treated in its early stages. To differentiate between melanoma at early stage and
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other lesion is not easy for dermatologists; melanoma is underestimated by a lot of
physicians which turns into a serious problem later on [3].

Skin lesion classification from a dermatoscopic image after acquiring the image
consists of four phases: Image Preprocessing, Image foreground and background
Segmentation, appropriate Feature extraction or selection and finally
decision-making using Classification. Preprocessing removes irrelevant features,
like noise suppression, image resizing, contrast adjustment [4], and others.
Afterwards the region of interest (ROI) is separated from the normal skin, through
segmentation techniques. After getting region, feature extraction is underwent to
designate characteristic properties of the said data; properties like color information,
texture properties, or shape descriptors [2]. The final stage is classification of the
lesion. Removed features are identified and a decision as to lesion belongs to cancer
or not, if yes then of which type of cancer.

2 Forms of Skin Cancer

Skin cancer has various forms. The most honest to goodness is melanoma. Cells
which constitute skin are: basal cells, squamous cells, and melanocytes. Skin
malignancy sorts are named by cells in which disease create: basal cell carcinoma,
squamous cell carcinoma, and melanoma. The synonym for skin cancer is
Carcinoma. Basal cell and squamous cell carcinomas are routinely assembled and
called “vital” skin cancers [5].

Figure 1 shows various types of cells of human body in which skin cancer can
occur [5].

Fig. 1 Types of body cells in
which skin cancer occurs [5]
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2.1 Melanoma

Melanoma can become rapidly. It can get to be life debilitating in as meager as six
weeks and if untreated, it can spread to different parts of the body. It can show up
on skin not regularly presented to the sun. It is normally level with an uneven
smudgy outline. It might be smeared and more than one shading like: chestnut,
dark, blue, red, or gray [5].

2.2 Nodular Melanoma

A very perilous type of melanoma that looks not the same as basic melanomas.
They are raised from the benign and even in shading (regularly red or pink and
some are cocoa or dark). This sort of melanoma becomes rapidly and can be life
undermining if not distinguished and evacuate quickly [5].

2.3 Basal Cell Carcinoma

This is the most widely recognized yet minimum risky type of skin disease. It
becomes gradually, normally on the head, neck and upper middle. It might show up
as an irregularity or dry, layered range. It is possibly red, pale, or silvery in shading.
As it develops, it might ulcerate or seem like a sore that neglects to totally mend or
one that heals yet then separates again [5].

2.4 Squamous Cell Carcinoma

This sort of skin cancer is not as unsafe as melanoma but rather may spread to
different parts of the body if not treated. It develops over a few months and shows
up on skin frequently presented to the sun. It can be a thickened, red, textured spot
that may drain effortlessly, outside layer or ulcerate [5].

Images of various types of melanoma skin cancer are illustrated in Fig. 2.

Fig. 2 The examples of melanoma skin cancer [5]
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3 Phases of Skin Cancer

3.1 Preprocessing

This is the initial stage after acquisition of the image. In this various types of
filtering, resizing and adjustment of images are done. The dermatoscope image may
consist of noise, air bubbles, and hair. Filtering helps to reduce noise in the image
and increases precision of the classification [6] used. Gamma correction is used for
image resizing, contrast and brightness adjustment. Most of the times there is a
requirement of hair removal from an image which creates noise for that dull razor
technique is used and median filtering for smoothness [7, 8]. Figure 3 demonstrates
the outcomes test of three procedures on skin cancer image.

3.2 Segmentation

Segmentation has a great effect on the accuracy of the detection. But the variety of
the lesion sizes, colors, and shapes make it more difficult to classify it. Dissimilar
skin types and textures also increase the complexity. Lesions with irregular
boundaries are also difficult to segment. Thresholding, edge based and region based
are algorithms to account for these problems [6, 9]. Figure 4 shows the thresholding
segmented image.

3.3 Feature Extraction

To analyze and explore the image, feature extraction is used. It is based on the
ABCD (Asymmetry, Border structure, Color variation, and Diameter of lesion) rule
of dermatoscopy. Geometric features have been extracted to get accuracy like area,
parameter, greatest diameter, circularity index, and irregularity index [6]. Diagnosis
of the disease is defined on the basis of extraction of features. GLCM (Gray Level
Co-occurrence Matrix) is a method where contrast, correlation, homogeneity, and

Fig. 3 a Gamma correction, b dull razor, c median filter
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energy can be obtained [9]. Statistical descriptions and fractal descriptions used for
texture analysis. Figure 5 shows feature-extracted image using ABCD technique.

3.4 Classification

Classification is done to distinguish between melanoma lesions from the
non-melanoma ones, done by the histogram of visual words as input. This has been
elaborated in the next section.

4 Classifiers for Skin Cancer Detection

4.1 Genetic Algorithms

The preservationist Artificial Neural Network (ANN) classifier with back engen-
dering system to prepare the system. The BackPropagation Neural Network

Fig. 4 Thresholding

Fig. 5 ABCD feature
extraction
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(BPN) calculation has a disadvantage. Rather than the worldwide minima, the
arrangement may get stuck in the neighborhood minima. Undergoing this, the
preparation might not be that effective and the results may be corrupted [10]. To
eliminate this traditional Artificial Neural Network (ANN) classifier blunder the
new cross breed one, which imparts both ANN and Genetic Algorithm (GA) is
proposed. This cross breed GA ANN has improved efficiency and gets more precise
results over less time. Genetic Algorithm removes the hindrance in merging seg-
mented objects. Numerous parameters are predicted after an improved output for a
given number of iterations is received applying Genetic Algorithm [11].

4.2 Artificial Neural Network (ANN)

ANN is a mathematical model enthused by the construction and down to earth parts
of natural neural systems. ANN comprises of a brought together gathering of
counterfeit neurons preparing data utilizing a connectionist technique for calcula-
tion. ANN is dynamic and modifies its structure in view of outer or inside data that
courses through the system. Arguably, simplest type of ANN devised was the
Feedforward Neural Network [12].

4.3 Neuro-fuzzy System

A field of Artificial Intelligence, Neuro-Fuzzy is a combination of neural networks
and fuzzy logic. The object has a human like reasoning, artificial intelligence with
the knowledge of neural networks. It combines the AI module with fuzzy sets, and a
verbal model entailing of a collection of if-then rules. The main upside of
Neuro-Fuzzy systems are the universal estimates with the ability to use IF-THEN
rules. After undergoing ANN and mining the results, the output is validated using
this system which leads to more accurate results [6].

4.4 Hierarchical Clustering

A theory for the subtypes of a varied disease is provided by Clustering.
Irregularities between grouping created by various calculations exist.
A straightforward strategy to defeat this is to give the most dependable bunches
through three unique calculations. By demonstrating that Silhouette, Dunne’s, and
Davies–Bouldin’s bunch verifications lists are preferred for the proposed
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calculation over the ones accomplished by k-implies or other bargaining calcula-
tions. To get groups in an information set, an exploratory “accord” of various
bunching calculations are taken. Every group relates to subtrees of practically
identical measurements in various guessed trees which settle over their components.
This permits us to dispose of the general strategy of cutting trees at specific statures
and finding bunches. This method is regardless of any preceding information about
the number of clusters. In the forthcoming, this technique will be further discovered
by using more clustering algorithms [4].

4.5 Raman Spectra (RS)

It is an optical strategy in which when vibrating atoms diffuse unbendable light and
can convey biochemical fingerprints of cells, biofluids or tissues. The restorative
indicative utilizations of RS have expanded because of the high concoction
specificity, the capacity to utilize dynamic optical advances and the absence of test
planning. The key theory late this field is atomic change in cells that are either the
cause or the impact of the said infection, and can be recognized and evaluated by
RS. Additionally, the variable institutionalized and characterized models in view of
Raman spectra can be produced on extensive preparing datasets and utilized a short
time later on tests from new patients to acquire quantifiable and fair determination.
Generally, RS is a low flag strategy which requires relatively more obtaining times.
Non-straight optical impacts and metallic nanoparticles can be utilized to elevate
the signs. Single point estimations should be possible by the upgraded fiber optic
Raman tests. To upsurge the obtaining speed and spatial accuracy of investigation,
multimodal expansion with other optical systems can control the Raman estima-
tions. These crisp battles have propelled RS to where the analytic exactness and
velocity are all around coordinated with clinical use [7].

Various techniques for different phases of skin cancer detection are summarized
in Table 1.
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5 Conclusion

In this paper, we exhibited a complete overview of different methodologies utilized
as a part of skin tumor location. We watched that there is an ongoing fight amongst
Computer Aided Diagnostic (CAD) and specialists analyze. Because of awesome
effect of skin malignancy on group, skin growth location has turned into a key
range of examination in both the scholarly world and industry. In this paper, we
initially talked about the general periods of skin cancer as trying issue for CAD. We
displayed a brief outline of different types of skin cancer and examined different
methodologies utilized for skin disease discovery comprehensive of customary and
in addition developing methodologies, introducing their basic attributes.

We watched that the above characterized approaches have been fruitful in skin
disease discovery in various situations. There are circumstances where one
methodology beat the other. Every methodology has its upsides and downsides.
There is a cost connected in usage of every methodology which must be utilized
with the achievement rate accomplished by it in location. One needs to strike an

Table 1 Techniques for detection

Phases Parameters Techniques

Pre processing Color space [12]
Transformation [12]
Contrast [12]
Enhancement [12]
Artifact removal
[12]

Karhunen–Love (KL) transformation
Independent histogram pursuit (IHP)
Gaussian (GF) [12]
Median (MF) [12]
Anisotropic diffusion(ADF) [12]
Weiner (WF)

Segmentation Luminance
Color
Texture
Discontinuity
Region
Edge

Thresholding: Histogram, Otsu, adaptive [3]
Clustering
Morphological
Active contours
Soft computing:
Neural network, fuzzy logic, evolutionary
computation
Grow cut
Mean shift
Radial search
Laplacian of Gaussian (LoG)

Feature
extraction

Signal
decomposition
Redundancy
removal
Data compression
ABCD [3]

Discrete wavelet transforms (DWT) [12]
Principle components analysis (PCA) [12]

Classification Sensitivity
Specificity
Accuracy
Eccentricity
Similarity

Genetic [4]
Artificial neural network [4]
Neuro-fuzzy
Clustering: K-NN
Support vector machine (SVM) [13]
Raman spectra
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exchange off between achievement rate and cost. Likewise, the methodologies
could be consolidated to accomplish magnificent precision in skin malignancy
discovery.

We found that very little work has been done in skin growth recognition utilizing
Multilevel classifier. A Multilevel classifier could be utilized as a part of blend with
highlight choice to draw out a powerful answer for skin cancer. Developmental
methodology is still in its earliest stages in stadium of skin disease location. Otsu
Thresholding with median filtering tends to be the promising one for preprocessing
stage of detection. Crossover Genetic and Neuro-Fuzzy being a rising region could
be investigated and connected into skin disease recognition. Henceforth, these
methodologies are distinguished as promising bearings for future exploration in
skin cancer identification. Our trust is that this review can help analysts to have
understanding into different methods against CAD and give them an indication for
future bearings in battling against Skin growth.
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Comparison and Analysis of Information
Retrieval DFR Models

Parul Kalra, Deepti Mehrotra and Abdul Wahid

Abstract The paper reviews the research of Information Retrieval models of DFR.
Tipster Ad hoc Association Press newswire retrieval task is mainly applied in IR
systems. The evaluation of the AP (Associated Press) newswire is based on the
values obtained in Mean Average Precision (MAP). The purpose of the paper is to
come up with the most optimized DFR model for the newswire so that the user can
retrieve best results according to their queries. The results reveal that a higher
performance of the probabilistic DFR models is achieved in contrast to other IR
models.

1 Introduction

Divergence from Randomness Models. DFR is an extension to the Harter’s
2-Poisson indexing model [1]. The model depends on the theory that the level of
treatment of the elucidative words are validated by nonpareil set of records, where
these words occur at a more prominent degree. Moreover, there are some words that
do not fall in any record. These words therefore, chase the single Poisson model, i.e.
a random distribution. Robertson et al. [2] were the first to scrutinize the Harter’s
model. Further, it was merged with the probabilistic model, which leads to the
discovery of the best match IR [3]. The DFR structure contains 3 components:
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1. Selecting an arbitrariness model
2. Applying the incremental model
3. Incrementing the term frequencies

IR models. In the paper, disparate weighting models have been considered for
the evaluation. The weighting models can be categorized into term- and field-based
models. Term models are independent of the occurrences of the terms in the corpus.
Whereas the field-based models are dependent on the occurrences of terms. The
models have been divided into various classes. The class that uses explicit terms for
the evaluation of the IDF values comprises of TF_IDF, BM25, LemurTF_IDF, etc.
The DFR class consists of PL2, BB2, DFR_BM25, In_expC2, In_expB2, InB2,
InL2, etc. The hyper-geometric DFR consists of DLH, DFRee, DFReeKLIM, etc.
DFI class consists of DFIC, DFIZ etc. and the language modelling class consists of
DirichletLM, Hiemstra_LM etc. Some models crave for the parametric values
whereas, others depend upon non-parametric values. All these models have been
evaluated in our paper.

2 Experimental Setup

2.1 Outline of the Corpus

The set on which the analysis was carried out has been provided by TREC 2015 [4].
The details of Tipster Text Research Collection Volume 1 dataset Revised March
1994 are cited in Table 1. The cluster of data has been formed from the records of
the daily newspaper. The collection includes excerpts from the WSJ (Wall Street
Journal––1987, 1988, 1989), FR (Federal Register––1989), AP (Associated
Press––1989), DOE (Department of Energy abstracts––1989, 1990), ZF
(Ziff-Davis). Associated Press (1989) was used for the evaluation and analysis of
the experiment [5]. The experiment was carried out using Terrier [6].

Table 1 Statistics of the
TREC volume 1 dataset

Attributes Statistics

Size of collection 500 MB

Number of text documents for AP 84,678

Number of unique terms 138,809

Number of pointers 13,384,542

Number of tokens 22,290,723
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UTF-8 is used for the coding of the corpus record. Here, is an example of a
template of the articles:

<DOC>

<DOCNO>AP890101-0001</DOCNO>

<FILEID>AP-NR-01-01-89 2358EST</FILEID>

<FIRST>r a PM-APArts:60sMovies 01-01 1073</FIRST>

<SECOND>PM-AP Arts: 60s Movies,1100</SECOND>

<HEAD>You Don’t Need a Weatherman To Know ‘60s Films Are Here</HEAD>

<HEAD>Eds: Also in Monday AMs report.</HEAD>

<BYLINE>By HILLEL ITALIE</BYLINE>

<BYLINE>Associated Press Writer</BYLINE>

<DATELINE>NEW YORK (AP)</DATELINE>

<TEXT> </TEXT></DOC>

2.2 Topic Files

The examination for the IR models was carried against 150 queries for the
Association Press. According to the model followed by TREC [7], the query
contains many segments (TOP, NUM, DOM, TITLE, DESC, NARR). But as per
the need of our analysis we take only three of them (TOP, NUM and TITLE). On
the basis of these query tags the recall and precision was reviewed. Further, we
analyzed the Mean Average Precision (MAP) of the models. A sample topic file for
a single query is

<top>

<head>Tipster Topic Description

<num>001</num>

<dom>Domain: International Economics

<title>Topic: Antitrust Cases Pending

<desc>Description:

<narr>Narrative:

<con>Concept(s):

<fac>Factor(s):

<def>Definition(s):

</top>

3 Evaluations

Initially, the evaluation parameters for the IR models were Precision, Recall and
Fallout [8]. Table 2 contains the basic properties of the evaluation parameters.

Nowadays, for the evaluation of the query set Mean Average precision (MAP) is
being used [9, 10].

Comparison and Analysis of Information Retrieval DFR Models 363



In our analysis, to estimate the performance of the retrieval, the values that have
been considered are MAP, Recall Precision (R-Precision) and Precision @k (P@k)
in Table 3.

The TREC organization uses the measures mentioned above for the evaluation
of system performance. MAP is considered to be one of the best parameters for
such analysis.

MAP operates on multiple queries whereas, average precision operates on the
top results retrieved (i.e. k documents). If a query q is contained in a set Q (set of
queries) and the query exists in the relevant document d then the average precision
of the top documents k are calculated according to their rank in the corpus.

4 Results

In Table 5, the MAP values of various DFR IR models are illustrated. We observed
that the DFR models (considering top six: InB2, In_expC2, In_expB2, BB2, IFB2
and InL2) have comparatively higher MAP values. Table 4 gives the status of the
corpus.

For the analysis, these six models were evaluated at P@k like P@1, P@2, …
P@1000. It has been illustrated in Table 6 along with its graph in Fig. 1.

Figure 2 the graph illustrates the Precision of top six DFR IR models. These IR
models belongs to the DFR family where InB2 is Inverse Document Frequency,
BB2 is the combination of Einstien model, IFB2 is of Inverse Term Frequency

Table 2 Basic evaluation parameters

Precision Recall Fallout

Number of relevant records
retrieved from the bulk of
relevant and irrelevant records

Number of relevant
records retrieved from the
bulk of relevant records

Number of irrelevant
records retrieved from the
bulk of irrelevant records

Table 3 Performance of the retrieval measurement of IR3

Parameters MAP R-precision P@k

Definition It is the average
precision of the mean
values for every query

It calculates the
relevant document
for the query

P@k refers to the degree
of relevance on the first
result retrieved

Formula
MAP ¼

PQ

q¼1
AveP qð Þ
Q

r=R P@k

Table 4 Status of the
relevant retrieved documents

Number of queries Retrieved Relevant

150 149,458 46,572
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model, In_expB2 and In_expC2 is of Inverse Expected Document Frequency with
Bernoulli after-effect and Normalisation 2. InL2 is Inverse Document Frequency
model with Laplace after-effect and N2 [3].

Table 5 MAP and recall precision values of various DFR IR models

IR models Mean average precision (MAP) Recall precision

BB2 0.0439 0.0903

BM25 0.0382 0.0848

DFIC 0.0398 0.0859

DFIZ 0.0395 0.0859

DFR_BM25 0.0404 0.0868

DFRee 0.0307 0.0823

DFReeKLM 0.0395 0.0855

DirichletLM 0.0334 0.0782

DIL 0.0072 0.0329

DLH 0.0372 0.0828

XSqrA_M 0.041 0.086

TF_IDF 0.0383 0.0852

Himestra_LM 0.0005 0.0041

IFB2 0.0383 0.0852

In_expC2 0.0446 0.0927

In_expB2 0.0441 0.091

InB2 0.0449 0.0921

InL2 0.0430 0.0909

Js_KLs 0.0381 0.0833

LemurTF_IDF 0.0351 0.0801

LGD 0.037 0.0834

PL2 0.0399 0.0859

DLH13 0.0379 0.0835

Table 6 Some other evaluation metrics of among top DFR IR models

Measures InB2 In_expC2 In_expB2 BB2 IFB2 InL2

P@1 0.3533 0.3733 0.3533 0.3533 0.3533 0.3067

P@5 0.3187 0.328 0.3013 0.2973 0.2933 0.2787

P@10 0.2873 0.2893 0.284 0.2813 0.2787 0.2613

P@20 0.2577 0.2587 0.2477 0.2473 0.2463 0.2287

P@50 0.2093 0.2101 0.2065 0.2053 0.2047 0.192

P@100 0.1614 0.161 0.1587 0.1589 0.1572 0.1486

P@200 0.1099 0.1089 0.1094 0.1092 0.1084 0.1021

P@500 0.058 0.0584 0.0581 0.0577 0.058 0.0545

P@1000 0.0333 0.0331 0.0331 0.033 0.0331 0.0319
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5 Conclusion

Through this analysis, we conclude that the top six DFR IR models (InB2,
In_expC2, In_expB2, BB2, IFB2 and InL2) give enhanced performance as com-
pared to the standard DFR models. The experiment was conducted on the TREC ad
hoc data set. For the query analysis we considered TOP, NUM and TITLE. Then,
the parameters for the evaluations were chosen, namely MAP, R-Precision and
P@k. Moreover, the MAP for the top six models were greater than the rest of the
models considered prior in the analysis. The outcome of the analysis can act as a
baseline for the DFR IR models for ad hoc data set. In the future work we can
re-frame the queries with the help of query expansion and also evaluate the pseudo
relevance of the feedbacks.
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Mean Average Precision (MAP) Recall Precision

Fig. 1 Standard DFR IR models on the x-axis andMean average precision and recall precision at
y-axis. The graph shows the variations of precision and recall in the DFR models
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Fig. 2 Precision@k of top six DFR models at x-axis and the range of Precision at y-axis. The
graph shows that the precision is declining as P@k increases
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An Extensive Review on Verbal-Guided
Image Parsing

Pankhuri Agrawal, Tanupriya Choudhury, Praveen Kumar
and Gaurav Raj

Abstract Verbal-guided image parsing is the window to the coming generation of
luxurious ease, when all the remote controls that we need for the array of electronics
we own come together at one place, with no need of going through manuals. Basic
commands can be given to the program verbally by the user and the same is
fulfilled. Electronic devices can be attached to the program which can utilise
real-time information and demonstrate the optimisation in a virtual-induced
real-time environment.

1 Introduction

ImageSpirit is a program which parses images with just verbal guidance, i.e.
without the use of hands. The user can simply talk to their computer and make the
changes they wish to. The program is linked to electronic devices then they can be
altered as well (Switching screens on/off, changing channels, altering light intensity
of lamps, temperature of Air Conditioners, etc.). It uses parsing mechanisms which
involve Image Segmentation, Object Detection and Object Recognition [1].
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1.1 Parsing

Parsing (the syntactic examination) is the approach towards fragmenting a chain of
picture which is in normal dialect or the coding languages and is fitting inside with
tenets of a normal linguistic use. The term parsing is derived from the Latin
standards (orationis) that means part.

The word parsing has some special implementation in many segments of soft-
ware engineering. The conventional sentence parsing is usually executed as a
technique for comprehension the right implication of a sentence or a letter and at
times with the guide of gadgets, for example, sentence outlines. As most of the part
it underlines the importance of the syntactic partition.

Within the computational phonetics, the term is used so as to allude to the formal
investigation by a PC of that of a sentence or any other series of letter in its own
constituent, hence bringing about a parse tree that represents their syntactic con-
nection to each other, which may likewise contain the semantic and other infor-
mation or data.

1.2 Image Parsing

Characteristic pictures comprise of a staggering number of visual examples created
by extremely assorted stochastic procedures naturally. The aim of picture com-
prehension is to parse a picture of information into its constituent examples.

Fig. 1 Image parsing segmentation explained by using an image depicting a view of an adventure
park
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Figure 1 is a parsing case of an adventure-park scene progressively: the human
(garments/body and the face), adventure ride (a point procedure, a bend procedure,
homogeneous shading areas, content), visitors (surfaces, people), sky, tress and
other textures.

2 Related Works

2.1 Image to Text Description

Even in today’s world of public sharing of photos and videos, most of the data being
searched on Internet search engines corresponds to only the text accompanying them
(tags, captions, surrounding text, etc.). Image to Text description parses the image in
a way that various parts of the image can be described in words. It segments a
particular image into various components which can make the search easier.

Yao et al. [2] has worked on recognition of different objects in an image which
are easily described in words. So if a particular image shows a picture of a carnival
with various rides, the giant wheel being one of them, the search result for ‘Giant
wheel’ would show this particular image as well, even though it’s tags are only of
sorts of the word carnival.

2.2 Image Parsing: The Unifying Segmentation, Detection
and Recognition

The image goes through three stages to be parsed––Image Segmentation, Object
Detection and Object Recognition. Unifying, the three means of efficiency—in
terms of performance, time and expense. When the image is to be parsed, it is
divided into various segments which are subdivided (man––head + body, grass,
sky, trees, buildings, etc.) which are then easily detected by the computer and thus
recognised.

Tu et al. [3] explained how images are judged on the basis of the texture of each
object within it and parsed accordingly. When these three stages are clubbed it
results in a much more practical and time efficient program which cleverly pro-
cesses images and optimises them accordingly.

2.3 Preferential Image Segmentation

Preferential Image Segmentation is when a particular image is ‘preferentially’ seg-
mented, i.e. we parse the objects of interest and ignore the background. This method

An Extensive Review on Verbal-Guided Image Parsing 371



computes the rough location of candidate objects in the image using part-based
object recognition and detection. In this method, the process of image parsing––
segmentation, detection and recognition––are also unified. Though it is not as effi-
cient because the computer processes the entire image and not parts of the same.

Kumar [4] explains with the example of a person in a sports field: It is antici-
pated and guessed where the person would stand in the image––where his leg,
elbow, face, shirt, etc., will be. According to these guesses, the image is parsed and
the background is ignored; so only a part of the image is parsed and not the
complete image, the ‘preferential’ part is parsed only.

2.4 Parsing Images of Articulated Bodies

Ramanan [5] proposed that images of bodies be parsed with the help of pose
estimation––an estimation by the computer of the ‘pose’ of the protagonist in the
image. It is done by two main methods: Edge-based Model computes the edges
(body shape––head, torso; background––fence, tree) according to the pose esti-
mation and defines the image accordingly, and the Region-based model in which
the image is defined according to different regions by pose estimation (skin-arm,
head, leg; white t-shirt, green grass).

2.5 Convolutional Neural Networks

Sudowe [6] worked on Convolutional Neural Networks or CNNs which can answer
a particular query in a form more than binary––yes, no and maybe; due to which
they easily learn excellent feature recognition, which probably makes them so
popular over the recent years. CNN queries can describe images in a text format
with complete detail (man, 5′10″, bag on left shoulder, mid-40s).

CNNs are the future of technology since they can judge situations by guesswork
(maybe). Sudowe explained his model by making it recognize using attributes of
people on the street. The model makes highly accurate suggestions by identification
of attributes––height, complexion, age (by posture, skin), colours worn, clothes
worn, accessories, etc.

3 Steps of Image Parsing

3.1 Image Segmentation

Image segmentation is the means toward parcelling a computerised image to var-
ious portions (sets of pixels, otherwise called super-pixels). The purpose of seg-
mentation is to disentangle and change the representation of an image into
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something which is more significant and simpler way to examine. Image seg-
mentation is commonly utilised to find out the items and limits (lines, bends, and so
forth.) in the images. All the more decisively, image segmentation is the way
toward assigning a name to each pixel in an image to such an extent that the pixels
with a similar mark share the certain qualities.

The outcome of the image segmentation is an arrangement of sections that fully
covers the whole image, or an arrangement of shapes which are then separated from
the image (see edge identification). Each of the pixels in an area is comparative as
for some of the trademark or some registered property, for example, force, shading
or the surface. Adjacent districts are really special concerning the same character-
istic(s).When they are joined to a pile of images, common in therapeutic imaging,
the subsequent shapes after image segmentation can be utilised so as to make the
3D recreations with the help of introduction calculations like Marching 3D squares.
The image segmentation is shown in the Fig. 2.

3.2 Object Detection

After Segmentation of an image, it is easy for the computer to detect definitive
objects and optimize them if need be. In the verbal-guided image parser, user can
speak to the computer and decide on how they would want the image to be opti-
mized [7].

For example, the cotton bed should be optimised, the monitor should be swit-
ched on, the glass vase should be taller/shorter, the glossy picture should be shifted
to the left/right, etc.

Object detection [8] is easy for us humans as we view the world as a set of
various objects but the computer views a particular image in the form of light and
dark patches, the texture and that is how it perceives the image; hence identifying
different objects can be a difficult task. This is made easier after Segmentation, and
after optimizing the picture during detection, it is much easier for the computer to
detect various objects skillfully.

Fig. 2 Segmentation of an image
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3.3 Object Recognition

Our brain makes a vision which appears to be simple. It does not need any exertion
for the people to differentiate between a lion and a panther, read a sign, or perceive
a human’s face. In any of the case, these are the issues to illuminate with a PC: they
just appear to be simple in light of the fact that our brain is fantastically grand at
comprehension pictures.

In the most recent couple of years the ground of the machine learning has gained
colossal ground on tending to these problematic issues. Specifically, we have found
that a sort of model which is called a profound convolutional neural system that can
achieve a sensible execution on hard visual recognition assignments––coordinating
or surpassing the human execution in a few areas.

Analysts have exhibited unfaltering advancement in PC vision by approving
their conflict with ImageNet––a scholastic benchmark for PC vision. Progressive
models keep on showing upgrades, every time accomplishing another cutting edge
outcome: QuocNet, AlexNet, Inception (GoogLeNet), BN-Inception-v2. Scientists
both inward as well as outerward to Google have distributed the papers depicting
every one of these models, however, the outcomes are still hard to replicate.

4 ImageSpirit: Verbal-Guided Image Parsing

ImageSpirit is a program which parses images with just verbal guidance, i.e.
without the use of hands. The user can simply talk to their computer and make the
changes they wish to. The program is linked to electronic devices then they can be
altered as well (Switching screens on/off, changing channels, altering light intensity
of lamps, temperature of air conditioners, etc.).

Whilst developing the same, personnel were faced with major problems:
(1) How to define images in words and (2) How to refine these images with verbal
ques. To this, it was figured that objects be defined as nouns and their attributes be
defined with the help of adjectives. For example, Cotton bed, glossy picture, etc.

After segmentation of a particular image it could be broken down and separately
defined into words which when put together form the image.

Verbal-guided [9] image parsing can be used to optimise a given image and
make required changes. So when the user says “Optimise the cotton bed”, the
computer will understand or do the same. Another sample command could be
“Switch on the glossy monitor”, or “Shift the wooden chair to the right”. With this,
a human–computer interaction is initiated wherein the user can speak to the com-
puter and state clearly the commands.
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5 Analytical Comparisons Between Image Parsing
Techniques

5.1 Region Competition Equations (Zhu and Yuille 1995–
1996)

This is a variation technique (PDE) that binds together the past calculations, which
is similar to that of the region growing, Split-merge, SNAKE/Balloon and so on. As
per the strategies of PDE, it cannot deal with the measurement change, (for
example, deciding the regions’ number and thus exchanging the picture models).
This can be altered by the reversible jumps in the MCMC strategy.

The region competition condition indicates the development of a point v = (x,
y) on the shape. It comprises of two terms:

(a) A log-probability proportion test between two contiguous models. The region
has better fit pushes/massacres the adversary region.

(b) An ebb and flow stream for form smoothness. Both terms act in the ordinary
heading of the form.

dC ~vð Þ
d~v

¼ �lj sð Þþ log
p I ~vð Þ; aið Þ
p I ~vð Þ; aj
� �

 !

~n ~vð Þ ð1Þ

5.2 DDMCMC Model (Tu and Zhu 2000–2003)

Arrangement is broke down to space and outline significance proposition proba-
bilities so as to drive the Markov chain look in complicated space. Thus, it brings
together the discriminative methods and the generative process. The generation
process make more efficient a perplexing posterior likelihood in the Baye’s
framework and then the discriminative process inaccurate back utilising nearby
components and so forth the last are utilised to drive the previous for quick
blending and meeting.

Some examination probes nonexclusive regular image dataset verified that
DDMCMC can no doubt beat the chart theoretic (diagram Cuts) algorithms and is
importantly broader in definition. Just for instance, it can deal with the worldwide
images models, for example, shading model and the ranging surface model, which
did not take care by the discriminative process. In the same way, it can manage the
different earlier models.
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5.3 Graph Partitioning by Swendsen–Wang’s Cut (Barbu
and Zhu 2002–2003)

It is the primary rigorous (argotic and reversible Markov Chain) graph parcel
algorithm that change enormous sub graphs in one move.

This means that it can effectively do the split-merge operations in a basic and
skillful way.

The split-merge was proposed around 26 years ago and up to this point, in which
no such algorithm can do it in general and proper way. Past algorithms could
truthfully flip little sub graphs (2–3 nodes) or extensive subgraphs yet of limited
sort (in J.P. Wang PAMI 98, just nearest of a node that are not near to each other
can be effectively changed).

Different algorithms can exactly flip the extensive and general sub graphs yet
they are confined to unique sorts of the back likelihood and cannot be appropriately
connected to PC vision.

6 Results

This world now being dominated by technology not only at our fingertips, but at the
mere voice of our questions and requests; where we can typically have conversa-
tions with Siri, Alexa, or Google like we used to with our elders; image parsing,
too, had to explore in these arenas to be more user friendly.

ImageSpirit is such a program which parses, processes and alters images to a
virtual-reality of physicality, such that we can accurately define and design and
re-synthesise the given image.

It can cleverly distinguish the various elements in a picture and guess the texture
of these elements as well. For example, ImageSpirit would recognise that a
Television screen is glossy; so it would fare better to a command which specifies
how the user would like to parse the ‘glossy television screen in the centre of the
wall’; similarly it can recognise that a bedsheet is linen, or cotton.

Parsing programes like ImageSpirit could also be taken up a notch by connecting
them with electronic devices which feature in the images to be parsed. Now when
we parse them, we can access the real-time data from those devices and even make
them implement the user’s desires in reality using a simple command.

Swendsen-Wang Cut is the most efficient Image Parsing Technique as it not only
solves an age-old conflict of split-merge but also processes both general and
extensive subgraphs. Following is a graph demonstrating the Analytical
Comparison between various Image Parsing Techniques. In Fig. 3 Graph demon-
strating comparative study between Image Parsing Techniques has been shown.
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7 Applications

There are multiple applications of verbally guided image parsing:

1. Images can be optimised to see what arrangements will look like when made:
This could be utilised in interior designing without physically having to move
around furniture users can change the décor and textures and settle on what they
want before actually having to buy.

2. Electronics can be connected to the program and operated with verbal ques––
varying light/air conditioner/fan intensities, switching devices on or off,
changing channels on a monitor screen, etc.

3. CNNs can be used to parse images for recognition purposes.

8 Future Work

An algorithm can be worked upon in which images could be parsed and optimised
to such that we could change the light settings in it as well. This could improve the
efficiency of cameras at night and prevent crimes committed even in low/no light
since we would be able to change the settings and bring criminals to justice. The
entire concept of “the night is for the thieves” would finally be able to put to an end.

Now there are settings to increase or decrease brightness, but to actually opti-
mise low-light images to be at par with daylight or well-lit images is still under
covers; images can be optimised such that the setting of objects in the image could
be altered and we must use this technology to progress forward while making this
world a better place.

Fig. 3 Graph demonstrating comparative study between image parsing techniques
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Analysis of External Content Plagiarism
Using Character Swarm Optimization

Sudeshna Chakraborty, Vivek Kumar and Tanupriya Choudhury

Abstract A maneuver on plagiarism is the theft on intellectual property.
A considerable apprehension on the problem of plagiarism in course assignments
by students has caused academicians and students to advocate a number of devices
which instructors use in an effort to control the plagiarism problem. In an effort, this
paper shows the classification supports using character swarm optimization, which
results in very deep understanding of various linguistic patterns, for example
changing the texts into semantically equivalent but with dissimilar words and
organization, shortening texts with concept simplification and specification, and
gaining ideas and vital contributions of others. Some literature overview on
prevalent system is also reviewed like Turnitin Detection Software, Plagchecker,
etc. The paper encompasses the nomenclature which supports a deep understanding
of various dialectal, textual patterns in committing the plagiarism. A plagiarism
revealing system with the help of an algorithm is put forward which was recently
implemented as conceptualized software in an institution. The primary aim of the
conceptualized system is to spot similarities in academic processes for student
assignments and to assist in detecting possible instances of plagiarism. In this paper,
the concerns with evaluation of tools were discussed that motivated this work to
generate a character swarm optimization (CSO).
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1 Introduction

An expected parameter that matches with the sufficiently well education system and
other amenities are to provide the performance on assignment and paper evaluation
in an eminent role in the educational process. In this contemporary world, there is
always an exclamation to attend on the aspect of parameters of standardized
assignment that advances from labour-intensive to automatic systems for different
aspects of modules. At every stage of edification, test is the major process of edu-
cation system. Moreover, the main problem is instructors need to share a lot of time
and energy in assignment correction. So, automation is required in generation of
assignment correction. Exploring plagiarism on character swarm optimization pat-
terns that explore the level of cheating in and around the assignment submission
which is useful to schools, institutes, students and test paper setters who want to have
a control on the pilfering with ease for example, altering the texts into a semantically
comparable but with dissimilar words and organization, shortening texts with con-
cept overview and specification, and thus adopting ideas and important assistance of
others. This concept can be implemented in various faculties of engineering, medical
and applied sciences. This article introduces usage of character swarm optimization
pattern algorithm in submitting assignment performance detection. The main part of
the algorithms is to obtain randomization technique in assignment submission, thus
different sets of module wise assignment submission could be evaluated without
repetition and duplication. User can obtain correction generation scheme depending
upon the system storage, capacity and as per the requirement.

This is of great help for copying services. In this paper, we provide an analysis of
various techniques and algorithms used to attain plagiarism check. In automatic
plagiarism detection the main document is taken and the information is entrenched
into it using an algorithm as embedding function and a copy is obtained. Also a key
is produced in the scan procedure [1]. For original text, usually the reverse
embedding function is implied. If the keys match the copied text is recovered. In
this paper, we provide an analysis of various techniques and algorithms used to
attain the plagiarized text image and the information is embedded into it using an
algorithm as embedding function and a local and global similarity on text is
obtained. Also a key is produced in the detection procedure. For term occurrence
analysis, usually the reverse embedding function is implied. If the keys match the
term occurrence in input and provides the stylometry technique in output analysis
for detection when message is recovered (Fig 1).

2 Related Work

2.1 Turnitin

The idea Turnitin Detection Software (TDS) is a milestone on plagiarism [2]. It
confirms that by diverging other plagiarism systems, the major focus of it is
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additionally at allied distinct characteristics instead of the form of connected ones.
Nevertheless, this does not imply that TDS is nonresponsive on recognized aspects,
that is, punctuation and grammar, in an essay, it considers the scoring and response
on grammar, style and mechanics as well [3] pre-scored essays of other students,
the knowledge of source materials and standard model essays.

According to study conducted during the analysis of subject as briefed by 75%
respondents Turnitin software helps the students to build a better writing skills, 72%
become better instructors, 8% save time as compared to the conventional and 7%
conserve printer paper and ink.

2.1.1 Drawback

Synonym and sentence structure checking is less maintained by the software. The
Turnitin resourcefulness report presents on the left side simply traced one passage
that is analogous to one of the documents in its storehouse. The faculty’s comments
face the inaccurate and incoherent documentation (parenthetical citations) of the
learner as well as incited proper credentials for claims that were not merely “stock
understanding” material. This latter limitation thus reaffirms the idea that the
software is presently a tool [4], but the teacher is still very much at the controls of
the writing class since the former is not programmed to “think” in as sophisticated a
manner as an authentic writing teacher. Hence, the need is that the faculty must still
carefully screen and evaluate the drafts guided by the cautions elevated by the
software. Even students differentiate to observe the results obtained by Turnitin.
One student (S28) remarked: “The faculty should also read it individually so that it
wouldn’t be appalling for the student who worked hard on it.” This reminder is also
emphasized in the investigation on the efficacy of the various popular plagiarism
detection software used in various university [5].

Local 
Similarity

Sack of Word 
Analysis

Global 
Similarity

Term 
Occurrence 
Analysis

stylometry

Reference 
Based 

Processed Key

Input Key

Fig. 1 Flowchart of performance-based plagiarism technique
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2.2 PlagAware

It is used in finding plagiarisms of scholar’s academic documents and thus study
them. Nevertheless, it is utilized to gauge plagiarism and also to follow and prove
the originality of the works which includes all of the academic documents. It
generates a report that helps them to detect fast for plagiarism. The proof of
authorship is also given by the PlagAware so as to become more momentous to the
authors and also to ensure that the authorization granted to their publication,
counting all the types of publication (which gives them additional boundary and
study on this paper) shows 70% increase in the assessment of your work [6].

2.2.1 Drawbacks

The main shortcoming is the foremost idea of checking software essay like a robot
for the sentences which are plagiarized and then grading it for frequency of pla-
giarized phrases found within the research paper that would maneuver any scholar
insane while they aspire for information retrieval.

Some reports exists with two experiments which examines the unintentional
plagiarism in new and old grown-ups [7]. New and old ones which select producing
small group of exemplars. After very little period of retention the recall was verified
and after that the subjects were told to create new exemplars (which is, exemplars
not earlier generated) and when told to create new exemplars, the old contributors
were much prone to repeat again and gain the exemplars that was already generated
by others (that is to, generate-new plagiarism). When they were told to recall the
exemplars which they had generated before, the adults were more prone to claim

Table 1 Various stylography algorithms used in plagiarism detection software

S.
No.

Technique/algorithm Proposed by Improved factors

1 SCAM algorithm Anzelmi [9] Easy and highly secure

2 Vector space model
algorithm

Muhr, Zechner [10] External and intrinsic
plagiarism detection

3 Longest common
subsequence of
semantically equivalent
basic blocks

Luo, Ming et al. [11] Improved privacy and
reduced confusion of
data

4 N-version technique Zhang, Fangfang, et al. “A
first step towards algorithm
plagiarism detection”

High detecting
parameter and less
distortion

5 Karp Rabin string
matching

Karp Rabin [3] High identifying
capacity and secure
due to complex
structure

6 Scalable document
fingerprinting

Hintze [12] Very low chances of
error in the data
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that they had generated exemplars that had been already generated by others (i.e.,
recall-own plagiarism), and were also more likely to recall exemplars that was never
generated (i.e., recall-own plagiarism) (Table 1).

3 Proposed Design, Algorithm and Working Model

Character swarm optimization (CSO) is a computational technique.
It optimizes an issue by sporadically trying to progress an entrant description

with the reflection to a given all-round assess on quality parameters. It solves a
problem by having an occupant’s concept of candidate solution, here called char-
acters, and thus moving these characters around in the search-space in accordance
with the uncomplicated mathematical formulae over the position and frequency of
the character. Each association of the character is influenced by its own partial best
known location. Furthermore, it is also assisted toward the best possible known
positions in the search-space, as are organized again in some other enhanced
position are found by other characters. The best solution is expected to move swarm
on the desired direction.

Algorithm 1 = character swarm optimization for plagiarism detection

For each character m=1, …, S do

1: Initialize the character’s location with a uniformly distributed random
vector: ui * l(b_lo, b_up)

2: Initialize the character’s best suitable known location to its initial location
to: ci ← mi

3: if f(ci) < f(g) then
And then update the swarm’s best known location: g ← ci

4: Initialize the character’s velocity: vi * U(-|bup-blo|, |bup-blo|)
5: while a termination criterion is not met do:

for each of the character i = 1, …, S do
for each of the dimension d = 1, …, n do

6: Click the random number: rp, rg * U(0,)
7: Then Update the character velocity to: vi,d ← x vi,d + up rp (ci,d-xi,

d) + ug rg (gd-xi,d)
Update the character’s location to: xi ← xi + vi
if f(xi) < f(ci) and then

8: Update the character known location: ci ← xi
if f(ci) < f(g) then.

9: Update the swarm known location: g ← ci and can catch or detect text or
character’s copied (Fig 2).
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4 Aim of the Performance-Based Plagiarism System

As a universal plagiarism detection system for the basic computer operation, it must
meet the following requirements: realistic text storage, which must be conventional
to the general outline of the textual data. An array of assignment on practicable
question types, such as objective questions, conceptualized questions, and design
questions, group testing, etc., leads to a safety and consistent examination system.

4.1 Components of Performance-Based Plagiarism System

A Semantic-Based Plagiarism Evaluation on Assignment Systems for institutions
purposes is analyzed and proposed with a solution which accept an input in type of
questions from the admin and check for answer solution into assignment format
based on the Bloom’s taxonomy [8]. The merit of generating the questions based on
Bloom’s taxonomy helps to endow with the answer solutions on the assigned
questions that help to measure the learning ability of the students [3]. The proposed
framework enables in question cohort by the use of weightage implementations by
deploying agents, the agents will perform different operations like the intelligent
document processing with information classification and the detection of plagia-
rism. Thus, the system may also be termed as a multi-agent system. To remove the
human process document processing tree tagger tool and building process is done
too. Information classification has a list of keyword spawned by the data privilege
and finds out the Bloom’s category of those words, by probing an appropriate
action verb in the depot which more or less matches with the given keyword.
Assignment plagiarism check generation module takes the outcome of the
Information classification as an input so as to cause copied text. It is a model-based
approach, which fits the chosen keywords in the question template in accordance
with the Bloom’s levels.

Web 
Server

Plag check software

User  2 User3User  1

Character 
Swam 
Optimization

Fig. 2 System architecture
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5 Conclusions

The primary rationale of this relevance is to illustrate assignment and learner’s
plagiarism detection using algorithm for arbitration. This system is web-based as
well as static-based application system with numerous features mainly producing
unduplicated sets of exam paper. Also there is no possibility of paper leaks and
wide portion weight age module-wise coverage. So this system is very useful to
academic institutes and universities. From usability point of view, this technique is
user friendly and prepares test paper in very less time in easy steps.

Our future effort is to make use of different types of randomization as well as
different defense techniques can be added. Login page for user on the basis of the
references used such as Creative Technique with highly developed software pla-
giarism on finger printing that can be effectively used by the experienced aca-
demicians and the users.
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A Data Flow Pipeline and Logical View
for Enterprise Big Data Architecture

Pooja Pant, Praveen Kumar and Seema Rawat

Abstract Building a Big Data Platform tops the priority list in every organization.
But building architecture becomes the biggest challenge for them by dividing Big
Data architecture into different stages and using these stages for building a logical
view. Creating a logical view of a Big Data architecture can helps in understanding
which types of tools and applications will be required and will best fit for our
architecture requirement. Creating a logical view using different stages requires
connecting the stage for complete information flow, which can be done by creating
a pipeline structure for the architecture.

1 Introduction

The past decade witnessed the generation of enormous amount of data. Leading to
the emergence of the term Big Data. There is no formal definition for Big Data. In
the beginning, Big Data was sometimes referred to as large amount of data in
terabytes and petabytes. Researchers used the concept of V’s to elaborate the nature
of Big Data.

Managing of large data requires building of a view of the data flow, data pro-
cessing and information delivery. This research [1] article is divided into sections.
Section 2 provides a brief about Big Data characteristics and there importance at
each stage of a Big Data Architecture. In Sect. 3, we discuss about the miscon-
ception about Big Data Architecture and a Framework. Section 4 provides a logical
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view of Big Data architecture and our proposed staging of our Big Data architec-
ture. In Sect. 5, we propose a data flow pipeline for enterprise Big Data
architecture.

2 What Is Big Data?

Doug Laney in 2001 proposed the 3 V’s concept, these three V’s comprised of
volume, variety and velocity. These 3 V’s were used around the world for defining
Big Data [2]. Many researchers believed that the three v’s weren’t sufficient for
understanding Big Data. Over the years more V’s were added to explain the con-
cept. The following are the various V’s used for defining Big Data

Variety: Variety describes the different types and different sources of [1] data.
Data is not generated from a single source but a number of sources: machines
generated or transactional. Data generated is in different data types only 10% of the
data present or generated is structural data whereas 90% of the data present is
unstructured data (unstructured, semi-structured and quasi structured).

Volume: Volume describes the amount of data. Data in with volume in gigabytes
or less is not considered as Big Data. Data ranging in between terabytes (1012 bytes)
and geopbyte (1030 bytes) is considered as Big Data.

Velocity: Velocity describes the volume of data being generated with unit time.
Velocity in Big Data is defined by three dimensions. The first dimension of data
defines the motion in data which means the speed in which the data is to [3] be
processed and displayed example stock exchange data processing and displaying.
The second dimension of velocity is the lifetime of data meaning the choosing the
data which will be important for your organization and discarding the data which
can be misleading.

Veracity: Veracity describes the correctness and accuracy of data [1]. Data is
generated from different sources and different formats by the time data is processed
it quality gets degraded because of accumulation of errors. Knowing the source of
generation source and extension of data becomes a matter of concern.

Value: Value describes what value of profit the data can provide to the orga-
nization [4]. Organizations needs to build a new platform for storing and processing
Big Data, if the data fails to provide profit to the organization then building a Big
Data technology framework becomes a liability.

Visualization: Visualization describes the ways of displaying the knowledge
discovered.

Variability: Variability describes the context of the raw word. Many organiza-
tions are based on Natural Language processing or uses user input. Getting the real
value and meaning of data, this is possible when the context of the word is
understood as words may be static but the context may vary.

The involvement of each characteristic can be viewed in the various stages of
Big Data processing as seen in Fig. 1.
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3 Current Scenario

Managing and processing Big Data has topped the priority list. An organization
chooses its framework as per its requirements in data acquisition ways. Hadoop is
the most widely used framework which uses distributed file system [5, 6] and Map
Reduce. After Google proposed the first version of Hadoop in 2006 a number of
frameworks were built and made available.

Today we have a number of frameworks available for processing Big Data. The
selection of the processing framework is decided by analyzing the source of the data
and the processing [5]. There are three types of frameworks available: batch pro-
cessing, real-time processing and hybrid processing Big Data framework.

Batch Processing Framework: When the data present is static in nature and the
result processing time is acceptable after the complete processing apache Hadoop is
the most widely used batch processing framework.

Real-Time Processing Framework: When the source of data is live streaming the
operations need to be defined on each data ingested into the system. These
frameworks provide the ability to process infinite amount of data ingested. Apache
storm is the most widely used real time processing Big Data framework.

Hybrid Processing Framework: When the organization need to deal with large
amount of stored data as well as live streaming data they use Hybrid Processing
Frameworks [7]. Apache Spark is the most widely used hybrid frame work in the
industries.

Most of the current Big Data Architectures are misinterpreted with Big Data
Frameworks. For a few systems or for personal large data analysis connecting a few
PCs and storing the files in a distributed manner for a single cycle is considered a
Big Data Architecture but this is not true as it just forms a framework.

But when it comes at applying Big Data Technologies and framework at large
scale or at organizational level proper designing of architecture needs to be done.
Most of these framework used for working on Big Data becomes merely a stage in
the entire Big Data Architecture.

Fig. 1 Characteristic of Big Data over various stages
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4 Proposed Big Data Logical Architecture

The logical Big Data architecture needs to be viewed in different stages: vertical
stages and horizontal stages. Each vertical stage has a specific set of technologies
which can function separately and maintain their individuality whereas a horizontal
stage is used along with more than one vertical stage.

Big Data architecture of any enterprise either big or small can be divided into
various stages each stage requiring different tools and techniques. These tech-
nologies vary as per the architecture requirement of the organization [3].

4.1 Vertical Stage

Data Acquisition Technology: Many analytics and reports are being generated in
order to predict the growth rate of data. The data being generated is broadly
classified into transactional and non-transactional data. Transactional data can be
the live streaming data, whereas no transactional data is the data present in the
enterprise data warehouse. Transactional data gets converted to non-transactional
data when the live stream is send to the architecture storage.

Data Storage Technologies: There exist two file systems: secondary memory
and in-memory file system. HDFS is a secondary file system which uses distributed
data whereas in in-memory file system the data is transferred [3] into the RAM and
processed apache is the most widely used. In-memory technologies enable fast
processing and Flipkart uses In-memory system with 5 TB RAM. HDFS is not built
for live streaming but it can be used along with Apache Alluxio for fast in-memory
processing.

Computational Technologies: The frameworks like Apache Spark as discussed
in Sect. 3 can be used as the computing stage of the Big Data architecture.

Database Technologies: Traditional database are not suitable for handling large
amount of growing unstructured data. Information giants like Amazon, Google are
capturing exponent number of bytes every minute storing this type of data is not
possible with SQL database. In order to deal with this problem, NOSQL databases
were made which are capable of handling unstructured and semi-structured data.
There are 4 types of NoSQL databases key-value database, columnar database,
document database and graph database; selection of a database for any enterprise is
based on the structure type of the data to be stored. In 2011 a new database
technology was introduced and the term NewSQL Database was also introduced.
NewSQL followed the ACID properties of Big Data with in-memory processing.

Data Visualization Technologies: Today data visualization has gone beyond
using Excel. The need presenting complex concept and relationship for decision
makers and higher authority in every domain raise the need of better graphical
presentation. Data visualization is not just presenting information in lines and charts
but presenting of maximum information with the least ink and less space. The
visualizations tools available like D3.js, Tableau, etc., enable the enterprise to
visualize both transactional and non-transactional data.
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4.2 Horizontal Stages

Big data architecture is not just built by installing application at each vertical stage
as seen in the vertical stages. Storing large amount of data and processing it for
solution through different vertical stages calls for technologies for managing these
phases and for coordinating the flow of data through them.

Resource and Service Management Technologies: Data in enterprise Big Data
architecture is distributed over nodes managing of the nodes and maintaining
clusters of nodes is in the computation engine. In order to maintain the base
property of NoSQL a number of task and resources has to be assigned and main-
tained. Tracking whether the job was complete and scheduling of the [8] work
among resources becomes a key for the success of the architecture. Managing the
clusters of nodes is done by cluster management technology like Apache Yarn.

Node Management: In HDFS data is stored in data nodes. These nodes are slave
to name nodes. The job tracker in the master node assigns the task to the task
tracker in the slave node. The task tracker is allocated resource. Making sure that
the job is done and the conversation is maintained is the job of the responsibility of
the node manager. Apache Yarn is a node manager which provides the report of the
task to its master (Resource manager).

Cluster Management: A cluster is built of a number of slave nodes where as two
master nodes (name node and secondary name node). Apache Spark [9] allows cluster
management in 3 ways. Standalone mode where there is just a single cluster. Apache
Mesos where the master in spark is replaced by Mesos master as the cluster man-
agement and Hadoop yarn which enables cluster management at scheduled time.

Coordination Technologies: Coordination applications like zookeeper enables
centralized services like maintaining, synchronization, naming and message flow
through the entire architecture.

Security Technology: Data is the most valuable resource of an organization
securing it is the top priority. In Big Data architecture there is flow of data from
various ports, there are a number of ways for securing of the data for example
authentication, encryption at rest encryption at motion, auditing, authorization, etc.
There are a few technologies like gateway protection and cluster security providing
tools for which enable overall architecture security.

5 Proposed Pipeline for Data Flow

All the organizations have large amount of data stored in their data warehouse or in
their legacy system they have been using a business intelligence tool for getting the
output for information consumption. The pipeline proposed below in Fig. 3 is of
processing both legacy and live data together as well as effectively using them
separately. The Data flow through architecture is shown in Fig. 3. This proposed
flow architecture represents data flow pipeline of Big Data architecture [4]. In this
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article, the data flow pipeline can be viewed as connectivity among different stages
shown in Fig. 2. Different enterprise can have different architectures as per their
requirements but the pipeline of their architecture is same as proposed in this
research article.

In an enterprise irrespective of its size have two main data sources the live
streaming data and the already stored data or sometimes called legacy data, the live
streaming data passes through the data capture stage where the data can be either
Apache logs or Tomcat. The Apache logs follow the JASON format. This data
captured can be discarded or stored into the storage stage as per the organization
storage capacity. The data from these stages flows into the computational stage or
computing engine the computing engine then process the data this processed data
this normalized data then flows into database stage which then flows through the
business intelligence tool used by the enterprise. If in case the data stored in the
legacy data storage is normalized then there is a little or no need of passing through
the computing engine, the normalized data can be directly send through the data-
base stage into the BI tool.

Fig. 2 Logical view of Big Data architecture
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If the organization needs to uses machine-learning algorithm or do sentiment
analysis then they need to create a new pipeline connection [10] which not only
ingest live data by real-time or batch time processing but also processed data in the
database stage. But also uses machine learning library and direct its flow directly
back into the computing stage. And then making it available for information
delivery and consumption. The data send as the output is usually stored back the
storage phase. Instead of sending this processed data back into the storage stage one
should store it in the database stage this will not only reduce the access time but
also increase the processing time as one more process cycle would require to access
the data. While using the database stage for any machine learning process it’s better
to create a replica of the database. Containing only those attributes which will be
required by the algorithm this will serve two purposes: first the creation of a replica
act as a backup of the computed data as well as protect the computed data from
being altered and updated. Since organization prefer fast processing or in-memory
processing it is better to create replicas of the data in the database stage and use it
for later purpose.

Fig. 3 Proposed Big Data architecture pipeline
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6 Conclusion

Building an entire Big Data Architecture requires skills as configuration, placing
them, preparing and preparing of architecture for Big Data, requires expert level
skills and a thorough knowledge of application requirement and hardware
requirement. In this research paper, we proposed a pipeline and logical view
consideration for an enterprise Big Data Architecture.
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A SIR Epidemic Model with Primary
Immunodeficiency

Elizabeth Sebastian and Priyanka Victor

Abstract In this paper, we construct a SIR epidemic model where a small number
of the susceptible individuals have low immunity levels. We divide the susceptible
population into two groups based on their immunity levels and apply the trans-
mission rate for these two populations. We derive the basic reproduction number
denoted by R0. We have two equilibria namely the disease-free and endemic
equilibrium. We analyze the stability of the equilibrium points both locally and
globally. Finally, we have simulated our model through MATLAB and have proved
our theoretical results using numerical simulations. From the simulations, we
observe that by decreasing the primary immunodeficiency, we can decrease the
infection.

1 Introduction

Our immune system is an intricate system of cells, tissues and organs to keep us
strong and battles off viruses and diseases. The immune system consists of two
main parts: inborn j and adaptive immune system. The primary defense against
infections is done by the innate immune system. Hence, the inborn immune system
has a vital task in the commencement of adaptive immune responses and since the
adaptive immune responses take some time to initiate, the inborn immune system
protects the body from infections until then. Immunodeficiency (or immune defi-
ciency) is a condition in which the capacity of the immune system to fight against
infections is lacking or deficient.

Primary immunodeficiency is a case in which the immunodeficiency is caused
due to genetic disorders. Secondary immunodeficiency is caused due to diseases,
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treatment or ecological contact with toxins. Majority of primary immunodeficiency
diseases are diagnosed in children. Primary immunodeficiency is diagnosed in 1 out
of every 500 people in the United States.

People with primary immunodeficiency are more prone to infections. So in case
of an epidemic, people with primary immunodeficiency are more likely to be
infected than other people [1–3].

2 Mathematical Model

Before constructing the model, we presume that:

• g1\g.
• b1 [ b.
• Due to mixing of population, the people of compartment A come in contact with

the people in compartment S at a rate q.

The mathematical model provided below [4]:

Snþ 1 ¼ bpjþð1� lÞSn � bgfSnIn
1þ cIn

Anþ 1 ¼ bð1� pÞjþð1� lÞAn � b1g1AnIn
1þ cIn

Inþ 1 ¼ IðtÞþ bgfSnIn
1þ cIn

þ b1g1AnIn
1þ cIn

� ðlþ cþ dÞIn
Rnþ 1 ¼ ð1� lÞRn þ cIn

ð1Þ

We have divided the model into four classes: Sn denotes the Susceptible
members of the population without primary immunodeficiency at time n, An

denotes the Susceptible members of the population with primary immunodefi-
ciency, In denotes the infected people, Rn denotes the recovered. b is the birth rate. g
and g1 denote the immunity rate of population S and A respectively. j denote the
constant population. l is the natural death rate. d is the death due to infection. f is
the rate at which population A comes in contact with population S. c is the satu-
ration constant. c is the recovery rate. b and b1 are the transmission rates of S and
A respectively. p is denotes rate of population without primary immunodeficiency.

Let us take MðtÞ be the total population. From (1), we acquire

MðtÞ ¼ bðpþ p1Þ � lMðtÞ � dIðtÞ� bðpþ p1Þ � lMðtÞ

For our model, we get the equilibrium point M� ¼ bðpþ p1Þ
l , which is globally

asymptotically stable as limt!1 MðtÞ ¼ M�.
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The above system can be condensed to

Snþ 1 ¼ bpjþð1� lÞSn � bgfSnIn
1þ cIn

Anþ 1 ¼ bð1� pÞjþð1� lÞAn � b1g1AnIn
1þ cIn

Inþ 1 ¼ IðtÞþ bgfSnIn
1þ cIn

þ b1g1AnIn
1þ cIn

� ðlþ cþ dÞIn

ð2Þ

Let us presume that all the parameters lie between 0 and 1 and should satisfy

0\lþ cþ d\2 ð3Þ

3 Basic Reproduction Number

It is denoted by R0, is an important epidemiological measure, which helps us to find
out the rate of disease spread in an epidemic [5, 6]

R0 ¼ bbpjf gþ b1bð1� pÞjg1
lþ cþ d

ð4Þ

4 Equilibrium Points

• Disease-free equilibrium: Disease-free equilibrium is the condition in which

the disease dies out in the population. E0 ¼ bp
l ;

bp1
l ; 0

� �
• Endemic equilibrium: Endemic equilibrium is the condition in which the

disease persists in the population. E� ¼ ðS�;A�; I�Þ
where

S� ¼ bpð1þ cI�Þ
bf gI� þ lð1þ cI�Þ ; A� ¼ bp1ð1þ cI�Þ

b1g1I� þ lð1þ cI�Þ

and I� is a positive root of the quadratic equation given below:

A1I
�2 þA2I

� þA3 ¼ 0
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where

A1 ¼ bb1pþ bpclþ b1clþ c2l2

l2

A2 ¼ bplþ b1lþ 2cl2

l2
� cR0 � bb1pbðAgþA1g1Þ

l2ðlþ cþ dÞ
A3 ¼ 1� R0

5 Local Stability Analysis

Theorem 1 E0 is locally asymptotically stable if the condition (3) is satisfied.

Proof Consider the Jacobian matrix of (2) under E0. Consider J0 � kIj�� ¼ 0. We
get the eigen values k1 ¼ 1� l; k2 ¼ 1� l; k3 ¼ 1� ðlþ cþ dÞ. By the condi-
tion in (3), we see that the eigen values kj ij\1 for i = 1, 2, 3. Therefore E0 is
locally asymptotically stable under condition (3) [6].

Theorem 2 E� is locally asymptotically stable if the conditions

lþ bf gI�

1þ cI�
[ 1; lþ d� bf gS�

1þ cI�ð Þ2 [ 1; ðlþ gþ jÞ[ 1

are satisfied.

Proof Consider the Jacobian matrix of (2) under E�. Consider J� � kIjj ¼ 0. We
get,

/ðkÞ ¼ k3 þX1k
2 þX2kþX3 ¼ 0 ð5Þ

X1 ¼ � 1� ðlþ gþjÞþ 1� lþ bf gI�

1þ cI�

� �� �
þ 1� lþ d� bf gS�

1þ cI�ð Þ2
 !" #( )

X2 ¼ 1� ðlþ gþjÞ½ � 1� lþ bf gI�

1þ cI�

� �� �
þ 1� ðlþ gþ jÞ½ �

1� lþ d� bf gS�

1þ cI�ð Þ2
 !" #

1� lþ bf gI�

1þ cI�

� �� �
1� lþ d� bf gS�

1þ cI�ð Þ2
 !" #

X3 ¼ � 1� ðlþ gþjÞ½ � 1� lþ bf gI�

1þ cI�

� �� �
1� lþ d� bf gS�

1þ cI�ð Þ2
 !" #
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Then we see that,

/ð1Þ ¼ 1þX1 þX2 þX3 [ 0;/ð�1Þ ¼ �1þX1 � X2 þX3\0; det J�j j\1

If the conditions

lþ bf gI�

1þ cI�
[ 1; lþ d� bf gS�

1þ cI�ð Þ2 [ 1; ðlþ gþ jÞ[ 1

and the condition (3) are satisfied. Hence, by Jury’s conditions, the theorem is
proved [2].

6 Global Stability Analysis

Let us define the Lyapunov function,

Wn ¼ h
Sn
S

� �
þ h

An

A

� �
þ h

In
I

� �
ð6Þ

where hðyÞ ¼ y� 1� InðyÞ� hð1Þ ¼ 0 is defined for y[ 0. We consider the
lyapunov functions W0

n and W�
n to prove the global asymptotic stability of E0 and

E� respectively.

W0
n ¼ lim

I!0;S!S0;A!A0
Wn ¼ h

Sn
S0

� �
þ h

An

A0

� �
þ In

W�
n ¼ lim

I!I�;S!S�;A!A�
Wn ¼ h

Sn
A�

� �
þ h

An

A�

� �
þ h

In
I�

� � ð7Þ

Theorem 3 E0 of system (2) is globally asymptotically stable if R0 � 1.

Proof The Lyapunov function is given below:

W0
n ¼ h

Sn
S0

� �
þ h

An

A0

� �
þ In ¼ W0

1n þW0
2n þ In ð8Þ

W0
1ðnþ 1Þ �W0

1n ¼
Snþ 1 � S0½ �
S0Snþ 1

� bpSnIn
1þ cIn

� l Sn � S0
	 
� �

W0
2ðnþ 1Þ �W0

2n ¼
Anþ 1 � A0½ �
A0Anþ 1

� b1AnIn
1þ cIn

� l An � A0	 
� �

Inþ 1 � In ¼ bgfSnIn
1þ cIn

þ b1g1AnIn
1þ cIn

� ðlþ cþ dÞIn

ð9Þ
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Substituting the Eqs. (9) in (8) implies, W0
nþ 1 �W0

n � 0. Then, we have
limn!1 W0

nþ 1 �W0
n ¼ 0. From this, we attain that limn!1 Inþ 1 ¼

0; limn!1 Snþ 1 ¼ S0; limn!1 Anþ 1 ¼ A0 for all n� 0 [5].

Theorem 4 If R0 [ 1 R0 [ 1, then E� of system (2) is globally asymptotically
stable.

Proof The Lyapunov function is given below:

W�
n ¼ h

Sn
S�

� �
þ h

An

A�

� �
þ h

In
I�

� �
¼ W�

1n þW�
2n þW�

3n ð10Þ
We have,

W�
1ðnþ 1Þ �W�

1n ¼
Snþ 1 � S�½ �
S�Snþ 1

bpg 1� Sn
S�

� �
� bpSn

In
1þ cIn

� I�

1þ cI�

� �� �

W�
2ðnþ 1Þ �W�

2n ¼
Anþ 1 � A�½ �
A�Anþ 1

bp1g1 1� An

A�

� �
� b1An

In
1þ cIn

� I�

1þ cI�

� �� �

W�
3ðnþ 1Þ �W�

3n ¼
Inþ 1 � I�½ �
I�Inþ 1

bpIn
Sn

1þ cIn
� S�

1þ cI�

� �
þ b1In

An

1þ cIn
� A�

1þ cI�

� �� �
ð11Þ

Substituting the Eqs. (11) in (10) implies, W�
nþ 1 �W�

n � 0. Then, we have
limn!1 W�

nþ 1 �W�
n ¼ 0. From this, we attain that limn!1 Inþ 1 ¼

I�; limn!1 Snþ 1 ¼ S�; limn!1 Anþ 1 ¼ A� for all n� 0 [5].

7 Numerical Simulations

We use the set of parametric values provided below (Fig. 1):

b ¼ 0:6; p ¼ 0:8; j ¼ 100; g ¼ 0:97; d ¼ 0:147; b ¼ 0:15

c ¼ 0:23; b1 ¼ 0:5; c ¼ 0:7; l ¼ 0:2; g1 ¼ 0:1; f ¼ 0:5

Now keeping the above set of values, we change the value of p ¼ 0:91 which
denotes rate of population without primary immunodeficiency. We get the
numerical simulation given below (Fig. 2).
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8 Conclusion

We have proposed a SIR epidemic model with primary immunodeficiency and have
analyzed its dynamical behavior. We have derived the R0 of the model. For this
model, we have analyzed the stability of E0 and E� both locally and globally for
R0 � 1 and R0 [ 1 respectively. Finally, we have provided numerical simulations
for the model using MATLAB.

Fig. 1 SIR model with primary immunodeficiency p = 0.8

Fig. 2 SIR model with primary immunodeficiency p = 0.91
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American Sign Language Character
Recognition Using Convolution
Neural Network

Sarfaraz Masood, Harish Chandra Thuwal and Adhyan Srivastava

Abstract Communication is an important part of our lives. Deaf and dumb people
being unable to speak and listen, experience a lot of problems while communicating
with normal people. There are many ways by which people with these disabilities
try to communicate. One of the most prominent ways is the use of sign language,
i.e. hand gestures. It is necessary to develop an application for recognizing gestures
and actions of sign language so that deaf and dumb people can communicate easily
with even those who don’t understand sign language. The objective of this work is
to take an elementary step in breaking the barrier in communication between the
normal people and deaf and dumb people with the help of sign language. The image
dataset in this work consists of 2524 ASL gestures which were used as input for the
pre-trained VGG16 model. VGG16 is a vision model developed by the Vision
Geometry Group from oxford. The accuracy of the model obtained using
the Convolution Neural Network was about 96%.

1 Introduction

Unlike communication through speech which uses sound to express one’s thoughts,
a sign language uses facial expressions and movement of lips, hand movements and
gestures, alignment and positioning of the hands and body. Similar with spoken
dialects, sign-based languages vary from one area to another like ISL—Indian Sign
Language, BSL––British Sign Language and ASL––American Sign Language.
Being a vision-based language, it can be categorized into three types which are as
follows: use of fingers to spell each alphabet of the word called, sign vocabulary for
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words (used for most of the communication), use of mouth and lip movements,
facial expressions and hand and body positions. American Sign Language is
prominently used by the deaf population of the United States of America along with
some parts of Canada. It is an advanced and completely standardized language that
uses both the shape of the hand gesture and its position and movement in the
three-dimensional space. It is the primary mode of communication between the
people who are deaf and their relatives.

Fundamentally, two methodologies are used for recognizing hand gestures: one
that is based on sight, i.e. vision and another one that is based on sensory data
measured by using gloves. The primary objective of this work is to create a system
based on vision to identify finger-spelled letters of ASL. The fact that the
vision-based system offers a cleaner and innate mean of interaction and commu-
nication between a human and computer is the primary reason we chose it. In this
work, 36 different categories have been considered: 26 categories for English
Alphabets (a–z) and 10 categories for Numerals (0–9) (Fig. 1).

The rest of the paper sdescribes the remaining five sections of the paper.
Section 2 focuses on the related previous research work and their contribution,
Sect. 3 describes the image augmentation and resizing of images, Sect. 4 deals with
CNN, Sect. 5 deals with the results and Sect. 6 finally concludes the paper.

Fig. 1 ASL 36 hand gestures [12]
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2 Literature Review

Trigueiros et al. [1] discussed a design, where Kinect Camera was use to obtain
features corresponding to hand gestures of Portuguese sign Language. They used
multiclass SVM to perform the training and testing of the gestures. Their approach
required special hardware Kinect Camera which may not be available to everyone.

Tavari Neha and Deorankar [2] in their work implemented an algorithm to
extract HOG features. These features were then used to train an artificial neural
network, which was later used for the purpose of recognizing hand gestures and
actions.

Hasan and Abdul-Kareem [3] have proposed a technique for hand gesture
recognition based on shape analysis. They used neural network based approach to
classify among six static hand actions to perform various tasks like maximizing and
minimizing the current window, opening and closing objects etc. They used a
backpropagation-based algorithm on specially designed neural network that con-
sisted of several layers. They were able to achieve an accuracy of 86.38%.

Pigou et al. [4] in their paper proposed a system to perform recognition of
gestures of Italian Sign Language. Their system combines the above works and uses
Microsoft Kinect alongside GPU (Graphic processing unit) accelerated convolu-
tional neural networks. Their system gave a high accuracy for 20 actions and they
achieved across validation accuracy of nearly 92%.

Gupta et al. [5] have used HOG and SIFT to extract feature for image. These
features are then combined into a single matrix. They calculated the correlation for
the above matrices and used the output as an input for the classifier based on KNN.
Out of 200 gestures 179 were identified correctly.

Nagarajan and Subashini [6] in their approach performed feature extraction by
using Edge-Oriented Histogram in which every input image of the hand gesture is
represented by the count of edge histogram. They obtained an overall accuracy of
93.75% by using multiclass SVM as the classifier.

3 Image Augmentation and Resize

The image dataset consists of ASL gestures from [7]. The dataset consists of 2524
images with 70 images per category. Each category represented a different character
of ASL. This dataset was then augmented to create a dataset of 14,781 images. Out
of this dataset 75%, i.e. 11,085 images were used for training and remaining 25%,
i.e. 3696 images were used for testing (Figs. 2 and 3).

The images in the data set [7] were of different dimensions. Therefore, first of all
we resized each image to a common resolution of 224 by 224 pixels. Once every
image corresponding to each gesture was resized to a common standard resolution
then they can be used as input for training of the convolutional neural network.
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To increase the size of the training dataset, new images were synthesized from
the existing images thereby escalating the number of images. This not only added
more images to the dataset, but also helped in dealing with the common obstacle of
overfitting. One point to be kept in mind while creating new images was to ensure
that the original group or class to which the image belongs remains preserved. In
order to do this arbitrary and random amount of transformations such as scaling the
image, translation in multiple directions, zoom and shear were applied to produce
new images. These random values must be limited by properly deciding upper and
lower bounds to ensure that the generated images belong to same class as the
original image.

Image augmentation ensures that the classifier is strong and classifies poorly
captured images with greater accuracy.

Fig. 2 Gesture for numeral
“1” [7]

Fig. 3 Gesture for alphabet
“a” [7]

406 S. Masood et al.



4 Convolutional Neural Network Model

Convolutional Neural Network Model was proposed by LeCun et al. [8], and has
proved to be a significant milestone in the area of detection and classification of
images. Deep CNNs decrease the aspect of the input images as they consist of
several layers which are hidden within the network. This Depth allows the CNN to
obtain low density image features in low-dimensional space. Our training model
was inspired from the VGG16 [9] model.

4.1 Image Preprocessing

From each pixel mean value of the RGB pixel is subtracted. In the first pass, the
model will compute the mean pixel value of each channel over the entire set of
pixels in a channel and in the second pass it will modify the images by subtracting
the mean from each pixel value. The mean value is subtracted to ensure that data is
centered. This is done because the model involves multiplying weights and adding
biases to the initial inputs to cause activations which are then backpro-
pogated [10] with the gradients to train the model.

To stop the gradients from losing control every feature must have a similar
range. Also in CNN parameters are shared therefore if images are not raised to have
similar range sharing of parameters cannot be done easily because different parts of
image will have unbalanced value of weights.

4.2 VGG16 Model

VGG16 [9] model shown in Fig. 1 represents a deep convolutional neural network
model proposed by Simonyan and Zisserman in their work [9]. The model achieved
a top-5 test accuracy of 92.7% in ImageNet.

Figure 4 depicts its macro architecture. The convolutional neural network takes
as input RGB images of predefined size 224 by 224. This is why we resized every
image to a size of 224 by 224. Each image is passed through multiple convolutional
layers. A 3 � 3 receptive field size is used at every layer. The convolution stride of 1
pixel is used. To preserve the resolution after convolution appropriate spatial pad-
ding must be chosen for the convolution. The spatial padding of convolutional layer
is selected such that the resolution is preserved after convolution. Some of the
convolutional layers are tailed by max pooling layers which perform spatial pooling.

Convolutional layers are tailed by three FC layers (Fully Connected). A total of
4096 channels are used in initial two FC layers. 1000-way ILSVRC categorization
is performed by the third FC layer. A soft-max layer acts as the last FC layer. All
hidden layers have the rectification (ReLU) nonlinearity [11].
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From the ImageNet database, pre-trained weights were attained to perform the
initialization of the model. Since the model was originally designed to categorize
images into 1000 groups the soft-max channel consisted of 1000 channels. But for
our purpose we needed only 36 categories (26 categories for alphabets and 10 for
numerals). Therefore, we deleted the last layer from the model and inserted a layer
which would be able to categories 36 different types of images. The rest of the
model remained untouched.

Stochastic gradient descent [13] with momentum was used to train the model.
Batch size of 128 images and momentum of 0.9 was used. The learning and decay
rates were initialized to 0.001 and 10−6 respectively.

It was observed that model required very few epochs to converge irrespective of
the fact that it was a very deep model. This is because it was initialized using a
pre-trained model. ImageNet database was used to train the pre-trained model
because it contains around 1.2 million images. More the number of images, more
different initial features will be discovered and there will be a greater probability of
input image features to be matched.

Table 1 depicts the validation loss and accuracy obtained during each epoch of
training the model. During the first four epoch loss decreased and accuracy
increased at each epoch. After the fourth epoch, the loss started increasing and the
model started overfitting.

Fig. 4 VGG16 architecture

Table 1 Validation loss and
accuracy for each epoch

Epoch Validation loss Validation accuracy

1 0.7627 71.06

2 0.2387 91.25

3 0.1634 93.96

4 0.1295 94.68

408 S. Masood et al.



5 Result

The samples were tested on the VGG16 model. The testing accuracies are tabulated
below for 4 epochs.

Overall, out of the 3696 images used for testing 3531 images were classified into
correct categories and the remaining 165 images were misclassified resulting in an
average accuracy of 95.54%.

Table 2 shows the number of samples that were correctly classified and mis-
classified for each symbol and the corresponding accuracy. Figure 5 graphically
depicts the accuracy obtained for each symbol. These however do not provide a
complete metric to analyze the work. The table shows that while most of the
symbols are classified correctly with high accuracy, zero and the alphabet ‘W’ are
misclassified as alphabet ‘O’ and six respectively in significant cases (Fig. 6).

Table 2 Results obtained for each character

Characters Total
samples

Correct
predictions

Incorrect
predictions

Percentage
accuracy

0 109 59 50 54.13

1 91 87 4 95.60

2 101 91 10 90.10

3 106 105 1 99.06

4 106 96 10 90.57

5 107 104 3 97.20

6 101 93 8 92.08

7 99 99 0 100.00

8 101 99 2 98.02

9 96 95 1 98.96

A 107 106 1 99.07

B 111 111 0 100.00

C 105 105 0 100.00

D 93 92 1 98.92

E 83 83 0 100.00

F 103 103 0 100.00

G 105 105 0 100.00

H 101 101 0 100.00

I 113 108 5 95.58

J 107 105 2 98.13

K 103 102 1 99.03

L 110 110 0 100.00

M 91 91 0 100.00

N 121 109 12 90.08
(continued)
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Table 2 (continued)

Characters Total
samples

Correct
predictions

Incorrect
predictions

Percentage
accuracy

O 111 107 4 96.40

P 100 100 0 100.00

Q 104 104 0 100.00

R 102 98 4 96.08

S 100 100 0 100.00

T 84 83 1 98.81

U 99 98 1 98.99

V 110 103 7 93.64

W 97 66 31 68.04

X 93 90 3 96.77

Y 114 114 0 100.00

Z 112 109 3 97.32

Fig. 5 Percentage accuracy for each character
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6 Conclusion

This work dealt with the application of Convolution Neural Network for recog-
nizing the hand gestures. One of the vital applications of hand gesture recognition is
to identify the sign language. Sign Language is one of the methods of communi-
cation for physically impaired, deaf and dumb people. This tool will help to bridge
the gap between normal, deaf and dumb people.

From the above results, we can conclude that Convolutional Neural Network
provides a significant accuracy in identifying the sign language characters. This
work can be further extended to building a real-time application which can identify
the sign language and including words, sentences to recognize instead of just
characters.

Fig. 6 a–d Shows the prediction of the CNN overlayed on the test images [7]
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Analysis of Classical and Quantum
Computing Based on Grover
and Shor Algorithm

Gaurav Raj, Dheerendra Singh and Abhishek Madaan

Abstract Quantum Computing is the study of evolving computing technology. It
works with qubits (quantum bits), unlike classical computing (which works on
classical bits). A quantum computer can do multiple tasks at a time and that’s why
they are more efficient than traditional computers. In this paper, it has been thor-
oughly discussed about qubits, Superposition of qubits, gates, Superdense Coding,
quantum programming languages and specially algorithms and how they are better
than the best known classical algorithms. There is an exponential speedup in many
of the operations performed by quantum algorithms as compared to classical
algorithms. They are compared on their complexities. Most highly recognized
algorithms in the field of quantum computing are: Grover’s algorithm for database
search and Shor’s algorithm for factoring large integers into two prime numbers
efficiently. In future, if quantum computers are made, it would be easier to encrypt
the information that should not be revealed such as government databases in a new
and secure way. Here, we will discuss about the commands used in quantum
computing language (QCL) and mathematical proofs of few of the algorithms such
as Deutsch–Jozsa algorithm, etc.
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1 Introduction

Quantum Computing is the study of evolving computer technology, which is based
on the principles of quantum theory and its mechanical phenomenon, such as
entanglement and quantum superposition, which help to operate computing on data.
Quantum computers work on qubits or further superposition of qubits. For inter-
pretation of qubits, we can start with the help of particles having two spin states at a
time such as electrons etc.: “up” and “down”. And it can be written as 0ij and 1ij
respectively. Quantum computer works similarly as a non-deterministic computer
and probabilistic computer. Many of the quantum algorithms explained in this
paper are exponentially faster than the classical algorithms (such as quadratic sieve
algorithm and discrete Fourier transform).

2 Quantum Computing

Quantum Computing is the study of evolving computer technology which is based
on the principles of quantum theory and its mechanical phenomenon, such as
entanglement and quantum superposition, which helps to operates computing on
data. In classical computing, information is always stored in bits (either 0 (off/false)
or 1 (on/true) at a time). It totally relies on principles expressed by Boolean algebra.
While quantum computing, it works on the basis of quantum bits, also known as
qubits. As we know, a bit has usually 2 states (0 or 1)––each at a time, but a single
qubit represents a one, zero, a quantum superposition of 0 and 1. The quantum
computing works along with a two-mode logic gate and a mode called Q01, rep-
resenting its ability of changing 0 into a superposition of 0 and 1 [1–3] .

For interpretation of qubits, we can start with the help of particles having two
spin states at a time such as electrons etc.: “up” and “down”. And it can be written
as 0ij and 1ij respectively. Quantum computer works similarly as a
non-deterministic computer and probabilistic computer. In a deterministic com-
puter, it is only in one of the states having probability of one (1). While in any
probabilistic computer, then there is a chance of it being in any of the states. Here,
we are considering a classical computer with three bits having bit strings: 000, 001,
010, 011, 100, 101, 110 and 111. And we shall describe this probabilistic state by
stating eight numbers A, B, C, D, E, F, G and H {A represents the probability of
computer being in the state 000, B represents the probability of computer being in
the state 001 and so on}. And obviously, these probabilities should equal 1.

And the state of 3-qubit quantum computer, it is then explained by
8-dimensional vectors a, b, c, d, e, f, g and h which are also known as kets. These
vectors can also be complex in nature. The sum of the square of the magnitudes of
these vectors should be equal to one. That is
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aj j2 þ bj j2 þ cj j2 þ dj j2 þ ej j2 þ fj j2 þ gj j2 þ hj j2:

This indicates the fundamental difference between quantum computing and
classical computer. So, the probability of measuring 000 is |a|2 and so on. Ket
notation is usually used to represent these states as follows:

a 000iþ bj j001iþ c 010iþ dj j011iþ e 100iþ fj j101iþ g 110iþ hj j111i:

And here, for ex: 100ij represents (1, 0, 0, 0, 0, 0, 0, 0).

3 Quantum Gates

It is basically a circuit which works on a small number of qubits. Unlike classical
logic gates (Boolean algebra), logic gates in quantum computing are reversible in
nature and can perform all the operations which can be performed by classical
gates.
Hadamard Gate [ ]: [4–6]
This gate acts on a qubit as follows:

0ij ¼ 0iþ 1j j=
ffiffiffi
2

p� �n o
0ij þ 1j i=

ffiffiffi
2

p
and j1 ¼ � 0i � 1j j=

ffiffiffi
2

p� �n o

Its matrix representation is as follows:

[ ]: = √ 1     1 
1    -1

Paul-X gate, Paul-Y, Paul-Z gate:

X ¼ 0 1
1 0

� �
Y ¼ 0 �i

i 0

� �
Z ¼ 1 0

0 �1

� �

Controlled not Gate(CNOT)

CNOT ¼
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

0

BB@

1

CCA

Universal quantum gate
Universal quantum gates are those gates on which any computation can be made
and those universal quantum gates are Phase gates, CNOT gate, hadamard (H) gate
and p/8 gate.
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4 Superdense Coding

It is a technique which is used to send classical bits using one quantum bit (qubit). It
is the reverse of quantum teleportation. It requires quantum entanglement between
sender and receiver in the form of bell pairs. Furthermore, sender and receiver in
this technique share an entangled pair of qubits. Here, the term superdense refer to
doubling the efficiency. Let us take an example:

Suppose John would like to send classical information to Allen using qubits, i.e.
using superdense coding. John would encode the classical bits in a qubit and send it
to Allen. And after receiving the qubit, Allen will be able to recover the classical
information via measurement [7–9].

Suppose parts of a bell pair are distributed among John and Allen
(Fig. 1 Bj ¼ 1ffiffi

2
p 0Jiþ 1Jijjð Þ).

1. When John have to send the 00 classical bits. Then he will perform identity
unitary operation on her particle. The entangled state of qubit will not change.
The resultant entangled qubit comes out to be

Bj ¼ 1
ffiffiffi
2

p 0Jij þ 1Jijð Þ:

2. When John wants to send the 01 classical bits. Then he will perform quantum
NOT gate. The resultant entangled quantum state comes out to be

Bj ¼ 1Jij þ 0ji
��� 	

:

3. When John wants to send the 10 classical bits. Then she will perform Z unitary
operation. The resultant entangled quantum state comes out to be

Bj ¼ 0j

þ 1j


����� 	
:

Fig. 1 When sender and
receiver share an entangled
state, two classical bits can be
carried into one [10–12]
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4. When John wants to send the 11 classical bits. Then he will perform XZ unitary
operation. Hence, the resultant entangled quantum state comes out be:

Bj ¼ 1j

� 0j


����� 	

5 Quantum Algorithm

We can show the difference between capabilities of classical computers and
quantum computers by discussing about the following three approaches:

1. Non exponential speed up:
There are few quantum algorithms that are faster and give better speed up than
the best known classical algorithms (but not exponentially faster). And, these
algorithms can demonstrate the difference between the tasks performed by
classical computers and quantum computers.
Example: Grover’s algorithm (quantum speed up of the search of an unsorted
data base).

2. Relativized exponential speed up:
Consider a problem of analysing the oracle (quantum black box), which per-
forms unitary transformation. After preparing the input for the black box and
measuring its output, we have to find the task done by oracle.
Example: Simon’s exponential speed up for finding the periodicity of any
function.

3. Exponential speed up for apparently hard problems:
We can have quantum algorithm which helps to solve the problem in polyno-
mial time, where the problem seems to be hard for classical algorithm.
Example: Shor’s factoring algorithm [13–15].

6 Quantum Programming

Quantum programming allows the expression of quantum algorithm and it provides
a tool for researchers so that they understand how quantum computation actually
works [16].

Actually, QPLs are regarded as meta-programming languages because it runs on
a classical or probabilistic computer which then commands the quantum computer.
In other words, QPLs works on a computational model of classical computer with a
quantum oracle [17, 18].

The most important programming language is QCL (quantum computing lan-
guage). Its syntax is same as that of C, i.e. it contains features of any classical
programming language such as loops, data types, branching, variables, etc. [19].
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6.1 Variables and Data Types

Data types of this language are mentioned as follows:

Arithmetic Complex, real, int

General Strings and Boolean

Consider the following examples that demonstrate the use of data types, vari-
ables and constants in QCL [19]:

qcl> int i = 5;

Here, int is the data type of ‘i’ indicating that it is an integer.

qcl> complex x; // declaring the variable

qcl> x= (0,2.7); // setting x to 2.7

qcl> printx;

: (0.000000, 2.700000)

qcl> print 5+2;

: 7

qcl> print 3+ (4.6, 0.1); //evaluates complex

: (7.600000, 3.100000)

QCL contains user defined or built-in functions such as:

Trignometric functions

sin(y) Sine of y

cos(y) Cosine of y

tan(y) Tangent of y

cot(y) Cotangent of y

Logarithmic and exponential type functions

exp(a) Exponential of a

log(x) Log of x

log(y, m) Log of y with base m

sqrt(x) Square root of x

Other functions

lcm(a) Least common multiple of a

gcd(x) Greatest common divisor of x

random(x) Any value from [0,1)

Conj(b) Means conjugate of b

Im(b) Imaginary part of b

Re(b) Real part of b

Abs(b) Means magnitude of b

Hyperbolic functions Such as: sinh, cosh, tanh, coth
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While using the assignment operator =, we should keep in mind that right value
must have same data type as that of the variable, otherwise error will be generated
as follows:

qcl> complex x;

qcl> x= hello world! ; // variable of diff. data

type : Type mismatch: Invalid assignment

6.2 Loops

Loops and conditional branching are also used in QCL as follows: [20, 7]

a. qcl> if random>=0.3

{print ”WHITE”; }

else

{ print “RED”;}

: WHITE

b. qcl> int x= 6;

{ if x%2== 0

{ print “EVEN”;}

else

{ print ”ODD”;}

}

: EVEN

QCL works on both classical as well as quantum commands or function.
Quantum Data types used in QCL are: qureg, quvoid, qucond, etc.

Here, qureg is referred to quantum register which is also known as arrays of qubits.
Procedures used: dump, measure, etc.
Built-in functions used are: Swap, Not, CNOT, etc.

QCL works on the approach of quantum registers. Quantum registers are used as
operands while working on machine state. There is an allowance of n!

n�mð Þ! different
m quregs by n qubit quantum computer, which means any operation done on
m quregs, results in n!

n�mð Þ! unitary or measurement operations.

The dump command is used to display the current state of machine state. It is
used for inspecting the simulated machine state.
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$qcl!b10 #start with 8 qubits

A. qcl> qureg a[3]; // allocating 3 qubit register

qcl> qureg b[2]; // allocating 2 qubit register

qcl> print a, b; // printing the actual qubits

: |…210>|…01>

qcl> qureg ![4]; // try to allocate 4 qubits

! error: quantum memory not enough.

B. qcl> qureg a[3]; // allocating 3 qubit register

qcl> mix a;

qcl> dump; // shows current state of machine

: state: 3/8 qubits registered, 5/8 qubits free

An example of command floor:

int i;

qcl> x= q[log(i, 10)];

qcl>

print x;

: 2.146128

qcl> print floor(x);

: 2

7 Grover’s Algorithm

In classical computer, brute force search algorithm is used to search a unique
element that matches a given condition C. Let us suppose we have knowledge about
the condition, then the N no. of elements are compared N

2 times to find the perfect
match with that condition [19].

But, Grover gave an algorithm which only needs
ffiffiffiffi
N

p
steps to fulfil the condition

by using the concept of quantum interference and parallelism.
It is used to search database with a quadratic speedup. In other words, it is used

to invert a function, i.e. let a function y = f(x) that could be solved on a quantum
computer. This algorithm helps us to find x when y is given. Searching of a
database is related to inverse of a function because a function can be produced that
gives a value of y where x matches the preferred entry in database [16] (Fig. 2).
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To perform Grover’s algorithm on the database:
Step 1: Let us consider a quantum superposition state Wij .

So, initialize with Wi ¼j PN�1

x¼0
xij .

Step 2: Then, perform the following Grover Diffusion operator O (N
1
2) times

{complexity of the algorithm}.

A. First, apply Uw, where Uw Wj i ¼ � Wi Oj f ðxÞ ¼ 1 or Wj i O f ðxÞ ¼ 0
B. Second, apply Us where, Us ¼ Wi Wjh � 1j
Step 3: Perform measurement on the former state.

8 Shor’s Factoring Algorithm

This algorithm was formulated in 1994 by Dr. Peter Shor to solve prime factori-
sation. It takes exponentially less time to solve this problem as compared to the
quadratic sieve (the best known classical algorithm to solve this problem) [22].

The complexity of the classical algorithm, quadratic sieve is O

exp 64
9

� 	1=3
N1=3 lnNð Þ2=3

� �
, which means factoring N no. of binary bits takes

exponentially more time with input size [16] (Fig. 3).
Following are the functions which are used to implement Shor’s algorithm in

quantum computing language: ‘boolean testprime(int n)’ is used to test that n is a
prime number or not. ‘int powmod(int x, int a, int m)’ is used to calculate mod m.
‘Boolean testprimepower(int n)’ is used to test that whether n is a prime power or
not.

Fig. 2 Quantum circuit
which represents Grover’s
algorithm [21]

Fig. 3 Quantum circuit for
shor’s algorithm [23]
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9 Conclusion

We can conclude that classical computers can never be able to perform quantum
mechanical processes without using quantum algorithms and processes. Algorithms
like Shor’s factoring helps to factorize a large integer into two prime no’s with
complexity of log N which makes it exponentially faster and it helps to save the
memory of the computer. These computations would help to encode one billion
operations at a time. The mixture of quantum mechanics, physics and computing
has created a rich evolving field which has changed our minds and thinking about
computing and physics.
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A Mathematical Model on Deforestation
Due to Human Population and Its Effect
on Farm Fields: Role of Technology
in Its Conservation

Elizabeth Sebastian and Preethi Victor

Abstract In this paper, a mathematical model is projected and analyzed to study
the deforestation due to human population and its effect on farm fields and role of
technology in its conservation. We consider the variables namely, density of human
population, density of trees, farm fields and degree of endeavour of technology used
for the preservation of trees. Density of trees is assumed to be depleted by human
population, but it is conserved by technological endeavour. Further this affects the
growth rate of crops in farm fields. We discretize the model by applying backward
Euler scheme and analyze the stability of the model. Finally, we have simulated our
model for the deforestation and its effect on rice crops in India for the year 2005,
and have considered reforestation techniques for its conservation and have provided
numerical simulations using MATLAB.

1 Introduction

Human ecology is a study about the interaction between human beings and their
environment. “Deforestation, is the elimination of a forest or a set of trees.
Deforestation means altering the forestland and using it for various purposes. Due
to industrialization, many forests have been ruined and lot of animals have been
dying out. Forests envelop almost a third of the earth’s land surface. Forests provide
many remuneration namely the hydrologic phase, avoidance of climate change and
safeguarding of biodiversity.”

About 1.6 billion people depend on the profits that forests offer, including food,
fresh water, clothing, traditional medicine and shelter. But forests are under danger,
besides these benefits. Indian forests are under stress caused by human population.
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A large number of people live in rural areas and most of them have land-based
financial system.

As a consequence of deforestation, sinks are no longer capable of sustaining and
regulating water pour from rivers to streams. Trees are efficient in water mass
intake. The forests acts as an envelop against corrosion. Forests carryout an
important task by taking in the rainwater and distributing it to rivers that supply
water for cities and agriculture. When there are no forests there is no absorption of
rainwater by soil and hence it flows causing floods.

Crops in the farm fields are irrigated by water that flow from the hills. Due to
floods caused by deforestation, the farm fields receive water that are contaminated
with mud. This deterioration in water quality affects the production of crops. This in
turn affects the human beings by causing many health problems. Therefore, we need
to analyze the use of technology in preserving trees and farm fields.

J.B. Shukla, Kusum Lata and A.K. Misra analyzed on modelling the depletion of
a renewable resource by population and Industrialization: Effect of Technology on
its conservation [1]. In this paper, we have constructed a mathematical model to
analyze the use of technology on preserving the trees. In Sect. 2, A mathematical
model is considered and discretized. In Sect. 3, we list the equilibrium points of the
model. We analyze the stability of the model in Sect. 4. Section 5 consists of
numerical simulations through MATLAB. Conclusion is given in Sect. 6.

2 The Mathematical Model

The Mathematical model of deforestation due to human population is given below
[2–5]

dH
dt

¼ r 1� H
L

� �
Hþ r0HFþ r1HB� r2H

dB
dt

¼ s 1� B
K

� �
B� r1HB� s1Bþ hBT

dF
dt

¼ s2 þ s3Bð ÞF � r0HF

dT
dt

¼ l K � Bð Þ � l0T

ð1Þ

where

H Density of the Human population.
B Density of the Trees.
F Density of the crops in Farm fields.
T The degree of endeavour of technology used for conservation of Trees.
r Intrinsic growth rate the human Population.
r0 Rate of increase in Human population due to the crops.
r1 Rate of increase in Human population due to Trees.
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r2 Natural death rate of Human population.
s Intrinsic growth rate of the trees.
s1 Natural death rate of the trees.
s2 Intrinsic growth rate of the crops.
s3 Growth rate of crops due to the irrigation formed by Trees.
l Growth rate of technological endeavour.
l0 Depletion rate of technological endeavour.
h Growth rate of trees due to technological endeavour.
L Carrying Capacity of the human population.
K Carrying Capacity of the trees.

We discretize the above system of differential equations using backward Euler
scheme and we obtain the following system of difference equations.

Hnþ 1 ¼ Hn þ rHnþ 1 1� Hnþ 1

L

� �
þ r0Hnþ 1Fnþ 1 þ r1Hnþ 1Bnþ 1 � r2Hnþ 1

Bnþ 1 ¼ Bn þ sBnþ 1 1� Bnþ 1

K

� �
� r1Hnþ 1Bnþ 1 � s1Bnþ 1 þ hBnþ 1Tnþ 1

Fnþ 1 ¼ Fn þ s2 þ s3Bnþ 1ð ÞFnþ 1 � r0Hnþ 1Fnþ 1

Tnþ 1 ¼ Tn þ l K � Bnþ 1ð Þ � l0Tnþ 1

ð2Þ

3 Fixed Points

i. E0 ¼ Ĥ; 0; 0; 0
� �

where Ĥ ¼ K r�r2ð Þ
r

ii. E1 ¼ �H; �B; 0; 0ð Þ

where

�H ¼ K Lr1 s� s1ð Þþ s r � r2ð Þf g
KLr21 þ sr
� � ; �B ¼ L s� s1ð Þ

s
� Lr1

s
�H

iii. E2 ¼ ~H; ~B; ~F; 0
� �
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where

H� ¼ s� s2ð Þ
r1

� sB�

Lr1

B� ¼ Lr0r1
Lr1s3 þ r0sð Þ

s� s2ð Þ
r1

� s2
r0

� �

F� ¼ K r2 � r1B� � rð Þþ rf B�ð Þ
Kr0

: iv. E3 ¼ H�;B�;F�; T�ð Þ
where,

rH� 1� H�

K

� �
þ r0H

�Fnþ 1 þ r1H
�B� � r2H

� ¼ 0

sB� 1� B�

K

� �
� r1H

�B� � s2B
� þ hB�T� ¼ 0

s2 þ s3B
�ð ÞF� � r0H

�F� ¼ 0; l K � B�ð Þ � l0T
� ¼ 0

The Jacobian matrix of the system (2) is given by

J ¼
1þ r � 2rH

K þ r0Fþ r1B� r2 r1H r0H 0
�r1B 1þ s� 2sB

L � r1H � s2 0 h
�r0F s3F 1þ s2 þ s3Bð Þ � r0H 0
0 �l 0 1� l0

0
BB@

1
CCA

ð3Þ

4 Stability of the Mathematical Model

Theorem 1 The fixed point E0 ¼ Ĥ; 0; 0; 0
� �

is stable if

r\2þ r2; s2\2þ s� r1
Kðr � r2Þ

r

� �
; r0\

2þ s2ð Þr
K r � r2ð Þ ; l0\2 ð4Þ

Otherwise unstable [6].
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4.1 Local Stability of the Fixed Point E1 ¼ �H; �B; 0; 0ð Þ

Consider the Jacobian matrix of the system (2) with respect to the fixed point E1.
The Jury conditions are satisfied when the conditions given below hold [7].

1þX1X2 þX2X3 þX1X3 þX4 þX5 [X1 X2X3 þX5 þ 1½ � þ X4 þ 1½ �X3 þX2

1þX1X2 þX2X3 þX1X3 þX4 þX5\X1X2X3 � X1 þX2 þX3½ � � X1X5 � X3X4

X1X2X3\1� X1X5 � X3X4

ð5Þ

where

X1 ¼ 1þ r � 2r �H
L

þ r1�B� r2; X2 ¼ 1þ s� 2s�B
K

� r1 �H � s2

X3 ¼ 1� l0; X4 ¼ r21 �H�B; X5 ¼ hl�B

Theorem 2 The fixed point E1 ¼ �H; �B; 0; 0ð Þð Þ is stable if the conditions given in
(5) hold. Otherwise it is unstable.

4.2 Local Stability of the Fixed PointE2 ¼ ~H; ~B; ~F; 0
� �

Consider the Jacobian matrix of the system (2) with respect to the fixed point E2.
The Jury conditions are satisfied when the conditions given below hold [7].

1þ 3þ r2ðr3 þ r4Þþ r3ðr4þ r1Þþ r1ðr2 þ r4Þ½ � þ r4ðr1r2r3þ r3r5 � r6 þ r2r7Þþ r1r3r8½ �[
r1 þ r2 þ r3 þ r4½ � þ ðr1r2 � r5Þðr3 þ r4Þþ r1ðr3r4þ r8Þ � r6 � r7ðr2 þ r4Þþ r3r8½ �

1þ 3þ r2ðr3 þ r4Þþ r3ðr4þ r1Þþ r1ðr2 þ r4Þ½ � þ r4ðr1r2r3þ r3r5 � r6 þ r2r7Þþ r1r3r8½ �[
r6 þ r7ðr2 þ r4Þ½ � � r1þ r2 þ r3þ r4½ � þ ðr5 � r1r2Þðr3 þ r4Þ � r1ðr3r4þ r8Þ � r3r8½ �

ð6Þ

r1r2r3r4\1� r1r3r8 � r3r4r5 � r2r4r7 þ r4r6

where

r1 ¼1þ r � 2r ~H
L

þ r0F
� þ r1~B� r2; r2 ¼ 1þ s� 2s~B

K
� r1 ~H � s2

r3 ¼1þ s2 þ s3~B
� �� r0 ~H; r4 ¼ 1� l0; r5 ¼ r21 ~HB�

r6 ¼r0r1s3 ~H~B~F; r7 ¼ r0~F; r8 ¼ l
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Theorem 3 The fixed point E2 ¼ ~H; ~B; ~F; 0
� �

is stable if the conditions given in (6)
hold. Otherwise it is unstable.

4.3 Local Stability of the Fixed PointE3 ¼ H�;B�;F�; T�ð Þ

Consider the Jacobian matrix of the system (2) with respect to the fixed point E3.
The Jury conditions are satisfied when the conditions given below hold [7].

1þ 3þ g2ðg3 þ g4Þþ g3ðg4 þ g1Þþ g1ðg2þ g4Þ½ � þ g4ðg1g2g3 þ g3g5 � g6 þ g2g7Þþ g1g3g8½ �[
g1 þ g2þ g3þ g4½ � þ ðg1g2 � g5Þðg3þ g4Þþ g1ðg3g4 þ g8Þ � g6 � g7ðg2 þ g4Þþ g3g8½ �

1þ 3þ g2ðg3 þ g4Þþ g3ðg4 þ g1Þþ g1ðg2þ g4Þ½ � þ g4ðg1g2g3 þ g3g5 � g6 þ g2g7Þþ g1g3g8½ �[
g6 þ g7ðg2þ g4Þ½ � � g1 þ g2 þ g3þ g4½ � þ ðg5 � g1g2Þðg3 þ g4Þ � g1ðg3g4þ g8Þ � g3g8½ �

ð7Þ

g1g2g3g4\1� g1g3g8 � g3g4g5 � g2g4g7 þ g4g6

where

g1 ¼1þ r � 2rH�

L
þ r0F

� þ r1B
� � r2; g2 ¼ 1þ s� 2sB�

K
� r1H

� � s1 þ hT�

g3 ¼1þ s2 þ s3B
�ð Þ � r0H

�; g4 ¼ 1� l0; g5 ¼ r21H
�B�

g6 ¼r0r1s3H
�B�F�; g7 ¼ r0F

�; g8 ¼ l

Theorem 4 The fixed point E3 ¼ H�;B�;F�; T�ð Þ is stable if the conditions given
in (7) holds. Otherwise it is unstable.

5 Numerical Simulations

We analyze the model through simulations using MATLAB. According to the data
from 2005, the total land area in India is 297,319,000 ha and the forest area is
67,701,000 ha. Percent of forest cover in India is 22.77%. The change in forest
cover from 2000 to 2005 is 29,400 ha which is 0.04%. Rice is the major crop
produced in India. So, we take rice crop into consideration. Growth rate of rice crop
in India for the year 2005 is 10.57%.

In the year 2005, consumption of rice in India is 87771.62 tonnes. We make use
of technology to conserve the forests. Here the technology considered is
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reforestation technique. Between 1990 and 2005, India gained an average of
361,500 ha of forest per year. The amounts to an average annual reforestation rate
of 0.57%.

We consider the following set of parametric values (Figs. 1 and 2):

Fig. 1 Density of trees for different values of h

Fig. 2 Density of crops in the farm fields for different values of h
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r ¼ 1:5; s ¼ 0:2277; L ¼ 5;K ¼ 5; r0 ¼ 0:4; r1 ¼ 0:04; r2 ¼ 0:07;

s1 ¼ 0:01; s2 ¼ 0:1057; s3 ¼ 0:3; l ¼ 0:5; l0 ¼ 0:3

6 Conclusion

In this paper, we have constructed a mathematical model on deforestation due to
human population and its effect on farm fields and role of technology in its con-
servation using a system of Difference equations. We have considered the growth
rate of human population and the trees to be logistic. And also the growth rate of
human population depends on density of trees and farm fields. We analyze the
stability of the model about each fixed point. We have provided numerical simu-
lations using MATLAB by considering different values for growth rate of trees due
to technological endeavour.
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An Approach to Analyze Cyberpsycho
Attacks Enabled Using Persuasive
Messages

Prashant Gupta and Manisha J. Nene

Abstract The study in this paper discusses and analysis the Cyberpsycho Attack,
where an attacker uses end-user’s cyber space and social connections to affect his or
her mindset or psychological sensibility to achieve short-term or long-term goals. The
strategies in these attacks persuade decision-making ability of an individual or society
or community to attain certain objectives by disseminating the persuasivemessages in
the form of texts/multimedia messages to accomplish political, religious, economical,
social gains using cyberspace. The work in this paper explains the role of persuasive
technology; and proposes a model to understand Cyberpsycho effects, describes the
elements and phases of Cyberpsycho attacks, an approach along with a model for
identification and analysis of Cyberpsycho attacks; emotions and sentiments analysis,
rigorously. The results show that the persuasive messages may lead to Cyberpsycho
attacks launched with an objective of attaining economical/political/social gains. The
work in this paper is a step toward proposing a method to analyse emotions and
sentiments forwarded using persuasive environments.

1 Introduction

Cyber world is a lawless and unchecked marketplace, where ideas become part of
our lives. They keep everyone and everything connected through its services.
Further, the revolution of Internet-enabled devices plays a significant role to
increase its usage. One can take health advises, learn new skills, view new places,
showcase his or her skills, purchase household or business products, banking, news
reporting, and many other activities. These all activities can be done and dissem-
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inate worldwide on-the-go. It is observed that whatever incidents take place in the
real world, the true or false information or messages or opinions related to it are
shared using social media without any delay. Presence of different celebrities,
leaders or government officials on these platforms make these platforms more
valuable hence suitable for use and misuse of it; and misuse leading to cyber
attacks. Since these high-profile users using these services attract millions of fol-
lowers and every news or information shared by them will reached too many users
at a time. The act of information sharing makes leaves impact in the mindset of
social media users. Hence, to counter any large impact due to this it becomes
essential to analyze the messages disseminate over social media.

In current environment, people make more friends through social media online
rather than offline as a result of this, it makes bigger platform for communication
and information exchanges. They also have faith on the facts and information on the
messages forwarded by the connected ones which affect their perception or opin-
ions or decisions.

In this paper, the author analyzes the texts based on current trending topics or
personalities using Twitter which may influence user’s action or perception towards
someone’s desirable goals.

The sentiment analysis on social media data mostly used to identify the customer
feedback, review analysis, etc., about the particular products or services. In [1], the
authors analyze the text content of social media sites related to pizza industries.
Further, it is also used by the authors to analysis the political trends during elections
to study the opinion of the users for political benefit [2].

In [3], the author analyzes social media to find out malicious links, spam and
accounts to study online campaigns which contains spam links or texts. In [4], the
authors analyze the static social network graph to detect random link attacks.

Contribution: The study in this paper analyzes the texts based on current
trending topics or personalities using Twitter which may influence user’s action or
perception towards someone’s desirable goals. Further, the work in this paper
explains the role of persuasive technology and proposes a model to understand
Cyberpsycho effects and its relation with new class of attacks termed as
Cyberpsycho attacks. The work describes the elements and phases of Cyberpsycho
attacks and describes an approach along with a model for the identification and
analysis of emotions and sentiments, rigorously. The analysis intends to identify the
trend of message-exchange to observe and predict whether it leads to Cyberpsycho
attacks. The work in this paper is a step toward proposing a method to analyze
emotions and sentiments forwarded using persuasive environments.

Outline of the paper: Sect. 2 describes the proposed work, Sect. 3 results and
observations and Sect. 4 concludes the work along with the future directions
enumerated.
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2 Proposed Work

2.1 Motivation

Cyber attacks are mostly performed by the legitimate users. They are skilled to use
the required hardware or software tools, but to deploy Cyberpsycho attack there is
no need of any good programming skills or tools; the only requirement is to access
Internet. Lots of false information, facts, and so-called rumors are disseminated over
social media everyday. Since many celebrities, leaders or government officials are
also on these platforms, it is necessary to observe the information flows, and study
how it leaves its impact in the mindset of social media users.

In author’s work [5], the author defines this behavior as a Cyberpsycho effect
which leads to Cyberpsycho attack, where cyberspace is used to impact the psy-
chology of an individual/group/community.

2.2 Proposed Cyberpsycho Model and Its Parameters

Figure 1 represents the proposed model which describes the crucial parameters that
are instrumental in invoking the Cyberpsycho Attack [5]. These parameters play an
important role to enable Cyberpsycho effects, leading to build an environment by
the adversary to affect the mindset or change the opinion of public.

Captology is the term where persuasive technology is used to analyze, research
and design the synergistic computer products, developed for the intention of
changing someone’s actions or perception through social influence and persuasion
[6, 7].

Persuasive technology or captology mostly used in improving business, medical
and lifestyle are found to be quite impressive in diverting people’s actions and
perceptions. But nowadays and in future too, it may deliberately be used to affect

Fig. 1 Cyberpsycho effect
and parameters
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people’s mind towards certain objective either in positive or negative direction to
attain some gain.

Viral contents are in different digital format like texts, pictorial images, or video,
etc., Objective of Cyberpsycho attack depends upon the adversary’s need and the
intensions to attain advantage of using the cyberspace [5].

The social media service providers provide technical tools and services which
makes easy to upload information on-the-go and provide features to users to
observe the insights of shared contents. Hence, it is not required to have any
technical knowledge to use them. They provide good documentation and interactive
tutorials for users free of cost to better use their applications.

2.3 Phases of Cyberpsycho Attack

Figure 2a represents the involvement/role of various entities to realize a
Cyberpsycho attack. The stages of realizing Cyberpsycho attack on cyber space,
when the persuasive messages are used to launch is represented in Fig. 2b.
Figure 2c describes the target/destination of Cyberpsycho attacks.

Fig. 2 Details of Cyberpsycho attack with all the elements during enabling phase
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2.4 Model to Analyze Cyberpsycho Attack

The Cyberpsycho attacks fall under different categories according to possible
beneficiaries after the effect like political, religious, economical or financial, busi-
ness, region, terrorism, international, or others. The effect and causes are different
according to the objectives or motives.

An approach to analyze Cyberpsycho attack is described in the section. Figure 3
represents the generic phases to analyze Cyberpsycho attack, enumerated as follows:

1. First observed the trending topics and news events.
2. Register an Twitter application using a Twitter account.
3. Establish a secure authentication between Twitter application and API in R.
4. Collect tweets based on the keywords related to trending news.
5. In database, user id, device information, metadata, etc., were also imported with

the tweets for further analysis.
6. Notice and save emotions, sentiment of texts by using packages of R.
7. Find out most frequent words within the collected texts.

3 Results and Observation

Environment used for the analysis of the proposed model described in Fig. 3 is as
follows:

Ubuntu 14.04 Linux x86_64 machine with 8GB RAM, R version 3.3.2, and
RStudio 1.0.44 with twitteR [8] and sentiment [9] packages with dependent
libraries.

In the collected Twitter data, the information acknowledged are the keywords,
metadata like date, time, user id, browser, device details, etc. Analyze the knowl-
edge which is obtained by steps described in Sect. 2.4 and relate it to the
Cyberpsycho effect categories and can identify using psychological aspects, the
observation of before and after effect and possible cause of attack.

There are different kinds of emotions in the messages observed over Twitter
messages which triggered Cyberpsycho effect. Plot Figs. 4 and 5 facilitate the

Fig. 3 Model for identification and analysis of Cyberpsycho attacks
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Fig. 4 Sentiment analysis of tweets on emotions

Fig. 5 Sentiment analysis of tweets on emotions
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interpretations of the emotions in the messages. Maximum number of tweets falls
under other category, which shows limitations of sentiment package as well as the
format of the collected text data in which most of the tweets does not contain
complete English words. The objective of this sample analysis was to identify and
analysis the sentiment contents with respect to tweets based on the current trending
news and events and extend the definition and recommendations in [5] by using an
approach using existing packages and framework to categorizing the contents, in
the form of texts and may produce an observatory view or report for psychological
analysis of different impact over attitude or behavior of an individual or community.

4 Conclusion

The study in this paper analyzes the texts based on current trending topics or
personalities using Twitter which may influence user’s action or perception toward
someone’s desirable goals. Further, the work in this paper explains the role of
persuasive technology and proposes a model to understand Cyberpsycho effects and
its relation with new class of attacks termed as Cyberpsycho attacks. The work
describes the elements and phases of Cyberpsycho attacks and describes an
approach along with a model for the identification and analysis of emotions and
sentiments, rigorously. The analysis intends to identify the trend of message-ex-
change to observe and predict whether it leads to Cyberpsycho attacks.

The results show that the persuasive messages may lead to Cyberpsycho attacks
launched with an objective of attaining economical/political/social gains. The work
in this paper is a step toward proposing a method to analyze emotions and senti-
ments forwarded over social media and may motivate researchers, authors, psy-
chologists to analyze the content over social media with different perspective.
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An Analytical Survey on Smart Electricity
Meter Using GSM

Shobhit Mendiratta, Mukul Garg, Jitender Singh Jadon
and Neha Arora

Abstract Electrical metering instrument innovation has made some amazing
progress from what it was over 100 years prior. From the first massive meters with
substantial magnets and loops, there have been numerous developments that have
brought about size and weight lessening notwithstanding change in components and
particulars. Today, utilization and appropriation has turned into a major subject for
examination by gigantic distinction in generation and utilization. Thus, to limit the
power slices and to appropriate the vitality similarly to all territories, some limi-
tation ought to have over the power utilization of every single vitality purchaser,
and as per that the Government ought to execute a strategy, by presenting Smart
Meters. They can take readings, we can diminish the miss utilization of force, and
furthermore here we significantly diminish the bill of client by alarming them with a
ready message before multiplying the unit charge.

1 Introduction

Smart meters speak to the new era of open utility gadgets intended to spare vitality
and offer more prominent accommodation to mortgage holders. The smart elec-
tricity meter as a main segment for the Smart system depends upon to give
financial, shared, and natural points of interest for various accomplices. The key
principle segments that will choose the accomplishment of smart meters is smart
electricity meter figures examination, which oversees statistics getting, transmis-
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sion, taking care of, and understanding that pass on favorable circumstances to all
accomplices [1]. Smart Grids have been a key engaging operator for sharp essen-
tialness, which insinuates control masterminds that can cleverly fuse the practices
and exercises of all accomplices connected with it, e.g., generators, customers, and
those that do both—remembering the ultimate objective to capably pass on viable,
money related, and secure influence supplies. However there are various explana-
tions for Smart Grids, one normally recognized framework is that of the [2].
National Institute of Standards and Technology (NIST) describes seven key spaces:
mass period, transmission, scattering, customers, expert centers, operations, and
markets. Scratch imaginative challenges go up against SGs fuse brokenness of RE
period that impacts control quality; broad scale frameworks of little scattered time
segments mechanical degree concerning to smart electricity meters expands to a
different extent of ICT headways, Overseeing SGs to pass on Smart imperativeness
require pushed data examination for obtaining exact data and automatic decision
support and dealing with events in a favorable way. Fundamental advances have
been achieved for utilizing area information acquired from cautious gadgets
exhibited in feeders, unmistakable substation databases, and models over the value
undertakings [3]. Run of the mill information sources consolidate advertise figures,
lighting figures, control land figures; atmosphere figures, which can be dealt with
and changed over into statistics, and discovering that may be used for state
approximation, situational care, accuses recognizable proof and forewarning,
soundness examination, wind or sun based deciding. Data obtaining is a key for
good information recognizing, prepare, and learning extraction. Thusly, the most
inspected data about power create operations is from information gathered from
Smart electronic contraptions exhibited in substations and unmistakable portions of
the broadcast and dispersal systems [4]. Of late, smart electricity meters are being
presented in households and diverse premises in various locale of the world. An
article by Pike Research assesses the overall brilliant meter foundations to threefold
from 10.3 million in 2011 to 29.9 million units approximately by 2019. This
structure, if unleashed truly, can give more than just recording use of force or a
judgement support gadget to reinforce essentialness use via customers.

2 Overview

Since imperativeness sources are limited and it has transformed into our need to
save, however, much essentialness as could be normal. In this circumstance, Smart
meter comes into the edge [5]. A Smart meter gets unit ate up in a specific time
distribution, demonstrate comes to fruition and along these lines give consistent
commitments to the charging unit. The use of such splendid meters has been
growing rapidly recently. Honestly, certain market observers assess the overall
market for Smart meters will revive from $4 billion in 2011 to generally $20 billion
in 2018. Coordinate US fares of smart electricity meters likewise have demon-
strated strong development as of late, in spite of the fact that from a little base,
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ascending from an expected $180 million to $240 million amid 2008–13. For quite
a while, utility providers have been stressed over the quality and economy of the
imperativeness system. Security and assurance remains a key factor for them. Smart
electricity meters are far superior to those electromechanical meters utilized
beforehand by the clients. This review introduces the structure of the proposed
recognition technique.

3 Effective Smart Meter

The expression “Smart Meter” at first alluded to the usefulness of measuring the
power utilized or potentially created and the capacity to distantly control the supply
and cut-off when fundamental [6]. Control conveyance frameworks that utilization
electrical cables can speak with other electrical frameworks, screen the nature of
electrical vitality, and give an efficient answer for programmed meter perusing
(AMR). Smart electricity meters can be associated with a low-voltage control
framework by electrical cable bearers for all buyers. Unlawful power use in the
power conveyance framework can be effectively distinguished if AMR is intro-
duced in the framework, which comprises of a terminal Smart meter (TSM) and an
entryway smart meter (GSM). This review proposes a novel remote identification
strategy for unlawful power use that utilizes both TSM and GSM, where the TSM
and the GSM are introduced on the power arrangement of every purchaser and on
the hub of the power framework feeder, individually. TSM and GSM at the same
time disengage an electrical hotspot for a brief timeframe. After this, the proposed
location strategy sends a low-voltage motion with a high recurrence from the TSM
to the GSM amid the season of disengagement. Once the flag has passed, the
proposed recognition technique distinguishes illicit power utilization by measuring
the measure of time it was separated. In this paper, we look at these improvements
from an all-encompassing information systematic perspective. The expression
“smart electricity meter” at first alluded to the usefulness of measuring the power
utilized and additionally produced and the capacity to distantly monitor the supply
and cut-off when important [4]. It was known as automatic meter reading that
utilized simplex communication correspondence, equipped for mechanized
month-to-month understands, simplex communication blackout (or last wheeze),
and alter identification, and straightforward load profiling. After some time, the
automatic meter reading (AMR) ability was reached out into fleeting interim
(hourly or less) information catch, on-request peruses and connecting into and
perusing different wares. A noteworthy update of usefulness happened after
incorporation of the meters with full duplex correspondence innovation, which has
been called progressed metering coordinated [7]. The redesign incorporated the
joining of administration exchanging, time-based proportions, distant program-
ming, control grade measure, and a dashboard-sort UI for continuous utilization
checking into the AMR. In spite of the fact that the word smart meter began to be
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utilized simply after the Smart Grid activities, it can be seen that the usefulness and
elements of the meters advanced from the physically read meters of the past to the
advanced metering infrastructure meters within dashboard port and the full duplex
communication correspondence ability. In this way, the current in, a meter is
required to have the accompanying abilities to be classified as a smart electricity
meter:

1. Catch of force usage and possibly passed on period.
2. Capturing the probability of remote and neighborhood examining of the meter.
3. Distant manageability of the meter empowering control and to even abandon the

supply.
4. Ability to catch events, for instance, contraption status and power quality.

4 Smart Measurement

The Smart meter is the estimation and statistics-getting device and, as a rule,
connected with the specific gadget called sharp meter portal to set up a protected
imperativeness information sort out. The entry could get and give continuous
information from supplier, be a condition of control for contraptions, start, and stop
essentialness supply. It could be like manner have a UI called the
“In-Home-Appear” (IHD), which demonstrates essentialness usage, cost, charges
with the Smart electricity meter is the estimation and statistics get device, and as a
rule, connected with the specific contraption called sharp meter gateway to set up a
sheltered imperativeness data sort out. The entry could get and grant progressing
data from dealer, be a condition of regulator for mechanical assemblies, begin and
end imperativeness supply, et cetera [2]. It could be in like manner have a UI called
the “In-Home-Appear” (IHD), which indicates essentialness use, rate, and charges,
with consistent overhaul (Fig. 1).

Fig. 1 Fundamentals of advanced
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The SG gives the fundamental space and framework for the smart electricity
meters to capacity, and Smart electricity meters have been portrayed by the main
driving square of the SG [8]. One of the main parts of the Smart Grid engineering is
to empower continuous basic leadership, which is conceivable just if information
can be restrained without idleness as it is produced and connected toward particular
goal. This constant or “dynamic” information can be bridled to set aside a few
minutes choices. Smart meters can include nonstop correspondences if necessary
with the goal that checking should be possible continuously and can be utilized as a
door to request reaction mindful gadgets and smart attachments in the household.
Inside the matrix, the smart meters may likewise just supplant the gadgets essential
at detecting focuses whose expansive amount is unrealistic for price and strategic
reasons, by alerting. Example: voltage and current estimations straightforwardly to
an information procurement framework; for example, a smart energy metering
stage. It can likewise estimate future needs and patterns of interest administration,
organize tax enhancement, and resource support prerequisites.

5 Advantages of Smart Meters

Smart electricity meter is solitary of the utilizations of progression in innovation. It
archives the utilization and sends the evaluations to the utility office and to the
client on standard reason for observing and charging. For a long-lasting, conven-
tional electromechanical meters have been utilized Meter readings were noted down
on the month-to-month premise. Presently with the development of smart vitality
meters, things are evolving.

Advantages of Smart vitality meter above customary electromechanical meters:

1. Smart imperativeness meters are less inclined to botches. The customers and
utility providers get correct readings.

2. Readings can be directed distantly over the web to the utility providers. Agents
require not being physically present at the site.

3. Modifying of these meters can be adequately perceived through the experts.
4. Smart meters when modified with home machines can be used to control the

power use.

6 Challenges of Smart Metering

The European Union (EU) is advancing the normalization of smart framework
security as a piece of Smart network institutionalization all through the venture
“Smart Grids: European Technology Platform,” which contained 19 nitty gritty
reviews. Sorts of Attack COA (Cipher text just assault): The aggressor tries to
reason unscrambling key from the cipher text. KPA (Known Plaintext Attack): The
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assailant gets sets of plaintext and cipher text by perusing the meter. CPA (Chosen
plaintext Attack): [8] the aggressor can pick the plaintext and the comparing cipher
text. CCA (Chosen Cipher text Attack): Since a message authentication key is
produced for each scrambled meter perusing, the assailant cannot fashion a sub-
stantial cipher text for a subjective esteem; in any case, he/she can dispatch this
assault for open key cryptosystems. To accomplish metering knowledge as depicted
in the past areas, various specialized issues should be effectively tended to. The
capacity to work with vast volumes of information will be a key prerequisite. It is
additionally fundamental that advancements have the capacity to work with an
assortment of information; for example, climate data and purchaser data, geo-
graphic information subsequently requiring systems for proficient information
combination and reconciliation. Such a major information incorporation and
examination motor are being produced by a C3 vitality, where errands, for example,
voltage streamlining, resource administration, blackout administration, and blame
location to client-centered administrations; for example, demand–response, stack
estimating and client dividing, and focusing on are to be coordinated. Continuous
observing and diagnostics-centered investigation would be a critical prerequisite in
such frameworks [9]. To accomplish genuine advantages of examination results, it
is fundamental to pick up purchaser’s acknowledgment and support for Smart
electricity meters. The main prerequisite for such acknowledgment is straightfor-
wardness of the procedure, which is right now being tended to by government
controllers and in addition utilities. The accessibility of straightforward and visual
presentations of data is additionally an essential need. Making smart energy meter
information and examination results accessible on the web and on cell phones will
make such data all the more promptly accessible furthermore overhauls imparted to
buyers in close continuous. Smart electricity meter investigation in this manner will
keep on evolving, making requests on the present information and innovation
accessible.

7 Technology Adopted in Smart Meter

This report proposes the sharp essentialness meter with scrutinizing sign using
GSM made to lessen the power use charge by giving the imperativeness meter
examining to the customer with a prepared message before growing of unit charge.
The looking at from Utility relationship as SMS is being gotten by Smart centrality
meter programmable interface and the activity is performed by the meter as per give
data Microcontroller can be utilized to screen and record the meter readings. In case
there should be an occasion of a client defaulter, no persuading inspiration to send a
man to utility ousts the Utility can cut-off and reconnect the client relationship by
short message advantage [10]. A PC with a GSM beneficiary at the inverse side,
which contains the database, goes about as the charging point. Live meter dissecting
from the GSM engaged significance meter is sent back to this charging point
discontinuously and these unnoticeable parts are redesigned in a central database.
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In addition, the customer can check the status of drive from wherever. It gives ease
in taking the meter readings, exactness. In existing structure, either an electronic
imperativeness meter or an electromechanical meter is settled in the begin for
measuring the usage. The meters in a matter of seconds being utilized are recently
fit for recording kWh units. The kWh units used then still should be recorded by
meter investigate month-to-month, by strolling. The recorded data ought to be
managed by a meter breaking down association. For setting up the meter breaking
down, connection needs to firstly interface each recorded power use datum to a
record holder and after that pick the total owed by system for the specific assess-
ment being utilized distinctive structures in light of various stages have been pro-
posed by different research bundles wherever all through the world for Automatic
Meter Reading. Tele wattmeter were executed to transmit data on month-to-month
prologue to a remote central office through a given telephone line and a few
modems [6]. A chip or DSP-based meter is used as a touch of this to gage the power
usage of various customers in a region locale. These techniques were generally
executed in regions that had a settled telephone make. In this estimation, framework
that circuits the GSM manage as a mean of transmitting centrality data is huger.
The GSM manage offers most expansion in most made and making countries. This
strategy is likewise intense in customary accomplishes, which are not thickly
populated, and in which, an enormous number individuals don’t have acknowl-
edgment to a settled telephone compose. So in a country like India we need to focus
more on this system as it can be executed successfully and sensibly. In this system
PIC controller is used to control. Yield beats from the metering IC are counted
using the default clock of PIC MCU. The flag from meter through Optocoupler is
ordinarily high and the high to low move of this voltage wave demonstrates the
occasion of a pulse. The numbering of low pulse is an inefficient procedure as rash
setting up issues may even be viewed as a pulse by the device. So the passed on
pulse is turned before applying to the counter.

7.1 Types of Meter

A. Electricity Single-Phase Meters

Single-stage power is frequently utilized as a part of homes or business where
power is for the most part utilized for general purposes [5]. Single-stage electric
power alludes to the dispersion of substituting current in which every one of the
voltages of the supply shift as one. Regularized frequencies of single-stage power
frameworks are either 50 Hz or 60 Hz. Single-stage power accessibility fluctuates
in various nations. Typical Features of Single-Phase Meters.
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• Light Emitting Diode (LED)
• LCD display
• Rated voltage 120, 220–240 V
• Rate indicator
• Frequency 50, 60 Hz
• Current 5, 10 A or 20 A
• Limit temperature −25 to +70 C
• Threshold current: 60–100 A
• Operating temperature −10 to +65
• Power consumption below 1 W
• Keypad
• IP rating IP52
• Humidity Operating 95% RH

B. Electricity Three-Phase Meters

Tremendous structures, generation lines, office pieces, and various units have
three-arrange control. The key fundamental standard of a three sort out load is the
electric engine. Such engines are related in industry for fans, pumps, blowers,
transport drives, compressors, and so forth. Broad circling air through and cooling
gear (units more than 8.8 kW cooling limit) utilize three organize engines for
reasons of ability and economy. These sorts of weights do not require the turning
engaging field commonplace for three compose engines however abuse the higher
voltage and power level when in doubt related with three organize dispersal. The
subsequent DC current is less asking for to channel than the yield of a solitary stage
rectifier. Such rectifiers might be utilized for cell charging, electrolysis systems, for
example, aluminum period or for process of DC engines. It is in this manner, more
reliable electrical power that licenses machines to run a great deal more profitably
and last different years longer. In a three arrange structure, the stages are scattered
correspondingly, giving a division of 120°. The rehash is regularly 60 Hz in the
United States of America and 50 Hz in Europe and. The waveforms of the three
supply conductors are stable from each other in time by 33% of their period. Three
stages have properties that make it extraordinarily engaging in electric power
structures. Thus, making it conceivable to wipe out the reasonable transmitter on
two or three lines; Power move into a straight adjusted load is solid, which
diminishes generator and engine vibrations; three orchestrate frameworks can make
a charming field that turns in a predefined heading, which improves the game plan
of electric engines. Three-stage frameworks may have an impartial wire.
A fair-minded wire permits the three sort out framework to utilize a higher voltage
while as of not long ago supporting lower voltage lone stage mechanical gatherings.
In high voltage dispersal conditions it is essential not to have, an impartial cable as
the heaps may just be linked between stages.
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8 Seizing Loopholes

Numerous load profile looks at have utilized information mining techniques,
arrange insistence, and quantifiable frameworks to secure picking up from client
stack records. Information of utilization practices is basic, as it is incredibly valu-
able for figuring requests and making showing system, and permitting redo
charging [7]. Utilize information amassed from clients’ heap profiles could in like
way to perceive, recognize, and expect coordinate anomalies or assortments from
the standard that finally might be an immediate consequence of blemished metering
or human mediation and trickery. Potential theft or particular misfortunes can in
like way be perceived by separating Smart meter information and estimations from
sensors fastened to transformers or feeders.

9 Conclusion

The paper has introduced an exhaustive review of brilliant metering and power
Smart meter information examination. In spite of the fact that there has been much
constraint to Smart meters because of protection and wellbeing concerns, clearly
Smart meters are digging in for the long haul and that the SG and smart metering
will be a lifestyle later on [3]. Various diverse measurements to smart electricity
meters have been emphasized including the Smart meter innovation, existing
investigation advances and apparatuses, and the current mechanical transforma-
tions. Undoubtedly, security and honesty of client meters has been and keeps on
being a noteworthy concentration by utilities and sellers. In such manner, various
endeavors by government and industry have begun to address potential security
dangers [2]. For instance, an extensive arrangement of digital security rules dis-
tributed by the National Institute of Standards and Technology (NIST), and clarifies
that endpoint and framework sellers have been made a request to conform to new
necessities to address remote get to, confirmation, encryption, and protection of
metered information and client data. The sending of a smart electricity meter
System begins with decision of the advancement and the making arrangements for
foundation, operation, and upkeep. Utilities have joined inside the course of action
system various segments of organization, control, and consistence to support suc-
cessful project utilization. Utility Metering Services operations are competent to
ensure the correct, correct, tried and true, and solid operations of the pay charging
meters and support contraptions. With the important augmentation of new esti-
mation developments and compromise of correspondence systems into fundamental
meters, metering operations will be tried both indeed and operationally in the
nearby and whole deal. The complement on metering operations in utilities will
increase as more refined charging and estimation systems are made, created, and
sent. The paper has furthermore displayed the present Smart metering space as the
Smart metering scene, and from that point forward, a framework has been
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developed to relate splendid meter data to accomplices and applications made by
their necessities and the examination mechanical assemblies and strategies required
to fulfill the accomplice needs. The outline would help perceive the present hin-
drances in smart metering. Another dedication of this paper is the ID of Smart
electricity meter examination building squares, which permit to interface the broad
assortment of devices used for brilliant metering and perceive the standard exam-
ination works out. The SG and Smart meters will be a bit of a substantially broader
IOT later on consolidating different parts of humankind needs and organizations to
satisfy such needs, and the examination necessities discussed.
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Testing of Web Services Using Manual
Testing Approach

Japneet Singh, Sanjib Kumar Sahu and Amit Prakash Singh

Abstract In the modern world of technology, if you want to develop a software
application you do not need to build each and everything from scratch in your
application. There are lots of ready-made services available which you can
implement into your application and you can start providing those services in your
application. For example, if you want to display weather forecasting-related
information you do not need to collect, process, and analyze the data in your
application. You can buy the services from the people who already have built the
application analyzing this type of data and maintaining it in a suitable manner. So,
the Web services allow us to do these kinds of implementations. Web Services can
be defined as the mechanism or the medium of communication through which two
applications will exchange the data irrespective of their underline architecture and
the technology. So this paper focuses on determining the various testing capabilities
involved in the process of testing of web services and also the method of writing the
test cases to test the web services using the concept of data variation and modifi-
cation also called as Data Perturbation. The various capabilities includes the testing
of SOAP messages, testing of WSDL files, and using WSDL files to generate test
plans and lastly testing the published, find, and bind capabilities of web services.

1 Introduction

Web services can also be defined as a service integrated in an application which
uses Simple Object Access Protocol (SOAP) for transfer and communication of
data in the form of XML format through the Internet.
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There are various technologies associated with the web services which include
Universal Description Discovery and Integration (UDDI), Extensible Mark-up
Language (XML), Web Services Description Language (WSDL), and Simple
Object Access Protocol (SOAP).

The Web services uses some standardized protocols like Web Service
Description Language (WSDL) used for describing the description of the service,
Universal Description Discovery and Integration (UDDI) used for publishing the
WSDL document, and Simple Object Access Protocol (SOAP) used for sending
and receiving of web service requests and responses [1]. A basic call to a web
service includes the interaction and usage of three components which are service
Consumer, Service provider, and service registry which is as shown in Fig. 1.

The service provider is responsible for designing the WSDL document and also
for publishing it in the service registry (UDDI). The service consumer is responsible
for searching the service registry (UDDI) to find the possible match against the
business needs, also finds the endpoint of the service (URL address), and finally
calls the matching web service by exchanging the request\response SOAP mes-
sages. This can be used as a first step toward the WSDL-based testing or more
concretely toward manual testing of web services.

Web services also provide us the facility of having common communication
infrastructure which is widely supported also based on the internet and also
implements standard technical formats.

There are also various advantages associated with this technology like it works
independently of hardware/software platform, also helps in the reduction of the
complexities as well as the cost of the software integration.

Figure 1 depicts the components of web services.

Fig. 1 Components of web services
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The roadmap for the rest of the paper is as follows. In Sect. 2, we have discussed
about the related work being done in the area of testing of web services. Section 3
talks about the solution of generating the methods to test the web services.
Section 4 talks about the information of proposed system of using the method of
Data Perturbation to generate the test cases for testing the web services manually
[2]. Finally, the paper is concluded and future scope has been defined in Sect. 5 of
the paper.

2 Related Work

As we already know that the service-oriented software has a complex nature but
there has been a huge increase in the deployment of the Web services in the various
software applications. So by testing the web services, we aim in a direction of
reducing the errors in it, also increase the confidence of user’s in using the web
services which ultimately leads to the increase in quality of service oriented soft-
ware (SOS). Web service description language is mainly responsible for loose
coupling among web services. WSDL (Web Services Description Language) is
used to describe the services offered by the web services and it is based on XML
language [3].

The WSDL file also describes the process to call the services, i.e., what input
values. We have to provide the XML request format and what will be the XML
format of the response it is going to generate for each kind of service.

The WSDL file also contains the information about the concrete description
(Port, binding, service) and also about the abstract description (Operation, Port
type, Message) [4]. But this information is not sufficient to test the web services
functionality.

So by testing the WSDL description file helps us in implementing the black box
testing of web services but in recent times a very minor effort has been spent on
testing web services on the basis of WSDL description files.

There are various challenges for the testers to test the web services like will the
web services interaction be handled in a suitable manner and will the requests be
handled for all types of data. The characteristics associated with the testing of web
services are that we do not have any access to the source, Low level of testability,
Web services are loosely coupled, and lastly there is no UI associated with the web
service through which the testing can be done easily.

As already discussed, the various testing capabilities associated with the web
services testing include testing of SOAP messages, Testing of WSDL files, gen-
erating the test plans on the basis of WSDL files, and lastly testing the binding,
publishing, and searching capabilities of web services [1].
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3 Solution for Testing Web Services

For testing the web services manually, we have identified three main steps to be
done by making changes in the request messages present in the XML format and
also checking the response of the web service also in the XML format only.

The three steps to be followed are:

1. The first step will be the modification of the request messages to be sent in the
XML format by changing the various parameters in the request messages.

2. The second step would be of sending the modified messages to actually check
the response from the web service.

3. The third step would be related to the analysis of the response messages sent by
the Web service under testing and comparing the actual response with the
expected response message.

These above three steps can also be represented in the form of a Pictorial
representation as illustrated in Fig. 2.

3.1 Characteristics of the Solution

1. There should be a formal model used for the XML schema and XML messages
used for sending the request messages and getting the response messages.

2. Data Perturbation should be implemented using some rules [5].

Fig. 2 Representation of basic steps to test the web services
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3. Interaction between the web services should be peer to peer communication
instead of multilateral communication as illustrated in Fig. 3.

4. Testing of the SOAP messages is required.
5. Also Manual testing known as Black Box Testing can be carried out for gen-

erating the test cases for testing the web services [6].

3.2 Formal Model of Schema Representation

The regular tree Grammar representation is six tuple representations with the help
of these below symbols:

<T, D, N, A, P>
One example has been explained below for the XML Schema and XML message

for the Publications:

XML message:
See Fig. 4.

XML Schema:
See Fig. 5.

Fig. 3 Interaction between web services by peer to peer communication

Fig. 4 Representation of the XML message
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Regular tree model example:
Example of the above written schema for Publications:

T = {publications, publication, Year, Price, Code}
D = {int, double, string}
N = {nt, np, nc, nr, ny}
P = {ns ! books, nb ! book <ny nr nc>, ny ! Year, nr ! price, nc ! code}

Derived tree for publications example is illustrated in Fig. 6.

4 Proposed Approach Using Data Perturbation
Techniques

The process of Data Perturbation includes two things under it.

1. Modification of the request messages is done.
2. Analysis of the response messages is done.

Data Perturbation is based on the following two steps:

1. Data value Perturbation: This process includes the modification of values in the
messages to be sent as request messages based on their data types.

2. Interaction Perturbation: Interaction Perturbation is classified into types as RPC
communication Perturbation and Data communication Perturbation [7].

Our approach is mainly based on the generation of test cases using the
above-mentioned two approaches of Data Perturbation. Use of Data Value

Fig. 5 Representation for the XML schema
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Perturbation technique to generate the test cases for testing web services mainly
depends upon the modification to be done on the request messages based on the
different data types [2]. As an example, we have considered three data types here
which are Numeric, String and Enumeration.

So the Boundary value test cases for the data types can be written using these
below values [2] (Tables 1 and 2).

RPC Communication Perturbation technique can also be used as a method for
generating the test cases in term of the data uses. There are two kinds of data usages
which include the SQL-based data and normal used data [8].

Mutation analysis as well as using the mutation operators can also be used for
testing the normal data and SQL injections can be used for testing the SQL-based
data [9].

Fig. 6 Representation of the derived tree for publications schema

Table 1 Boundary value test
cases for various data types

Data types Test cases

Numeric Maximum value, minimum value, zero

String Maximum length, minimum length, zero
length

Enumeration Boolean value set, finite set of values

Table 2 Example for the
numeric data type

Original value Modified values Test cases

<price>66</price> −263 Minimum value

0 Zero

263 − 1 Maximum value
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We can understand from the below example
Original message:

See Fig. 7.
Modified Message after applying Mutation by changing the order of data in

which the elements are expected.
See Fig. 8.

Fig. 7 Representation of the original message

Fig. 8 Representation of the modified message
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5 Conclusion and Future Scope

Web services help the users to directly fetch the data with in the developed
application by just calling those pre defined web services already written to serve
the same purpose. So it becomes very important for the users to generate the
effective and practical ways to test the web services. Two techniques have been
discussed in this paper which helps in generating the test cases to manually test the
web services. These have been listed as Data Value Perturbation and RPC
Communication Perturbation.

Data value Perturbation focuses on generating the boundary value test cases for
the different data types used in the request format and focuses on semantic based
testing, whereas RPC communication Perturbation technique is more of
syntax-based modification done for the messages. The future work lies around the
area of analyzing the relative importance of data value Perturbation and RPC
communication techniques. Also the future work can also involve the work of
analyzing the correctness of output which comes as a response for the request
message.
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Analysis and Implementation of Business
Intelligence Software for Report Bursting

Sheril Yadav, Aijaz Ul Haq, Seema Rawat and Praveen Kumar

Abstract Business Intelligence is very effective in the implementation of business
transform programs within an enterprise framework. In this Business object is the
current element tools that makes leader in the Business Intelligence software
industry. It provide queries analysis and reporting tools to organization that need to
access data stored in the different sources. Business Intelligence is used for analysis
of data and represents the useful information to help industries executives, business
managers and other user to make additional information business decision. It
consist of the various tools, application, or methods that help the organization to
collect the data from the external or internal datasource to build the report, dash-
board and visualization to create the logical results available for corporate decision
makers as well as operational workers. Bursting is one most important features of
the Business Intelligence which helps in a process splitting data into simpler unit’s
wise, generating reports for separate unit, and it delivered the reports to different
destinations. The data for the report is created by executing the query and splitting
the data based on a Key value. For each unit of data, a separated report is generated
and delivered. It helps in splitting single reports based on component in the data
model and delivers the report based on the other component in the data model. It
helps in reducing the efforts and maintain coast of the projects. It can fetch by the
delivery element, it allows to apply to different template, output format, delivery
methods, and locate to each split segment of your report. Example implementations
include: In the health care domain, we need to send huge claims amount to different
insurance vendor for different LOB (line of business) in report which led to get

S. Yadav (&) � A.U. Haq
Satya College of Engineering & Technology, Palwal, Haryana, India
e-mail: sheril_08@yahoo.co.in

A.U. Haq
e-mail: aijazullaq@satyaedu.org

S. Rawat � P. Kumar
Amity University, Noida, Uttar Pradesh, India
e-mail: srawat1@amity.edu

P. Kumar
e-mail: pkumar3@amity.edu

© Springer Nature Singapore Pte Ltd. 2018
S.C. Satapathy et al. (eds.), Smart Computing and Informatics, Smart Innovation,
Systems and Technologies 78, https://doi.org/10.1007/978-981-10-5547-8_48

461



more resources and time effort to validate the data of different LOB. For making it
more optimization we will burst the reports in LOB wise will send to the vendor via
email.

1 Introduction

Business intelligence plays an important role in the decision or strategic planning
process within a corporation or industries. It helps company or organization to gain
vision in the critical operations in the field of the reporting application or analysis
tools. It also contains a variety of components such as dashboard, charts, reports or
many more. Bi applications helps in understanding the various information prop-
erties and helps in making better decision and how to interact with each other.
These properties can include the business database, domain information personal
data, product data, as well as any other source of information which is valuable for
your operation.

Healthcare domain are also generating huge collection of data in different terms
like membership, finance, claims, billing, pharmacy, external audits, etc.

Healthcare-based industries need to show full opportunity of their financial
operations. Here BI offers full transparency, analysis and delivery of the financial
and operational data. BI allows healthcare provider to drill from the reports into
detailed analysis of cost and claims, having data underlying cash flow statements.
BI’s analytical abilities allow providers to analyze execute cash flow analysis and
monitor underwriting requirement [1, 4]. Here second other important feature of
healthcare domain is claim management, it is most complex job to handle the flow
of claims that received from the different providers. BI provides current, historical,
or predictive view in the business operation, mostly in this case data that has been
assembled into the data warehouse or data marts.

A BI application, which involves the data integration and data cleansing func-
tion, can allow you to integrate these different data sources into a particular logical
structure for real-time reporting. An expert filed of BI is known as competitive
intelligence that focuses on the external environment. BI provides a path for better
decision making across the enterprise.

Today’s recent businesses world, different technologies have to manage huge
availability of data. So the Data warehouse needs to set up sources to store this data.
We can use the ETL process (Extract, Transfer and load) for the Metadata support,
for functional capability, or access to directly read the data from different data
source. After that with the help of OLAP (Online Analytical Processing), user can
analyze different dimensions of multidimensional data.

This paper explores the concept of bursting and the publication which is
important application of BI. As the name implies bursting it means splitting of data.
In the healthcare domain, we need generate the different claims or finance reports
which contain huge data of subscriber or member which results into lot of resources

462 S. Yadav et al.



requirement to validate the data or more efforts and cost also required, by using this
technique we optimized the reports in such a way that it contain the data for
particular accounts, group, or LOB which easily help the business or customer to
validate the data and the each different report will be send to multiple vendors via
email.

2 Business Intelligence and Bi Components

According to Hans Peter Luhn et al. (1985), “he defined BI in his article the ability
to capture the interrelationship of the presented facts in such a way as to guide
action toward desired goal”. It is used as a way for companies to make logic of
mountain of data that have become available to them doe to rise of low budget
storage and the ability to collect large amount of data through multiple input data
source As per John Kemp, Benjamin Dietz et al., a strategic business intelligence
platform put the right information in the right hands at the right time and gives
Managers and executives the ability to test various scenarios for business spending
and investments while monitoring important operational drivers of company per-
formance. According to the Gartner definition is used mostly in the organization.
According to Gartner, Bi is the umbrella term that is used to include all the
application, infrastructures and tools that enables access and analysis of information
to improve and optimize performance and decision.

3 Data Warehouse

A data warehouse is a major component of the Business intelligence; it is relational
database that is used for query processing or analyzing purpose. It is
subject-oriented, volatile, and integrated. It also contains the historical data that is
retrieve from the transaction database, but it can also contain the data from different
data source [2, 3].

It can also include the operational data which can be defined as data set of
integrated data used for decision making for domain wise. It also includes an
extraction; transformation and loading solution. It separates the load from different
transaction source and enables the organization to combine data from different
sources.

Data warehouse are built in way to help you analyze the data in optimize
manner. Data warehouse also put the data in the different data sources into a
consistent format. They also help in resolve the problem of naming conflicts and
inconsistence among the unit of measures [1, 4, 5] (Fig. 1).
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3.1 OLAP

Data exist in the form of relations database; OLAP offers a better view into the
unused potential data. It supports the multidimensional view of data which provides
increase in the information content of same amount of data.

OLAP can be defined using the five keywords—Fast Analysis of shared
Multidimensional Information.

Fast as most complex queries can be processed in less than 5 s. Analysis indi-
cates to the process of analyzing the complex queries and to form a strong vision for
the result of these quires. Fasting of data retrieval and analysis can be used on the
procedural side of the database management. Shared sources, such as warehouse,
are used to get information which is required for analysis [5].

The information may be interrelated in more than one or two dimensions. For
example, a particular set of business data may be related, variously, to accounts,
finance and claim data. It can also go in opposite direction and can show the data
that includes the combine data this technique known as drill-down [5].

Slicing and dicing it states the ability to check the database from various
viewpoints. It performs along with time axis in order to analyses the different styles
and pattern [5].

4 Business Objects

Business Objects acts as fronted tool for reporting. It can be used standalone, to
report data directly from the source system or more often, it’s used as another
front-end for BW. It allows users to navigate, analyses, access, formatting, and
share information across an industries [2] (Fig. 2).

Fig. 1 Architecture of a data warehouse
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Here Crystal reports is client report design tool that is fully integrated with SAP.
Crystal Report is a tool which allows us to form flexible, pixel-perfect,

feature-rich reports and integrate them easily with software developer kit into web
and window application using Java, and .Net application. When we used within the
SAP business object enterprise business intelligence platform, Crystal reports can
be published to the web, it can be viewed through Info view portal and managed
and deployed in a web based environment. The reports can be deployed and
published using a Crystal report designer application. Crystal reports server is an
enterprise reporting solution that helps us to create, manage, and deliver report over
the web.

5 Literature Review

Business Intelligence plays a very crucial role to attain economical edge over com-
petitors in the challenging economy we are. Business using the Business Intelligence
approach is able to develop the intelligence-based information system to gain the
useful business view and make faster and more trustworthy business decision.
Business process intelligence provides the information to improve the organizational
performance. Over the past two decades, progress in the technology have raised the
importance of BI system and software to an organized corporate policy and overall
success. They can be built by a services provided by or by the people working for the
organization. In the past research, it has shown that Business Intelligence is one of the
fast developed methods of intelligence gathering in the field.

Fig. 2 Architecture of
business objects
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6 Methodology

This paper gives an idea of the bursting and publication of different reports using in
the BI application which helps to optimize the efforts in terms of cost or time and
recourses. As the name suggests, bursting means splitting of data block in the
simpler units for more efficient way to use and deliver to multiple destinations.

In this we need to emphasis on the domains like heath care, finance where the
huge data need be taken care by the different database need to share the reports
according to their requirement. In this we are creating two different reports using the
crystal report and universe, i.e., web-i reports which contain huge data. Crystal
reports are used to generate reports from different data sources. It allows users to
generate reports that include special conceptions and implement new business
requirements into reports to reduce dependency on IT and Report developers.
Crystal Reports can connect to any data sources that include Relational databases
like Oracle, OLAP data source systems like BW, or also with XML data.

Nowadays, different organization are creating multiple reports for Health care
domain which contain the data from the Claim or finance department, these reports
further send to the multiple vendor that validate claim or finance data in a con-
solidated way. This becomes a tedious job for them to retrieve information about a
single required account. Therefore, it requires lot of efforts in terms of time, cost,
and man power. To overcome this, we are creating the report and burst them in such
a manner that we get information selective to particular account (Fig. 3).

REPORTING 
Create a report using crystal report for Account 

information in Health care domain 

BURSTING 
Create a another crystal report used for Bursting 
through Group wise data 

PUBLICATION 
Need to create the publication which helps to 

publish account wise information 

Fig. 3 Flow of requirement
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6.1 Generating Crystal Report

For this we need to generate report using Crystal report which contains claim and
finance data having the backend as the Facets. Here is PDF file for report, Report
generating the information of the Account name with the claims received in the
current year (Fig. 4).

6.2 Bursting the Report

The bursting has some properties as mentioned below:

• It can be done by Split By element which is governs how to data is split.
• In this Deliver By option can be governs how the formatting are applied in this.
• Also in the delivery Query is a Sql query that allow the BI publisher to construct

the data file.

Step 1: After this, we create another Crystal report which will be used for the
Bursting the Groupwise information (Figs. 5 and 6).

For Publication:

Step 3: To publish these we need to create publication on the Tool CMC Info view.
Click Manage > New > Publication (Fig. 7).

Fig. 4 PDF of the report
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Publication Steps:

Step 1: Here It shows the source report as the Account Report (Fig. 8).
Step 2: Here It shows the Bursting report through which we further divide by

Groupwise.

• Here Dynamic recipients are publication recipients who exist outside
of the Business Objects Enterprise system.

• For the Recipient Identifier, select fields that contain the recipients
identify values.

Fig. 5 Crystal report for bursting

Fig. 6 PDF of the report
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• Here the Full Name is optional. Select a field that contains the full
names of the recipients.

• To deliver the publication to a particular email address, select a field
that contains the recipients email address on the email list. To dis-
tribute the publication to all dynamic recipients, ensures that the User
list is selected (Fig. 9).

Fig. 7 CMC info view

Fig. 8 Taking the source report (i.e., account report) in the source report tabs
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Step 3: Here we need to show how to burst the report, now the original report
column Group Id will be matched with the dynamic report column
Group Id

• Personalization is the process of filtering data in source document so
that only relevant data is displayed for publication recipients.

• After that click the Personalization.
• Then click the edit button that is next to the parameter value to

change a default value. After that, select the parameter values.
• Select the dynamic recipient’s source column from dynamic recipient

mapping column to override the default parameters value (Fig. 10).

Fig. 9 Taking the dynamic report (i.e., bust report) in the dynamic report tab

Fig. 10 Personalization, in this original report compare with the dynamic report
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Step 4: Destination are the locations that you will deliver the publication.
A destination can be the Business Object Enterprise location in which a
publication is stored, Business Object inbox, an email address, an FTP
server, or a directory on the file system (Fig. 11).

Step 5: Final Output of the Report (Fig. 12).

Fig. 11 Destination of the report

Fig. 12 Final output of data
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Time for running the Publication (Fig. 13):

7 Conclusion

These components of Business objects have ability to distribute personalized reports
to enterprise and external recipients. It also includes the multiple reports per pub-
lication, in which it also include the static document. It also provide the huge range
of output formats as well. It also have the ability to add customs functionality using
the publication extensions. Publication will be more efficient component over the
scheduling the different report It has flexibility to invoke the custom code in Java
also for publication workflow. In this we did not require unnecessary data refreshes.
It can send the personalized information in the mandatory format to planned
recipients at specific intervals of time. It also minimize the database access. It will
easily deliver the targeted business information to group or individuals through an
email. As BI help you to understand the implications of various company processes
for better and enhance your skill to recognize suitable opportunities for your orga-
nization. Moreover, it helps in save time on the reporting process. It also reduces
duplication of roles or duties in the company and also improves the correctness and
usefulness of the data generated by the publication for different accounts.
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Practical Concepts and Future Implication
of IoT: In Perspective of India

Ankita Gupta, Nabeel Zaidi, Himanshu Kaushik and Praveen Kumar

Abstract Internet of things (IoT) presents “smart objects” as the core tool to focus
on ubiquitous computing and cyber physical systems. Strong connectivity and an
evolved generation of embedded systems facilitate the common grounds for
intelligent object-based computing eliminating human-to-human or
human-to-machine interactions. Basic objective of IoT is enabling seamless self
generation of data and information transfer between Objects; knitting the physical
objects into the virtual world. This paper focuses mainly on formulating idea of IoT
into practical concepts, architectural modelling techniques of IoT, understanding
the enabling elements and method for practical setup of embedded object com-
munication. We have also evaluated the popularity of IoT applications as compared
to other. Furthermore, future implication of IoT in perspective of India is given.

1 Introduction

Technology sees no limit to simplicity. From the era of vacuum tubes in the last
century later replacing transistors followed by integrated circuits (IC), till now
taking “computing” outside the realms of machine mounted on a desk [1].
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The term internet of things was coined by Kevin Ashton of the MIT Auto-ID
centre which describes the possibility of identifying products from supply chains
using RFID (Radio frequency identification) tags as pointers over internet databases
that hold the information about products which were tagged. Coordination and
support Action for Global RFID-related Activities and Standardization
(CASAGRAS) project 2009 [2] gave definition of IoT as A global network
infrastructure, connecting physical and virtual objects through data capturing and
communication capabilities. This paradigm involves existing and evolving network
and internet developments providing Object identification, sensor and connection
capabilities. Figure 1 explains the prevailing situation where physical and digital
environment are completely aloof and work independent of each other.

Figure 2 explains how the physical and digital world interacts with each other
wherein inputs can be taken up from either environments and processed to give
outputs in either environment.

Figure 3 elaborates how the digital and physical worlds are completely merged
as one and interrelated for inputs and outputs [2, 3].

PHYSICAL 
WORLD

DIGITAL 
WORLD

INPUT

OUTPUT

INPUT

OUTPUT

Fig. 1 Physical and digital
world [2]

PHYSICAL 
WORLD

DIGITAL 
WORLD

INPUT

OUTPUT

INPUT

OUTPUT

Fig. 2 Interaction of physical
and digital world [2]
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The IoT paradigm can be seen as connecting the physical and digital world in a
worldwide augmented continuum where humans and physical objects cooperate in
order to fulfil their goals.

In this environment, information and communication systems are embedded into
the environment around us. It leads to generation of large amount of data which is
needed to be stored, processed and presented seamlessly, in an effective and easily
interpretable manner. IoT can be explained and differentiated from the internet with
the help of S-E-N-S-E framework which may tilt the direction of technology and
development and adaptation with important implications for Technological com-
panies. This framework consists of Sensing, Efficient, Networked, Specialized and
Everywhere [1] (Table 1).

AUGMENTED 
WORLD 

INPUT

OUTPUT

Fig. 3 Augmented world [2]

Table 1 SENSE framework [13]

Authors Working of internet of things Differentiating from regular
Internet

Serbanati et al. [2],
Gubbi et al. [6],
Puranik et al. [3]

Sensing: concerned with sensors
attached to things for measuring
temperature, pressure,
acceleration etc.

On average more data is
generated by machines with
lesser human–machine
interaction

Royer et al. [14] Efficient: adding intelligence to
the manual processes and
activities (e.g. Temperature
controls as per weather
conditions)

Extending internet productivity
gains to objects and not just
people

López et al. [7],
Zhang et al. [8, 11]

Networked: connects more
physical objects like cars watches
and electronics to the network

Shifting intelligence from the
cloud to more developed
networks (fog computing)

(continued)
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2 Ubiquitous Computing Pertaining to IoT

The 1990s, internet wave connected 1 million people while the 2000s mobile wave
led to another two billion users and now successfully heading towards a fully
integrated environment in sync with technology and communicating constantly
through the internet. The internet of things (IoT), seen as the third wave in the
development of internet has the strength to connect about 28 billion “things” to the
internet by 2020, from bracelets to cars to entire cities and beyond [1]. IoT enables
computers that know everything related with the objects around us called as things,
gathering data, tracking and keeping count of dynamic quantities in the environ-
ment like temperature etc., without any human interference; in other words, turning
physical world into one big information system [3].

Over the last decades, production engineering and automation along with
intelligent computation systems incorporated internet of things (IoT). The industrial
control systems merged with a number of computing components involved in
control and production systems and increased manifolds. The programmable logic
controllers replaced with easy programmable embedded devices to control physical
processes i.e. advanced cyber physical systems (CPS), CPS basically communi-
cated over closed industrial communication networks which are often linked to the
Internet [4].

3 Architectural Modelling of IoT

The model for internet of things defines the basic components of internet of things
and how they work in sync to obtain the desired output. The IoT scenario is seen as
a generic user that interacts with a remote physical entity from the physical world.
Two terms essential to understand the model of IoT is “User” and “Physical
Entity”.

Table 1 (continued)

Authors Working of internet of things Differentiating from regular
Internet

Lee et al. [15],
Bassi et al. [16]

Specialized: customizes the
existing technology and processes
as per the requirements
(healthcare, production,
transportation)

Fragmentation of internet
services instead of broad
horizontal connectivity of Pc’s
and smart devices

Nansen et al. [5],
Sadeghi et al. [4]

Everywhere: developed
pervasively for implementation
(e.g. Used in wearable
technology, homes, offices etc.)

Ubiquitous presence, resulting in
extensively networked devices
and more in magnitude
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User can be defined as a human being or a software agent that needs to perform a
goal and needs to interact with the physical world through the medium of IoT.

Physical entity is a discrete identifiable and unique part of physical environment
that corresponds to a specific object in the physical environment [2] (Fig. 4).

Similarly, in the digital world digital entitles can be defined as software identities
having autonomous goals digital entities can be seen as Users in the context of IoT.
Hence, physical entities can be seen as digital entities in the digital world also called
as the digital proxy of the physical objects. These digital proxies are the digital
replication of physical objects and can be seen as 3-D models, clones and avatars.
These proxies have few basic properties:

1. Proxies are digital entities and are bi-univocally associated with physical
entities/objects that they represent having a single unique ID for identification
with the represented object.

2. Proxies are synchronized about certain aspects of the physical entities that they
are associated with. Any changes in the physical entities lead to the change in
the digital entities of the corresponding proxy and vice versa.

Now for the connecting of physical objects to the internet one or more
Information and communication technology (ICT) are placed in vicinity or attached
to the physical entity which leads to technical interface and allowing it to a part of
digital world. This is done thorough devices which are later explained in detail.

Resources are digital, identifiable parts that allows varies capabilities and are
associated with the Digital Proxies. One digital proxy may have more than one
resource and hence the smart object. The basic capabilities of resources in IoT are:

• Retrieving physical properties of the physical entities collected through sensors.
• Modifying the physical properties of the physical entities with the help of

actuators.
• Retrieving and modifying digital properties from the digital proxies.

The associations between the resources and smart objects are recorded within the
smart objects or stored with Resolution service which acts like registry-based
provider for the resolution services much like the DNS or ONS service. It accepts
the object ID as input and provides network address of the services associated with
it. Or another way ID’s of virtual digital proxies are stored and accessed through
lookup services.

Thus, these Services provide interoperability and provide actual access to
resources [2]. Figure 5 shows the block diagram for the model.

Interacts with PHYSICAL 
ENTITY

USER
Fig. 4 User entity
relationship
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4 Enabling Elements of IoT

According to Nansen et al. [5] from a commercial perspective, the IoT is primarily a
set of methods and standards for tagging physical products in digital networks, so
that they can be tracked through their manufacture, distribution, storage and pur-
chase. The components of IoT can be categorized under three main divisions as
follows.

Hardware—consisting of sensors, actuators, tags and other embedded
hardware.

Middleware—on demand computing and data storage tools for data analytics.

USER
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DIGITAL
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RESOURCES
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Fig. 5 Model for internet of things
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Presentation—visualization and interpretation tolls that are easy to understand,
platform-independent and used on different applications [6].

Few of the enabling technologies which are comprised in the three main cate-
gories are as follows.

4.1 The Things

In the perspective of internet of things, a thing is defined as any physical object that
can be uniquely identified over a network of heterogeneous or homogenous similar
objects and are capable of sensing their physics environment and capturing them as
raw data, being able to transmit and receive the data over the network and
implement actions and events physically or digitally. From the above discussion, it
can be seen that these Smart objects are the extensions of physical identity with its
associated digital proxy. Devices mediate the interaction between the physical
entities and their respective digital proxies extending both [7].

Such objects also termed as device and are of following subtypes:
Sensors—are used to provide with information about the physical entity that

they monitor. They measure the physical state of the entity sensors can also be
embedded into the physical structure of the objects which provided direct con-
nection to the network or similar smart objects [7].

Tags—help in supporting the identification process and are used by specialized
sensor devices also called as readers. Barcodes and QR codes are read using optical
technology while RF-based chips used and recognized by RFID [3].

Actuators—Actuators are machines that are used to modify the physical state of
the physical entity; for example, motors causing translational, rotational motion or
activation/deactivation functionalities of physical objects [2, 3].

4.2 Radio Frequency Identification (RFID)

RFID enables embedded microchips for wireless data communication. The passive
RFID tags are used which are not battery powered and store the unique ID. They
use the power of the reader’s interrogation Electromagnetic radio signals to send the
ID to the RDIF reader. Active RFID readers come with their own power supply and
are capable of instantiating communication. RFID tags have found application in
supply chains, bank cards and in other security applications [6, 7].
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4.3 Wireless Sensor Networks (WSN)

The wireless sensor network is composed of sensor nodes and all the sensor data is
shared among these sensor nodes. This shared data is further transmitted to dis-
tributed or centralized system for processing. Low power-integrated circuits and
wireless communication have enabled efficient and low cost devices which can be
used in remote sensing applications [3]. WSN monitoring network consists:

WSN Hardware—the core WSN hardware consists of a node which has sensor
interface, processing units’ power supply and transceiver components.

WSN Communication Stack—communication stack includes a systematic
topology, routing for randomly deployed nodes.

Middleware—a platform-independent middleware is required or developing
sensory applications, like Open Sensor Web Architecture (OSWA).

Secure Data Aggregation—a secure data assembling method is required to ensure
reliable data collection from the sensors. Security is of utmost importance as systems
are directly linked with actuators; hence protection from intruders is critical [6].

4.4 Addressing Schemes

The unique identification of things is crucial for the working of IoT. Every element
which is connected must be addressed with a unique identification. Uniform
Resource name (URN) system creates replicas of the resources which are further
accessed with the help of URL. A subnet with a gateway having URN is required
since the WSN runs on a different stack than the internet. Hence, a layer for
corresponding sensor devices with suitable gateway is required. At the subnet level,
unique IDs are used as URN’s of sensory device. At node level, each sensor has
URN which is addressed by gateway. Thus, entire network forms a web of con-
nection from high-level users to low-level sensors, addressable through URN and
accessible through URL [6].

4.5 Data Storage and Analytics

In the age of IoT where enormous volumes of data is being generated continuously
by innumerable smart objects, large data centres with servers are required for data
storage. “Cloud” computing may seem ineffective hence “Fog” the new network
edge is under consideration where data networks reside closer to the source and can
be easily accessed without latency and the expense of carrying it to all the way to
the Cloud servers [6].
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4.6 Visualization

Visualization is the next big benchmark in IoT which requires even a layman to be
able to connect with the technology where information can be provided to the user in
the simplest manner using touch screen technology, smart tablets, phones, etc. [6].

5 Challenged to IoT and Its Popularity

Apart from the vast opportunities that IoT brings, there are deadly risks and threats
that are of prime and are as follows:

Population and Scalability Issues: Major problem is the increase in the number
of entities that are connected over the network, resulting in more sensors and
objects embedded with data and systems. The channels, methods and data items
related with each object are subjected to potential abuse. As a result, the number of
potential targets for threats increase manifold which can bring down the entire
system at large [8].

Cost and Complexity: The interconnecting to objects rise huge cost for the
technical enablement of physical objects to communicate with each other, such as
desktops, laptops and other devices, RDIF tags, sensors, etc. This vast need for
resources combined with the complexity of assembly pose a major challenge to IoT
[8, 9].

Cyber Attack Implications: Capture attacks may take place to access unau-
thorized control over the networks, gaining physical and logical proximity to
objects and causing unwanted operations and enabling devices with destructive
capabilities. Capture of systems may lead to information leakage which is widely
spread throughout the systems. Disrupt, destroy, deny, degrade attacks can be
easily implemented by attackers once the systems are hacked or captured [9]. This
calls for the need of high level of cyber security to be applied in IoT. Data
manipulation attacks including manipulation of embedded data by replacing or
modification of tagged information may increase infecting portable data stores.

Privacy Concerns: Privacy of information may be hampered. For example,
location-based information generating devices if hacked or leak data, can cause
threat to privacy to location of individuals and confidential resources. Cellular
networks also generate highly sensitive data demanding high security concerns [9].

The hype of IoT is very huge currently. It is assumed that everyday one or other
company announces new product daily. In spite of making any one-sided predic-
tion, we have evaluated the most popular IoT application using three things: What
most of the people searched on Google, twitter and LinkedIn [10]. The highest
score gets a 100% rating and others are given scores relatively. Then we have
formulated the result in a pie chart as shown in Fig. 6.
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6 Applicability of IoT Towards Digitalizing Future
Mega Trend in the Perspective of India

With India heading towards the ambitious goal of achieving over 100 smart cities
along with digital transformation about Rs. 7,060 Crore have been allocated for
massive expansion of IoT in the country under the nationwide initiative Digital
India. Several project initiatives have been taken up by National Informatics
Centres working with other agencies to implement Smart Card Operating Systems
Standards, used in transport applications as smart card operating system for
transport applications (SCOSTA). Another successful application of object identi-
fication under the realms of IoT has been seen presently by C-DAC, Noida which is
in developing and testing pilot project of Parcel Tracking System for Department of
Posts. Speedpost centres across different cities are enabled with pilot project. With a
clear success of the project it will further be integrated with existing Speed-Net
software of Department of Posts [11].

AADHAAR, another concrete example of a massive, real-world deployment of a
system to provide individual authentication is the world’s largest biometric database
platform serving LPG consumers, NREGA workers, students and scholarship
beneficiaries and other numerous individuals. Introduction of smart sensors can
bring about verification or identification of individuals through Aadhaar authenti-
cation in easier and efficient manner. Nationwide initiate SWACH BHARAT is
digitalized with projects that create solar powered trash mechanisms and other trash
compactors that inform municipal sanitation authorities when the trash is full.

Fig. 6 Popularity of IoT applications
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National centres of excellence for internet of things (CoE-IoT) are proposed to be
set up, involving incubation centres and infrastructure supporting innovation in
field of IoT with industry partners NASSCOM and academic s partners ERNET
[12].

Efforts are made for development of common open framework for IoT and
standards to maximize national investment of industries and participation by
research bodies in innovation and development of IoT in various aspects of Digital
India Initiative [12]. Here are the lists of promising start-ups that are going to
become a boom in the near future according to us in India (Table 2).

7 Conclusion

Internet and web of things is the great leap towards bridging the distance between
physical world and virtual world. IoT has emerged as a paradigm that turns every
other ordinary object to a digitally and virtually sound smart object and linking it to
the internet and by applying the existing protocols and standards for intercom-
munication of smart objects.

In this paper, we have given an idea of practical concepts of IoT and have given
a model of IoT. We have given a theoretical idea of IoT from India’s point of view
and also have made familiar with the recent development of IoT start-ups in India.
IoT is set to change the world with global applications ranging from personalization
—home health, telemedicine and interactive marketing. IoT is set to cater individual

Table 2 IoT Start-ups in India

S. No. Name Brief Introduction

1. Smart Driving-
“CARIQ”

This start-up is based in Pune and it makes car smarter. Thanks
to this device as it records the data of our car like speed,
mileage and our driving pattern. We can easily connect to our
peers and can even compare our stats with our friends,
colleagues etc. It was launched in 2012 and in fact is available
for just Rs. 6000

2. Sensegiz This device can be used to find the stolen things, or the things
on which we used to waste time. On an average we spend about
55 min a day looking for things i.e. 5 days a year. But with the
help of this it becomes easier. With very small sensors it can be
applied to any object

3. Entrib
ShopWorx

It aims on making the floor of a shop smart for manufacturers
It is also a start-up of Pune. We generally rely on a single
person for all the repair and maintenance of the floor. But with
the help of this, it connects all the floors of the shop and gives a
unified view and knows when to act

4. TeeWe This is coming to India pretty soon. Its aim is to connect all our
content from pictures to movies to Television through a single
device
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and personalized real time desires, monitoring of resources and environmental
parameters and other automatic optimizing functions independent of human
controls.
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Analysis of Distributed Mutual Exclusion
Algorithms

Krishna Rawat, Nabeel Zaidi, Praveen Kumar
and Tanupriya Choudhury

Abstract In computer technology, mutual exclusion is basically an attribute of
control of concurrency, which is generally used to prevent the condition of race.
There is a requirement that not more than one thread can enter a critical section at
the same time. This requirement of mutual exclusion was introduced by Edsger W.
Dijkstra in 1965 in his paper entitled, “Analysis of Distributed Mutual Exclusion
Algorithm”. Message Complexity, Critical section, throughput, and synchroniza-
tion delay are the major part of these algorithms. Here we are analyzing Lamport
Algorithm and Ricart–Agrawala algorithm for the message Complexity, synchro-
nization delay, and system throughput.

1 Introduction

The basic problem in the distributed systems of computer is the Mutual Exclusion.
It makes sure that simultaneous access of processes to a resource that is shared or
serialized data is executed in a manner that is mutually executed. Mutual exclusion
present in distributed system states that only at a single time only one process is
allowed to execute its critical section. We cannot use the variables that are shared or
a kernel that is local to implement mutual exclusion. The sole decision as to which
process should be allowed to execute its critical section is based on the efficiency by
which message is passed between the process as to know which process is currently
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executing its critical section or to know the current state of other process. The
mutual exclusion algorithm that is used in distributed system is very complex as
algorithms had to deal with the messages that is unpredictably delayed and having
incomplete knowledge of the system delays. Basically, we can have three different
approaches on implementing these distributed mutual exclusion given below:

1. Approach based on Token
2. Approach based on Non-token
3. Approach based on Quorum

In approach based on token, a token which is unique (let us name it as Privilege
message) is shared between various processes. A process is only allowed to enter in
its Critical Section only if it has a token and it keeps holding the token until and
unless its Critical section is executed. Mutual exclusion is made sure because of the
uniqueness of the token. Those entire algorithms that use this approach differ
among themselves in a way the process searches for a token.

In approach based on non-token, more than two messages are exchanged
between the processes to decide which process will have its critical section executed
next. A process will only get its critical section executed, when the local variable on
which it is defined hold true value. We can see that the mutual exclusion is made
sure because at a single time only one local variable will hold the true value.

In the approach based on quorum, each process needs permission to execute its
critical section from its subset which we call as quorum. These quorum are made in
a way that when two processes concurrently needs access to its critical section, one
process is given more power as it receives both the request which further decides
that only one request executes its CS at a particular time.

In this section we will deal with some more basic that one should know about the
mutual exclusion algorithms.

2 Preliminaries

In this part, we will go through the underlying system model, and further discusses
the requirements of mutual exclusion algorithms.

2.1 System Model

Let us assume that the system has N processes as S1, S2,… SN. Let us assume that there
is no loss of generality and only a single process is running once at a time on each
process. Let the process at process Si be pi. Let us also assumes that these processes
communicate with each other asynchronously over a communication network [1].
A process, who wishes to enter the Critical Section, must request all other process by
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sending a message of REQUEST and then should wait for the response from these
processes. When a process is in waiting state, it is not allowed to send further
REQUEST message and thus a process can only be in any of the following state:

1. CS is being requested.
2. CS is being executed.
3. Process is in idle state.

When the critical section is being requested, the process is not allowed to make
further REQUEST, while in the idle state the process is executing outside the CS.
We can come to a conclusion that in token based approach, a process can also be in
a state in which a process that have the token is executing outside the critical
section. We call such type of states as idle token state. There may come a time when
the process has many critical section request pending. A process can even queues
these request so that it can serve the process only one at a time.

In this paper we won’t make any assumption whether the communication
channel is FIFO or not because this paper is more algorithms-specific. Hence, we
also assume that message is delivered reliably though all the channels, processes are
not crash and there is no partitioning of network.

Throughout the paper, we will use N as to denoted the total number of processes
or the processes, T will denoted the average of the message delay, and E will denote
the average of the execution time of the critical section.

2.2 Mutual Exclusion Algorithms Requirements

Every Mutual exclusion algorithm should fulfill the following preprocess.

1. Safety Property: The safety property ensures that at a time only one process is
allowed to access the Critical Section. It is very important property of mutual
exclusion algorithm.

2. Liveness Property: In this property, deadlock and starvation are absent. It also
ensures that two or more process should not wait for REPLY message which
will never come. While the other processes are repeatedly executing the CS,
then a particular process must not wait for them. That is to execute the CS in
finite time every requesting process should get an opportunity.

3. Fairness: In the context of mutual exclusion fairness means, that to execute the
CS each process must get a fair chance. It basically means that the REQUEST
generated by the processes must execute the CS in order of their timestamp.

2.3 Performance Metrics

Message Complexity: Message complexity is the total number of messages that are
send and received by the processes during the execution of Critical Section.

Analysis of Distributed Mutual Exclusion Algorithms 489



Synchronization Delay: Synchronization delay is the delay in the time period
between a process exit the CS and the next process enter the CS. It is also repre-
sented by ‘T’ (Fig. 1).

Response Time: It is the time interval when a REQUEST message has been
send by the process and waits for accessing the CS to the time the CS execution is
over (Fig. 2).

System throughput: System Throughput is a rate at which the system executes
requests for CS. If synchronization delay is represented by ‘T’ and average critical
selection execution time is represented by ‘E’ then the throughput is represented by
1/(T + E).

3 Lamport’s Algorithm

A distributed mutual exclusion algorithm was developed by Lamport as an example
of his clock synchronization scheme [2]. Since a request for CS are executed in the
order of their timestamps and logical clocks determines time, this shows that the
algorithm is fair. When a request for the CS is being processed by a process, its
local clock is updated and a timestamp is assigned to the request. A queue is

Fig. 1 Synchronization delay

Fig. 2 Response time [5]

490 K. Rawat et al.



maintained by every process that holds mutual exclusion requests which are
arranged by their timestamp. A communication channels is required by this algo-
rithm to deliver messages in the FIFO order.

Explanation

From Fig. 3, we have three processes P1, P2, P3 and P1, P3 want to access the
critical section. P3 generates the REQUEST first and the way Lamport’s algorithm
works is to broadcast the request to other processes, so P3 broadcast the REQUEST
message to P1, P2 and queued the request along with timestamp in its queue. All
the processes receiving the REQUEST message queued them in their queue. Since
P1 also want to access the critical section (CS) so it broadcast the REQUEST
message to the processes. Since P3 request was generated with an earlier timestamp
than P1 so it puts P3 REQUEST ahead of its own REQUEST in the queue.
Therefore, P3’s REQUEST is in front of the queue for all the processes.

So now each process REPLY back to the center of the REQUEST message (see
Fig. 4). As P1 and P3 made the REQUEST message so they got the REPLY
message. The process that has its request in the front of the queue and has received
the REPLY from all the other processes is the only one that can access the critical
section (CS).

Once P3 finishes executing the critical section then it sends the RELEASE
messages to other processes as in Fig. 5, informing them to remove the REQUEST
of P3 from the queue. So now P1’s REQUEST is in front of the queue therefore it
can now enter the critical section. Once it is done then it can send the RELEASE
message.

Fig. 3 Process sends REQUEST [4] message
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4 Ricart–Agrwala Algorithm

There is an assumption in Ricart algorithm that the channels of communication are
FIFO. This algorithm basically uses two types of messages, i.e., REPLY and
REQUEST. The task of a process is to send the REQUEST messages to all the
processes in order to take their permission to enter the critical section. After that,
that particular process send a REPLY message for giving the permission to process
to enter the critical section. Lamport style logical clocks are used by the processes
for the critical section request to assign a time. When a conflict arises Timestamps
are used in order to decide the conflict. Let us assume a process P3 is waiting for its
critical section to be executed, it receives a message from the process P1, therefore
if the priority of the request of P3 is lower than that of P1 then P3 won’t send
REPLY message to P1 until and unless it has executed its pending request.

Fig. 4 Process sends REPLY message [3]

Fig. 5 Process sends RELEASE message [1]
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Otherwise P3 will send REPLY message to P1 immediately, making sure that a CS
is not currently being executed. Hence if there are many processes asking for the
execution of its CS then the priority with highest value gets succeeded and it CS is
executed.

Explanation

The basic idea behind Ricart–Agrawala algorithm is it combines REPLY and
RELEASE messages. The way Ricart–Agrawala works is that the process wishes to
access the CS sends out the REQUEST message. If other process’s REQUEST has
larger tame stamp then their own CS REQUEST so they don’t send the REPLY
message until they finish CS execution.

From Fig. 6, if a process like P2 does not have any REQUEST messages so it
can send the REPLY message to whosoever is requesting. So P2 sends the REPLY
message to P3 and P1 and the REPLY message is consider as an authorization by
this process to other process to go ahead and access the CS. Since P2 does not have
REQUEST message so it does not concern about P3 or P1 entering the CS so it
sends the REPLY message. Both P1 and P3 wants to access the CS but P3’s
REQUEST is having the lower timestamp then P1 REQUEST so P1 has to let P3 to
go and enter the CS first so it sends the REPLY message to P3. Now P3 is the only
process that has got all the REPLY messages from other processes. P3 is now going
to buffer the REQUEST of P1 in its queue because P3 REQUEST has lower
timestamp than P1.

After the process, P3 has successfully executed the CS then it can send the
REPLY message to the entire deferred request. As shown in Fig. 7, it is only P1
REQUEST has been deferred but it can deferred the CS access to more than one
processes because at a time CS cannot be accessed more than once. So P3 sends the
REPLY message to P1. P3 by itself does not have any more further REQUEST
message to access the CS. P1 has got REPLY messages from P3 to P2 so now it
has authorization to access the CS.

Another level of optimization is after P1 is done with its execution of the CS for
the first time and comes out of it and there is no more REQUEST messages from
other processes (see Fig. 8). Now if P1 wishes to execute the CS again it can go,

Fig. 6 Process with lower timestamp receive [5] REPLY
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it need not go through the REQUEST REPLY process because there is no other
REQUEST message from other processes [3]. So P1 can consider the REPLY itself
as an implicit approval to access the CS again until some other process sends the
REQUEST message.

5 Analyses and Results

The distributed mutual exclusion algorithm can be examined by some performance
criteria which are message complexity, system throughput, and synchronization
delay.

Message complexity is the total number of messages that are sent and received
by the processes during the execution of critical section. Message complexity in
case of Lamport Algorithm is 3(N − 1). A process will send the REQUEST mes-
sage to all other processes so there are N − 1 REQUEST and similarly N − 1
REPLY, N − 1 RELEASE. By Optimization a process P3 need not required to send
the REPLY message to P1 because the REQUEST timestamp of P1 is higher than
that of P3. Process P3 can simply send the RELEASE message after it has finished

Fig. 7 P3 sends REPLY message to deferred [5] REQUEST

Fig. 8 P1 repeatedly executing [4] CS
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executing the CS. With this optimization, message complexity of Lamport can be
reduced in between 2(N − 1) and 3(N − 1) per CS execution.

In case of Ricart–Agrawala Algorithm there are N − 1 REQUEST and N − 1
REPLY, so message complexity is 2(N − 1). Once P1 has executed the CS and
wants to access the CS again then it need not required to send any REQUEST or to
wait for an REPLY so message complexity is 0 but in reverse case if any other
process has send the REQUEST message then P1 has to send the REPLY message,
so here message complexity is 2(N − 1). So according to Roucairol–Carvalho
optimization message complexity for CS execution in Ricart–Agrawala algorithm
lies in between 0 and 2(N − 1) per CS execution (Fig. 9; Table 1).

Synchronization delay and system throughput are two more criteria on which
these algorithms are analyzed. Synchronization delay is the delay in the time period
between a process exit the CS and the next process enter the CS. It is also repre-
sented by ‘T’ [4]. System throughput is a rate at which the system executes requests
for CS. If synchronization delay is represented by ‘T’ and average critical selection
execution time is represented by ‘E’ then the throughput is represented by 1/
(T + E) (Table 2).
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Fig. 9 Message complexity
versus number of process

Table 1 Message
complexity of Lamport and
Ricart Agrawala

No. of process (N) Lamport Ricart Agrawala

2 3 2

3 6 4

4 9 6

5 12 8

Table 2 Sync delay and
throughput of algorithms

Algorithm Lamport Ricart Agrawala

Synchronization delay T T

System throughput 1/(T + E) 1/(T + E)
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6 Conclusions and Future Work

In this paper, after going through Lamport and Ricart–Agrawala algorithm, we
concluded that these algorithm can be analyzed by message complexity and syn-
chronization delay. Message complexity of Lamport is 3(N − 1) [6, 7] messages
per CS execution which can be further optimized in between 2(N − 1) to 3(N − 1)
messages per CS execution and gets better in Ricart–Agrawala algorithm, which is
best-known algorithm, where message complexity is 2(N − 1) message per CS
execution and that can be optimized in between 0 and 2(N − 1) message per CS
execution [5]. We have given a table where for N (no of process), message com-
plexity is calculated and we have also represented the result in the Bar Graph.
Synchronization delay and system throughput can also be considered but these two
criteria are very close in these two algorithms. We are further trying to enhance the
synchronization delay and response time.
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Systematic Evaluation of Iaas Including
Case Study

Nabeel Zaidi, Himanshu Kaushik, Raghav Bansal
and Praveen Kumar

Abstract Cloud computing is one of the modern techniques used in providing the
resources which are used in computing as a service. It is basically a shift from
computing similar to a product which is purchased, to computing as a service which
usually gets delivered to customers over the World Wide Web from a centralized
data-centers or clouds. It is assumed by the time one is able to explore all features of
distributed computing, the intense utilization of cloud will be developed by the
time. Since the time cloud computing started gaining popularity in Information
Technology (IT) industry, it seems academia is way behind in this field. This
research paper deals with the basic of cloud along with an analytical review of
Infrastructure as a service (Iaas) and a case study is also provided. Furthermore a
brief comparison of the vendors of Infrastructure as a Service (Iaas) is given.

1 Introduction

Cloud Computing is a general term which usually covers a variety of services.
Since there are other significant developments in nowadays technology, many
vendors have stopped using the term cloud because they even use it for the products
which have no relation with the actual definition of the cloud. For us to truly know
how cloud is an important to various organizations, it is most important to
understand what actually a cloud is and its various parts. Since a cloud is a general
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term used for different utilities, companies can decide when, where, and how they
can use services of cloud computing. In this section, we are going deal with
different types of services in cloud computing which are generally referred as
platform as a service (PaaS), Software as a service (SaaS) and Infrastructure as a
service (Iaas). We are also going to give examples and case study to show how Iaas
is going to work. The Stack of Cloud Computing can be described as a stack or as a
colloq which has variety of services that is built on top of one another under the tag
cloud. The definition which is mostly used and is accepted is that of National
Institute of Standard and technology (NIST) [1]. This definition is very lengthy
hence a summarized version of it is as under.

Cloud Computing is a paradigm for convenient, network on demand access to
resourceful shared resources of computer (example applications, services, servers,
networks and storage) which can be continuously provisioned and used with
minimum effort or service.

The above definition in simpler language means the ability of users to use
resources in bulk and these resources can be processed and acquired efficiently and
quickly. NIST provides several other characteristics that’s seems to it essential for
the service to be regarded as cloud. These characteristic are given as under.

Broad Range of Network Access: It simply means ability to access different
services which are provided to us using platforms which are standards (mobile,
desktop, laptop etc.).
Self Service on Demand: It means the ability at user end to sign up and receives
services which are not delayed and that have traditional characteristics of
Information Technology (IT).
Elasticity Rapidness: It is an ability to deal with the current demand of the market.
Pooling of Resources: It means various resources are pooled to different
customers. [2].
Measured Service: Billing is measured and is send as a service of utility.

There is still a doubt regarding categorization of cloud computing. We believe
that the best possible way to increase the advantages of cloud computing is to
illustrate particular characteristic of each category. This is essentially required since
in recent years the vendors are generally using cloud computing term for those
product which are not described by the definition this practice is given a term called
cloud washing.

The diagram which is given below shows the stack of cloud computing. As we
can see there are three different category of cloud computing: platform as a service
(PaaS), Software as a service (SaaS), and Infrastructure as a service (Iaas) (Fig. 1).

An easy way of differentiating these categories is given as under:

Iaas: It is generally the combination of software and hardware that gives powers to
all: servers, networks, storage, and operating systems.
PaaS: It is usually a set of services and tools that is design to deploy and code those
applications efficiently and quickly.
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SaaS: It is used in applications which are generally designed at users-end sent over
the internet.

To fully understand how the above category of cloud computing are related to
each other, we may use a transportation analogy [3], by itself one category, i.e.,
Infrastructure is not useful, it basically waits for someone to make it more pro-
ductive in solving a problem. Suppose the interstate system of transportation which
is used in India.In it even though there are various road built but they are not useful
unless and until there are cars and trucks to transport goods and people. In this
example roads are the infrastructure and the trucks and car are a kind of platform,
i.e., the infrastructure that helps in transporting people and goods. We can consider
these goods and people as software. Cloud Computing can also be defined as a main
of accessing our data from web instead of using hardware of a computer, With the
help of this technology, we can easily store our data which is personal in the cloud
and even can access it from anywhere over the world. We can in fact share our work
without the help of any hardware component, i.e., by connecting one computer to
another through a network and anyone can use this information using cloud.

2 Cloud Computing

Cloud may also provide administration on private as well as open system such as
LAN, WAN and similar application for, e.g., video call, email, and so on can be
easily executed on the cloud whenever these application and there administration
are moved to web cloud this procedure is known as distributed computing.
Distributed Computing allows us to design, manipulate, getting the equipment and
provide programming functionality. Information which are online and its founda-
tion plus its application are given. The main advantage of distributing computing is
that it is stage independent,i.e., it does not need any uncommon application to run

Software as a service
Platform as a service

Infrastructure as a service
Fig. 1 Stack of cloud
computing
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it. There are many [2] organizations which are using its application some of them
are given as below:

Microsoft: It has offer point organization that thinks that the substance and the
business gadgets that are used in learning to be moved to the cloud and even has
started to make its office application to be available in a cloud.
Google: It has generally a private cloud which is used for providing a wide variety
of services to its customers, e.g., Google Maps, Document application, access to
email etc.
Salesforce.com: In it application are run for its customers to in fact provide changes
to cloud organization.

2.1 Attributes

Qualities of distributed computing are given as below:

Dynamic Provisioning [4]: It usually allows the management of administration to
view it in necessity of current interest. It is done rapidly and reaching the devel-
opmental process and zipping of administration as needed.
Managed Metering: It is generally used for seeing and upgrading the privileges of
administration and reporting the data to administration.
Shared Infrastructure: It includes sharings of stock piles administration abilities
and administration physically. The base of cloud usually guarantees the maximum
number of clients.
Access of Network: We can generally access over the internet using a variety of
gadgets cell phones, pc’s and portable workstation.

2.2 Administrations Model

Computation of distributed system is conveyed regarding action of plans that can
contrast upon prerequisite.

Platform as a Service (PaaS): These are application in which administration can
be easily conveyed and in fact can be constructed and elaborated more modestly
despite if the fact that administration is upheld.
Software as a Service (SaaS): In it application can be seen as an administration
base and stage can be disconnected and may also be sending with less exertion.
Infrastructure as a Service (Iaas): In it the physical base is usually not connected
to provide stock piling, figuring and administration of a system by keeping away
most of the cost.
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2.3 Improvement Models [5]

Public Cloud: It is used on a business platform which is provided by an
administration.
Private Cloud: It is usually use d and maintained by a particular organization.
Hybrid Cloud: It includes various numbers of billows and thus the cloud is able to
move information or application from one part to another.
Community Cloud: It is used within various associations to share that have some
common interest.

Figure 2 illustrate that cloud can also be made in desktop, phone, laptop,
Network etc. and can be accessed from anywhere around the world. It basically is
an infrastructure and a platform whose aim is to reduce the services of software.
PaaS architecture is also currently used in online interaction of multimedia.

2.4 Cloud Computing Advantages

1. It is very flexible as it provide organization to use other assets.
2. Saving of cost since it is very effective and requires very less association as

compare to traditional means.
3. Reliability as it increases the capacity of vendors on agreeing over a statement

which make it more reliable.
4. It is mobile accessible.
5. There is no need of new programming language to control cloud [6].
6. It offers self administration, i.e., we can use it without the association of server

cloud.
7. Cloud computing provides improvement of online programming run time

environment with the help of PaaS model.

Cloud 
ComputingDesktop

Server

Mobile Laptop

Network

Database

Fig. 2 Applications of cloud
computing
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2.5 Cloud Computing Challenges

Security of information and checking the utility of a cloud by the supplier of an
administration is generally describe as an asset to the cloud administration
advancements. It is also reported that there will always be a loophole in the
structure of cloud and can be easily exploited by the anonymous and thus will have
the power to trade and use the data for their own benefit. But being updated with the
latest trend will help us not only to prevent but also to take precautions. Necessities
of the client are slowly advancing for the stockpiles, administration of the system
and the interfaces. All of these things may lead us to jam in the cloud administration
but these things if considered beforehand may also be prevented, despite the fact
that the distributed computing is a way of guarantying the security of your account.

3 Infrastructures as a Service (Iaas)

Infrastructure as a Service (IaaS) is simply a way in which delivering of infras-
tructure of cloud such as storage, network, servers, and operating systems on the
demand of service take place [7]. Instead of buying those servers, data-centers
space, software, and equipment of network to only buy those things that are
required or are on demand.

As there are many research paper published on Iaas which shows that there are
various subcategories worth noticing. Basically an Iaas can be obtained as a private
or public Infrastructure or even as a combination of both. Public Cloud is an
infrastructure in which there are resources which are shared, and are usually
deployed when need on the basis of self service. Similarly private cloud is an
infrastructure in which there is some of the feature of cloud like virtualization but
these feature are only used in private network. Furthermore, some providers of
hosting have started to offer a mixture of combination of traditional services with
the private and public network cloud. This combinational approach including public
and private cloud is known as hybrid cloud.

3.1 Characteristics of IaaS

There many other research papers that have gone through SaaS, PaaS and Iaas. But
it is assumed that Iaas is the most developing field among the three [8]. There are
some characteristic of Iaas that shows what actually Iaas is. Iaas has basically the
following characteristics:
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1. Resources are usually distributed as a service.
2. Dynamic Scaling is allowed generally has a changing cost according to the

demand, hence a useful pricing model
3. Has many users connected to a single hardware

There are abundant Iaas provider including the largest provider of cloud such as
Amazon web services and the Rack space. As we have already mentioned that the
line which distinguishes PaaS and Iaas is more becoming blurred as vendors are
introducing tools which are a part of Iaas and that also provide their ability for
multiple clouds to get deployed.

3.2 Where Iaas Is Making More Sense

Use of IaaS makes sense in a large number of circumstances that are very closely
related to all those benefits that are brought by cloud computing. The various
situations in which cloud infrastructure is suitable include:

1. Situation in which demand is volatile,i.e., there is signification variable changes
in the demand of infrastructure.

2. Best for those new organizations that have not enough funds to invest in the
hardware.

3. In situation where the organization is growing rapidly and is not able to scale
with its hardware.

4. Situation which needs to limit expenditure of an organization and requires
moving to operating expenditure.

5. For businesses which are on trial bases or are temporary.

3.3 Where IaaS Is not a Good Option

Though there are situations in which it is advantageous for Iaas to be used such as
scalability and provisioning quick but there exist situation where it may be prob-
lematic to be used such as:

1. Situation in which its regular compliance makes the outsourcing or off shoring
of data and processing really difficult.

2. Situation in which we need very high level of performances and the infras-
tructure does not have the capacity to meet the requirement of organization.

In Table 1, we can see the best Cloud Infrastructure as a Service Provider of the
year 2016. Various Vendors are compared on different aspects and one can choose
the one which best suits to the requirement.
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D. Case Study

Diet solution program [6] is a very interactive website that focuses on the diet
program of an individual. The parent company behind the diet solution program is
the live smart solution. It (live Smart) helps dieters by consuming an infrastructure
diet (http://www.thedietsolutionprogram.com). The company was established in the
year 2008 and has rapidly grown by a total jump of 50� revenue in the year 2010.

Table 1 Best infrastructure as a service of 2016

S. No. Different attributes Amazon
web
services

Google
cloud
platform

Microsoft
Azure

Rackspace
managed
cloud

IBM/soft
layer

1. More than 10
global data-centers

Yes Yes Yes

2. Data-centers
present in Asia
Pacific

Yes Yes Yes Yes Yes

3. Data-centers
present in Europe

Yes Yes Yes Yes Yes

4. Data-centers
present in North
America

Yes Yes Yes Yes Yes

5. Data-centers
present in South
America

Yes Yes Yes

6. Ethernet of
10 Gigabytes

Yes Yes Yes

7. 40 Gigabytes
InfiniBand

Yes Yes

8. Hyper-V
hypervisor

Yes Yes

9. KVM hypervisor

10. Linux variant Yes Yes Yes

11. Open Stack No Yes

12. Windows
compatible

Yes

13. Xen hypervisor Yes Yes Yes

14. CoreOS container
support

Yes Yes Yes

15. Docker container
support

Yes Yes Yes Yes

16. FreeBSD Yes

17. Linux Yes Yes Yes Yes Yes

18. Windows server
2003

Yes
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This is estimated to be having around more than three million site visit daily with
about 1 million unique viewers. During its initial period when they were deciding
the infrastructure, they need something that was of low cost, touch and must be
highly scalable. They need an infrastructure that is flexible enough to scale down
and up as there is wide variation in the traffic in their website on a regular basis.
Rob Volk is the CTO of Live Smart has reported that shifting to the infrastructure of
cloud has provided him with much more peace of mind. Before shifting they had to
manage part time administrators of the systems to work on their sites and Volk even
said that it is not the best available option for them. Now with the managed cloud
(basically an Iaas service provided Rackspace), Rackspace is generally acting as an
administrator of windows and Linux for them. Rackspace can easily make their
changes, and respond quickly with accessibility of 24 h in a day.

One of the main reasons for Volk to shift to cloud is to focus on its main
business and let the expert handle or manages the infrastructure [9]. The shift was
due to the ability of the providers of the cloud to quickly configuring, multiple
levels of redundancy and its flexibility. What is surprising is the fact that Volk
never considered having its own physical server. He decided to go with the cloud
because of its very low cost as compared to owning server and its flexibility. Volk
has multiple providers of cloud: multiple servers of database, three servers of web
and a balance of load with Rack space consequently using Amazon service of S3.
The biggest advantage of Iaas as seen by Volk is the scalability. He explains that
during the time of New Year or due to New Year’s resolution everyone follows a
diet and from that time onwards their peak time starts. In fact they receive traffic
three times more than usual till the month of March. With the help of servers of
cloud they end up with new web front within few minutes and once the traffic goes
down they also take that down.

4 Conclusion

Cloud Computing is not merely a term that simply describes a single thing but a
term which is more general in describing services from infrastructure which is at the
base to services as platform which is used as a developmental tool and to services as
software which replaces on-premise application. Those organizations which are
looking to shift to Cloud computing must understand the different aspects of cloud
and must know very well their own requirements, then only they will be able to
know which category of cloud they really need.

In this research paper, we have given what cloud actually is and also focussed
mainly on Infrastructure as a service by giving a case study. Through this small case
study, we have successfully given a practical example of where an infrastructure as
a service (Iaas) can really help. Cloud computing is a very increasing change within
the IT and very sooner it will become the default method used in IT. So organi-
zations are advised to take into consideration, the moving to cloud sooner rather
than later. There are various vendors that provide cloud services and hence one
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should keep in mind the aspects discussed in this research paper before choosing a
vendor. Cloud Computing is a rapidly accelerating revolution within IT and will
become the default method of IT delivery moving into the future-organizations
would be advised to consider their approach toward beginning a move to the clouds
sooner, rather than later.
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An Observation on Social Media Content
to Analyze Cyberpsycho Attack

Prashant Gupta and Manisha J. Nene

Abstract Facebook, Twitter, WhatsApp, Blogs, etc., are some of the most popular
social media platforms. They have grown rapidly because of their persuasive fea-
tures. Availability of low cost of smartphones make it reachable from desk or
cafe/lab to pockets or wearable devices. They make information exchange rapidly
faster then traditional method of information exchange. One can disseminate
information in any digital form like text messages, images, pdf files, video files, and
also exchange locations to near and dear ones. Security experts of social media
providers continuously work on improving security and privacy matters. There is a
domain which make a huge impact on user generated contents which are used for
commercial as well as personal purposes. The study in this paper observes the user
generated persuasive textual content in most popular social media platforms which
leads to cyberpsycho effect.

1 Introduction

Present era is social media era, almost started 15 years ago. As we connect and use
social media with others, an individual generated, shared contents to others; and
also read contents from different people belong to close relative, college friends,
neighbors, working colleagues, etc. Lot of useful digital information is generated
and exchanged using this trail of human interaction. It becomes an ocean of
information which is used as an input data for social analytic work. Further useful
to make predictions, views about certain topics or news, consumer trends, opinions
about government or political decisions, increasing awareness and changing or
improving lifestyles. Hence, it becomes a primary source and destination for
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business analyst or trend analyst to find out consumer behavior about their services
or products and also help to amplify brand value of a political person or party.
These social media platforms are also used for promotions and advertisements, at a
very low cost, compared to other advertisements media.

Social media provide services to its legitimate users to create and share contents
at particular time and day in which it will reach to maximum number of active users
and influence most to make your content more shareable, exponentially. It looks to
be fair to some extend when it is used for marketing or promoting a product. But it
becomes harmful when this influencing feature becomes a field of spreading rumors
or false news which may change attitude or behavior of an individual or society. It
would reflect as a social or communal riots. It may be used as a weapon to deploy
such events in many places intentionally by the adversaries who want to achieve
some gains or objectives. This effect is termed as cyberpsycho attack defined as “an
attack in which cyberspace is used to change attitude or behavior or perception of
an individual or society to achieve some goals or simply motivates towards a
certain objective” [1]. The study in this paper is to analysis the textual contents
forwarded using Facebook, Twitter, and WhatsApp and presents an observation on
cyberpsycho effect which leads to cyberpsycho attack, as a preliminary step towards
identifying it.

Outline of this paper: Sect. 2 describes related work with respect to social media
analysis in which methods are described to analyze contents. Section 3 describes
the motivation towards the observation on cyberpsycho attack and includes the
cyberpsycho attack enabling scenario, and proposed useful steps to analyze it.
Section 4 the observation on social media which describe limitation and complexity
found during analysis and Sect. 5 concludes the present work and present views for
future work.

2 Related Work

In [2], authors estimating citizen alertness in crisis using social media monitoring
and to monitor social media in order to find out how people perceive the crisis and
how they react to communicated alert messages. In [3–5], authors analyzes social
media to evaluate its effect during elections for political campaign. In [6], authors
proposes to find out spam campaign which having malicious links. In [7], authors
analysis contents to find out spam with respect to cyber crimes. In [8–11] authors
analysis the sentiments on Facebook and Twitter messages.

3 Proposed Work

This section describes motivation related to analysis and observation on popular
social network contents which leads to cyberpsycho attack.
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3.1 Motivation

In our work [12, 13], demonstrate sentiment analysis on Twitter and WhatsApp text
messages to analyze cyberpsycho attack. It is observed that cyberpsycho attacks
have more complexity because of different languages and different social media
services, and hence this motivates for the proposed work in this paper.

3.2 Observation on Cyberpsycho Attack

Figure 1 represents the domain of cyberpsycho attacks which is closely related to
other cyber attacks like spamming, password sniffing and spoofing, phishing, social
engineering, backtracking, etc. Cyber attacks are mostly used to steal information or
to view the information of others. Further, adversaries can use this effect by
including any kind of traditional cyber attacks. An adversary may use cyberpsycho
effect not only for changing user’s mindset to perform an action to fulfill certain
objectives but also may use it to perform any kind of cyber attacks or warfare.

The observation of the cyberspace which leads to cyberpsycho attack are state in
Fig. 2a describes the phases which represents the steps which is performed by the
adversaries when enabling or deploying cyberpsycho effect which leads to
cyberpsycho attack. Figure 2b describes the steps which shows what to be observed
when analyzing this attack.

Fig. 1 Domain of cyberpsycho attack
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4 Observation on Social Media Content

The process/steps to analyze the cyberpsycho attack are as follows:

where P() is process and A() is analysis with T—topic, File—file related to
trending T, EM—Emotions and Metadata, CPE stands for cyberpsycho effect and
CPA stands for cyberpsycho attack.

These steps leads to analyze cyberpsycho attack. First, have to find out from
news and events that going on in the community then observed that it may
spreading its effect then contents related to that topic collected in a file through R
scripts and platform API authentication process. Second, apply sentiment analysis
to the saved file. It will give output related to metadata of the contents and emo-
tions. These all helps to identify the trends which used to spread the news or events
and it is also possible to find out the major sources which generate these persuasive
contents. Figure 3 shows frequent word as an output of above steps and emotions
chart in Fig. 4 represents which emotion are most observed during the sentiment
analysis of tweets the similar output obtained when analyzing other platform
contents. Table 1 shows information about data which is collected to do this
observation study that obtained from some popular social network platforms.

Most of the posts, authors observed are in the form of sms language which is not
an official or formal language but used mostly in creating content on all social
media. Regional language also make impacts when people share or forward mes-
sages to those who knows that. So if a message, for example, is in telegu or arabic
then it is forwarded to that region people or those who know that language.
Therefore, it is also observed that a single message found to be in multiple language
words. For example, a message which having english words may also contain hindi

Fig. 2 Steps leading to cyberpsycho attack: an observation
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Fig. 3 Word cloud based on most frequent words on emotions

Fig. 4 Sentiment analysis of text messages on emotions

Table 1 Data collected for observation

Social networks Twitter Facebook WhatsApp Others

Messages count 5000 1500 2500 1000

Content type Text tweets Pages, posts Texts messages Articles, post, news

Medium Website Website Mobile App Website

API package TwitterR Rfacebook – –

Topic taken Trending Trending All Trending
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words and same for other languages. Cross platform contents sharing features of
social network platforms makes this effect more effective.

Here, an observation and limitation which observed when analyzing social
media contents and when analyzing the cyberpsycho attack related to some of
popular social media are described here, with reference to popularity and limitation
or complexity related to analysis.

A. Facebook

With 1.9 billion users included 1.2 billion active users and 65 million business, it
becomes most popular community on cyber space, as declared in Facebook com-
munity page. Users post content on Facebook with a post limit of approximate 450
characters for a status update and it may extended up to 16 k for a note. The
developers API provided in this platforms, have many features like region speci-
fications, language specifications, etc., which makes difficult to observe the different
aspects of trending topics. Facebook restricts to download status of the users
therefor for analysis work one has to manually collect trending topic related content
from the Facebook wall. But search to pages with some strings and users, likes etc.,
open to explore for a developer. Here author collected pages with reference to
popular events, political persons, news, etc., and observe the text posts to identify
how much it will contribute to promote themselves and creating cyberpsycho effect.

B. Twitter

It becomes popular as it is used by many government officials and popular per-
sonalities. Users post content on Twitter with a word limit of 140 characters. The
developers API provided in this platforms, have many features to download the text
data and also have features like region specifications, language specifications, etc.,
which makes easy to some extend, to observe the different aspects of trending
topics. The difficulties is that, the language used in this platform are more
ambiguous than any other platform as users uses aliases to make content shorter to
fit in the limit and to analyze sentiments as those word doesn’t belong to any formal
language.

C. WhatsApp

This service almost replace the traditional message sending services provide by the
telecommute service providers. It is used among the millions of users. It have
options to share locations, images, document files, videos etc. These information
can be exchanged easily and immediately between one to one or one to many. The
use of end to end encryption make it more concise to observe the content being
forwarded or shared. One can use email chat history feature to collect chat messages
in the form of text. This collected data are in the form of unstructured data.

D. Others

The blogs, YouTube and others social content sharing services have different
features, using that people can upload there multimedia messages without any
limitations of size when compared to above services. Cross platform content
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sharing make these services more interactive and user friendly but for analysis it
increase complexity to analyze the contents shared in different formats from dif-
ferent platforms.

5 Conclusion

The persuasion plays an important role to make social network services more
popular and preferred services. It grows rapidly as technology and connectivity to
these services are easily available to end users. Observations on some popular social
network platforms in terms of limitation and complexity of the persuasive user
generated textual contents which leads to cyberpsycho effect are stated in this paper
as observed during the analysis work.

These observations and analysis will be used for future work to generate more
fruitful results. The analysis done in this paper, focuses on the persuasive text
messages collected from popular social media i.e. Twitter, Facebook, and
WhatsApp which collected in the form of English language. In future work, it may
be extended for rigorous analysis toward different languages. And, the scripts
created using R framework for sentiment analysis work may be done through
Hadoop or other big-data frameworks.
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FPGA Implementation of Single-Precision
Floating Point Multiplication
with Karatsuba Algorithm Using Vedic
Mathematics

K.V. Gowreesrinivas and P. Samundiswary

Abstract With increasing computations used in signal processing applications, the
Floating point arithmetic plays vital role in reality. Multiplication plays a major role
in performance of signal processing applications among all the arithmetic opera-
tions such as addition, subtraction, and division. 24-bit multiplier required for
mantissa bits multiplication required for single-precision numbers, so the maximum
performance typically based on the utilization of area and delay of the multiplier. In
this paper, a high-performance single-precision floating point multiplier is designed
based on Karatsuba algorithm with Vedic technique and used different regular
adders like carry select, ripple carry adders for exponent addition. This requires less
hardware to complete multiplication compared to that existing multipliers Further,
the performance parameters comparison was done in terms of area and delay. All
modules are developed by using Verilog HDL and simulated with Xilinx ISE tool.

1 Introduction

The development in technology demands for high-performance Floating Point
Units with greater throughput. In past, many number of high-speed FPUs are
developed. Floating point is influenced by multiplication and addition operations,
Floating point addition is working on the sequence of mantissa calculations like
swapping, shifting, adding, normalizing, and rounding. Generally a typical floating
point adder compares the exponents of the two input operands, swaps, and shifts the
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mantissa of the smaller number to get them aligned. It is mandatory to adjust the
sign if any one of the incoming numbers is signed number, then first mantissas of
given numbers are added and that result needs another sign adjustment if it is
negative result. Finally, the adder renormalizes the summation result and adjusts the
exponent accordingly, and truncates the resulting mantissa using an appropriate
rounding scheme [1]. In order to achieve still high-speed floating point, addition
performance is improved by the speed of the blocks which are present in the critical
path like variable shifter, comparator, carry propagate adder, normalization logic
and rounding hardware. An in divisible operation. Floating Point Multiplication
algorithm is shown in Fig. 1.

The Floating point number in Normalized form is given by [2]:

Z ¼ �1ð ÞS�2ðE�biasÞ � 1:Mð Þ

The Procedure for two floating point numbers multiplication is explained below:

(i) Multiplication of Significands, i.e., [1.M1 * 1.M2]
(ii) Placing the decimal point in multiplication result
(iii) Addition of exponents, i.e., [E1 + E2 − Bias]
(iv) Sign calculation using XOR operation of MSB bits
(v) Normalizing the result and rounding the implementation
(vi) Verification of Underflow and Overflow.

Fig. 1 Floating point
multiplication algorithm
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2 Different Multipliers

2.1 FP Multiplication Using Array and Wallace Tree
Multiplier

For N-bit multiplication of Array multiplier N − 1 stages are needed to get final
result, where N is the multiplier length. It requires less area and more propagation
delay due to next stage will wait for previous stage carry to perform addition [3]. In
order to overcome this problem, Wallace Tree multiplier was introduced. It requires
N + 1 stages for N-bit multiplication and carry save technique is used in this to
improve the speed [4].

2.2 FP Multiplication Using Vedic Multiplier

Vedic multiplier is designed based on the Urdhava Triyakbhayam sutras. By using
this concept, multiplication of two numbers can be done [5, 6]. In this, the partial
products creation can be performed using vertical and crosswise manner and then
parallel addition of these partial products are done by using different adders. The
mantissa bits of the two numbers are given to the multiplier unit which works on the
principle of Vedic mathematics. In this, the partial product creation and their sum
are produced in single stage and which decreases the carry propagation from LSB to
MSB. The delay of the multiplier is small as compared to the available multiplier
structures. The Mantissa computation Unit influences whole functioning of the and
it needs 24-bit multiplier for multiplication of mantissa bits [7]. For this, VM
method is most suitable for the development of the mantissa block and this gives
better in performance with respect to delay and power consumption. The Vedic
multiplication system depends on sixteen sutras for solving entire range of math-
ematical problems. In this, generation of the partial products are taking place
simultaneously and due to this the delay gets decrease (Figs. 2 and 3).

Fig. 2 3-Bit decimal
numbers using VM
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2.3 Karatsuba–Vedic Multiplier

As the bit width goes high then the time required for the multiplication is more. So in
order to make the multiplication more efficient with respect to complexity and speed,
the proposed model is developed using Karatsuba algorithm with Vedic multipli-
cation [8]. Figure 4 represents the multiplication using Karatsuba algorithm. This
decreases required amount of multipliers for performing multiplication by replacing
adders and subtractors in place of multipliers, which needs less time to complete the
operation. For example, take 2-numbers of each having 2-digits, for that it uses
4-multipliers but Karatsuba algorithm can complete the task by utilizing only 3
multipliers and two subtractors. This algorithm becomes more efficient as the bit
width of the input increases [9]. The efficiency of Karatsuba multiplication is optimal
when bit width of inputs is more than 16. In this, design of the mantissa multiplier by
using Karatsuba with Vedic was discussed [10]. The multiplication is done for 24-bit
that means 23-bits mantissa and 1-implied bit. Since, as number of bits are more in
mantissa, Karatsuba algorithm was used for mantissa multiplication.

Karatsuba Algorithm is explained below: Consider two mantissa parts of
given two numbers W and X

1. Divide the mantissa into 3-parts, each part having 8-bits namely W0, W1, W2
and X0, X1, X2 for the inputs W and X, respectively.

2. Operation of Karatsuba multiplication is explained with few equations written
below. This concept uses sufficient amount of adders in places of few multipliers
to increase resource efficiency.

W ¼ W222n þW12n þW0

X ¼ X222n þX12n þX0

WX ¼ W2X224n þ W2X1 þW1X2ð Þ23n þ W2X0 þW0X2ð ÞþW1X1½ �22n
þ W0X1 þW1X0ð Þ2n þW0X0

3. This model requires 9-multipliers and 8-adders to get complete result.
4. In this Vedic multiplier was used to perform mantissa multiplication and carry

select and ripple carry adder are used for addition operation [11].

Fig. 3 2-Bit binary numbers
Vedic
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5. It is used to minimize the amount of multiplications needed to six by replacing
the number of adders to 17. Already calculated terms can be reused in subse-
quent stages.

b2 ¼ W2X1 þW1X2 b1 ¼ W2X0 þW0X2 b0 ¼ W0X1 þW1X0

a2 ¼ W2X2 a1 ¼ W1X1 a0 ¼ W0X0

b2 ¼ ðW2 þW1Þ X2 þX1ð Þ � a2 � a1 b1 ¼ ðW2 þW0Þ X2 þX0ð Þ � a2 � a0
b0 ¼ ðW1 þW0Þ X1 þX0ð Þ�a1 � a0

WX ¼ a224n þ b223n þðb1þ a1Þ 22n þ b02n þ a0:

Fig. 4 Karatsuba multiplier structure
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3 Simulation Environment

Single-precision floating point multiplication is implemented with Karastuba
algorithm using Vedic technique and various adders available. The constraints that
here considered are the area and speed. Here various multipliers like Array, Wallace
tree, and Vedic multiplier are simulated using Xilinx ISE From the results tabulated
in Table 1, it is inferred that single-precision floating point multiplier with
Karatsuba using Vedic technique is the good combination for developing
single-precision floating point multiplier.

3.1 Karatsuba–Vedic Multiplier

(i) Area of the SPFPM using Karatsuba algorithm and Vedic Multiplier (Figs. 5
and 6).

(ii) RTL of the SPFPM using Karatsuba algorithm and Vedic Multiplier (Figs. 7
and 8).

(iii) Delay of the SPFPM using Karatsuba algorithm (Fig. 9).
(iv) Delay of the SPFPM using Vedic Multiplier (Fig. 10).

Table 1 Comparison of SPFM using different multipliers

SPFM using different multipliers No. of slice LUTs No. of slices Delay (ns)

Wallace tree 1132 647 47.98

Array 828 657 83.49

Vedic 824 473 27.35

Karatsuba–Vedic 198 106 12.97

Fig. 5 Area of the Karatsuba algorithm
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From the Simulation results of Figs. 5 and 6, it is inferred that Vedic multiplier
need 388 slices and 676 Look up tables and karatsuba algorithm using Vedic
multiplier requires 75 slices and 133 look up tables that means the area required is
very less compared with Vedic multiplier. In case of Propagation delay, 25.9 ns
required for Vedic multiplier where as Karatsuba algorithm need 12.97 ns that
means its works at faster rate compared to Vedic multiplier

Fig. 6 Area of the Vedic multiplier

Fig. 7 Area of the Karatsuba
algorithm
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Fig. 8 Area of the Vedic multiplier

Fig. 9 Delay of the SPFPM using Karatsuba algorithm
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3.2 Delay Comparison Environment

See Table 1.

4 Conclusion

The single-precision floating point multiplier optimization in terms of complexity
and propagation delay in digital signal processing applications is the main problem
and the whole system performance can be enhanced by minimizing occupied area.
In this paper, a single-precision floating point multipliers is developed with

Fig. 10 Delay of the SPFPM using Vedic multiplier
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Combination of Karatsuba algorithm using Vedic multiplier for the multiplication
of two mantissa numbers. Further, the performance analysis of newly proposed
single-precision floating point multiplier with existing multipliers are done. From
the results it is observed that single-precision multiplier using the combination
Karatsuba–Vedic multiplier provides better performance with respect to complexity
and speed.
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On the Reduction of Partial Products
Using Wallace Tree Multiplier

Ayyagari Sai Ramya, B.S.S.V. Ramesh Babu, K.S.N. Raju,
B. Ravi Chandra, A. Sirisha and E. Srikala

Abstract In order to carry out any arithmetic operation, a basic multiplication
operation plays a vital role. Multiplication of any signed (or) unsigned integers can
be done using a multiplier. Speed is a major corner in any processing system which
in turn depends on the multiplier which acts as a basic building block. There are
wide varieties of multiplier architectures that are possible multiplier among them
but it cannot perform operations faster. Another possible multiplier is the “Wallace”
tree multiplier which can perform operations faster, but it can give fruitful results
for unsigned integers. Wallace tree multiplier gives not only speed but also a reduce
delay with the help of carry save algorithm and also it uses full adders. Verilog code
is simulated and designs are synthesized using Xilinx tool. In this paper, Wallace
tree multiplier is compared with conventional multiplier to prove the speed of the
Wallace tree multiplier as well the reduced power consumption.

1 Introduction

Multiplication is a very important and powerful operation in any processing
architecture speed is an important factor while performing any operation. Any
signed (or) unsigned integers are possible out of which array multiplier is the
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simplest multiplier. Similarly some multipliers which can perform well are also
available. But as the speed is the major concern, we need a multiplier which
performs operations faster of size of the multiplier increases [1]. The performance
will also increase but reduces speed, increases power consumption and of course
delay. Hence, Wallace tree is the best choice for increased speed. In this paper the
speed can be further increased by reducing the area of the traditional Wallace
reduction tree can reduce latency depending on the carry save addition algorithm. In
this paper, a comparative study is the done with respect to area and delay [2]. The
remaining part of the paper is as follows: in Sect. 2 basic approach for traditional
Wallace tree multiplier is evaluated. Section 3 comprises the logic for the multi-
plication and reduction of partial products is discussed. In Sect. 4, simulation
results are carried out and the paper is concluded with Sect. 5.

2 Traditional Wallace Tree Multiplier

Basically, any multiplier will undergo three stages for its computation. First, partial
products are generated using AND array and these intermediate results are more in
number which must be added to reduce them and the second stage is the traditional
Wallace tree multiplier reduces these products with the help of full adder and half
adder circuits preferably carry save adder these will be added with the help of a
paper adder [3, 4]. Here carry propagate adder may be the best choice. A Wallace
tree multiplier is having number of full adders in its stages of computation [5]. The
traditional Wallace Tree multiplier is shown in Fig. 1.

Fig. 1 Traditional wallace tree multiplier
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Delay will be added as numbers of stages are getting increased. The intermediate
results that are obtained in first and second stages are not dependent on one another.
But dependent on the inputs that are obtained from AND array [6]. At the higher
stages the resultant value is dependent on the previous Cout value. If we are having
‘n’ number of stages, the same thing repeats to all the stages which incurs the
propagation delay. In Fig. 2, carry save adder along with RTL circuit.

3 Proposed Architecture

In this computation traditional, Wallace tree multiplier uses AND array for gen-
erating partial products, carry save adder in the next stage and also a carry prop-
agate adder in the last stage. Due to these full adders, the delay is increased. As
speed is the main constraint delay must be reduced which can be possible by
reducing no. of adders [7]. Hence in place of adders, compressors can be used that
is a Wallace tree can be represented by a tree of 3/2, 4/2 (or) 5/2 adders. This
proposed architecture also comprises of three stages similar to the traditional one.
The first stage here is the decomposition of i/p into partial products. And these can
be reduced using compressors and in final stage we use carry select adder. Carry
save adder is used to reduce the delay. But the advantage with carry select adder is
addition of these partial products can be done in multiple stages. It consists of ripple
carry adder and a multiplier. With the help of carry select adder speed gets
improved. Figure 3 is the Carry Select Adder with its RTL Circuit.

3.1 3/2 Full Adder

The 3/2 full adder is a 3:2 compressor which means it can produce two outputs sum
and carry from three inputs. This 3/2 Full adder is very much useful in speed
enhancing. Figure 4 shows 3/2 full adder circuit.

Fig. 2 a Carry save adder. b RTL circuit
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3.2 4/2 Full Adder

It produces two outputs sum and carry from four outputs. 4:2 compressor is a 5 bit
adder due to sum and carry. In general, output is obtained from five inputs. Carry
propagation delay can be greatly reduced as the value of Cout depends only on the
inputs provided but not on the carry input Cin. Figure 5 shows the 3/2 Full adder.

3.3 5/2 Full Adder

This stage is very much useful for avoiding Carry propagation delay. This can be
achieved by compressing the carry propagation to a single stage. Figure 6 shows
the 5/2 Full adder.

Fig. 3 a Carry select adder. b RTL circuit

Fig. 4 3/2 full adder
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Second stage of the proposed Wallace Tree multiplier comprises 4/2 adders
where two full adders combined. In the third stage we have 5/2 full adders where
three full adders are combined. So the proposed Wallace tree multiplier is imple-
mented by using these compressors. In this process, interconnections must be taken
care as these will establish a relation from one stage to the other. At high stages,
these compressors will give longest delay path, which in turn reduces the latency.

Fig. 5 4/2 full adder

Fig. 6 5/2 full adder
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4 Simulation Results

Verilog code for a proposed architecture is simulated using Xilinx tool. Figure 7
represents the simulation result for the Basic unit which is a traditional Wallace tree
multiplier.

Figure 8 is 4/2 Full adder which is a 4:2 compressor. This compressor is going to
reduce the partial products to two from four inputs.

Figure 9 is 5/2 Full adder which is a 5:2 compressor. This compressor is going to
reduce the partial products to two from five inputs.

In Fig. 10, the result of Carry select adder which is used in the final stage of the
proposed Wallace tree multiplier.

Figure 11 is the simulation result of the proposed Wallace tree multiplier.
In Table 1 comparative study is done between area and latency. From Table 1, it

can be shown that proposed Wallace tree multiplier is having less slice utilization
compared with the traditional Wallace tree multiplier. And also the latency for
proposed one is lesser compare with the traditional one which indicates that the
propagation delay is reduced by compressing partial products which are obtained
amid of multiplication.

Fig. 7 Basic unit

Fig. 8 4:2 compressor
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Fig. 9 5:2 compressor

Fig. 10 CSLA

Fig. 11 Multiplier test

Table 1 Comparison between area and latency

Number of transistors Latency

Traditional wallace tree multiplier 2990 28

Proposed wallace tree multiplier 2690 15
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5 Conclusion

The proposed Wallace tree multiplexer has simulated and also synthesized using
Xilinx and the analysis is done for different parameters such as number of tran-
sistors used and the latency. It can be concluded that the proposed Wallace tree is
having good latency when compared with the traditional multiplier. From this, we
can also conclude that the proposed Wallace tree multiplier is faster than the
conventional Wallace tree multiplier which can be around 40%. Hence, this pro-
posed Wallace tree multiplier is recommended when a high speed, low power and
low latency multiplier is needed.
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Approaches to Fault Localization
in Combinatorial Testing: A Survey

Rekha Jayaram and R. Krishnan

Abstract Software program debugging involves Fault Localization which is very
expensive and a time consuming task. Hence, high demand for the correct fault
localization approach that can help programmers in locating faults with less manual
interference. This necessity has given rise to developing different fault localization
techniques each of which tries to achieve the localization process in a very effective
manner. This paper tries to provide an outline to some of these approaches and also
mentions the key issues observed in these approaches.

1 Introduction

Combinatorial Testing (CT) or Combinatorial Interacting testing is one of the most
widely used black box testing methods. It is based on the technique of combina-
torics. CT is used to automate the process of creating combinations of parameters
and values that determine the functionality of a Software system. Combinatorial
testing significantly reduces the cost of testing and increases the quality of a soft-
ware system. It has been proven to be very effective in systems where faults occur
due to interactions of its many components. CT tests rare conditions and produces
high code coverage.
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2 Related Work

An error in a software or a fault in a computer program is a Bug. This bug results in
incorrect or unexpected results or exhibits unintended behavior. Most bugs rise
from human errors made during design or developmental phases. A study was
conducted by the Department of Commerce’s National Institute of Standards and
Technology in 2002 [1]. This study suggests that software bugs cost the US
economy $59.5 billion per year. The cost of finding and fixing defects increases
over time. The later a bug is found in the Software development life cycle, the
costlier it becomes. Such scenarios make effective testing necessary.

Every software developed needs to be tested before being given to the customer.
Software Testing is used to improve the quality of a software. Testing is required to
identify errors and defects that creep in during design and development phases.
Testing ensures customer reliability and satisfaction. Different types of faults can be
targeted by different testing methods.

Any given system will have many parameters involved in it. Testing such a
system involves testing each of these parameters and identifying their effects on the
system. Every parameter can trigger a set of faults in the system. A combination of
these parameters can trigger different types of faults which were not otherwise
identified while testing them individually. This is the basis for combinatorial test-
ing, where all possible, discrete combinations of the parameters involved are tested.

Combinatorial testing can be used to identify failures that are caused by inter-
acting parameters. CT uses a less number of test cases for the same. If a test case
triggers a fault in the system, it shows that there exists one or more defects in the
program. Not all parameters in the test case are relevant to the defect found.
Locating the particular parameter that caused the fault helps in applying this
information to facilitate the process of debugging.

Every failure gives a set of failure indications. Fault localization is the process of
identifying the exact source of a failure from these indications. A fault localization
process should try to locate the fault based on some accepted optimality criteria. It
should take into consideration the relationships among events and in a large net-
work, it should be carried out in a distributed fashion.

3 Combinatorial Testing

Software systems are large and contain various parameters each of which needs to
be considered while testing. Combinatorial testing takes into consideration these
parameters and their interactions. It then performs failure detection that is caused by
these interactions. The output of CT can help in identifying the parameter combi-
nations that triggered failures in the system. These combinations which trigger
failures help programmers in detecting faults in the software. A parameter
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combination can be called as failure-inducing if all the tests that contain this
combination will fail [2, 3].

Real-life systems consists of many parameters. A study suggests that a maxi-
mum of only six of these parameters will be involved in a failure that occurs in
these systems [4, 5]. Experiments have shown that using CT we can reduce the
number of test case executions needed for effective failure detection [6].

Combinatorial Testing uses arrays called as Covering Arrays (CA) or Mixed
Covering Arrays (MCA) as test suites for failure detection [7]. In a CA array,
n depicts the size of the array and also the number of rows in this array and k depicts
the number of parameters involved and also the number of columns of this array.
All the possible parameter combinations can be depicted in a subarray of this CA. If
the number of parameters covered in the CA is t then we say the strength of this CA
is t. The parameters in MCA may have many different values. ACTS [8] is a type of
a test generation tool which is used to construct t-way combinatorial test sets.

After selecting the values for the parameters, these parameters are combined to
form a covering array. This array then leads to the creation of test cases for
Combinatorial testing [6]. The Covering array thus generated can be used as a test
suite which can test many different parameter-value combinations. Nie and Leung
show in [6] that CT does not require any prior implementation knowledge of the
Software Under Test (SUT) and only the basic system configuration knowledge is
sufficient to help identify input parameters and the different values these parameters
can take.

Combinatorial testing can be used to test a product line. A group of products
which share hardware and code among them is called a product line. A feature
model is modeled using the commonalities and differences between these products.
Increase in number of choices in the feature model results in an increase in the
number of products in that product line. Hence, testing these product lines is very
challenging. Combinatorial interaction testing is one approach to test such product
lines. Johansen et al. present a technique for automatic and responsive interactive
testing of product lines in [9]. This technique helps developers to identify if a new
feature in a product line works well with the existing features. The technique has
been evaluated using the results of two applications, one being a simulation model
of the safety module of a product line and the other is the Eclipse IDE product line.
Combinatorial testing is an agile method. Once set up, changes in the product line
does not require any manual changes to be made for this type of testing.

Some of the disadvantages of Combinatorial testing are discussed by Nie and
Leung in [6] such as, it provides a shortcut to testing as it does not test all the
parameter combinations. An improper selection of parameters and their values will
lower its fault detection capability and a failure in identifying all parameter inter-
actions will result in CT not testing the missed interactions.

Some of the limitations of Combinatorial testing as discussed by Johansen et al.
in [9] are that it will not test if a new feature works with other existing features.
Also, the automated tests that are used to test the features will influence the quality
of the results generated.
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4 Fault Localization Based on Combinatorial Testing

Combinatorial testing detects parameter interactions that trigger system faults. It
will localize the faults that get triggered by these combinations. If a test case
triggers a fault in a system, it shows that there exist one or more defects in the
program. But not all parameters in the test case are relevant to defects. Locating the
exact parameter in the test case that is relevant to the fault helps in applying this
information to facilitate the process of debugging. A detected fault needs to be
investigated, located and then removed. [10, 11] suggest that faults in software are
mostly generated by only a few variables which interact frequently.

Fault localization is a search over the space of program components, e.g.,
statements, variables and values to find suspicious entities that might have partic-
ipated in a program failure [12]. It involves understanding of numerous components
and their interactions with the rest of the system.

In combinatorial testing, the study of fault localization techniques could be
categorized into adaptive and nonadaptive methods according to the dependencies
between additional test cases and running results [13]. The current section gives a
brief on some of the approaches for fault localization in combinatorial testing.

4.1 Delta Debugging

Delta debugging framework is a collection of techniques for minimizing failing test
cases and isolating the failure-inducing part of them [12]. This method was first
proposed by Zeller and Hildebrandt [2]. The main idea of this method is to identify
the interaction that is relevant to the faults by modifying the input parameters.

This method has two basic algorithms namely, (1) Simplification, which locates
an interaction that is faulty and (2) Isolation, which locates a component that caused
the system failure. Here, a fault triggering test case is identified and some of its
parameters are modified. After modifying the parameters, the test case is run again
to see if the fault still occurs. If the test case fails again, then the parameters that
were modified are not related to the fault that occurred in the first place. Else these
are the parameters that cause the test case to fail.

Li et al. talk about fault localization built on the test results of Combinatorial
Testing using an approach based on a principle of Delta Debugging called Isolation
[14]. Both methods of isolation namely, Repetitive Isolation (RI) and Strengthened
Repetitive Isolation (SRI) are discussed here. Both these methods differ in terms of
how much information of the testing done will be used by them. RI uses a failed test
case as input, which will then be given to the Isolation algorithm. This algorithm is
then executed repetitively. The SRI algorithm also uses the Isolation algorithm, the
input here is a schema which was initially considered as fault inducing. The input
for SRI is minimal as compared to that of RI. Hence, SRI is a better type of the RI
algorithm. Empirical results show that the SRI algorithm results in fewer test cases
as compared to RI [14].
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Techniques such as Faulty Interaction Characterization (FIC) [7] and its binary
search alternative, FIC_BS [7] take as input one test case from a test suite that is
used for combinatorial testing. The output of these techniques will be combinations
that may cause the test case to fail. The idea behind these techniques consists of
changing the parameter values in the failed test case. The process of changing these
values will be carried out in a systematic manner. This technique concentrates on
identifying failure-inducing combinations. FIC is similar to Delta Debugging in that
it modifies one parameter in a test case which has n-parameters once. This process
is then repeated n times and the minimal fault interactions are calculated.

4.2 Tools for Fault Localization

Ghandehari et al. [15] present a fault localization tool called BEN which is based on
CT. The primarily idea of BEN is based on three different types of suspiciousness,
that of the component, combination and the environment [3]. It works on the
assumption that the combinatorial test set has been executed and the execution
status of each test case is known. Output of BEN are statements at different levels of
their possibility of being fault inducing.

BEN consists of two main phases namely, (1) Inducing Combination
Identification which uses an iterative framework. Here, the primary combinatorial
test set is first analyzed to see if any combination is suspicious. It then generates
suspicious combinations on the basis of their possibility of inducing a failure. A set
of new test cases are then generated which should be executed. Upon execution, the
results are used to identify the possibility of a combination being suspicious. This
possibility depends on two key factors, namely, suspiciousness of the combination
and that of the environment where the execution took place. (2) Faulty Statement
Identification in which an inducing combination is used to produce a small group of
tests, which consists of one test case that has failed, called the Core member and the
other test cases are called the Derived members. The difference between these two
groups is that, the derived members do not contain a failure-inducing combination
but the Core member does. The traces collected after execution of the core member
are compared with the traces of execution of each derived member. This comparison
is utilized to arrange statements in terms of their probability of introducing a fault.

Zheng et al. propose Complete Fault Interaction Location or comFIL [13]. comFIL
can be divided into two phases namely, (1) Generating the canFIS for fault location:
The original test cases will first be executed. These test cases will then be allocated to
two groups, where the first group consist test cases that trigger faults and the second
group consists test cases that do not trigger faults. It then identifies the set of inter-
actions that cover the first group but not the second and call this as the Candidate
Faulty Interaction Set or canFIS. (2) Generating the minimal fault interaction set:
Additional test cases are generated to select interactions in canFIS and finally the
minimal fault interaction set is obtained. Empirical results show that comFIL has a
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higher capability of getting safe value for parameters. A major limitation of comFIL is
that an increase in the number of input parameters affects its efficiency.

4.3 Failure-Inducing Combination Based Fault
Localization

One standard approach to fault localization leverages the idea of a spectrum of a
program. Ghandehari et al. talk about a fault localization approach that is based on
spectrums [16]. This spectrum captures certain features of a testcase execution [17],
namely program slices and program paths, function call counts and use-def chains
[18]. Tarantula [19], set union, interaction set and nearest neighbor [18] are some
examples of spectrum-based methods. These methods are used for fault identifi-
cation by comparing the passed test case spectrum and failed test case spectrum.

The approach discussed in [16] is based on the idea of nearest neighbor
approach. The main idea here is that the faulty statements appear mostly in the
execution traces of a failed test case and these statements do not occur in the
execution traces of a passed test case. This approach works in two steps namely,
(1) Test Generation, which generates a group of tests that contain one failed test
case, called the core member, and a maximum of t passed test cases, called the
derived members and (2) Rank Generation, which compares the spectrum generated
by the core member with the spectrums of each of the derived members. This
comparison is then used to arrange the statements in terms of their probability of
introducing a fault. [16] presents the first effort that utilizes the idea of such a
combination for identifying the location of faults in the program code. This method
is different as compared to what is discussed by Renieres and Reiss in [18] in terms
of execution of many test cases before identifying a failed test case and then
selecting its nearest neighbors.

Tarantula [19] takes the traces information of execution of both the passed and
failed test cases. It then checks the statements coverage in the traces. This infor-
mation is used to work out the suspiciousness of every statement. Suspiciousness of
a statement is the ratio of the failed test case that executes the statement divided by
the sum of the ratios of both failed test cases and passed test cases that execute the
same statement [19]. The statement which gives the highest score is checked for
faults first. Experiments have reported that Tarantula performs better than other
spectrum-based approaches [20].

Other approaches that use spectrums such as set union, set intersection and
nearest neighbor have been reported by Renieres and Reiss in [18]. The nearest
neighbor method discussed by Renieres and Reiss in [18] identifies the spectrum of
one run that has passed and is very similar to the spectrum of a run that has failed.
These two spectra are used to generate a difference set. This set is then searched for
the fault.
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5 Conclusion

Locating a fault in a system is a very tedious task. Although many techniques exist
that can narrow this search, one method does not necessarily work well with all
systems. Choosing an effective fault localization mechanism requires an in-depth
knowledge of the system in question. This would require a systematic fault local-
ization method based on proper analysis and proven through rigorous case studies.
Hence, even though various techniques are available, the method of localizing
faults is not efficient. Even with constant improvement in these methods, systems
are also becoming more complex. Thus, the challenges that the fault localization
approaches need to address are also growing. Hence, a substantial amount of
research work still needs to be done in this regard. Networks are prone to faults and
errors. Locating these faults require lot of human intervention. Using the results of
combinatorial testing for fault localization in networks would simplify this problem.
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Software Fault Prediction Using
Machine-Learning Techniques

Deepak Sharma and Pravin Chandra

Abstract Machine-learning techniques are used to find the defect, fault, ambiguity,
and bad smell to accomplish quality, maintainability, and reusability in software.
Software fault prediction techniques are used to predict software faults by using
statistical techniques. However, Machine-learning techniques are also valuable in
detecting software fault. This paper presents an overview of software fault pre-
diction using machine-learning techniques to predict the occurrence of faults. This
paper also presents the conventional techniques. It aims at describing the problem
of fault proneness.

1 Introduction

Software fault prediction (SFP) is a mechanism which can be used for software
metrics to improve the software quality (SQ). SFP comes into vast research practice
in Computer Science for locating fault [1]. In the current scenario, software
applications have become an attraction of its users because it consists of attractive
features and users want to access those features without knowing anything.
However, the point of fascination is that it has become a public requirement where
human beings can connect themselves and share data.

In this article, our intuition is to explain application areas of machine learning
techniques (MLT) for improving results of software faults (SF) and software quality
(SQ) [2]. Moreover, future scope in which effective use of MLT is made in
SFP. Figure 1 shows that software faults in terms of reliability, security, main-
tainability, etc., can be predicted with MLT as well as statistical techniques (ST) for
improving SQ.
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2 Conventional Fault Prediction Techniques

In SFP, some of the traditional ST are used which includes logistic regression (LR),
linear regression (LIR), univariate regression (UR), and multivariate regression
(MR) [2] have become reliable for researchers in locating faults but these tech-
niques are not useful for the novel research. Thus, researchers came up with the use
of artificial intelligence (AI) [3] and its techniques [4]. Also researchers are
exploring various aspects of AI to solve SFP [5]. The ST has their own profits [6]
means they are highly efficient in finding the known faults [7] but the Statistical
Technique [8] for SFP [9] is less helpful as numbers of incorrect faults are low.
Figure 2 illustrates the types of ST which have been proposed in the literature.

Fig. 1 Software fault prediction

Fig. 2 Alternating hexagon
of statistical techniques
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3 SFP Using MLT

This research aims to hybrid such MLT which improves the SQ and fault prediction.
MLT includes decision tree (DT), bayesian learner (BL), supervised learning algorithm
(SLA), neural network (NN), support vector machines (SVMs), rule-based learning
(RBL), and evolutionary algorithms (EA) with its sub-techniques. The intention
behind usingMLT in SFPwill better software reliability, and achieve the target of fault
predictions by using AI [10]. Initially, for SFP one not only needs to predict faults but
also the number of occurrences of these faults [11] in that particular software [12].
Figure 3, illustrates the Machine learning techniques as per literature [13].

3.1 Decision Trees

Decision tree (DT) is an MLT which is used for classification, regression, and other
important problems of SFP in model development and metrics. DT consist the
following techniques in Fig. 4 on the next page.

Fig. 3 Machine learning techniques as per literature
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3.2 Bayesian Learner

Bayesian learner (BL) is an MLT in which statistical inference is calculated. This
technique is used to change the SQ and documentation with one outcome [14]
which is software reusability (SR) [15]. Bayesian regularization based training
algorithm has been recommended for training back propagation networks. Figure 5
illustrates the research directions of SFP with NN [16] specifically, Reliability
prediction and effort estimation [17]. These techniques are used to predict software
defects and faults.

3.3 Ensemble Learners

EL consists of supervised learning algorithm (SLA) [18] which has the quality to
train the illustrations first and then utilized to generate predictions [19]. The trained
SLA represents a single hypothesis (SH) [20]. Single Hypothesis [5], however, is
not automatically consists of the hypothesis space of the models from which it is
built [21].

Fig. 4 Vertical chevron list
of DT techniques

Fig. 5 NN with SFP
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3.4 Neural Networks

Neural network (NN) in SFP gives solutions for different types of fault problems
like reusability of software, traceability, etc. [18]. In 2011, an advanced technique
was proposed for SR [22]. This technique [12] can be used to check model ran-
domly through input and output. These are accurate for almost all perceptible
capacity function [23]. The Backpropagation [24] is a training technique for mul-
tilayer systems networks [18].

3.5 Support Vector Machines

In MLT, support vector machines (SVMs) are the support vector networks
(SVN) in supervised learning model algorithms [25]. SVNs are associated learning
algorithms in which data analysis can be done for classification and regression
analysis. Figure 6, illustrates the idea of input and feature space [26].

3.6 Rule-Based Learning

In MLT, rule-based learning (RBL) is used as a technique to store and control
learning to translate data in a supportive way [27]. They are frequently used in
AI-based applications and research.

3.7 Evolutionary Algorithms

In MLT, evolutionary algorithms (EA), consists of genetic algorithms (GA), dif-
ferential evolution (DA), metaheuristic and particle swarm optimization (PSO), ant
colony optimization (ACO), firefly algorithm (FA), swarm intelligence (SI), cuckoo
search (CS), and ideas about probability:

Fig. 6 Support vector
machines (input and feature
space) [34]
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Bayesian network and chaos theory comes under soft computing techniques
(SCT) [28]. These techniques are fast and efficient in SFP model development [29].
Table 1 shows the classification of MLT.

4 Current Trends in Software Fault Prediction Model
Development

In a recent work on MLT-based SFP, it was revealed that software quality esti-
mation [30] is a challenging task in software engineering [31]. To obtain better
results for SQ, it is mandatory to do research and deep analysis in the SFP. Here the
SFP means the direction to attributes like trustworthiness, fault tolerance, compli-
ance, time complexity, effort estimation, etc.

Researchers have also argued that MLT-based prediction of faults [32] and
defects in levels of software development life cycle (SDLC) is not an easy task.
Thus, it is intended to highlight the experiments [16] of MLT-based SFP [33].
Figure 7, illustrates the research directions of SFP with MLT [17] in which com-
parison between the MLT classification and ST regression is shown.

Table 1 Classification of ML techniques (idea taken from [13])

MLT techniques classification of MLT for SFP

DT CHAID: chi-squared automatic interaction detection
CART: classification and regression trees
ADT: alternating decision tree

BL NB: naive bayes, BN: bayesian networks, WNB: weighted bayesian
networks, TNB: transfer bayesian networks

RBL OneR, NNge: neighbor with generalization and Ripper

NN MLP: multilayer perceptron, RBF: radial basis function, PNN: probabilistic
neural network

EA SA-PNN: simulated annealing probabilistic neural network, GP: genetic
programming, ACO: ant colony optimization

EL RF: random forest, LB: logit boost, AB: adaboost

Miscellaneous VP: voted perceptron, AIRS: artificial immune system, KNN: K-nearest
neighbor, VF 1: voting feature intervals. RP: recursive partitioning

Fig. 7 Difference between
classification and regression
(adapted from [35] http://
ipython-books.github.io/
featured-04/)
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5 Conclusion and Future Research Directions

The above research focuses on MLT and its accomplishments with respect to SFP
model development. MLT analysis includes a visionary analysis of such techniques
looking at the different paradigm of taxonomy and previously developed classes for
SFP and SQ. This study may become the ground to prepare a plan for a novel study,
which is beneficial and idealistic to recognize and regulate the existing work and to
find areas for empirical analysis. This study is a travelog of the biography in the
area, beginning with the research in MLT specifically in Software Fault Prediction,
Software Quality, and their model development. In this study, software issues
related to fault prediction, upcoming research, and results are presented. The
analysis of each MLT concludes with the applications of important characteristics
and especially a vertical chevron list of DT techniques about the efficiency of the
corresponding technique presented.
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Mathematical Study for Reduction
of Variables in Karnaugh Map

Molla Ramizur Rahman

Abstract Digital world has made life easier and luxurious in this era of electronics.
Logic Design forms an essential area of discussion as it deals in modeling electronic
circuits. Various reduction models exist in designing logics having advantages and
limitations. It is important to understand the necessity and applicability for each of
such techniques used at different situations. Karnaugh map technique is a well
defined technique in boolean term reduction. The paper aims to find a new formula
which can be used to find the number of variables reduced in a Karnaugh map and
the number of variables to be expressed. Graphical natures of the reduced as well as
expressed terms are plotted. The formula was derived from observational study by
grouping various numbers of cells in different orders of K-map. A suitable example
for a K-map of order four by grouping eight cells, was illustrated which will lead
for better understanding and even a test for acceptability of the formula.

1 Introduction

Signals are functions which carries data or information used for interaction or
communication between systems. Signals are essential and finds application in
almost every electronics system. To minutely observe its use, it greatly dominates
communicating applications where its use is not only limited to consumer and
industrial telecommunication but also finds extended utility in radar and satellite
communication. Signals are also used in biomedical industry for various imaging
and clinical investigation processes.

There are two types of signals namely analog and digital. Analog signals are
continuous and were extensively used globally. Digital signal are discrete. Digital
systems are drawing attention especially in the field of computing and automated
processes. On recent advancement in technology and vast research worldwide made
digital electronics suitable due to its user friendly nature, and hence mostly used in
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several applications. It has already taken a leading age in all domains ranging from
household application to industrial processes.

Digital mainly employs the concept of digits in its working principle. It uses the
binary number system that is 1 and 0 indicating true or false, which can be termed
as high or low from the view of electronics. It is very important to design the logic
for proper functioning in digital systems. The algebra used in digital system is
called Boolean algebra.

For designing any logic circuit, the major important stages may be truth table
representation, framing logical statements, reduction using minimizing technique,
and the most important and the desired part is design. Figure 1 shows a suitable
flow diagram essential in designing. The traditional way of minimization is through
the various Boolean laws. Typically, designing starts with truth table as shown in
Fig. 1. If truth table is available we can frame logical statements, minimize it using
boolean algebraic rules, thus can have logic statements without redundant terms and
finally draw the circuit as shown by flow 1 in Fig. 1. Again we can directly draw
the logic circuit without minimization, but it is undesired as it will contain some
unwanted elements which would make the circuits complex and even costly. If the
logical statement is available instead of truth table, we can directly applying
Boolean laws to eliminate redundant terms and finally the design can be achieved.
Another way of approach is to adopt Karnaugh map technique or Q–M technique
and directly draw logic circuit from truth table as shown by flow 2 in Fig. 1.

There are various techniques for minimizing Boolean expression. They may be
minimizing using algebraic technique using fundamental Boolean rules. The other
most used method is Karnaugh map technique. Quine–McCluskey (Q–M) tech-
nique of reduction is another minimization technique convenient for reduction for
higher variables.

Karnaugh map technique is a method of reducing Boolean expression without
using Boolean formula or identities. Named after Maurice Karnaugh, this map is
widely known as K-map. This is diagrammatic tabular representation of all the
outputs in cells which are grouped on the basis of certain rules. Karnaugh can be

Truth Table 
Representation

Designing 
Logic

Minimization Logic Circuit

Logic Circuit

Minimization using K-Map or Quine-
Mccluskey

Flow 1

Flow 2

Fig. 1 Flow diagram for designing logic
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used for reduction of any number of variables but finds difficulties for higher
number of variables beyond 6 or 7 [1].

Mathematical study is one of the key things performed in this paper where
formula is derived for reduced terms and expressed terms for K-map grouping. The
author [2] discussed importance of mathematics by giving references showing its
relations with all domains. Again mathematical study was observed in the work [3]
where calculus was used for establishing a new way of obtaining condition for
minimum angle of deviation. This paper again an evidence to suggest the mathe-
matical importance in an electronic area and tends to analyze graphically.

The author investigates by studying various orders of K-map of different inputs
and achieved to a formula which evaluates the number of variables reduced for
different grouping. It also formulates the number of terms to be expressed.
Analyzing graphical nature is very important. The author plotted the graphical
nature for the formula derived for better understanding which led to the identifi-
cation of some mathematical observations. Further illustration with example and
verifications of the formula was performed.

Software is very important in all the domains including electronics. The paper
[4] has evaluated the performance of software in India. Software is widely used to
in this field of electronics to achieve significant accuracy in designing logic and
simulation.

2 Literature Survey

The author [5] in his paper enhances a better approach for teaching of Karnaugh
map as the map itself contains sufficient information which not only makes the
faculty to make students understand Karnaugh map construction conveniently but
also makes it advantageous to students to grab the concept easily. This self doc-
umenting approach provides unique identifier to construct the map which is being
assigned to every element in Boolean minterm expression.

The author [6] in his study provides a rule-based system for minimizing Boolean
functions with the help of Karnaugh map. Four variable Karnaugh map is illus-
trated, consists of 16 rules which forms Boolean algebra and their relationship are
also shown. The authors [7] in their paper claims a better performing detailed
algorithm which provides an online embedded algorithm of wireless virtualization
consisting of online scheduling and embedded algorithm of Karnaugh map type.

The author [8] suggested that in sixteen cell Karnaugh map it is possible to
minimize six variable logical functions by including up to four minterms where
separations of columns of the map is such that even minterms and odd minterms are
alternate to each other. This arrangement not only helped in finding prime impli-
cants but also is helpful in plotting. The authors [9] in their paper provide a simple
technique for processing and transmission of color images which uses Karnaugh
map for deriving matrix sets. The absolute reconstruction is obtained in this method
and at the bit level, functions like encryption and decryption are being performed.
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The authors [10] made an effort to formulate a number of reduction rules which
effectively reduces a quantum logical circuit having input variables of arbitrary
number and one auxiliary qubit is used as output whereas input qubit remains same.
The author [11] in his paper made an attempt to find symbolic reliability, having an
advantage of pictorial insight, by reducing the system into simpler subsystem with
the help of Bayesian decomposition whose success or failure are found by
inspection and then by using Karnaugh map disjoint sum of product is formed.

The authors [12] in their work illustrated that Karnaugh map is not only a
suitable method to be used in the branch condition for the reduction of complexity
used in designing software but also can be used as verification purpose for the
combination coverage. The author [13] in his work gave examples as well as
derivation of some well known circuits and demonstration of a three dimensional
Karnaugh map. The author had also considered the steering possibility of J-K and D
type flipflop.

The authors [14] in their work used the method that makes use of unique
identifiers, which indicates covered terms efficiently in Karnaugh map. The author
[15] in his study proposed that Karnaugh map can be used for eight literals by a
particular specific arrangement.

The author [16] mentioned e.c.l and m.o.s. logic applications and generalized
Boolean function mapping from Karnaugh map and for function implementation
eight two layered networks can be derived from eight useful maps which corre-
sponds to any function.

The authors [17] in their paper made an attempt to develop fewer maps to solve
two valued logical equations as it is in this method it is possible to identify between
the do not care and impossible conditions by following successive elimination and
hence is more direct than the followed rules.

The authors [18] in their work made an effort to introduce Karnaugh map
technique to find disjunctively decomposable logic functions by evolving certain
rules. The paper [19] aims to use Karnaugh map to model multi-string seven level
converters which can be extended to ‘n’ level converter, determines expression for
modulation signal with the help of double Fourier series and compares the
switching losses of the above inverter with cascaded inverter and the result showed
the multi string inverter is advantageous. The paper is an example of the application
of Karnaugh map in the field of power electronics.

3 Results and Discussion

From the observations of the results of Karnaugh map, Table 1 depicts tabulation of
different orders of Karnaugh map with respect to certain parameters. The param-
eters observed are mainly the reduced terms and the terms to be expressed. Taking
in considerations for all possible groupings for particular order of the map, the
reduced and expressed terms are obtained.
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Reduced terms are terms eliminated after grouping in an n-variable Karnaugh
map whereas expressed terms are terms which cannot be eliminated even after
grouping.

Reduced termþ expressed term ¼ order of k-map:

From Table 1 it is clear that

g ¼ 2x

where g is the number of variables grouped and x is the number of variables
reduced.

Taking log on both sides

log g ¼ log 2x

log g ¼ x log 2

x ¼ log g= log 2

No. of variables expressed e ¼ n� x.
where n is the order of K-map

e ¼ n� log g
log 2

where n = 2, 3, 4….

Table 1 Summary of observation of parameters by grouping different number of cells in K-map

S.
No.

Order of
K-map (n)

number of cells
grouped (g)

number of reduced
term (x)

Number of
expressed term (e)

1 2 4 2 0

2 1 1

1 0 2

2 3 8 3 0

4 2 1

2 1 2

1 0 3

3 4 16 4 0

8 3 1

4 2 2

2 1 3

1 0 4
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Let us understand by a simple illustration. Suppose the order of the K-map is 4
and number of cells to be grouped is 8 as shown in Fig. 2.

From the K-map, it is evident that the expression for such map is y = b. Initial
total number of variables were 4 that is a, b, c, and d. On such particular grouping it
is reduced to one that is only b. So number of variables reduced in this particular
case is 3 (a, c and d) and number of variables expressed is 1 that is ‘b’.

From the formula established.
Number of variables reduced, x ¼ log 8

log 2

x ¼ 3

Further, expressed term e ¼ 4� 3 ¼ 1.
Thus, the formula derived is established with a suitable example and verified

descriptively by drawing a Karnaugh map.
The graphical nature for the number of reduced term is as shown in Fig. 3. X-

axis denotes the number of cells grouped where as y axis indicates the number of
variables reduced. Strictly speaking the graph is discrete and has existence only at

00 01 11 10
0 1 1 0

0 1 1 0

0 1 1 0

0 1 1 0

00

01

11

10

ab
cd

Fig. 2 Grouping of eight
cells in a K-map of order 4

Fig. 3 Curve for number of reduced terms
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2z on x-axis where z belongs to whole numbers. But in order to understand the
nature of the function, a continuous line graph is shown.

Figure 4 indicates the nature of number of expressed variables in K-map by
plotting it on the y axis while x axis denotes number of variables grouped. The
graph too follows discrete nature as discussed for Fig. 3. Both the graphs have
significance only in the first quadrant.

Some Important Observations:

(1) Number of variables reduced in K-map is independent of order of the map.
(2) Number of variables expressed/written is a function of the order of K-map and

hence we have different curve for different order of K-map.

4 Conclusions

By grouping various numbers of cells in different orders of K-map, a table is framed
along with certain parameters. The investigations led to a mathematical expression
for the number of reduced term and expressed terms in a functional approach. The
formula established was demonstrated by a particular example which was further
crosschecked by using minimizing technique of K-map. Graphs were plotted to
have a clear view of the formula established. Some observations were jotted down
during investigations which were related to the mathematical nature.

Fig. 4 Curve for number of expressed terms

Mathematical Study for Reduction of Variables in Karnaugh Map 557



References

1. J. M. Yarbrough, Digital logic: Applications and designs.
2. M. R. Rahman, “Software and graphical approach for understanding friction on a body,” in

Proceedings of the 3rd International Conference on Frontiers of Intelligent Computing:
Theory and Applications (FICTA) 2014. Springer International Publishing, 2015,
pp. 637–644.

3. M. R. Rahman, “Alternate Derivation of Condition for minimum angle of deviation”
Undergraduate Academic Research Journal (UARJ), Vol. 1, Issue 3, 4 (2012), pp. 8–10.

4. M. R. Rahman, “Analyzing the performance of a software and IT growth with special
reference to India,” in Information Systems Design and Intelligent Applications. Springer
Science+Business Media, 2016, pp. 591–598.

5. M. E. Holder, “A modified Karnaugh map technique,” IEEE Transactions on Education, vol.
48, no. 1, pp. 206–207, Feb. 2005.

6. E. T. Lee, “An expert system for Karnaugh map minimization,” Proceedings IECON ’91:
1991 International Conference on Industrial Electronics, Control and Instrumentation, vol. 2,
pp. 1517–1520.

7. M. Yang, Y. Li, L. Zeng, D. Jin, and L. Su, “Karnaugh-map like online embedding algorithm
of wireless virtualization,” pp. 594–598.

8. A. K. Halder, “Karnaugh map extended to six or more variables,” Electronics Letters, vol. 18,
no. 20, p. 868, 1982.

9. K. N. Plataniotis and S. Stergiopoulos, “A Karnaugh map {2, 2} secret sharing scheme for
color images,” 2009 16th International Conference on Digital Signal Processing, pp. 1–6,
Jul. 2009.

10. S.-A. Wang, C.-Y. Lu, I.-M. Tsai, and S.-Y. Kuo, “Modified Karnaugh map for quantum
Boolean circuits construction,” 2003 Third IEEE Conference on Nanotechnology, 2003.
IEEE-NANO 2003., vol. 2, pp. 651–654.

11. A. M. Rushdi, “Symbolic reliability analysis with the aid of variable-entered Karnaugh
maps,” IEEE Transactions on Reliability, vol. R-32, no. 2, pp. 134–139, Jun. 1983.

12. R. Ye, T. Wangjin, and Z. li, “Applying Karnaugh map to design complex software branch
conditions,” The 2nd International Conference on Information Science and Engineering,
pp. 4391–4393, Dec. 2010.

13. P. Cobham, “An extension of Karnaugh map technique to interface design,” Radio and
Electronic Engineer, vol. 38, no. 3, p. 131, 1969.

14. A. B. Marcovitz and C. M. Shub, “An improved algorithm for the simplification of switching
functions using unique identifiers on a Karnaugh map,” IEEE Transactions on Computers,
vol. C-18, no. 4, pp. 376–378, Apr. 1969.

15. K. J. Dean, “An extension of the use of karnaugh maps in the minimization of logical
functions,” Radio and Electronic Engineer, vol. 35, no. 5, p. 294, 1968.

16. F. C. Evans, “Generalized karnaugh maps,” Radio and Electronic Engineer, vol. 42, no. 1,
p. 28, 1972.

17. J. H. Tucker and M. A. Tapia, “Using Karnaugh maps to solve Boolean equations by
successive elimination,” Proceedings IEEE Southeastcon ’92, vol. 2, pp. 589–592.

18. M. B. Kermani, M. H. Mickle, and L. P. McNamee, “Identification of Disjunctively
Decomposable logic functions employing a Karnaugh map,” IEEE Transactions on
Computers, vol. C-18, no. 3, pp. 277–279, Mar. 1969.

19. B. N. V. Angirekula and O. Ojo, “A Karnaugh mapping technique for the modeling of single
phase multi string multi level inverter,” 2014 IEEE Applied Power Electronics Conference
and Exposition - APEC 2014, pp. 239–246, Mar. 2014.

558 M.R. Rahman



E-learning: Mode to Improve the Quality
of Educational System

Ananthi Sheshasaayee and M. Nazreen Bee

Abstract Data mining plays a very important role in uncovering unseen infor-
mation from large volumes of data. Educational data mining (EDM) is a specific
data mining field applied in discovering invisible knowledge from the educational
database. In EDM, e-learning environment is an important field to learn the context
of learning environments. The intend of the research paper is to look up into the
current trends in the e-learning environment. This paper mainly focuses, in
understanding the research done and current trends in e-learning environment. This
paper reports, how the previous scholars tackled the earlier/recent trends in
e-learning research. This work makes use of Harzing’s Publish software for ana-
lyzing and visualizing the conduct level of the research papers. This study utilizes
cites space, for analyzing tendency in e-learning research and to summarize the
learning model and design for educational technology system appropriately.

1 Introduction

Data mining (DM), is frequently called knowledge discovery in database (KDD).
Data mining is a computer-based information system devoted for generating
information and discover knowledge [1]. Educational data mining (EDM) methods
belong to an assortment of learning and teaching experiences [2].

Educational data mining can be applied to discover patterns in data sets to
automate the decision-making process of Instructors, students and administrators.
Apply an e-learning in the educational process improves the excellence of practical
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training and provides an enhanced understanding of the educational system [1].
E-learning was formerly meant supporting a system for distance learning and
technology based learning. This is why e-learning is now often called distance
education learning. Distance education learning is based on a remote communi-
cation between students and teachers. The meaning of e-learning is evidently stated
that, learning through electronic system provides abundant changes in the education
system. Owing to accelerate scientific progress, the present learning system has
seen abundant changes in the information and communication technology.

Researchers as well as academicians, institutors involved in e-learning research
have a stable and very important effect in their field’s development. E-learning is
delivered via digital devices (such as a Personal Computer, laptop, tablet, or smart
phones) that are deliberate to support e-learning. E-learning courses contain both
content (information) and instructional methods (techniques) that helps people to
gain knowledge of their course material. The forms of e-learning have the following
features:

• Using an electronic devices store and transmit the course materials.
• Includes content and techniques to the learning objectives.
• Make use of media elements such as (animation, graphics, text, audio, and video

materials).
• Make use of instructional methods such as examples, practice, assessment, and

feedback to promote learning techniques.
• Helps learners to discover new knowledge and skills.

Three Metaphors for learning:

1. Learning implies accumulate the knowledge.
2. Learning implies adding information accession.
3. Learning implies making sense of knowledge creation.

1.1 The Principle of the Research

• The goal of this study is to find out the how the previous researches tackled the
existing trends in the e-learning environment.

• This study utilized Cite Space, analyzing a citation of a paper using Harzing’s
publishes software.

• Discussion of existing research and some trend for future research are
recommended.
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1.2 Discussion in Previous Work

The e-learning background has such characteristics as flexibility, integrity, unre-
stricted space for communication and asynchronous use. EFL teaching in the
e-learning environment came to the conclusion that, number of pedagogical prin-
ciples act in new ways [3]. E-learning environment with EFL teaching is to create
the conditions for independent work of students on extraction, processing, analysis,
and structuring of educational information.

Principal of Accessible

Principles of systematic 
approach to training

Principles of suppleness

Principles of Integrity

Principles of Visualization

Classic systems for e-learning system use on devices with huge screen and high
resolution systems; they most properly used in web environments. Internet browsers
are very sufficient for use in the following operating system Mac OD, Windows,
and Linux.

In e-learning system, students and teachers will implement collaborative teams
in this system. The basic technique in collaborative learning is to solve the prob-
lems and converse with various roles. The teachers are instructors, observer, and
academicians, while students are users, actors in a collaborative learning system [4]
(Fig. 1).

The new generation of students in the twenty-first century is developing different
intellectual styles is compared to the previous generation. The new intellectual
styles are offering the learners to participate in the creation of new knowledge as a
normal part of their knowledge society [5]. Students’ learning styles were statically
considerable for knowledge discovery (Table 1).
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2 Architectural Design for Educational Technology
System

A system architecture represents the interaction between the user and the system,
learning through equipment via digital devices such as Animation, podcasts, video,
images, PowerPoint Presentation, etc. An e-learning design shows importance to
improving classroom-based teaching. An e-learning environment has uniqueness
such as suppleness, integrity, unrestricted space for communication [14]. And it has
the ability to represent the teaching information in the form of animation, blogs,
text, audio, video, podcast, graphics, etc. (Fig. 2).

Table 1 New intellectual styles in e-learning environment

New intellectual styles Old intellectual styles

Random access Step by step access

Identify student’s learning style Identify education system

Detect student’s engaged concentration Evaluate course work

Predict task completion Estimate task completion

Technology as friend Technology as foe

Graphics and animation Text

Parallel processing Linear processing

Fantastical design Reality

Play and work situations Work situation

Connected Standalone

E-learning 

Students Teacher Administrator

Student learning 
and test module

Learning ModuleStudents 
Information library

Fig. 1 Structure of e-learning system
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3 Discussion on Selected Papers

This section mainly focus on how some of the earlier research scholars tackled the
e-learning system from the year 2014 to 2016 as stated in Table 2. Conduct level of
the research field are analyzed and visualized using a Harzing’s publishes software
as stated in Table 2. The number of citations that each paper received is affirmed in
the table and also indicates the impact they make toward e-learning researchers and
the field itself [14]. The main objectives, Platform, data mining model, and data
mining tasks that each study carries are mentioned in Table 2.

4 Conclusion

Most of the academicians and researchers in Educational Data Mining (EDM) pay
special attention towards the make use of e-learning system. After analyzing the
techniques and methods, the introduction of new communication technologies,
examined their peculiarities and formulated a better idea than the existing system.
Data mining in an e-learning system favorably adapt students who needs sufficient
knowledge as well as analyzing students who have faced difficulties in acquiring
new knowledge. Data mining provides a wide range of solution to the students and
evaluating the final score between a student’s activity in the system and their
assessment [15]. Using a Harzing’s Publish software, analyzed and visualized the
conduct level of the research field. This study utilized cites space for analyzing
tendency in e-learning research.

ssttuuddeenntt

Access the 
material 
through 
interface

Knowledge

E-learning

audio

textual

Administrators
Access 

the 
material 
through 
interface

Database and
logs

Data mining Cleaning,

Mined Knowledge  is stored in the data

Fig. 2 System architecture for representing the interaction between the user and the system
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Exploring Multilateral Cloud Computing
Security Architectural Design Debt
in Terms of Technical Debt

M. Manoj Kumar and A.N. Nandakumar

Abstract This work identifies various design debt causes in a cloud computing
system from various dimensions of design debt. Even though immature, un-ripen
coded service accessible over the Internet using the cloud computing paradigm may
work fine and be wholly tolerable to the patron; but excess quantities will make a
service progression that may lead to extreme specialist of software developers and
finally an inflexible product. Delivery of the earliest primary beginning coded
service without ripeness or maturity is like going into debts or arrears or due to
obligation. A petite tiny debt rates progress so protracted as it is paid or rewarded
back punctually with a rewrite/redraft/revising/reworking. The risk arises when the
debt is not repaid and settled. Every miniature infinitesimal effort spent on
imprecise code reckons as interest on that arrears/debt. Intact engineering business
can be brought to be idle under the balance load of an unconsolidated, non-solicit
implementation, execution, and performance discharging object-oriented, func-
tional or procedural or otherwise. This work uses refactoring as a solution for the
identified debt in the multilateral cloud security architecture to secure the cloud
services.

1 Introduction

It is a widespread universal cloud computing services with unique certainty, faith
and idea in the coder community that since design patterns put in a nutshell, is
high-quality and verified design solutions, architecture solutions, security risk
solutions one must exploit them throughout cloud service software coding, service
architecting, building design, implementation, coding, and executing securely.
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However, during security design assessments, based on the past historic experience
of facing security threats and one can come across many design use cases where
design, prototype and related computing service patterns, security patterns have
been used, but the eminence of the follow-on design is deprived and non-reliable
with high fidelity on non-reliability and non-security. There is a breach leading
crack and security holes in realizing the preferred cloud computing service,
resources, security coding, design, and architecture eminence, yet while an
assortment of patterns in practices and in literature has been applied. These holes
could be exploited by attackers and Hackers leading to risk.

The trust is widespread in the coder, architects, and designer’s security expert
community that since the cloud computing service-related design, architecture,
security, cloud service patterns encapsulates good and the security fool proof
demonstrated design, architectural, security solutions, one be supposed to use while
cloud computing service coding and implementation and also at the operation and
execution of the service to stakeholders [1]. Though, our cloud security design
appraisal, analysis we diagonally arrived across our experience literature survey,
discussions with industry professionals, many cloud security design cases, use
cases, and architectures in everyplace design-related patterns were used but the
merit of the consequent design is trivial. There is a hole to accomplish the ideal
cloud service/resource security design merits despite patterns are applied.

Abstractions for different observers each time, it views a change in
coding/design/architecture structure. There are extreme cases, in multilateral col-
laboration pattern used in cloud computing when multiple patterns battle rival with
one another and the crisis milieu make a conclusion on an appropriate pattern. But,
while making the choices of pattern archetypes, we may notice two issues, namely:
widespread code duplicity in Strategy hierarchy with replica along with the same
carbon copy, with an amended in the array of the stepladder in turn modification of
all tangible stratagems coding. As an alternative to strategy pattern one can use
multilateral security implementation. Figure 1 represents the refactoring method-
ology for removing cloud computing architectural design smells [2, 3].

Fig. 1 Refactoring for cloud service architectural design smells
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Two insights that we come out of our work practice with
designing/architecting/coding in real production world cloud computing services or
applications/resources are: security risk, threat/problem.

1. Context milieu circumstance, perspective framework stages participates with a
big role in cloud service or resource security design and architecture.

2. Security risk, threat, attack, issues, problem patterns are anticipated excellent
elucidation, but purely on whence we relate the situation and apply them in
fitting right security design context and the problem/risk with measure.

2 Related Work and Motivation

Authors of [2–4] have provided research direction for architectural design smells.
Author of [5] presents the guidelines for designing the framework of cloud archi-
tectural design in general. Author of [6] provides various QoS characteristics of the
computing system Software as a Service. Author of [7] gives the balanced multi-
lateral security architecture features in general using the various case studies, but
the author have not identified the architectural design debt causing features and
methodology to remove the architectural design smells. Authors of [8] discuss the
technical debt in speculation and practice; they have also identified various
dimensions of technical debt in terms of design and architecture smells. Authors of
[9] have presented multilateral computing security architecture and framework.
Using this [9] as the basis, this work discusses the various architectural design debt
causing smells and its dimensions and methodology to resolve this using refactoring
as a solution. Authors of [10–12] have highlighted the importance of multilateral
security architectural design in the various platforms and applications in modern
computing system. The above works motivated us to carry out this research work to
identify multilateral security architecture design smells as a solution using refac-
toring methods to remove the smells and debt causes. Authors of [13] present test
debt in a cloud computing system which is a dimension of technical debt. Authors
of [14] present architectural design entropy, which occurs due to modern day
computing system architectural design debts. It is an attempt in the direction of
identifying various multilateral cloud computing system architectural design debts
which is motivated to carry out the work.

3 Architectural Design Re-Factor Versus Rewrite

Due to messy chaotic, complexity, unpredictability, uncertain design”, “The cloud
computing has high service, resources and data center’s related cloud computing
technological arrears,” and with amplified multifaceted complex section of code
direct to scrap the service exposed to attack and hackers action posing threats and
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risks exposing the internal data/service information to attacks but refactoring may
make it better with first-class security” this lays us in deadlock with respect to
“Re-factor or rewrite,” few factors that force the dilemma and confusion to proceed,
when it acquire more time, space, energy and effort than legitimately requisite to fix
a bug that cause chances for attackers or hackers for the exploits or pose risk in
future for action of attackers or hackers. And also pioneering a new feature in the
software or hardware services due to high technical debt (including high com-
plexity, with tightly or loosely coupled design, architecture, higher density,
dependency, micro- or macro-services with increased complexity, uncertainty,
unpredictability, and so on), the cloud computing service security and task becomes
difficult to maintain [15].

Due to cloud computing, digital transformation describes a paradigm where the
whole thing is connected-people, systems, applications, data, and devices, regarded
as Internet of things, to make it using without any Internet of troubles with wearable
devices are all linked and serving as intelligent inputs in sync with multilateral
stakeholders data center in real time production of computing environment. The
system of documentation tracing and systems of rendezvous commitment impec-
cably unites to connect and new trade dealing progression can be integrated,
incorporated using the multilateral user experience, knowledge, skill, and practice is
reliable, consistent with trustworthy using IT is competent to simply observe,
monitor, and control systems to maintain them from spinning out of control.

The integration strategy comprises on IT to distribute and manage complex
cloud computing environments, specifically the assimilation to integration archi-
tecture, design, requirement of the security and technology. Connecting different
apps through their APIs, the data transformations, business processes and regula-
tions of commitment integrate the computing business with the internet of things
(IoT) is elastically scalable integration architecture, throttling yield and muggy
ability to innovate using multilateral security collaboration with re-evaluating
multilateral integration plan, the main three thoughtfulness to renovate the inte-
gration architecture, strengthen multilateral computing ability to innovate, and
sharpen competitive edge using multilateral cooperation, collaboration, and multi-
lateral balanced security.

3.1 Real Life Challenges in Refactoring Adoption

The importance of the reflection on documented history and precedent experiences
and keeps the stakeholders to be trained from them. Our past experiences with
refactoring architectural Design smells [16], requirement smells, security smells,
and architecture smells in the preceding hardly a few years. We apprehend that
while refactoring is a renowned practice, adopted it in real-world mission bowls up
a variety of challenges.
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We endeavor to locate collectively some of the challenges we have experienced
and noticed generally, the disputes with refactoring is cataloged into three clusters
namely management aspects, operational, and technical aspects.

3.2 Management Aspects

It is tough to convince multilateral configuration board management with a propos
endeavor vital for refactoring.

In any service coding players, three major kinds of member stakeholders based
on their stance toward refactoring:

1. Folks who campaigner refactoring, and espouse refactoring as a standard
practice

2. Folks oppose refactoring, and gloomy interpretation to “get the threaded task
completed”, be it fixing defects, bugs, errors, caveat, security feature fixes, or
adding, deleting, modifying new features due to high CTC (cost to company)
without ROI (return on investments)

3. Folks who are in session on the edge delivery time or end tipping point—they
can sway with rock and roll both the way depending on the technique they are
swayed to espouse refactoring in the course of technological spat.

3.3 Issues for Applying Refactoring for Cloud Computing
Security

3.3.1 Technological Aspects

a. Accessing the implied changes is very difficult while performing refactoring at
very sweeping in complex cloud systems wares comprehending design, archi-
tecture, code, is complex and hard to use envisage forecast analytics to carry out
refactoring may also lead to delicate bugs.

b. Refactoring in computing system artifacts, features, without or absence of pen
testing, unit tests, modular tests, component tests, etc., where test cases, use
cases are not offered with ample coverage is the prime practical restriction of
refactoring due to non availability of the tests and test cases, user epic, sce-
narios, and user stories, At the moment of refactoring set up chicken-egg crisis,
security risks, attack vector increases, hackers exploit, and threat increases.

c. Lacking the Multilateral collaboration and cooperation with globally distributed
teams and cloud community stakeholders. Various security work packages
integrating diverse versions with contradictory transforms craft the exercise yet
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more excruciating, correspondence the anticipated changes crossways world-
wide diversified multilateral community computing teams.

d. In legacy computing systems wares, the expertise and veteran practiced coders
and staff who are aware of complete in-and-out details of the service docu-
mentations, related legacy code are deputed to other project, due to attrition or
better opportunities they may have left the organization as they are no longer
working in the project, it is harder to understand analyze the presented proto-
type, patterns design.

e. Complex refactoring is incredibly intricate and to accomplish via automated
tools and but still conceded out manually.

f. Architectural Design smells, architectural smells, Code smells sensing auto-
mated tools may sense and ascertain “multifaceted versatile smells, which
requires broad and repeated manual interference—the majority of the tools (to
cart out well-known refactoring) are in infancy stage with research and trials
with algorithms and mechanism instrumentation to accomplish it [17].

3.3.2 Administration Board Perspective

a. Convincing configuration board for acceptance of refactoring by convincing the
performance and business reasons stating refactoring as pointless rework not
using agile methods.

b. Enumerate the refactoring hard work required and profits of implementing.
c. Refactoring consumes more time for coders to recode and architects for

re-architecting and designers for redesigning effort, space consumption of the
resources.

d. The administration board needs to be convinced with feasibility study time spent
is investment for future business which enhances the security of the
product/service offered via cloud ecosystem, instead of looking out for instant
outcome interns of profit, being immediate result-oriented, without discouraging
the team for refactoring the features of the cloud service, refactoring through
security pen testing, unit testing, module testing, load testing, web testing,
exploratory testing, integration testing, features testing, monkey testing, GUI
testing, features testing, adhoc testing, system testing, guerilla testing, integra-
tion testing, performance testing, etc.

e. Some organizations and corporation administrations instead of being
result-oriented, discourage the refactoring, but realize the importance of refac-
toring only after the service or cloud ecosystem is broken, due to defects or
bugs, and they do not think of Smells in architecture, designs, code, require-
ments, security loopholes, etc.

f. In our experience, we have realized the supervisors are hard nuts to splinter, and
not simple to change their monolithic thinking style interns of statistical terms
for performing refactoring tasks needs ROI, COC, effort, profits, savings to
change their stance to adopt regular refactoring as a standard.

572 M. Manoj Kumar and A.N. Nandakumar



g. Practice and literature survey show that the metric criteria catalog may not
demonstrate the quantity of fixed/attended/permanent smells, and it is not fully
justifiable, due to modifications/alterations/changes due to refactoring may
result in new smells if refactoring is not performed with care and due diligence
and assiduity.

4 An Overview of Technical Debt

Technical Debt is an allegory created by Ward Cunningham in a 1992 testimony.
The program code primarily resulting in specialized coders coding and releasing
with inflexible product/service offered over cloud using the Internet. The immature
infancy stage code/program may function and completely accepted by the
client/stakeholders, but the excess code will make a code/product/service become
unmonitored. Shipping untested inexperienced and not tested with pen testing is
creating the debt. A debt is remunerated backside with punctual rewrite. Cloud
computing Objects appear with bearable transaction price tag outlay. The jeopardy
arises while the debt is not paid back. Every miniature effort spent on
untested/un-perfect code accounts as interest on that debt. Entire cloud computing
trade can be brought in a halted into static state and tilted to loss underneath the
debt load of an untested and uncertified execution of the coded service, object-
oriented sloping or else. Cloud computing service stakeholders supposed to be
responsive/reactive of cloud technical debt and smells causing debt and strive to
evade from incurring it.

Technical Debt = Architectural (Smells, Decay, Decay, Entropy) + Design
Smells, Debt + Code Debt + Configuration Debt + Documentation Debt + Test
Debt.

4.1 Components/Compartments of Technical Debt

Cloud computing Technical debt is an outcome of the prime aspect (the novel hack
or attack or shortcut or risk), and accrued/hoarded interest as a penalty sustained
when the prime cost/issues/treats/smells in Cloud computing design, architecture,
code or service requirement is not present and met with rigid security pen testing
and unit testing aligned with the maturity of the code is refactored. The interest
factor is compounding interest, in scenery along with simple interest along with
incurred debt, whist the more principal mortgage of refactoring of the cloud
modules/services/apps/resources are ignored or postponed, the largest sum of the
debt is accrued over time period. Henceforth the interest factor makes the cloud
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technical debt a significant risk/issues/problem. The Cost to Company Cost of
Change CTCCOC of refactoring fluctuates with increasing in the technical debt.
And there are no hard work ways to lessen it. In acute cases, it may pilot to “Cloud
computing technological liquidation/insolvency”.

To decide the weather to go ahead with rewriting or refactoring, generally
refactoring is always privileged, due to marker ready service in cloud computing,
and also it constantly progresses the QOS to sustain and offer standard service
competence in market to excel for a longer duration along with via with other
competitors in the bazaar by offering innovative secured service in the market faster
and low price flexible with cloud features and standards. For the period of prospect
augmentations to the afford over cloud service, then, the deprived structural QOS of
the service will affect the coding tasks of the cloud service enhancements for
security system maintenance and hard to realize and investigate or enhance the
service implementation/maintenance time duration and price cost ultimately hunt
and halt the configuration board interest for achieving multilateral balance security.

There are compound compositional sources/categories of cloud computing
technical debt.

a. Code debt: code photocopying, replica, de-duplication, static tool policy,
standards, guideline, rules violations, and code smells.

b. Design and architecture debt: Architectural Design smells, design
principle/rules/cloud computing system wares related security violations, and
architectural policy violations.

c. Test debt: paradigms be short of unit, security pen tests, adhoc test, cloud
service integration test, system wares testing and certification
insufficient/derisory test coverage, failure of exposure, treatment and reporting,
and improper test design.

d. Documentation debt: No documentation or citations for vital apprehensions,
deprived documentation/records/requirements, archaic/out of service records.

e. Defect debt: paradigms unfixed, unstable, unreliable, unpredictable catalog of
recognized defects.

f. Cloud Service debt: IAAS debt, PAAS debt, SAAS Debt.

4.2 Reasons for Technical Debt

As documented in literature and based on our experience, we explored Computing
stakeholders and community has recognized numerous regular reasons that lead to
technical debt [18].These comprise of:

a. Schedule, delivery deadline pressure, management pressure, quality configura-
tion team pressure, testing team bugs pressure

b. Lack of high-quality/skilled designers, architects, specialists, analysts, coders,
testers, and process, tools, analysis, security experts, domain experts
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c. Lack of knowledge, facts, awareness, comprehension, analysis of technical debt
d. Lack of applying design principles, architecture guidelines, skills, and frame-

works, requirements, and patterns applications

Deficiency in alertness of cloud computing service-related architectural Design
smells, architecture smells, code smells, cloud service smells, and refactoring,
rewriting, re-architecting, redesigning frequently, known the diverse costs and
calendar, space, energy, time, constraints, security risks, security threats, attacks,
hacks of a computing system service project/product, offered, supplied, consumed
used, it may be tolerable to invite technical debt provisionally, for the short term,
temporarily. The important is debt should be remunerated/repaid, early, timely, and
instantly as possible. It is a widespread trust with certainty in the cloud coding
community since cloud computing service design, architectural, and security pat-
terns encapsulate first-class and proven design, architecture and security solutions,
one be supposed to employ and exploit them to the maximum as often as possible
during cloud service design, architecture, security service requirement, develop-
ment, implementation and execution.

However, our survey experience on current practice related to design assess-
ments, architectural assessments, coding standards assessments, Cloud SLA’s
assessments, analysis, security requirement guidelines, policy, rules, practices,
assessments, certifications, auditing, accounting, authenticating, verification, vali-
dation use cases, etc. We have come across many design cases, architectures,
frameworks, guideline where design patterns, architectural patterns, security pat-
terns, coding patterns, service patterns, cloud computing service patterns have been
utilized and implemented, executed in practice; but the excellence, and superiority
of the resulting consequential design, architecture, framework, coding practice,
security practice for cloud computing is deprived and meager. To overcome the
crack/gap/hole in accomplishing the preferred design QOS by applying patterns.

The cloud services design predicaments can be deciphered in various ways. As
security architectural framework designers, architects, security experts, we make
certain design, architectures, code-related decisions based on our understanding,
analysis, feasibility study using multilateral collaboration, corroboration, and
expertise to resolve and decipher the dilemma, issues, various debts, attacks, hacks
in lone solitary ways. To choose certain design, architecture, coding, security
requirements, framework decision over others existing, the answer lies in the
problem/risk/issue/smell context, multilateral balanced collaboration, corroboration,
cooperation, to achieve multilateral balanced security, and other smells and Cloud
computing debts. Each assessment choices fetch a clustered set of payback profits
and a set of legal responsibility, liabilities, milestones, accountabilities, etc., among
the multilateral stakeholders. We as a multilateral stakeholder with different roles in
cloud computing business architects, designers, security experts, business analyzers
are liable for investigating and exploring the profits and liability burdens and
problems of a multilateral features decisions based on the problem context and
security risks, smells and debt, caveats, holes in services produced offered con-
sumed. We need to be aware of the technological, social, financial, administrative,
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operational and business, responsibilities, strengths and weak points, Achilles
points and constraints that emerge from the particular problem context to reason
about how the remunerations, profits and liabilities of a design decision will affect
the design, architecture, coding and security requirements.

Various patterns related to Cloud service architecture patterns, design patterns,
coding patterns, service patterns, security patterns, computing patterns, user pat-
terns, SLA’s [service level agreements] use cases are indeed better and proven
solution for the design, architecture, service requirement, SLA’s, frameworks,
security related problems, in a particular context, stakeholders view, using multi-
lateral collaboration perspective. It is true that appropriate multi-party computing,
multilateral, multi-tenant computing context, is a key in recipe ingredients to make
a particular patterns service/application prolific for cloud computing system wares.
Consequently, if a prototype outline fetches more profits than liability to a fussy and
pick smells/issue/problem/threat context, it is usually measured as a good quality
design/architecture/code/security requirement elucidation for that context using
multilateral balanced security. The main concern and vigilance caution here—still if
a pattern carries more profits than liabilities to a problem/smell/issue/attack/risk/
threat context, a designer, architect, coder, security expert must assess and appraise
whether the liabilities significantly reduce the QOS features—design, architecture,
code, multilateral security features. Then they necessitated and addressed via
auxiliary design, architecture, coding, implementation, execution multilateral bal-
anced security decisions together with appliance of other patterns. If not, the
computing actor/stakeholder may opt to ignore them.

In general, the two conclusions that we realized based on our experience and
analyzing the real-world practice with regard to designing, architecting, analyzing,
coding, and implementing and analyzing the real work cloud service
apps/resources. In summary, there are two insights that have emerged from our
experience with designing real-world software applications:

a. Context plays a gigantic and major role in cloud computing service design,
security requirement, code and architecture.

b. Patterns are established and demonstrated good quality and viable solutions,
whence we apply them in fitting the apt design, architecture, code, service,
security context and the problem, issue, threat, risk, smell, holes or hack, and
attack.

Grady Booch et. al coined four fundamental design principles which are widely
accepted industry wise. The Design Principles viz. Abstraction, Encapsulation,
Modularization, and Hierarchy for crafting, planning, building eminence
object-oriented designs [19]. Theoretically, primary doctrines such as abstraction
and modularization are relatively broad standards, high-level. However, our
familiarity in crafting designs in practice for cloud computing services reveals that
it is hard to use for design problems, we façade, this visage on a daily base as
architects, designers and security experts. In the crater of abstraction, in this theory
it is simple that “it is easy to abridge cloud service unit using reduction and
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generalization technique”; in practice, it’s hard to realize and appliance of the
specific modus operandi, it is obligatory to follow and realize the conceptual
modeling in practice, once the solution is explored we can use it as enabled method
and apply each as the fundamental design principles. Various common strategies
that can be engaged to “conceal variant” are:

(a) Detach and break up the algorithm from the patrons trade module that use it,
(b) Part the abstraction from its execution so with the aim to vary independently

both of them.
(c) Split policy and guiding principle from the accomplishment and execution.

In the case of cloud computing service application, in which the security is the
prime concern and frequently encryption technique is used for securing the infor-
mation stored in the cloud. Reuse the existing algorithms in novel contexts. Simply
append the help in prop up for new algorithms?

There are many solutions for this problem, but here is a solution that isolates
algorithms as a separate hierarchy. By employing runtime polymorphism, a new
algorithm can be plugged at runtime. We can reuse these algorithms in different
contexts. To identify the solution structure, it’s as the “Strategy pattern” which
“decouples an abstraction from its implementation so that the two can very inde-
pendent”. The application of design patterns for applying the principle of encap-
sulation. On the other hand, applying principles might not result in a design that
employs patterns. In addition, “Software entities should be open for extension, but
closed for modification”.

Case Study 1: In [3], we can find that refactoring is performed to target and
tackle the architectural violations and improve the structure of the dependency
cycles. Current computing software systems like cloud computing software systems
are with varied degree complexity, in-depth unpredictable and prolonged idiosyn-
crasies. Like the MAC-OS code, Microsoft OS, Windows, and other Linux OS
flavors have typically grown to several millions of LOC since the cloud era.
Architecture Evolution styles and patterns (example the Micro-services and con-
tainer service patterns [5]) with supporting scalability with time scheduling and
computing size pretense the risk based computing system behavioral and structural
features vulnerabilities in the system software. Thus, intervallic constant architec-
ture and design with code base refactoring is binding to maintain the computing
system’s structural and behavioral performances and functional and non functional
quality requirements of an evolving computing system. For illustration, a foremost
refactoring endeavor which was performed from Windows 2003 to Windows-NT
and windows XP version into Windows Vista, then failure led-to complete refac-
toring to windows 7 and recent refactoring from Windows 8 to Windows 10. It was
clear for continuous refactoring, version to accommodate the new features.

Case Study 2: The Java language features and its development were carried with
bulk refactoring by developing language library and compiling features added with
the needs of the modern needs of virtualization features supporting, and aspect
oriented features support, etc. Since 1990s major refactoring was carried out by
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evolving libraries with complexities improvement with JAVA–JDK and JRE to the
current version of Java 9 evolutions.

5 Conclusion

Since high-level principles such as abstraction, encapsulation, modularization, and
hierarchy are quite generic, it is usually difficult to understand how to apply them in
practice. To solve this problem, we can break down the fundamental principles to
more granular “enabling techniques”, which helps us to understand the fundamental
principles to a greater depth, but also ease the task of applying the principle in
real-world situations. Increasingly complex and demanding business environment
evolves with integration strategy and architecture. The security architecture design
and technology stakeholders chosen should facilitate user to deliver a modular
approach to integration that supports new security requirements such as
micro-services-based security development. The key solution should include open
standards and open source software, both in provisos of technology and permit the
model to distribute the profit of open source while extenuating, mitigating the risks.
In this work an attempt is made to identify various architectural design debts
causing factors in a present day computing system with special reference to mul-
tilateral security architectural design. To overcome the architectural design, debt
refactoring is the existing solution to repay the debt which also helps in reducing
the vulnerabilities in the present day computing system.
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Improved Data Hiding Technique Based
on Audio and Video Steganography

Suresh Limkar, Aditya Nemade, Amruta Badgujar and Rupali Kate

Abstract In today’s world, steganography is achieved through various different
factors like LSB replacement, DCT, etc., in various forms. In which the embedding
of the data was used to be successful but at the cost of degrading the quality of the
file behind which a secret message was embedded. Earlier techniques used were
only for a particular subdomain like only file, only audio, and only video embed-
ding. We have a proposed a new technique, in which the file of all format exten-
sions like pdf, txt, doc, etc., are embedded behind a video without degrading the
quality of the video. Video is dividing into number of frames along with dividing
the secret file into various numbers of frames and then embedding each frame
behind one another. The steganography achieved previously was near to 90–95%
but we have achieved a success rate of near to 99%, as the pixels and properties of
the video are unchanged, whereas earlier they used to be disrupted or degraded.

1 Introduction

Security has been always an indispensable means of secure communication even in
today’s technologically progressed era. It is demanded to assure confidentiality,
integrity, authenticity, and availability of user’s secret information. A modern day
security system should be able to mitigate the security and other types of possible
threats.
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There are various techniques used to achieve steganography. Depending upon the
conditions of steganography, a particular method is chosen. Steganography is
achieved with respect to a hidden text into audio file using discrete wavelet transform
(DWT), singular value decomposition (SVD), LSB (Least Significant Bit), and
Computer Forensic [1]. Furthermore, for video steganography that is to hide a text
behind a video was implemented through the use of LSB replacement, Mean, MSE,
and PSNR [2]. The above two techniques are the basics for successful implemen-
tation of audio–video steganography. The audio steganography is a branch of video
steganography where in the hiding of data in video along with the audio of the video
file. The technique needs to be advantageous in terms of Imperceptibility, Robustness
and Capacity—the three challenges of steganography having the methods used were
SNR analysis and HLLAS and also produces a strong encryption mystery key which
gives enhanced security to concealing the mystery discourse information inside the
cover picture [3, 4]. Also, the spatial space territory of steganography incorporates
distinctive sort of calculations to disguise the message bits and working standard of
every calculation gives mystery in information transmission [5]. The security of
steganography algorithm is based on statistics and steganalysis taken place by
identifying statistically anomalous patterns in the image pixels that is the process of
identifying the hidden information from the cover image by the third parties [6].
Steganography requires security which is provided by security algorithms. The
mystery message is embedded in the sound record as clamor and GA is fundamen-
tally utilized for enhancement reason alongside PKE calculation, LSB, RSA, HAS,
and HVS [7]. Different techniques like Multipoint, ZKA, Diacritics, KVA, ZWC,
Remarks, HTML code, and MS Word Symbols calculations likewise give extra and
important insurance of secret information [8]. One more necessary factor in the
steganography field is dividing an audio or a video file into number of frames, which
help in for embedding the hidden data frame by frame behind the cover file which
increases the security level of the hidden data. This is brought about because of a
vigorous element SR calculation to ease the execution debasement as a result of off
base movement estimation and sudden scene changes [9]. The scene change calcu-
lation for distinguishing scene changes and enhancements; for example, break down
with insignificant translating of a MPEG/MPEG2 bit stream [10]. This is useful for
video indexing and compressed domain editing.

Rest of the paper is organized as Sect. 2 discusses related work, Sect. 3 dis-
cusses proposed work, Sect. 4 discusses about result, and Sect. 5 discusses about
conclusion followed by references.

2 Related Work

Kakde et al. [1] proposed a strategy to conceal the mystery data behind picture and
sound of video document by utilizing discrete wavelet transforms (DWT), singular
value decomposition (SVD) technique, and fourth piece LSB (Least Significant Bit)
substitution. The principle of the proposed technique is strong encryption due to
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triple-layered security but it results into two or more noise shares, which causes
increase in the interception risk.

Dixit et al. [2] proposed a strategy to shroud content into a cover video document
which utilized the methods like LSB Replacement, peak signal to noise ratio
(PSNR), mean square error (MSE), and Mean. Principle preferred standpoint of this
technique is security against gatecrashers and picture, content, sound, video can be
the cover media still disturbed pixels and pixel burst were watched and anybody
could without much of a stretch see that there is a mystery message behind the
video.

Datta et al. [3] proposed to secure sound steganography methods utilizing the
calculation for implanting and extraction which had points of interest for least
bending and high indistinctness; however the programmers could gage the sound
signs.

Shelke and Jagtap [5] proposed to various steganography plans which are
expounded furthermore its advantages and downsides are appeared. Strategies like
optimal pixel adjustment process (OPAP), diamond encoding (DE), and exploiting
modification direction (EMD) were proposed and its focal points are that it mini-
mizes the contortion after information implanting and is additionally less costly
than other spatial area methods yet some of the time information would be lost
furthermore the unpredictability level is high.

Kulkarni and Patil [4], proposed a procedure where in symmetric key is pro-
duced which comprises of reshuffling and mystery game plan of mystery flag
information bits in cover flag information bits additionally have played out the
encryption procedure on mystery discourse flag information bits level to accom-
plish more noteworthy quality of encryption which is covered up inside the cover
picture, calculation for mystery key era furthermore calculation for mystery enter
stowing away in cover picture at transmitter end giving the upside of n number of
mixes of characters and numbers which secures the information from system pro-
grammers yet because of flag capture attempt.

Mani et al. [6] proposed a technique utilizing the calculation for cover picture is
isolated into noncovered windows and afterward and afterward every window is
separated into subsections, and among them subareas are chosen in “Z” design. In
next stride from the chose subareas, pixels are chosen in “alpha” example tech-
niques like LSB Algorithm, Entropy, and Mean Squared Error SNR gives the
upside of the high perceptual straightforwardness furthermore easy to actualize,
however, which prompts to including additional clamor which thusly devastates the
mystery message.

Johri and Kumar [7], proposed a hereditary programming to expand the vigor of
the information so that the mystery information couldn’t be perceptible beyond
what many would consider possible by utilizing strategies like Genetic calculation,
fourth LSB layer and SHA-1 calculation. Which had preferences that lessening the
difference between the first cover document and stego-record yet incapable in
keeping up the nature of stego-record.

Odeh et al. [8], proposed a model that conceals mystery information in the
content record by controlling the textual style design or embeddings extraordinary
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images in the content document. Besides, the recommended calculations can be
connected to both Unicode and ASCII code dialects, paying little mind to the
content record organize. Utilizing the calculation for HTML, Kashida. Multipoint
Letter, Left Remark, Right Remark, Steganography and Zero Width gave the
favorable circumstances like building up safe correspondence, protection was
improved alongside secure information sharing and had extra assurance of copy-
righted items yet it was hard to blend the calculations which high payload limit and
expanded the size and in addition cost.

Kim et al. [9], proposed a novel estimation approval procedure to accomplish
powerful picture recreation comes about under inexplicit movement estimation.
Strategy utilized was SR calculation is a picture preparing system that can recoup
HR picture from various LR pictures with points of interest strong execution of its
recreation quality even with mistakes in the assessed movement.

Meng et al. [10], proposed the location of sudden scene change and unique
altering impacts, for example, breakdown in a packed MPEG/MPEG-2 bit stream
with insignificant interpreting of the bit stream. Strategy utilized as a part of this
framework has five phases: negligible unraveling, parsing, measurable, discovery,
and choice stages giving favorable position in preparing pace to seeking a video
database of packed picture groupings can be drastically made strides.

The earlier implemented techniques lacked in the quality of the file as well as the
security with the file. We have proposed a far much better technique to maintain the
original quality of the file along with a huge security system to protect the data.

3 Proposed Work

In this paper, we proposed a new method which hides secret information behind
audio and video files. The data hidden behind these files can belong to any format
viz. doc, pdf, txt. We have combined security algorithms like RSA, DES, and
Triple DES along with Scene Change Algorithm. The combination of these algo-
rithms is presented in a new form of algorithm (Fig. 1).

The above data flow diagram is furthermore elaborated in Fig. 2.
Encryption

1. Take video/audio input from the user.
2. Take secret file txt/pdf/doc from the user.
3. Divide the audio/video into frames.
4. Similarly, divide the secret file into frames.
5. Embed the frames from steps 3, 4.
6. The resulting frames get divided into bits.
7. Public key is generated using RSA/DES/Triple DES algorithm.
8. Encryption key is generated by the user.
9. Using the keys generated by steps 7 and 8, a hidden file is created.
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Decryption

1. The decryption key is generated
2. Public key is generated using RSA/DES/Triple DES algorithm
3. The bits from the hidden file then combine together to form separate frames

consisting of the media file and the secret file

Fig. 1 Data flow of the proposed method

Fig. 2 Architecture diagram
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4. The frames are then decoded to get separated into the original secret file and a
media file(audio/video)

Algorithm

1|Take audio/video input from the user. Assume it to be ‘X1’.
2|Split ‘X1’ into frames viz. f1, f2, f3…. fn.
3|Take hidden data from the user. It can belong to the following formats: pdf,
txt, doc. Assume it to be ‘D’.

4|Split ‘D’ into frames viz. d1, d2, d3…. dn.
5|Pick one frame or image for further processing.
6|Split f1 into Red, Green, Blue planes (R, G and B respectively).
7|For each pixel in R, perform the following:
8|Let b [0] = LSB/RSA/DES/triple DES of the current pixel in R.
9|Let b [1] = Next LSB/RSA/DES/triple DES of the current pixel in R.
10|If b = 00 then
11|Go to the next pixel.
12|Else if b = 01 then
13|Call recovery to recover secret data of data d1 from the current pixel G.
14|De-scramble data of user with key k [1].
15|Else if b = 10 then
16|Call recovery to recover secret data of data d2 from the current pixel B.
17|De-scramble data of user with key k [2].
18|Call recovery to recover secret data of d1 and d2 from the current pixel of

both G and B.
19|De-scramble data of the user with data d1 and d2 with keys k [1] and k [2]

respectively.
20|Store the resulting data behind the video.
21|The final video obtained is a steganographed video.

4 Result Analysis

As you can see the result analysis below, there are no changes observed the in
original and steganographed files, whether it be the quality the file or its properties.
Their properties remain unchanged which is also a critical area to focus on because
if the properties change then the file would be vulnerable. The quality is the top
most priority to maintain as it is the first thing if distorted then to be identified as a
hidden file. But we have maintained the front as well backend of the file which is
nearly providing 100% results.
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Format Original image Steganographed image

480p

Properties:
Len: 00:00:18
Size: 68.8 kb
Dim: 640 � 360

Properties:
Length: 00:00:18
Size: 68.8 kb
Dim: 640 � 360

720p

Properties:
Len: 00:00:18
Size: 230 kb
Dim: 1280 � 720

Properties:
Len: 00:00:18
Size: 230 kb
Dim: 1280 � 720

5 Conclusion

In this paper, a new aspect has been provided using scene change detection algo-
rithm for steganography along with encryption algorithms. This proposed scheme
gives near 100% results which makes it better than previous techniques used for
steganography. Though it is bit expensive and time consuming because of the use
of scene change detection algorithm along with encryption algorithms which makes
it robust. The result provided by this technique is directly related to the properties of
input provided. Having its applications ubiquitously, it can be applied anywhere,
where one wants to keep the data a secret and share it over a network. Example
military, where secrecy has to be maintained in messages passed over network.
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Multi-owner Architecture System Using
Visual Cryptography and Watermarking
for Secure Ownership in Cloud
Environment

Suresh Limkar, Rajas N. Bhalerao, Priya D. Shinde
and Abhishek B. Raut

Abstract Cloud computing is the best way for storing and computing data over an
internet. Data can be shared in the form of texts, images, audio, and video. Sharing
data securely over internet is a key issue. Cloud computing faces serious issues like
security, integrity, and confidentiality of data. The most popular existing techniques
for achieving data security faced conflicts like generation of large keys, the heavy
computation of large keys, and collision attack of malicious users and also it meant
for single owner. To overcome the limitations of existing techniques, we proposed a
scheme and implemented image encryption and decryption using symmetric key. In
the proposed system, we aim to improve security which implement three algorithms
namely, visual cryptography (VC), AES (Advanced Encryption Standards), and
watermarking. In this paper, the secret image is divided into multiple shares
according to the number of users by visual cryptography, later AES is used. For
more authentication and copyright protection, watermarking is used. In the obtained
result, security is improved and also a key size is decreased which leads to data
sharing among multiple authenticated owners securely without any conflict and
original image is regenerated by combining all the shares.
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1 Introduction

Cloud computing is a new technology which provides users with multiple benefits.
Cloud is used globally in industries and businesses for computation, coordination,
and storage. Also has scientific, consumer/social application. But cloud cannot be
trusted due to downfalls in security reasons. In this paper, we are aiming to improve
security of data sharing in cloud using various security algorithms.

The proposed system is used to share (send/receive) data (images) over cloud [1]
using various cryptography algorithms and watermarking [2]. The main aim of this
system is to attain high level security. In the former systems, only a single user
could gain access to the data, but the forth put system allows multiple users to gain
access to the same data. There is a use of multiple smaller in size keys as compared
to the previously used large in size keys [3]. Security has always been the main
issue when it comes to data sharing over cloud, to tackle this problem we are using
the main algorithms namely Visual Cryptography, AES (Advanced Encryption
Standards), and Watermarking. Visual Cryptography [4, 5] creates multiple shares
of the requested image and encrypts each of it. The number of shares created is
dependent on the number users requesting to view the same image. AES [6] is used
for higher level of encryption. AES and watermarking [7] is used to detect changes
that are made to the shares while transferring. AES [8] also ensures high perfor-
mance encryption. Copyright protection is done using watermarking [9].

The end result of the system is that the image will be successfully transferred to
the authenticated used in real time. If there are any changes made or tampering done
to any of the shares then the final image will not be viewed by any of the users. This
way no hacking of the image will be possible.

In this paper Sect. 2 is related work, III is proposed system, then algorithm,
experiment, result followed by conclusion and references.

2 Related Work

Security Protection between Users Mobile Media Cloud [1] was proposed by
Wang, Wu, Chen, and Wang. The main objective was to achieve secure multimedia
data transmission between users cloud. The technologies used were DCT RS code
watermarking, Image hiding, and Image secret sharing. The advantages of the
system were high Security Performance, User-oriented, Good media quality,
reduced overhead. The disadvantage was image data was carried in single carrier.
So, overcome this problem in the proposed system the image is divided into number
of shares, i.e., carrier. Advance Secure Multi-Owner Data Sharing for Dynamic
Groups in Cloud [10] was proposed by Parjanya, Prasanna Kumar. The objective of
was to achieve secure method for data sharing for users in different groups. The
technologies used were MONA, User revocation. Advantages of this system were
Security, User Revocation, Privacy, Less computation, Scalability, and Reliability.
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Disadvantages were it needs large numbers of backup group managers. Since user
revocation is not always recommendable. So, the new proposed system avoids the
use of user revocation. Threshold Cryptography-Based Data Security in Cloud
Computing [3] was proposed by Saroj, Chauhan, Vats. The main objective of the
system was Secure communication between DO, CSP and user, and Secure access
to data. The techniques used were Threshold cryptography, Diffie-Hellman algo-
rithm, MD5. Advantages were Less number of keys, Data security, Confidentiality,
Integrity, and high performance. Disadvantage of this system was High computa-
tion power for DH algorithm. Usage of DH algorithm for encryption/decryption
propose used very large computational power. So it is eliminated and rather the use
of AES is introduced in the proposed system. Digital Image Sharing by Diverse
Image Media [4] proposed by Lee and Chiu. The main objective was to divide
digital image into number of shares. The techniques used were NVSS algorithm,
Decryption Encryption algorithm. Advantages of system were User friendly, High
security, Quality image, Low risk transmission. And, disadvantages were genera-
tion of noise like share.

This work suggested the concept of NVSS algorithm, i.e., Share Generation and
distribution. Visual Cryptography-Based Watermarking [2] proposed by Cimato,
Yang, and Wu. Their objective was to achieve security of multimedia data Dividing
image into N shares. The techniques used were Visual Cryptography, Digital
Watermarking. Advantages were Highly Secure, Easy implementation, Highly
robust, Error recovery. And Disadvantages could be Imperceptible Watermark,
Poor quality Image, Image revealing by stalkers. Previously, only VC and water-
marking were used, but in new proposed system the use of AES algorithm has been
introduced for additional layer of security. steganography-based visual cryptogra-
phy (SBVC) [5] proposed by Mukherjee, Ghoshal. The objective was Enhancing
Security of image by Steganography VC (hiding data into other image). The
techniques used were Cryptography Steganograhy. Advantages were High Security,
Authentication, Integrity, Less computation, and the disadvantage could be Low
image quality. Generation of 128-Bit Blended Key for AES Algorithm [6] given by
Sridevi Priya, Karthigaikumar, and SivaMangai. The objective was Generation of a
key using Biometrics for encryption. The techniques used were AES algorithm,
Biometrics, Fuzzy commitment scheme. Advantages were Security, Performance,
Efficiency, Flexibility, and Attack Resistant. And the disadvantages were
Generation of many Keys. Previously, the emphasis was mainly on security of data
forgetting about the performance of system. In order to secure data, number of keys
were generated, thus depleting the performance of system. So it is desirable to
reduce many key with the help of AES algorithm which provide high security and
performance. HD Image Encryption Algorithm on AES Modification [8] given by
Wadi, Zainal. The objective was Modification of AES algorithm to cipher HD
image. The techniques used were Mix-column transformation, Key schedule, Sbox.
Advantages were High Security Performance, less hardware, less Encryption time,
and less computation. And disadvantage was implementation of AES algorithm is
bit difficult for HD images Study Based on Chaotic Encryption, Digital Watermark
[7] given byYu1 and Zhao. Their objective was Using Watermarking using chaotic
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System-encrypting scrambling for authentication. Techniques were Chaotic
Scrambling algorithm, Magic Square. Advantages of the system were Copyright
Protection, Simple, High integrity, and Prevent Tampering. Disadvantages were
Non-Perception, Reliability, Robustness of Watermark Image Watermark
Algorithm App in Eco-Tourism digital Museums [9] given by Wu, Jiang, and Cao.
The objective was to ensure digital copyright protection safety in digital Museums.
The techniques used were DCT embedding watermarking Detection. Advantages
were Imperceptibility, Robustness, Security, Invisibility, and Provability. And
disadvantages were difficulty in balancing between Robustness and Invisibility.

None of the author had worked on Non-perception, poor quality image, security
in multi-owner architecture. In this paper, we are emphasizing on overcoming all
these disadvantages and improving security, scalability, and robustness.

3 Proposed System

The proposed system is a multi-owner system with the help of which any one can
securely share images to multiple owners on cloud, since cloud does not ensure
security, confidentiality and integrity. Applying Visual Cryptography each user in a
group shares a part of the image. Encryption and decryption techniques are per-
formed on each share of the image created by visual cryptography. To add addi-
tional layer of security and to check for any tampering done to any single share
watermarking will be used. Organization or individuals consuming cloud services
must understand the delineation of responsibilities over computing environment
and implication of security and privacy. Therefore, proposed system ensures cloud
computing solutions that satisfy organization’s security and privacy requirements.
The final outcome of the proposed system is that the image is successfully trans-
ferred to the authenticated users in real time and by fusing the shares of image
together, the image will be produced. If there is any tampering done to the image
then the user’s access to image will be restricted. The image goes through to
multiple encryption and decryption with the help of which tampering or hacking of
data will be difficult.

Previously, the image was carried as a single information carrier so to overcome
the failure due to loss of single carrier we divide a single image into number of
shares and carriers. Previously the emphasis was mainly on security of data, for-
getting about the performance of the system. Tackling the problem of asymmetric
key generation and performance, it is desirable to use AES algorithm which pro-
vides high security and performance as well. Earlier, mostly only VC and water-
marking were used, but in this new system the use of AES algorithm has been
introduced for top-notch security.

In the proposed system there are three entities the client, the server, and the
agent. The client first registers, using a username and password. The users’ user-
name and password along with his key gets stored in the database on the cloud
server. The database used in the system is MySQL. The user then logs-in and
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requests the agent to send an image. The agent receives the request and on receiving
it, the agent first verifies if the user is authentic or not. Post authentication the agent
selects the users and uploads the image on the server. Once the image is uploaded
on the server in the first place, it undergoes visual cryptography where the image is
divided into manifold shares. Generated shares are equivalent to the number of
users. Then image encryption (AES) is performed on each share. Third, water-
marking is executed on each share to check for the tampering done to the image in
any case. After providing the three-level security to the image, it is sent to the
clients end via e-mail.

Once the image is received on the client side, authentication of the image shares
is done using de-watermarking. As soon as watermarking is performed, the shares
undergo decryption (AES). Lastly using reverse visual cryptography, the shares of
image are united thus enabling the users to view the original image. Consequently,
if any individual tries to get access to the image without authentication he will not
be able to access it if any tampering is done to the image which will be detected
through watermarking. Even if any of the users’ private key is missing then no user
will be able to view the image (Fig. 1).

3.1 Visual Cryptography

Visual Cryptography [4], scheme is a special encryption technique which allows
cryptography in which visual information like images, text, etc., can be encrypted.

Here image is spilt down into n shares and only n share owner could decrypt the
image while any n-1 shares cannot reveal any information about the original image.
Each share is printed on separate transparency and decryption is performed by
overlaying the shares. Only when all shares are overlaid the original image can be
viewed (Fig. 2).

Fig. 1 System architecture
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3.2 Advanced Encryption Standard (AES)

AES stands for Advanced Encryption Standard [6], which encrypts and decrypts
data block, it was originally known as Rijndal. In this paper, we are using 10
rounds. The key size, which is 128 bits, depends on the number of rounds. Every
sub-key corresponds to a processing round in AES therefore each sub-key is also
called as a round key. AES offers high security, flexibility, efficiency, and perfor-
mance making is much more tolerant against attacks as compared to others
techniques.

3.3 Watermarking

A watermark is a kind of marker which clandestinely ingrains a noise signal into the
data mostly an image. It is used to determine the authenticity of these signal’s
copyright. Watermarking is a methodology with which digital information is hidden
within the carrier signals, there is no affiliation between the signal carried and the
information which id hidden. Using watermarking the data is only marked, the
access of the data is not controlled nor is it demeaned. The process of watermarking
is partitioned into three prominent steps: embedding, attack, and detection. In
embedding, the host or the image and the data to be embedded is accepted by an
algorithm, and then a watermarked signal is produced. Then this watermarked
digital signal is dispatched to the user. If any modifications are to the data, it is
called an attack. There are various numbers of such modifications namely, lousy
compression of the data, cropping an image, or intentionally adding noise. To

Fig. 2 Share generation
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extract the watermark from the attacked image, a detection/extraction algorithm is
used. During the transmission if the data remains unchanged, then watermark can
be extracted as it is still present.
Algorithm
Algorithm for proposed system is
Input: Original image from agent.
Output: Securely regenerated original image after sharing.

1. calculate gray scale level: black if H(V)>= d and white if H(V)<d-am.
2. Any matrix B in C0 or C1 OR operation on any K of n rows satisfies H(V)

<d-am and H(V)>= d.
3. Rn<<(n-1)bytes
4. Sn=((n+1)*XOR(1*S1)XOR(3*S2)XOR(3*S3)
5. Wn=W0..nXORg[Wn-1]
6. (R,G,B)=pixel[count]&0xff

Count ++
7. col=((R<<16)|(G<<8)| B)&0xffffff
8. b=col & 0xff;

g=(col>>8) & 0xff;
r=(col>>16) & 0xff;

9. al=(col>>24) & 0xff;
10. a=R+G+B/3
11. End

4 Experiments and Result

The result of the system is recovery and generation of original image on user’s side
by assembling the shares of participated users.

The image is initially sent by agent which undergoes Visual Cryptography
(splitting of image into n shares), Advanced Standard Encryption (encryption and
decryption of shares), and Watermarking (authentication and copyright protection)
to users (Fig. 3).

Fig. 3 a Original image. b Watermarked image. c Tampered image
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This system can be mainly used for military purposes by the government. Newer
and better versions of arms and ammunitions are designed on a regular basis. These
designs need to be shared securely. If any terrorist organization or government of
any other country gets hold of these designs, it could pose a major threat for our
country. The system can also be used for industrial purposes for product designs to
prevent other companies from copying the products, automobile industries, elec-
trical and electronic appliance industries, etc. It can also be used by photographers,
architects, painters, interior designers, and animators to share their designs, pho-
tographs, or any other kind of artwork with a carefree mind.

5 Conclusion

In this paper, there is trend toward scenario where multiple security techniques have
been implemented. The proposed approach can manage the security challenges on
cloud to realize full potential of cloud computing. This work provides three major
contribution security and privacy on cloud, authentication, or copyright of image
and confidentiality of multimedia data.

Visual cryptography is specially used for encryption, hide, and share information
in the form of images. It can be viewed by the human eye only if decryption is done
using the correct key. Secret information along with different features are inserted
onto the original image using watermarking. This allows access to the ownership of
the modified image. Problems faced by tampering and verification are solved by
watermarking. Sensitive data is encrypted using AES which is a symmetric key
algorithm.

The susceptibilities in cloud are studied and understood, the new system intro-
duces a technology that eliminates various issues like data loss, data breaches,
service traffic hijacking.
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Movie Recommender Engine Using
Collaborative Filtering

Howal Sadanand, Desai Vrushali, Nerlekar Rohan, Mote Avadhut,
Vanjari Rushikesh and Rananaware Harshada

Abstract The purpose of this paper is to research and form the hybrid algorithm
using different collaborative algorithms to achieve the smart clustering to get efficient
results. The volume of data which includes both unstructured and structured, and its
knowledge has fully grown heavily in recent days. Recommendation system is
changing into growingly widespread as they are victimization all over in
E-commerce space. Managing large amount of data and information and testing both
trained data and tested data to give best recommendation are the main aspects of the
project. A massive framework which is used for processing distributed data called
Apache Spark is used in the project. As compared to old mapping functions, Spark
handles repetitive algorithms, interactive algorithms, and stripped down intervals of
time (Swapna in A recommendation engine using Apache Spark, 2015) [1].
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1 Introduction

Recommender systems are a vital part of the informative websites, business web-
sites and e-commerce system. Recommender system plays a significant role within
the social media like Facebook, Twitter, YouTube etc. picture show recommen-
dation system aims to supply the most effective picture show recommendation
victimization the past information wherever in algorithms area unit accustomed
value the results. They represent a strong methodology for enabling users to filter
through massive data and products areas. Nearly 20 years of analysis on cooper-
ative filtering have diode to a varied set of algorithms and an upscale assortment of
tools for evaluating their performance. Data mining techniques are the results of a
protracted method of analysis and products development.

2 Literature Survey

The major literature survey is done by data science community. The book
DATA MINING concepts and Techniques by Jiewei Han has mentioned various
collaborative filtering techniques [2]. By reading and analyzing IEEE conference
paper by Sasmita Panigrahi, Rakesh Ku, Lenka, and Anaya Stitipragyan “A Hybrid
Distributed Collaborative Filtering Recommender Engine using Apache Spark” we
got an idea of recommendation system using collaborative filtering [3]. We are
going to execute the idea on Apache Spark. The paper “Hybrid web recommender
systems” written by Robin Burke talks about variety of algorithms have been for
getting recommendation, including content-based collaborative and other algo-
rithms. This paper surveys the hierarchical pattern of actual and possible hybrid
recommenders, and introduces a great hybrid system that combines the knowledge
based recommendation and collaborative filtering to recommend restaurant. It
purely relies on the physical characteristics of the user [4].

The paper “Clustering Methods for Collaborative filtering” by authors Lyle H.
Ungar and Dean P. Foster discusses about a new method of grouping and clustering
of items. The methods used in this paper to optimize the model estimations give the
best base rates and link probabilities. Hence, for better results of algorithm it is
necessary to use appropriate input methods [5].

The review article “A New Parallel Item-Based Collaborative Filtering
Algorithm Based on Hadoop” by Qun Liu, Xiaobing Li* talks about various fea-
tures extraction methods that can be used for filtering using parallelization design
for Item-Based Collaborative Filtering. They describe various features and feature
extraction methods. The overall article gives the idea about constructing user’s
preference vectors and computing co-occurrence matrix [6]. We aim to study these
methods and use the best suited one among them and combine the best suited
techniques to achieve the better results.
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The authors Reena Pagare and Shalmali A. Patil in their paper titled as “Study of
Collaborative Filtering Recommendation Algorithm—Scalability Issue” talk about
statistical approach of problems in filtering techniques of datasets. The paper dis-
cusses about challenges in recommendation system. So from this paper, we get an
idea to analyze the scalability of the algorithms. They talk about challenging
problem of collaborative filtering [7].

The Paper “Recommendation System Based on Collaborative Filtering” by
Zheng Wen gives the proper idea to connect the choice of characteristics based on
“matching” of user’s profile specific characteristics of an item. Collaborative fil-
tering algorithm such as sparse matrix SVD approach model both user’s and movies
by giving them coordinates in a low dimensional feature space [8].

The authors A.H.M. Ragab, A.F.S. Mashat and A.M. Khedra in their paper
entitled “HRSPCA: Hybrid Recommender System For Predicting College
Admission” talks about hybrid recommender based on data mining techniques and
knowledge discovery rules for tracking college admission problems. This paper
gives an absolute idea about high prediction accuracy rate, flexibility in advantage
as the clustered hybrid algorithms to perform attributes task faster and fairly [9].

Data mining techniques area unit the results of a protracted method of analysis
and products development. This evolution began once business information was
initial keep on computers, continuing with enhancements in information access, and
a lot of recently, generated technologies that permit users to navigate through their
information in real time. Data mining takes this biological process on the far side
retrospective information access and navigation to prospective and proactive data
delivery. Data processing tools predict future trends and behaviors, permitting
businesses to create proactive, knowledge-driven choices. The machine-driven
prospective analyses offered by data processing move on the far side the analyses of
past events provided by retrospective tools typical of call support systems. Data
processing tools will answer business queries that historically were too time intense
to resolve. They scour databases for hidden patterns, finding prophetic data that
specialists could miss as a result of it lies outside their expectations.

3 Problem Life Cycle

A. The amount of huge information in present days is leading to number of
choices and alarming growth of data available [1]. Internet is full of choices and
there are various recommendations available for everyone in field of movies,
books, links, etc. [1].

B. Recommenders are used to suggest information products and services to the
regular customers based on the history, transactions and feedback [4]. Here the
similarity between user–user and item-item is used. In the growing field of
Big-data, the number of products, customers and provider are increasing
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tremendously. Hence recommendation system becomes need and a growing
challenge to produce results.

C. Many such systems recommend items to user are CF technologies [2]. Major
problems of CF are scalability, cold start, sparsity which can be reduced with
the help of hybrid systems using combination of different algorithms.

3.1 Problem Formulation

In movie recommender a movie is an entity which is considered and recommen-
dation is done using similar entities [1]. Using most relevant similar entities from a
large number of dataset based on users query, recommendation can be given.
Movies are rated, this helps to retrieve other entities which are more relevant based
on relevance, authority, popularity etc. Below output, input, and data of the rec-
ommender and problem are stated [1].

Input: A Movie
Output: Recommender movies when given input.
Movie Data: Unstructured data and Semi structured data
Movie: An object, structured data

Using victimization huge processing Apache Spark to provide answer to make
movie recommender using huge processing is the problem. The goal of associate
film recommender over huge information is to style a system that is efficient,
climbable, and provides most effective doable answers for an oversized style of
questions. Mentioning below the challenges faced by Recommender:

1. Unstructured Dataset: Movie recommender of big-data includes storing and
processing the huge unstructured data [1].

2. Movie Disambiguation and Movie Resolution: “XYZ” may refer to actor as well
as movie “XYZ.” Also different strings can mean differently in different cases
[1].

3. Movie Ranks: For a particular Movie, the user may not be interested in all
results available. The results need to be ranked. Many features of ranking are
available like page rank, click frequency etc.

3.2 Terminology

The following terms are widely used in the report:

• Movies: It is an object with unique properties and id. It is an abstract concept
which is meaningful [1].
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• Similarity: It is a numerical value calculated using similarity functions. It also
tells us relevance of a query and a movie [1].

• Popularity: It is a measure to count the popularity of a certain movie compared
to other entities [1].

• Property/Field: Movie’s attribute.

3.3 Problem Analysis

Why Recommender Systems?

1. Given the increasing amount and growing variety of products, services and
information, which are daily made available on the Internet, and the introduction
of new e-business services [10], making a choice from such wide range of
options can be somewhat complex and difficult to manage.

2. It can be argued that while being able to choose is good, having so many options
to choose from is not always more rewarding.

3. To prevent overwhelmed users from making poor decisions, recommender
systems came into focus, facilitating users’ access to information about the items
they are most likely to be interested, whether such items are books, movies,
music, videos, Web pages, news or services, among others.

Why hybrid system?
A combination of different approaches and algorithms combine to increase the
potency of recommendation system is called as hybrid system. Hybrid system helps to
correct the present system additionally. The content and cooperative filtering face the
cold start problem. Hybrid system will help to solve this problem to some extent [1].

• Why MovieLens Dataset?

1. Due to copyright, Netflix data is not available for download. So, to perform the
recommendation evaluation on the movies domain, the MovieLens data is used.

2. The MovieLens dataset consists of anonymous ratings of movies collected by
the GroupLens Research that currently uses a movie recommendation system
based on collaborative filtering.

3. The MovieLens data set contains approximately 10 million ratings from 71,567
users on 10,681 movies. Ratings are made on a 5-star scale [11] (whole-star
ratings only) and each user has at least 20 ratings.

4. The data set was collected and made available by GroupLens Research at their
webpage.

A massive framework which is used for processing distributed data called
Apache Spark which has Hadoop MapReduce and it is extension model having
additional use [1]. This is often a short tutorial that explains the fundamentals of
Spark Core programming.
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An idea of how one entity is correlated with another entity is given by Pearson
Correlation coefficient. A measure of linear dependency between two variables,
items or users is given by this algorithm as attribute function [1]. But this depen-
dency is not based on whole dataset but a part of dataset is used which are similar
on high level [1].

r ¼ N
P

XY � P
Xð Þ P

Yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
P

X2 � P
Xð Þ2

� �
N
P

Y2 � P
Yð Þ2

� �r

Pearson Correlation Coefficient
where

N Numbers of Pairs of Scores
Rxy Sum of Product of Paired Scores
Rx Sum of x Scores
Ry Sum of y Scores
Rx2 Sum of Paired x Scores
Ry2 Sum of Paired y Scores

4 Proposed System

Module 1: Implementation of basic algorithms in java, using eclipse and mahout.
Module 2: Study and research of Collaborative filtering.
Module 3: Study and implementation of effective new recommendation algo-

rithms combination such as: Tanimoto Algorithm, Pearsons Algorithm,
Slope Algorithm, SVD Algorithm.

Module 4: Study and research regarding Content-based recommendation and
implement hybrid algorithm (Fig. 1).

5 Test Bed

We have tested this algorithms using simulation of system on following
requirements:

• Laptop with core i5 processor, 8 GB RAM
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6 Implementation and Result Analysis

We have implemented recommendation system algorithms using Item similarity,
user-user neighborhood approach, Tanimoto coefficient Algorithm, Pearson coef-
ficient Algorithm, Slope One Algorithm, SVD Algorithm using mahout libraries
using JAVA platform in Eclipse on Linux platform.

Table 1 shows the time taken by each dataset to process from asymmetrical data
to symmetrical data.

6.1 Graphs

The graphs give a brief comparison of our models with different standard algorithm
(Figs. 2, 3, 4, and 5).

7 Conclusion and Future Work

We successfully implemented basic algorithms in java, using eclipse and mahout
libraries. The implemented algorithms are: item–item, user–user similarity, tani-
moto, Pearson coefficient, Slope one, and SVD recommendation. We studied and

Fig. 1 System architecture

Table 1 Time required for
processing the datasets

Dataset size 1 K 10 K 100 K 10 M

Time required (s) 0.80 2.0 4.0 4.57
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Fig. 2 User–user approach

Fig. 3 Item–item approach

Fig. 4 User–user neighborhood approach
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filtered Collaborative filtering algorithms and chose the three algorithms which
gave best results for implementation. The algorithms are Pearson coefficient algo-
rithm and SVD algorithm. Further implementation of modules is under work.
Future works area unit fascinating so as to stay examination the advice algorithms
implementations obtainable within the newer releases of Apache Spark and R
language, since each engines for large-scale processing area unit quickly evolving.
It will facilitate to introduce new cluster formula victimization the Scala. Spark is
currently at version 2.0.0, discharged on Gregorian calendar month 2016. Since
unharness one.3 a brand new Data-Frames API was introduced, that gives powerful
and convenient operators once operating with structure datasets. Since unharness
one.4 they supply the SparkR, AN R binding for Spark supported Spark’s new
knowledge FrameAPI [12]. SparkR provides R users access to Spark’s scale-out
parallel runtime in conjunction with all of Spark’s input and output formats [12]. It
additionally supports career directly into Spark SQL. Finally, a right away thanks to
improve our work is by validation the algorithms on larger datasets, with millions
or billions of ratings, and if attainable from completely different recommendation
domains like music, movie, product and news.
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Small Effort to Build Pune as a Smart
City: Smart Real-Time Road Condition
Detection and Efficient Management
System

Suresh Limkar, Omkar Rajmane, Aishwarya Bhosale
and Vidya Rane

Abstract Detecting the road condition is a very important task nowadays. There is
an alarming increase in the number of vehicles so a number of accidents also have
increased in turn. This paper shows a unique way to detect the potholes using an
Arduino-based sensing module and android smartphone. It also does an important
task of finding the appropriate ways of handling the potholes which are detected like
notifying the appropriate time of repairing the pothole, which potholes must be
repaired first, etc. This paper also proposes an additional functionality of detecting
the skidding of vehicles and location of inappropriate speed breakers. This all
mined data will be pinned on to the Google maps and accordingly, the users can
change their driving patterns so they can reach the destination safely. The data
obtained can be helpful to the governments for the improvement of the road
conditions.

1 Introduction

Roads are the basic way of transportation used by citizens. So there must be a
deployed method to ensure the safety of the road users. For providing this basic
safety of the drivers and for living comfort the bad conditions such as potholes,
bump, steep, skidding, etc., must be detected. As the number of people using the
smartphone is increasing and becoming an integral part of the people’s life, we can
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merge it to provide them safety at fingertips. In road condition, detection the bad
condition of roads is been detected at runtime and the users are given an update of
the same for providing them extra comfort.

There are various ways for detecting the road condition like using various
dedicated sensors or by using sensors of the smartphone. We can detect condition
using dedicated sensors [1] embedded in the vehicles and the data collected is been
shown on the dashboard respectively. The detection has also been done using
sensors like accelerometer, G-sensor [2] for finding the g-values and using GPS
(Global Positioning System) has for finding the position of the bad condition and
giving the collected information to the users. There are sensors in your smartphone
which can also be used for detection of the potholes and other abnormalities and as
the sensors on the smartphone [3] are used there is no extra GUI used for showing
the collected information. The sensors like accelerometer, GPS, magnetometer,
GSM is been used [4–6]. Figure 1 shows the simple working of the system.

Also machine-learning algorithms [7] can be used for better detection of the road
conditions so it can lead to increase of accuracy.

The road conditions of India is deteriorating day by the very simple and efficient
way must be deployed for the betterment of the road condition. The system thus
created will be used by the government for improving the condition of the road in
India. India is looking forward for turning into a Smart Nation. The implementation
of the idea as Smart City project will lead to the maximum comfort to the citizen
with placing very less amount of effort. The system if deployed on each and every
vehicle will lead to large amount of data available which will be useful for finding
the faults on roads and repairing them as required. It will lead to overall
development.

In the proposed system, the road conditions are been detected using
accelerometer mounted on the Arduino-based sensing module and the data so
processed by the Arduino is been sent to the Android-based smartphone which will
pin all the abnormalities on Google Maps [8] so that a great overview is been given
to the user for changing their driving behavior for acquiring maximum comfort for

Fig. 1 System overview
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reaching to the destination. The data collected by the Android smartphone will be
mined so that we can get various functionalities like finding the position of pot-
holes, the appropriate time for repairing them, the degree to which condition of
roads are damaged, the skidding detection and also finding the position of inap-
propriate and unnecessary speed breakers. All this mined data will be very much
useful for the administrator to look upon the various ways of using this data for the
improving the condition of the roads interns.

The rest of the paper is organized as follows. Section 2 gives brief literature
survey, Sect. 3 explains the proposed system architecture, Sect. 4 discusses the
various scenarios for road condition anomalies and results, and finally we conclude
in Sect. 6 followed by references.

2 Related Work

Hull et al. [1] proposed a CarTel system used form collecting various information
from the sensors fitted on mobile systems like automobiles and this data obtained
from the sensors is delivered to central portal. The advantage of the system thus
proposed is it provides a simple programming interface, easily handles large
amount of data obtained, intermittent connectivity is handled well. The various cons
of the system are that it does not take proper care of the privacy of the users and the
past data obtained is also not used for further usage for map based route finding
system. This paper is helping for taking a leap toward developing world’s largest
and most dynamic sensor networks.

Eriksson et al. [2] proposed an application of mobile sensing and reporting of the
condition of surface of roads using signal processing and machine learning. The
paper explores the P2 system and algorithms to monitor the important civil
infrastructure. They deployed seven such P2 systems on taxis in Boston area.

Bhoraskar et al. [3] proposed Wolverine which uses the sensors from smart-
phones for traffic monitoring. The data received by the mobile can be sent to a
central server, which can use the information received. This received data can
contain a lot of data like traffic, shoulder off, or bumpy nature of the road, etc.
Machine-learning techniques were applied to classify the data that can detect the
nature of the road and user’s use.

Chen et al. [4] proposed a low-cost solution for vehicles, Road Condition
Monitoring with Three-axis Accelerometers, and GPS Sensors which uses a
low-cost three-axis accelerometer and a GPS sensor embedded in the vehicle to
evaluate the road condition. The paper analyzed the Power Spectral Density
(PSD) of the pavement roughness, and classified the pavement roughness level into
four levels. The total cost in each vehicle is not greater than $50 USD, which is
very less as compared to existing systems.

Mohan et al. [5] proposed a system Nericell which makes use of the sensing
components present in user’s smartphones, i.e., accelerometer, G-sensor, GPS, and
GSM to detect various conditions like honking, traffic, potholes, and bump on the
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road. The advantage of the system is that it uses inbuilt sensors present in the
smartphone which is easily deployed. The energy cost of Nericell is less impact on
the user’s smartphone. The accuracy of the system can be increased by machine
learning.

Mednis et al. [6] proposed an accelerometer data-based pothole detection and
four algorithms with their analysis. Deployment is done on devices with limited
hardware and software resources and then compared with data collected various
Android OS-based smartphones. Their reports contain test drives and their evalu-
ation and analysis and the overall analysis shows a true positive rate of 90%.

Kulkarni et al. [7] proposed a Pothole Detection System that can supply users
with better information about their routes of their transportation. Taking into
consideration low GPS accuracy, accelerometer sampling rate and noise they stress
on the fact that that accurate pothole detection is possible. They have created an
Android application to collect the data from sensors by recording a journey, and
display the acquired data using graphs using A Chart Engine, and run that data
through neural network.

Bansal et al. [9] proposed various methods for detecting road condition. They
have also concluded from their survey that the accelerometer and GPS sensors are
used more often in this field of detecting road conditions. Smartphone sensors are
becoming popular choice due to cost effectiveness and scalability that they offer.

Ghose et al. [10] proposed a Smartphone-based road conditioning monitoring
and alert system. Prototype is developed using low-cost hardware and open source
packages thus reducing the cost of the system. This system is not developed for an
app on popular platforms such as like Apple and Android.

Douangphachanh and Oneyama [11] executed various experiments to collect
data from various sensors like accelerometer and gyroscope on vehicles to measure
the roughness of the roads. The collected information can be used for increasing the
security. They still have to integrate the model so formed into the smartphone
app. The study uses both gyroscopes and accelerometer for estimating the condition
of the roads.

Sen et al. [12] composed a method which detects the road traffic condition based
on the acoustic sensing based technique to give comfort to the drivers. The dis-
advantage of the system is that the data center will receive large amount of
information though it requires only honk related information. It is a very easy
model which can be deployed very easily.

Faiz et al. [13] proposed a system for alarming about the accidents which have
occurred. It uses GPS sensor, Accelerometer for change of tilt, pressure sensor to
see if there are any sudden changes or not. The disadvantage is that it requires
continuous internet access which is difficult to maintain. The accidents are detected
and an emergency message is been sent to the nearby hospital and police station so
and help can be provided in minimum amount of time.

Fu et al. [14] gave a study for using Google API for development of the web
apps and easy usage of the Google Maps. It is used for embedding web pages easily
in high resolution and user friendly interface. Google maps are easy to operate and
support free scaling. As this technology is in the state of development and all the
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data is taken from Google Maps, only there are some technical risks included in it.
With the use of Google API is very flexible and simple to use Maps.

Singh et al. [15] proposed a system which will be useful for detection of bad
driving behavior by making use of sensors present in our smartphone. An
advancement is been made in this system over others is the use of audio processing
and use of inbuilt sensors instead of a separate module. The proper classification of
the data is not done and extra effort has to be taken so that data so obtained can be
used for further enhancement. In future work, machine learning can be deployed so
that the circumstances can be taken into account as when person drives rashly.

3 System Architecture

In this section, we describe the software architecture of the road condition detection
and along with the sensors used to capture data and working of each module.

System consists of sensor-equipped vehicles and a central server, as illustrated in
figure. Raw data is collected by Arduino according to the algorithm, and it is
received by the Android device time to time. Position with the abnormal road is
marked on Google maps using GPS of the smartphone. The following information
can be collected with the help of the accelerometer and GPS.

<Location, time, speed, 3-axis acceleration>

The first two parameters can be obtained from the GPS of smartphone and the
three-axis acceleration vector comes from the three-axis accelerometer. Onboard
processing algorithmic filters combine data to produce high-probability pothole
detections. Simultaneously, the time at which the pothole is detected is also
reported. When network connectivity is available, the vehicles automatically upload
their detections to a central server, which maintains a good database of detections.
The end system will result in the final output of the system. Figure 2 shows the
whole system architecture.

3.1 System Description

(a) System Components

The system describes the Arduino-based sensing module and android
smartphone-based user interface. These low-cost modules are mounted on the
vehicles so it’s efficient for users as they do not have to have an external sensing
function when they are driving their vehicles. The system also has Bluetooth
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module so that the data taken from the accelerometer sensor is passed on to the
android-based smart phone. The accelerometer is with ±2 to 8 g and baud rate of
the Bluetooth is 57.6 kHz. The various values of the different three-axis value noted
by the accelerometer are detected and the initial data collected for various road
conditions is been send to the android-based smart phone with help of the Bluetooth
module. These data sent to smartphone on regular time interval. Then the smart
phone detects the vehicles position on GPS with information including latitude and
longitude data if the vibration level is greater than the predesigned threshold. With
the help of GPS coordinators, this position is marked as abnormal one on the
Google maps with various markers satisfying the algorithm.

System can be divided into two parts as the Arduino part and the android part.
The Arduino part is to take the raw data form the accelerometer and pass this

information to the smart phone using the Bluetooth module. The android part
consists of getting the data from the Arduino, processing it and locating the position
on the Google Maps. With the help of real-time updates, drivers can change their
driving patterns accordingly and can reach to their destination safely.

Fig. 2 System architecture
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4 Data Acquisitions

The system depends on the consistent data collected and analyzed by the
accelerometer and Arduino, for a given road condition producing the correct
localization of anomaly from the onboard-GPS of smartphone. We also discuss here
how our training data is gathered.

4.1 Position of Accelerometer

Position of accelerometers inside the vehicle affects the quality of the signal coming
from it. We placed accelerometer in the center of vehicle.

It is observed that the strength of the signal is most accurate when the
accelerometer is kept at the center. From this data, we can perform various oper-
ations to detect the event.

Therefore, we attached the accelerometer to the center of car chassis. This also
keeps device out of the way of the passengers.

4.2 Checking of GPS Accuracy

GPS accuracy in deployment is important if various events are to be located
accurately. If the multiple detections combined report says the same event at the
same place, then the GPS coordinates are accurate.

But the standard difference of about 4.5 m is observed, while combining the
reports with modern GPS.

4.3 Detections of False Events

Certain types of road conditions can produce pothole-like events, like off shoulder event,
though they do not actually represent a road surface with abnormality. This may include
manholes, rail-road crossings, unusually shaped speed bumps, presence of rocks.

For this, we describe the system to automatically remove such false events from
the final result.

5 Scenarios for Various Anomalies on the Road

1. Detection of bad roads

The road can be said to be in bad condition if it has potholes, shoulder drop-off,
or made up of poor material that wearied off or due to weather conditions. We can
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detect these types of road conditions with the help of accelerometer’s Z axis. If we
get continuous fluctuations in Z axis value which are over some threshold, and then
the road can be detected as bad road.

2. Skid detection

The vehicle can skid if the road is wet, snowy/icy or because of oil and chip.
The person with skidding vehicle might suffer from injuries but the person

followed by him can avoid skidding by real-time update.
Here if the X-value is constant and Y-value of accelerometer is increasing

rapidly, skid can be detected.

3. Rating the potholes

Rating of the pothole is important to identify,

(1) Repair priority: We should provide priority to potholes so that high priority
potholes gets repaired first.
The priority depends on,
Number of detections: Higher the number of detections, higher will be the
priority.
Traffic: More the traffic, the more will be the priority.
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(2) Intensity: Intensity measures the value of Z axis. Higher the difference between
detected value and threshold, higher will be the intensity.
High intensity potholes should be repaired first.

4. Accident detection/urgent brake detection

In accident detection, the X-value of accelerometer will be observed. If the X-
value increases rapidly, keeping y-value constant, then the vehicle might have met
with an accident or there is an urgent application of brakes.
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5. Abnormal speed breakers detection

Z-axis value is obtained for the ideal speed breaker. All other speed breakers are
compared with ideal values. If the difference is more than predefined value, the
speed breaker can be marked as abnormal.

6 Results

We tested out system on roads of Pune and successfully detected potholes on that
road. Figure 3 shows the detected potholes and also the condition of the road which
is rough by highlighting it in red.

Figure 4 represents the working of the detection of potholes and the X axis
graph. Figure 5 represents the working of skidding detection and the y axis graph.
Figure 6 represents the working of and accidental braking. The threshold is pre-
defined and any value above it is marked and saved for further processing.

Fig. 3 System dashboard
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Fig. 4 x-axis graph

Fig. 5 y-axis graph

Fig. 6 z-axis graph
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7 Conclusion

In this paper, we presented a simple and cost-effective system to track the potholes
in road and to determine the overall quality of the road by making use of
accelerometer values and GPS co-ordinates. In addition to detecting potholes and
road conditions we also give statistics such as Rating of pothole based on the traffic
and intensity of the pothole. All this is done when the data is sent to the central
server for processing. For GPS value calculation and showing real-time data
updates of the route, we make use of an Android smartphone which runs an app
created by us.

We have also successfully tested skid detection and accident detection or harsh
braking by making the use of all three-axis values of the accelerometer. The results
that we calculated show accurate plotting of potholes on map and also the plotting
of rough versus smooth roads.

The future work includes eliminating the Android smartphone by thus reducing
the cost and makes it just a passive data collector device for users who only want to
report data (buses) by adding a GPS module and GPRS module. We could also add
another GPS module to increase the accuracy of GPS values.
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Penetration Testing as a Test Phase
in Web Service Testing a Black Box Pen
Testing Approach

Shivam Mehta, Gaurav Raj and Dheerendra Singh

Abstract The study involves the implementation of the black box penetration
testing approach; it deals with the step by step idea to conduct a penetration testing
on web services as a user not as a developer. In this, we study about top vulner-
abilities that are found in SOAP web services and how to exploit them to get
confidential information which an attacker can regenerate and gain access to and
what countermeasures the developer can take to prevent such vulnerabilities. So to
prevent such malicious attack we should test them beforehand and fix the vulner-
abilities before deploying web services over the network. We discussed about SOA
architecture and black box penetration testing as a part of development lifecycle.
We used SOAP UI and Burp Suite to test Web Services for security vulnerabilities.

1 Introduction

Web Services are used to implement platform independence and allowing our
application to communicate with other applications over the internet using simple
language rather than exposing the code or logic of the application. For example, we
have created a Java currency converter Application and we want an C# application
to call its code and make use of the logic, to achieve that some approach can be that
we serialize the Java Objects and send it over the stub but, the problem with this
approach will be that serialization and deserialization of Java will be different than
that of the C#.

S. Mehta (&) � G. Raj
Amity Univeristy, Noida, Uttar Pradesh, India
e-mail: shivam.mehta007@gmail.com

G. Raj
Punjab Technical University, Kapurthala, India

D. Singh
Chandigarh College of Engineering & Technology, Sector-26, Chandigarh, India

© Springer Nature Singapore Pte Ltd. 2018
S.C. Satapathy et al. (eds.), Smart Computing and Informatics, Smart Innovation,
Systems and Technologies 78, https://doi.org/10.1007/978-981-10-5547-8_64

623



To prevent such issues, Web Services were developed which use a standard
format of XML messages to communicate between different applications, all of
them uses a specific format which is described by WSDL (Web Service Definition
Language). WSDL is an XML format which specifies the document and procedure
of the application for other individuals or applications to access the service over the
internet. Service Discovery of web services is done using the UDDI (Universal
Description Discovery and Integration), it is specific for distributed registry of web
services, UDDI uses WSDL to describe the interfaces to be used by Web Services.

Web Services Uses the SOA architecture that is they are highly
Service-Oriented. Figure 1 shows the SOA architecture of SOAP Web Services.
The model of Web Services is described by three elements [1]:

1. Service Provider
2. Service Requester
3. Service Registry.

Service Provider implements the service and is responsible for its availability
over the internet. Service Registry is centralized registry of services, it provides a
place where developers can publish the service or can find an existing service; and
last Service Requester is the consumer of the Web Service, it sends an access
request which is then responded by the service requester based on WSDL in form of
XML SOAP.

Web Services are transferred over the Network using HTTP (Hyper Text
Transfer Protocol), the advantage of using that it is simple, stable and reliable also
most firewalls allows the HTTP traffic thus resulting in better availability of SOAP
messages.

Fig. 1 Components of web
services
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1.1 Testing of Web Services

• Penetration Testing and Static Code Development are two well-known tech-
niques used by developers to test web services [2]. In this paper, we will talk
about Penetration Testing Methodology and Approaches.

In the present scenario, the web services and developed and tested mainly for
load, stress, and structural, according the empirical survey done over professional
developers less than 25% of developers bother to implement security testing as a
process in their development lifecycle, mainly to speed up the development for
faster product delivery, also development company lacks the resources to perform a
good penetration testing.

So the main focus of this paper is to implement Penetration testing as a part of
SDLC (Software Development Life Cycle).

1.2 Why Black Box Penetration Testing

As we all know testing can be done as White Box Testing and Black Box testing,
this study focuses on Black Box testing because it is rarely that a malicious attacker
knows about the code of the program. Also a Black Box penetration testing
approach requires no knowledge or previous information and takes the approach of
uninformed attacker; thereby the attacker has no previous information about the
attacking environment and system. Thus a Black Box Approach simulates a very
realistic attack scenario which is ideal while testing any application.

2 Web Service Development Life Cycle

AWeb Service Development Life Cycle is similar to an SDLC along with one extra
penetration testing stage. Figure 2 describes the SDLC proposed by this research.

2.1 Planning Phase

This is the beginning of the development life cycle where we plan and look about
the business model of the lifecycle. Requirements are gathered and documented.

2.2 Analysis and Design

This is the phase where requirements are analysed and Designing Documentation is
done.

Penetration Testing as a Test Phase in Web … 625



2.3 Construction and System Testing

This is the actual development phase where we develop the business logic of the
application and do various systems testing on it.

2.4 Penetration Testing

This is an additional development phase to implement security features in Web
Service Development Lifecycle.

2.5 Deployment

Once the Web Service is properly testing and is free from all known flaws and
vulnerabilities, we deploy it over the network to be used by Service Requesters.

2.6 Execution and Monitoring

In the end Monitoring about the execution of web services is the maintenance phase
of it where we monitor the service and keep on maintaining it.

Fig. 2 Proposed web service
development cycle
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3 Top Vulnerabilities in SOAP Web Services

The web application-specific vulnerabilities are identified in OWASP top 10 for
web application, top 5 of those are:

1. Injection
2. Cross Site Scripting (XSS)
3. Broken Authentication and Session Management
4. Insecure Direct Object References
5. Cross Site Request Forgery (CSRF) [3].

Most of the Vulnerabilities for Web Application also exist on Web Services
except for few like, cross site scripting in XML.

In this paper, we will discuss about the most found and most critical vulnera-
bilities found in Web Services.

4 Methodology

We will use two tools mainly to Pen-Test Web Services for Various Vulnerabilities,
SOAP UI and Burp Suite.

SOAP UI: SoapUI is an open-source web service testing application it is used to
test SOAP (Simple Object Access Protocol) and REST (REpresentation State
Transfer), it is used to invoker various Web Services and do functional Service and
other System Testing on them [4].

Fig. 3 Penetration testing
process
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Burp Suite: Burp Suite is an integrated platform for performing security testing
of web applications. It acts as an interceptor and Intercepting every requests that
goes through its proxy address. Giving us various features such as intruder,
repeater, spider, sequencer, decoder, comparer, extender, etc., which can be used to
penetration testing of web applications as well as web services [5].

At the time of this study, SOAP UI 5.2.1 and Burp Suite 1.7 version is used.
Soap UI is used to generate a SOAP Request which is captured by Burp as an
intercepting proxy and then Pen testing is done using burp. We Parse the WSDL file
using SOAP UI and use the parse WSDL and its methods to send SOAP Requests
to the web service. In SOAP UI and Web Browser set the proxy to manual and
point it to 127.0.0.1 port 8080 for the burp to intercept it.

The process can be described by this process diagram represented in Fig. 3.

5 Analysis for Vulnerabilities

5.1 Injection

Injection is one of the most critical vulnerability that occurs in any web application
or web service it may be in form of a command line injection or a SQL injection
depending on the type of function backend is using. SQL injection is generally
found in the places where the developer is directly putting the input string into an
SQL query and fetching the results without any parsing or checking. In order to
exploit this, a Black Box tester just needs to balance the query. For command line
injection instead of a database the query must be fetching from a shell.

We tested a Web Service where the request is generated to check the username
and print out its signature. The Query that runs in the backend is

Select * from username where username = “<the input parameter>”;

<…>
<…>

<accounts message="Results for admin ">
<account>
<username>Guest</username>
<signature>Welcome Guest</signature>
</account> 
</accounts> 
</…>
</…>
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Supposing this is the soap request that is generated to which the SOAP reply is

<...>
<…>
<urn:getUser 
soapenv:encodingStyle="h p://schemas.xmls
oap.org/soap/encoding/"> 
<username xsi:type="xsd:string"> Guest 
</username>
</urn:getUser>
</…>
</…>

We can analyze the logic of this approach and can conclude that this application
is getting user input from the SOAP request in XPath = //urn:getUser/username

This username is then looked in the database and if found it is reflected back in
the SOAP response under XPath = //ns1:getUserResponse/return/accounts/account

So just putting an injection parameter in Request simple ‘will give me the
backend logic of an SQL. So now if we send the parameter as Guest ‘we will get
MySQLHandler ! doExecuteQuery(‘SELECT username…’)

#1 /classes/SQLQueryHandler.php(297): MySQLHandler ! executeQuery
(‘SELECT username…’)

Resulting in an SQL injection.
Now since we know that there is SQL Injection we can get useful information

from there after balancing the SQL query. After few hit and trials admin’ or 1=’1 –

balanced the SQL query resulting in disclosure of all the values in the database.
The SOAP Request

<…>
<…>
<urn:getUser 
soapenv:encodingStyle="h p://schemas.x
mlsoap.org/soap/encoding/">
<username xsi:type="xsd:string">admin' or 
1='1 -- </username>
</urn:getUser>
</…>
</…>
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Yielded the results which showed our database results,

<…>
<…>
<ns1:getUserResponse xmlns:ns1="urn:ws-user-account"> 
<return xsi:type="xsd:xml">
<accounts message="Results for admin' or 1='1 -- "> 
<account>
<username>admin</username>
<signature>test@123</signature>
</account> 
<account>
<username>adrian</username>
<signature>user1@321 </signature>
</account> 
<account>
<username>john</username>
<signature>user2@123</signature>
</account> 
</return>
</ns1:getUserResponse>
</…>
</…>

5.2 Command Injection

Command Injection is caused when the Web Service uses shell prompt to fetch the
result and return it back to the Response. Command Injection can be achieved by
appending a shell command with the normal request. Ways to achieve shell injection.

<…>
<soapenv:Body> 
<urn:lookupDNS 
soapenv:encodingStyle="h p://schemas.xmlsoap.org/soap/encoding/"
> 
<targetHost xsi:type="xsd:string">anywebsite.com</targetHost>
</urn:lookupDNS>
</soapenv:Body>
</…>
</…>
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There is a web service to lookup the DNS records of a website using the
command nslookup in the bash shell.

In this the value of Xpath = //urn:lookupDNS/targetHost will fetch the nslookup
from a command line, if we append the parameter; uname, therefore the SOAP
Request now will be

<…>
<…>
<urn:lookupDNS 
soapenv:encodingStyle="h p://schemas.xmlsoap.org/soap/encoding/">
<targetHost xsi:type="xsd:string">anywebsite.com; uname -a </targetHost>
</urn:lookupDNS>
</…>
</ >

This will result in response like

<…>
<…>
<ns1:lookupDNSResponse xmlns:ns1="urn:commandinjwsdl">
<Answer xsi:type="xsd:xml">
<results host="anywebsite.com; uname -a ">Server: 192.168.137.2
Address:192.168.137.2#53
Non-authorita ve answer:
Name: google.com 
Address: 216.58.220.206
Linux ubuntu 2.6.32-25-generic-pae #44-Ubuntu SMP Fri Sep 17 21:57:48 UTC 
2010 i686 GNU/Linux</results>
</Answer>
</ns1:lookupDNSResponse>
</…>
<…>

Thereby, we saw that we can pass any shell arguments in the web service, which
may even result in passing a Netcat request and receiving a shell of that host
remotely.

Countermeasures Injections attacks can be countered by determining the
application’s entry points and validating the input at each location that is in front
end, middleware, and backend all. There should also be Input Validation Strategy
like encoding, sanitization, etc.
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5.3 Broken Authentication and Session Management
and Insecure Direct Object References

These vulnerability are found when there is lack of session management in the code
and there is no or lack of AAA implementation that is Authorisation,
Authentication and Accounting. Authorisation means what a user can access;
Authentication means who can access and Accounting means how much can a user
access. For IDOR vulnerabilities the web service when sends a SOAP Request there
is no token or a unique identifier, thereby an attacker can easily fabricate a web
service Request by simply changing the parameter or using the recovery methods
available in a web application.

We took a web service that sent the name of the user and fetched the signature of
it from the SOAP Requests parameters.

<…>
<…>
<username xsi:type="xsd:string">admin </username>
</…>
</…>

As we can see there is no session management, post-capturing the request into
the burb suite and changing the parameter of //urn:getUser/username we can get
details of users for whom we are not authenticated and authorized to have access to.

<…>
<…>
<urn:getUser 
soapenv:encodingStyle="h p://schemas.xmlsoap.org/soap/encoding/">
<username xsi:type="xsd:string">bobby </username>
</urn:getUser>
<…>
</…>
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Now the response will become

<…>
<…>
<ns1:getUserResponse xmlns:ns1="urn:ws-user-account"> 
<return xsi:type="xsd:xml">
<accounts message="Results for bobby">
<account>
<username>bobby</username>
<signature>Hank is my dad</signature>
</account> 
</accounts> 
</return>
</…>
</…>

Countermeasures Strong Authentication mechanism like password digests,
Kerberos tickets, SSL, and payload encryption or even digital signatures to prevent
data tempering should be implemented.

5.4 Malformed XML

This type of attack can be made possible by inputting XML inputs in the parameters
of web services that they are parsed by the XML parser without any fault yet yield
with results which are not authorized to the user.

A Web Service that changes the username and password of

<…>
<…>
<ns :login>
<username> admin</ns:username>
<ns:password> tes ngsoap </ns:password>
<ns:/login>
</…>
</ >
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If the parameter //ns:login/username and /password is changed to

<…>
<…>
<ns :updatePass>
<username> admin < - - </ns:username>
<ns:password> tes ngsoap - - ><ns:password>soapnewpass </ns:password>
<ns:/updatePass>
<…>
</…>

This SOAP Request will be parsed perfectly by an XML parser and will yield in
XML Malformed attack vector.

Countermeasures To prevent malformed XML attacks we can specify the size
and schema via DTD or XSD, or simply Validation and Encoding all the inputs and
outputs.

6 Conclusion and Future Work

At present, penetration testing is not being considered as a testing phase in
development lifecycle but as the awareness toward attackers is increasing, indus-
tries are implementing penetration testing specially as a Black Box testing
methodology or hiring third party companies to do it for them. In this study, top
SOAP vulnerabilities have been discussed and methodologies on how to exploit
them has been explained with the help of Open-source/freeware tools which can be
implemented by an individual or a company with very minimal cost. The advantage
of Black Box approach is that it provides a real-life scenario of an attacker with
malicious intent and provides dynamic vulnerabilities. Even though there is
WS-Security standards of OWASP but even encrypting and adding security tokens
like those in WS-Security cannot prevent from attacks like Injections.

Table 1 Countermeasures of web service attacks

Attack vector Vulnerable
point

Countermeasures

SQL injection SQL parameter Login validation

Command line injection XML parameter Response validation

Broken authentication and IDOR Parameter Strong authentication mechanisms

XML malformed Parameters Size, schema validation and encoding
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Therefore, Black Box penetration Testing should also be considered in Web
Service Development Life cycle before deploying any web service, since web
services are pokes in your firewall to allow data transfer to any third party, therefore
security measures must be taken before deploying such a crucial service over the
network as shown in Table 1.

Future work may be extended toward the vulnerabilities of REST or JSON
API’S in Web Service Penetration Testing.
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Analysis of Software Repositories Using
Process Mining

Roohi Arora and Anchal Garg

Abstract Software repositories such as Issue Tracking Systems (ITS) log bug
history that contains important information about the activities followed during bug
resolution. Mining of ITS can provide useful insights of such processes. This study
uses process mining to extract knowledge from the event logs recorded in bug
history report of ITS Monorail to determine the as-is process model. This study will
help in identifying the kind and source of inefficiencies and inconsistencies and
eventually help improving the software bug resolution process.

1 Introduction

Software repositories such as Issue Tracking Systems (ITS), peer code review
systems, and version control subsystems store trails of different software devel-
opment activities. The bug history of the ITS database includes unique identifica-
tion number of the bug, its publisher, priority, status, state, different dates, summary
and labels, programmers working on a bug and operating system in which it occurs.
ITS follows a defined sequence of activities through its lifecycle from the time it is
first reported to when it is closed, viz. unconfirmed, untriaged, assigned, started,
fixed, reopened, and verified. Mining ITS will help us identify the sequence of
activities actually followed by programmers while resolving a bug and thus help us
in identifying the lacunas and improve the process of resolving the issue. Such
study can be a step to improve the overall process quality for best software engi-
neering practices. Process Mining is one of the techniques that can provide useful
insights into the quality of the process and aid as an assessment tool of ITS process.
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The interest in the area of Mining Software Repositories (MSR) has gained
significant importance by researchers over past few years. Poncin [1] first used
process mining to discover process map by combining events from different
repositories. Sunindyo [2] analyzed bug reporting system of Red Hat Enterprise
limited and performed conformance checking for process improvement. Gupta and
Surekha [3] mined the bug report history of open source project such as Firefox and
Mozilla to study process inefficiencies. Gupta et al. [4] analyzed multiple reposi-
tories such as ITS, peer code review subsystem and version control subsystem to
improve software defect resolution process. Similarly, a study was conducted by
Zimmermann et al. [5] on Windows operating system to categorize probable causes
of reopened bugs.

Lately, a lot of work had been done by researchers to process mine software
configuration management activities [6, 7] but no work has been performed on the
ITS of Google Chromium. Hence, it is worthwhile to study the process from this
repository and derive useful insights. One of the widely accepted web browser viz
Google Chrome, derives its source code from Chromium. This work conducts in
depth analysis of the event logs of ITS repository of Google Chromium.

The motivation behind this study is to mine the bug history of ITS to identify the
bug resolution process. This study will help us provide useful insights into the
process which can aid in identifying whether the sequence of activities is performed
as desired or are there any inefficiencies and inconsistencies. In case of lacunas, the
study will help us determine the kind and source of inefficiencies, thus providing us
a roadmap on resolving such concerns in future. The kind of analysis will might
help in improving the efficiency and productivity of the process.

This paper is structured as follows: Sect. 2 gives the details of the dataset
adapted for conducting the study, Sect. 3 discusses the details of the work done,
Sect. 4 presents and discusses the results of the experiment.

2 Experimental Dataset Adapted

This paper uses Google Chromium’s Monorail Issue Tracker for the study. The
details of experimental dataset used for the study are given in Table 1.

Table 1 Details of the
dataset used for experiment

Attribute Value

First issue creation date 8 April 2015

Last issue creation date 18 February 2016

Date of extraction 28 February 2016

Total issues extracted 23,826

Range of issues 475,000–525,000

Total number of events 77,752
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3 Simulation Model

This research framework has four different stages Data Extraction, Data Cleaning,
Process Mining and Process Analysis.

Data Extraction: Python script was used to extract trails from the ITS of Google
Chromium. Details of issues extracted are given in Table 1. A trail contains all the
information associated to a particular issue. Open and closed issues are considered
for analysis in this study.

Data Cleaning: Only relevant attributes such as issue ID, status, updated time,
closed date, and actors (resources) were selected for analysis. The comments that
depicted the progress of the work done on the issues were extracted and appended.
Missing values (NULL) and inconsistencies if any were removed. An initial state
REPORTED was created for all the issues based on attributes such as Published
Time and Owner. Finally, the final event log was obtained with attributes such as
timestamp, issue id, activity and resource associated with that issue.

Process Mining: Process Mining was performed for analyzing the event logs of
ITS using DISCO tool. Generated event log were mined from multiple perspectives
to derive insightful process maps of the ITS process Discovered process maps were
further analyzed to scrutinize the performance of the developers, productivity of the
process and list the shortcoming so that its overall performance and efficiency could
be enhanced. Process Mining ITS of Google Chromium will assists developers to
become familiar with the development process, its progress, obstacles and chal-
lenges. It will also reveal what developers are actually doing in contrast to what
they claim they have been doing.

Process Discovery: The discovered process map is presented in Fig. 1. Edges
between the activities represent transition between the activities in a process.
Frequency of transition is indicated on the edge. Darker edge corresponds to more
frequent transition in contrast to lighter edge signifying less frequent transition.

4 Results and Analysis

The process map generated for the ITS repository was analyzed, initially to
determine the frequency of each activity. Table 2 present the results of activity
frequency analysis.

Activity Frequency Analysis: For all 23,826 issues Reported is the initial
activity. A significant number of bugs have been fixed as reported by Fixed activity.
However, the frequency of issues being Verified is apparently low indicating that
issues are being fixed but are not being Verified either by the tester or by the person
who initially Reported that issue. This probably indicates a loophole in the system.
Thus, once the issue is Fixed, it should prompt its owner or the tester to verify the
resolved issue and assign Verified status, if it works well or ReAssigned if it is
unresolved. The frequency of Wontfix is comparatively high which is undesirable.
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A detailed analysis revealed that the programmers are reworking on the issues that
cannot be Fixed. Further, many activities developers are reworking on the issues
that have been resolved earlier as indicated by Duplicate status. Thus, during
assignment additional information should be provided for issues already marked

Fig. 1 Process map of ITS of Google Chromium with labeled absolute frequency

Table 2 Activities and their
relative frequency

Activity Relative frequency (%) Frequency

Reported 30.64 23,826

Fixed 18.01 14,008

Wontfix 13.27 10,320

Assigned 10.67 8,294

Duplicate 7.05 5,483

Verified 5.81 4,521

Available 5.13 3,991

Started 4.14 3,223

Untriaged 3.63 2,824

Archived 0.83 648

Unconfirmed 0.66 512

Ext. dependency 0.14 107
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Duplicate. This would save the efforts of developers and thus reduce organizational
cost. Many issues are still Available after being assigned priority and being
Confirmed which is again not an efficient practice. Untriaged status of the issues is
a matter of concern as the developers may be fixing issues having low priority when
there high priority issues lined up. Few issues have Unconfirmed status, but this can
be mended if it is Confirmed as soon as an issue is Reported, sooner it is Confirmed
and Triaged sooner it is in the hands of developer. Very few issues have External
Dependency as their status which is good for our process.

Event Frequency Analysis: An analysis of event frequency revealed various
loopholes. First, 3/23826 events have frequency 1, indicating that the issue is
Reported but no further event/activity is performed on it and that is a matter of
concern. Although the number is too low but such a practice should be avoided as the
issue may be of high priority and severity which might reduce the quality of the
product or may appear in later stages of development and cost huge to the devel-
opment team and organization. Second, in few cases Fixed issues are being reas-
signed. Such issues are reopened several times as the root cause of the issues might
not be clear. This has caused delay of 273 days. If we analyze the event frequency of
closed issues which have been Fixed and Verified there do 8714 cases with 30,668
events constitute 36% of the total cases and 42% of the total events. However, many
of these issues are restarted and reassigned and do not adhere to the process but they
are eventually Fixed and Verified. Numbers of events range from 3 to 16.

Variant Analysis: For 23,826 cases, 757 unique variants were obtained. Most
frequent variants are listed in Table 3.

Top 4 variants cover 38% of the total cases and 33% of the total events. Majority
of the variants have self loop, i.e., the activity is repeated twice. It may be assumed
that the developers might not be sure of their decision that is delaying the final issue
resolution. Variant analyses reveal that many issues are being reassigned status
(Fixed/Wontfix/Duplicate) after 300 or more days.

Analysis of Issues with Different Priority: Issues in chromium ITS needs to
triage with different priorities depending upon their effect the software evolution
process. Issues can be assigned one of the following priorities:

Priority 0: Requires Quick resolution
Priority 1: High impact issues
Priority 2: Low impact issues
Priority 3: Can be resolved anytime

Table 3 Most frequent
variants in the process

S. No. Variant Percentage
(%)

1. Reported!Wontfix!Wontfix 37.78

2. Reported!Fixed!Fixed 28.24

3. Reported!Duplicate!Duplicate 19.19

4. Reported!Assigned 14.79
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Further analysis was conducted to identify how the developers handled the
issues with different priorities. We looked for the answers to following questions:
(i) Are the issues served on the basis of their priority? (ii) Do developers fix
problems as per their importance? (iii) To what extent the process followed comply
with the specified process.

An analysis indicates that the issues are resolved as per their priority levels.
Priority 0 and Priority 1 issues are resolved quickly. However, it is also observed
that though the issues are assigned Fixed status after resolution, not all of them are
Verified. Mean case duration of such cases is 67.1 that are undesirable. On the other
hand, issues at Priority 2 and Priority 3 have a delayed response from the resolvers.
Although these issues are not of much importance to the current release but they can
affect functionality in the upcoming releases. Mean case duration of issues with
Priority 2 was 64.9 days and that with Priority 3 is 84.7 days. Analysis also reveals
that 23 issues were assigned invalid priority such as 4, 21, etc. This indicates that
there should be a check while setting the priority of the issue.

The analysis provides vital insights into the bug resolution process. This study
has falsified our conception that the process followed during bug resolution is
satisfactory. As-is process model revealed that the sequence of activities followed is
not as assumed. The developers either skip or duplicate some of the activities. The
issues once Fixed were again Assigned thus wasting efforts of the software
developers and adding to the organizational cost. Few cases were trapped in
between causing delays in resolving the issue. Some cases were Reported but not
Assigned to anyone. Few issues were not assigned priorities causing a risk of an
important and severe issue not being resolved on time. The analysis indicates
inefficiencies and inconsistencies in the process thus adding to the expenses of the
organization. Such analysis may be used by Chromium team to remove the inef-
ficiencies and improve the process. This will both save the efforts of the devel-
opment team and help manage the organizational cost and reputation.

5 Conclusion

In this paper, detailed analysis has been performed on the ITS of Chromium. The
paper provides insights on how process mining of software repositories can help
unveil useful insights into the software development activities. If the organizations
adopt an approach to continuously monitor their software repositories, they can
gain useful insights of their processes. Such practice would improve the quality of
the processes thereby reducing overall operational cost of the software development
that is incurred by the organizations.
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Predictive Analytics for LAMA
and Absconding Behaviour of Patient

Roopal Chaudhary, Anchal Garg and Madhulika Bhadauria

Abstract The absconding behaviour of a patient or leaving the hospital against
medical advice is a matter of concern as in the both situations it might create risk for
the patients, the people around them and for the hospital. This study predicts
various factors responsible for absconding and LAMA cases with purpose to reduce
the chances of their occurrence. Various classification techniques were used for the
prediction and the comparison of classifier is done on the basis of their perfor-
mance. Age, gender, sponsored category, ward and doctor were observed as sig-
nificant factors associated with such cases. This study will help the hospital in early
detection of such patients and reduce the occurrence of these events. Thus, it will
help the hospital in improving the health and saving the life of patients of such
cases.

1 Introduction

Every hospital aims to provide the best quality treatment to their patients but they
have to face challenges where the patients either leave the hospital against medical
advice or abscond. Though the rates for LAMA and absconding are infrequent but
they affect the well-being of patients as well as the reputation of the hospital. Leave
Against Medical Advice (LAMA) means when a patient leaves the hospital pre-
mises against medical advice but with the official permission for discharge. The
patient is referred as absconding when he/she escapes from the hospital without
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taking any official permission from the hospital staff [1, 2]. Therefore, there is a
need of to reduce such cases for well-being of the patients and benefit of the
hospitals.

Various studies have been conducted to determine the factors responsible for
LAMA and absconding behaviour of patients. Previous studies are mostly targeted
towards the detention cases for mental illness and substance abuse [1–8]. For
mental illness, drug abuse and alcohol the rate of LAMA and absconding were
comparatively high (approx. 12–20%) [5, 9–11]. Different studies have identified
diverse factors such as demographics [4, 10], duration of stay [1, 4], type of wards
[12], time [7] and psychological issues [12–15], treatment cost [16–18] to be
responsible for such behaviour [4, 10]. It is found that young males are most likely
to demonstrate such behaviour [12, 19, 20]. It is observed that patient showing
absconding behaviour tend to harm self or others around them [16–18].

Existing studies are mostly limited to mental illness [1, 4, 10, 21, 22]. Also, such
studies are conducted in countries such as Australia, Canada and UK but there is
hardly any study performed on Indian hospitals. The researches in India are again
focused on mental hospitals. Furthermore, previous studies are majorly targeted
towards identifying the factors affecting LAMA and absconding behaviour of
patients but none have developed the predictive model for early detection of such
cases. This paper provides a predictive model for determining the patients with
potential to demonstrate such behaviour.

The paper is structured as follows: Sect. 2 discusses the research methodology
adopted for the study, Sect. 3 presented the results of the analysis and Sect. 4 gives
the detailed discussion.

2 Research Methodology

This study was conducted on a multi-speciality hospital located in Delhi-NCR.
5,223 detention cases were recorded between January 2013 and July 2016. Of
those, there were 257 cases (4.92%) of LAMA and 18 cases (0.34%) of absconding.
This study uses predictive analytics modelling to predict the variables responsible
for LAMA and absconding. Logistic regression, decision tree and neural network
models were used and compared to find suitable model.

Data Pre-Processing: No missing and inconsistent values were recorded in the
dataset. Irrelevant attributes such as patient name and bed number were omitted.

Predictive Variables for Modelling: Chi-square test confirmed that all the attri-
butes were significant for the analysis (Table 1).

Defining Target Variables: LAMA/absconding status was taken as a target
variable for classification.

Predictive Modelling and Evaluation: For this research, the predictive modelling
is done using: (a) Logistic Regression: For the prediction, the probability of
occurrence of an event is calculated using previous information. In this study, the
null hypothesis is an attribute is not associated with LAMA and absconding event
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and alternate hypothesis is an attribute is significant and associated with such cases.
Higher p-value are not significant as they shows respective variables are not
associated with dependent variable so the p-value < 0.05 are only considered as
they shows significant relationships which depicts the alternate hypothesis is true.
(b) Decision Tree: A decision tree is a model with tree or a graph like structure
which is used to represent solutions based on the decision. It is a flowchart kind of
decision support tool which uses classification rules, in which the internal nodes
tests on the variables and further branches represent the solutions of the test after
computing for the variables. Leaf node is the end node which represents the
decision generally represented by the triangle. (c) Neural Network: Neural networks
is also the one of the predicting modelling approach which can easily learns from
the example set. It can easily find out the hidden dependencies even if there is
presence of noise in the training set. The neural network can be easily trained with
the historical data and based on that the nonlinear dependencies can be easily
discovered unlike in regression. And these dependencies are used for the prediction
in future.

The most important thing in modelling is to evaluate the performance of these
models as it helps to decide which model is best. There are different measures
which shows the performance of the model such precision, recall, accuracy and the
area under ROC curve.

Table 1 List of variables used for predictive modelling with their description

# Variable name Type Description

1 Admission
date

Date and
time

Admission date and time

2 Discharge date Date and
time

Discharge date and time

3 Age Numeric Age of the patients

4 Gender Nominal Gender of patient: male, female

5 Doctor name Text The doctor who treated the patient (name kept
anonymous)

6 Specialization
name

Text Specialization is an area under which patient diagnosis
falls

7 Sponsor Text Sponsorship provided to patient for treatment

8 Ward Text Patient stay during the detention period

9 LAMA status Nominal Status of a patient: if it was a LAMA case or not
(values: yes, no)

10 Absconding
status

Nominal Status of a patient: If it was an absconding case or not
(values: yes, no)

11 IP days Numeric Total number of days of detention period
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3 Results

Analysis of classifiers: The comparison of the three models viz. logistic regression,
decision tree and neural network) revealed that the logistic regression model is more
accurate with higher value of AUC for both LAMA and absconding as shown in
Tables 2 and 3.

Demographic features of patients and hospital (Predicted by Logistic
Regression):

(a) Age: For both cases, patients in the age group of early 20–30 s are more likely
to show such behaviour. 36.18% of LAMA and 38.88% of absconding cases
are in this age group.

(b) Gender: Female patients were predicted as significant feature associated with
LAMA (p-value = 0.015) and absconding cases (p-value = 0.02). Therefore,
female patients are more likely to be associated with risk factor.

(c) Ward: Ward NICU (p-value = 0.002) for LAMA and Ward Deluxe general
ward 205 (p-value = 0.04) for absconding were found to be strongly related.

(d) Sponsor: For LAMA cases, sponsored patients were most likely to leave in
comparison to non-sponsor patients (p-value = 0.01).

(e) Doctor Name: The logistic regression model shows this variable significant
only with the occurrence of absconding events but not for the LAMA cases.
The model predicted three doctors which are associated with absconding
events: Doctor A (p-value = 0.007), Doctor B (p-value = 0.02) and Doctor C
(p-value = 0.04) with respective specialization: gynaecology, paediatric and
general medicine (Doctor name is kept anonymous).

Table 2 Comparison of classifiers for LAMA

Classifier Precision (%) Recall (%) Accuracy (%) Area under ROC (AUC)

Logistic regression 17.45 26.07 90.20 0.757

Decision tree 7.69 7.79 90.01 0.672

Neural network 10 2.50 89.85 0.621

Table 3 Comparison of classifiers for absconding

Classifier Precision (%) Recall (%) Accuracy (%) Area under ROC (AUC)

Logistic regression 0.40 0.20 99.40 0.756

Decision tree 0.26 0.54 90.06 0.653

Neural network 0.40 0.05 99.31 0.656
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4 Discussion

This study is based on multi-speciality hospital having comparatively higher cases
of LAMA (4.92%) and lower cases of absconding (0.34%). Previous studies have
reported lower cases for LAMA (1–2%) [10, 11, 19], while higher for absconding
(11–13%) [9, 16, 20, 23, 24]. For age group, the results match the previous studies
[10, 12, 24]. Previous studies show that the male patients are at higher risk of
showing such behaviour [12, 18–20, 24] but logistic regression model predicted
female patients are more likely to demonstrate these behaviours. The sponsored and
non-sponsored results indicate that probably patients with sponsored category are
less concerned about money. More cases might have been reported for NICU
(Neonatal Intensive Care Unit) might be similar to as reported in earlier study [25].
Ward deluxe general ward 205 which is predicted for Absconding events may have
the possible reasons such as not liking the surrounding, feeling isolated and bored
as reported in earlier study [12]. Many times, patient abscond as they do not like the
treatment style, lack of communication, fear for surgical operation so the doctors
cannot be assumed directly responsible for such cases as predicted by the model in
this study under another demographic variable doctor.

5 Conclusion

This study determines various factors responsible for LAMA or absconding
behaviour of the patients. The predictive model provided in this study could be used
by the hospital for early detection of such cases. Such a model will help the hospital
reduce or totally avoid such cases for both the benefit to the patient and the hospital.

Acknowledgements Authors would like to thank the hospital for providing the data and helping
out with the queries.
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