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Abstract Wireless sensor network (WSN), in recent times, has been exhibiting
potential in variety of applications like military surveillance, disaster management,
and wildlife monitoring. In these applications, humans cannot access the place
either to deploy the sensors or to monitor the sensors as the environment is
inhospitable. Therefore, the sensors are expected to be remotely deployed and to
operate in an autonomous mode. To support scalability, sensor nodes are formed or
organized into clusters and the clusters formed are without overlap and disjoint. In
this paper, classification of clustering attributes is presented from the various
published clustering algorithms of WSN. The clustering schemes are compared
based on the metrics such as sensor mobility, overlap of clusters, position aware-
ness, efficient energy-based, uniform clustering, and stability of cluster.
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1 Introduction

Recent advances in wireless sensor network (WSN) have led to the increase in the
limited-power, low-cost, tiny-sized, multi-functional sensors that are capable of
communicating over short distance range. Sensors are embedded with micropro-
cessor, radio receiver, and power components to enable sensing, data processing,
and communication [1]. Sensors are battery-operated devices; hence, decrease in
the energy consumption to prolong the lifetime of the network is a major challenge
in the field of wireless sensor network (WSN).

In the sensing field, the sensors are deployed randomly along with the base
station (BS). The function of the sensor is to sense the physical conditions of the
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environment like temperature, humidity, pressure, light, and disaster and send these
data to the BS. The BS may be placed far away from the sensor nodes. Each and
every sensor must report its sensed information to the BS either directly in single
step or through multi-hop fashion. The sensors that are near to the BS consume less
energy when compared with the sensors that are placed far away from the BS. So,
more the energy consumption of the sensors less will be its battery life as the
sensors have limited power.

Wireless sensor network have variety of applications like military surveillance,
disaster management, health monitoring, air pollution monitoring, and area moni-
toring. In some applications like disaster management, humans cannot directly
interact to deploy the sensors or to monitor the sensors as the environment is so
harsh. These applications require thousands of nodes to be deployed. So, the sen-
sors need to be deployed in a remote manner and these are operated autonomously
[2]. The WSN must have the feature of scalability to manage the thousands of
sensors. To support scalability and to reduce the energy consumption of the sensor
nodes, clustering technique is used. A detailed description of clustering is being
presented in the next section of the paper.

2  Clustering

Clustering is a technique in which the sensors are organized into different number
of clusters. In each cluster, one node acts as a cluster head (CH) and the remaining
nodes form the members of the cluster. The member nodes of the cluster sense their
physical surroundings and transmit the data to the CH. The CH is responsible for
aggregating the data that are received and reporting the data to the sink or BS. The
cluster members send the data to the CH usually in a single-hop fashion. And it is
termed as intra-cluster topology [3].

The main advantage of clustering is that it supports network scalability [2].
The CH can be randomly picked from the set of deployed sensors, or it can also be
decided by the network. If the CH is pre-assigned, then it can be provided in
advance with more resources [2]. In this, the clusters formed are stable throughout
the network as the cluster head is fixed. If the CH is selected randomly, then the
clusters are not stable and they change dynamically. When compared with the
cluster members, CHs must be provided with more energy and they must always be
in active state (Fig. 1).

3 Ciritical Analysis of Clustering Protocols

A brief description of the published clustering protocols is provided, and the pro-
tocols are compared against the metrics sensor mobility, overlap of clusters, posi-
tion awareness, efficient energy-based, uniform clustering, and stability of cluster.
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The timeline chart in Fig. 2 shows the important protocols used for the clustering
from year 2002 to 2016.

3.1 Improved EADUC Protocol

In [4], the nodes are randomly deployed and are energy heterogeneous. Base station
(BS) is located far from the sensor field. This protocol operates in rounds. After the
nodes are deployed, BS broadcasts a signal to all the nodes. The nodes then
approximate its distance to the BS based on the received signal strength. Every
round comprises of two stages: cluster setup stage and steady-state stage. Setup
phase consist of three sub-phases. The first sub-phase is the neighbor node infor-
mation collection. In the second sub-stage, selection of cluster heads takes place. In
the last sub-stage, the cluster formation starts. Once the network is divided into
clusters, the steady-state stage begins in which the transmission of data takes place.
The steady-state phase consists of number of major slots. After one major slot, the
cluster head rotation takes place. An extension of EADUC protocol is proposed in
order to reduce the cluster overhead and also to balance the energy.

3.2 Cluster Head Rotation Mechanism

In [5], for a random period of time the sensor node goes into idle mode. Node
self-elects and declares itself as a cluster head and broadcasts an advertisement
message to all the nodes within the range. After receiving the response from the
neighboring nodes, it decides whether to continue as a cluster head or to join as a
member node in any of the existing clusters. For cluster head rotation, it uses a
scheme in which the initial cluster head nominates the successor cluster head based
on the information collected by the initial cluster head. This information contains
the identification of member nodes sorted as per received signal strength indicator
(RSSI) reading and sorted in a packet called NODE packet. This packet contains net
location field with the ID of the successor cluster head. The initial cluster head
communicates this packet to the successor cluster head. In this way, the cluster
heads are rotated.

3.3 DUCF Protocol

In [6], initially all the sensors are randomly deployed. RSSI is used to calculate the
distance between the sensor nodes. Three metrics are considered for selecting the
node as a cluster head namely residual energy of the node, degree of the node, and
distance from the node to BS. Similarly two output variables are also used namely
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chance and size. This protocol operates in two stages: cluster formation stage and
data collection stage. In the cluster formation stage, cluster heads are selected using
fuzzy logic. In the data collection phase, a TDMA schedule is generated by each
cluster head and the nodes should send the information to the cluster head within
that schedule.

3.4 Hierarchal Clustering Algorithm with Cluster Head
Selection

Generally, a hierarchical protocol works in two layers. The first layer is used for
selection of cluster heads, and the second layer is used for routing of the data. The
clustering algorithm mechanism mentioned in [7] is used for cluster head selection.
In this, cluster head selection is the key point which aims for decreased energy
consumption and decrease in delay. Here, three parameters are used namely,
remaining energy of the node, distance from the BS, and degree of the node
(surrounding nodes). In every round, the weight of each node is calculated using the
above-mentioned three parameters. The node with the maximum weight will be
elected as cluster head for that cluster.

3.5 Mobile Sink-Based Approach

In [8], sensors are randomly deployed and are static. But the sink is mobile. In order
to reduce the overhead on the single mobile sink, two mobile sinks are used and
they are moved in the counterclockwise direction for every half of the round.
LEACH protocol is used for the cluster formation and cluster head selection. The
sensing field is equally divided into regions and each region contains clusters which
are of unequal size. Initially, the node which is at the center of the region is selected
as a cluster head. At the end of each round, the node that is closer to the center point
and the node that is having higher residual energy are selected as a cluster head.
As the sink is mobile, nodes must set up the route to deliver the data corresponding
to the new location of the sink. Only one cluster head is responsible for maintaining
the new route information of the mobile sinks.

3.6 SECC Protocol

In [9], the protocol consists of two phases. In the first phase, the energy of an
individual node and the distance between its adjacent sensor nodes is calculated.
Sensor nodes with nearly same average distance range are grouped into same
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cluster. In the next phase, energy-aware clusters are formed based on the threshold
value. The nodes whose energy value is less than threshold is disabled and do not
participate in the sensor operations.

3.7 P-LEACH Protocol

In [10], P-LEACH algorithm uses the combination of both PEGASIS and LEACH
protocols. From PEGASIS, chain formation implementation is considered and from
LEACH, data forwarding through the cluster head is considered. The nodes are
divided into clusters based on the sensing range of the REQ message sent by the
BS. Then, all the nodes of each cluster send their location and the energy infor-
mation to the BS. Now for cluster head selection, the BS selects a node with higher
remaining energy as a cluster head for each cluster. After the election of the cluster
heads, the cluster head with minimum distance to the BS and with maximum energy
is elected as a leader.

3.8 H-LEACH Protocol

H-LEACH proposed in [11] is the combination of HEED and LEACH protocols.
When the setup phase is started, initially the average energy of all the nodes is
calculated by using the required parameters. Then, the threshold value is calculated.
Now, a random number is picked by the node in the range of 0 and 1. If the random
number is less than the threshold and the sensor is having the energy greater than
the average energy, then the corresponding node is elected as a cluster head. The
energy required for data transmission is deducted from the energy of the node.

3.9 Clustering Using Fuzzy Logic

In [12], the algorithm operates in two phases. Residual energy and the required
energy are the two linguistic input variables used in the fuzzy logic system. In the
first phase, each sensor node calculates the energy required to transmit ‘.4’ number
of bits to the BS based on the received signal strength of the message sent by the
BS. Nodes set its timer value inversely proportional to the output variable of the
fuzzy logic system called as ‘chance’. The higher the value of chance, the more will
be the probability of the node to become a cluster head. Each sensor node sets the
countdown, and if it reaches zero, the node advertises itself as a CH and clusters are
formed based on the distance between the sensors. In the second phase, TDMA
schedule is used by the cluster head and sends it to the cluster members.
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3.10 Area Coverage-Aware Clustering Protocol (ACACP)

In [13], the setup stage consists of information update, sensor activation, CH
election, and relay node selection phases for the formation of clusters. Steady-state
stage consists of data communication phase in which the active sensor node collects
the data from time to time and sends this information to the CH nodes. Then, CHs
aggregate the data and transmit these data to the BS through the relay node.

3.11 Virtual Grid Margin Optimization and Energy
Balancing Scheme (VGMEB)

In [14], the network is organized in the form of grids in order to achieve uniform
clustering. Here, each grid of the network uses cluster evaluation model to select the
cluster head. The cluster evaluation model is the probability of selecting the cluster
head which is located at the center of the grid so that the consumption of energy can
be reduced. The weight factor of the node is calculated to find the probability of
selection of a cluster head. The selected CH is responsible for forwarding the data to
the sink by performing data fusion. As the sink is mobile, it is responsible for
informing its location to all the cluster heads when moving from one grid to
another.

3.12 Hybrid Backtracking Search Optimization Algorithm
(BSA)

The protocol in [15] is a hybrid of genetic algorithm and k-means. Selection,
crossover, and mutation operations are performed. This algorithm has two selection
stages in order to update population ‘P’ with final trial population ‘T’ individuals, if
they have better fitness value than ‘P’. Next, k-means algorithm is run to find the
centroids for the clusters. These centroids are mapped to the nearest sensor nodes to
obtain new cluster heads and again new clusters are formed.

Table 1 shows the summary of all the clustering protocols with their attributes.

4 Conclusion

In this paper, some published clustering techniques have been studied and these
algorithms are categorized based on the classification of clustering attributes.
Further, the clustering algorithms are compared based on the metrics such as sensor
mobility, overlap of clusters, and position awareness. It can be concluded that
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clustering technique greatly reduces the energy consumed by the nodes and thus
extends the stability of the network. Each of the illustrated technique can be treated
as a milestone in the domain, a unique solution or a significant improvement over
an existing method. By this fastidious review, we try to lend a beneficial resource
for researchers and practitioners in the field of wireless sensor networks.
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