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Abstract Background noise is acoustically added with human speech while
communicating with others. Nowadays, many researchers are working on voice/
speech activity detection (VAD) in noisy environment. VAD system segregates the
frames containing human speech/only noise. Background noise identification has
number of applications like speech enhancement, crime investigation. Using
background noise identification system, one can identify possible location (street,
train, airport, restaurant, babble, car, etc.) during communication. It is useful for
security and intelligence personnel for responding quickly by identifying the
location of crime. In this paper, using VAD G.729, a new algorithm is proposed for
selecting an appropriate set of noisy frames. Mel-frequency cepstral coefficient
(MFCC) and linear predictive coding (LPC) are used as feature vectors. These
features of selected frames are calculated and passed to the classifier. Using pro-
posed classifier, seven types of noises are classified. Experimentally, it is observed
that MFCC is a more suitable feature vector for noise identification through random
forest classifier. Here, by selecting appropriate noisy frames through proposed
approach accuracy of random forest and SVM classifier increases up to 5 and 3%,
respectively. The performance of the random forest classifier is found to be 11%
higher than SVM classifier.
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1 Introduction

Identification of background noise is a basic but tedious problem in audio signal
processing. Till now, it has got less attention of the researchers working on audio
signal processing. During communication through speech, background noise gets
acoustically added with the speech signal. So, this noise signal is also communi-
cated with the clean speech. These signals carry information about the background
location (street, train, airport, restaurant, babble, car, etc.) of the person during
communication. By identifying the type of background noise, one can easily
identify the possible location of a person at the time of communication. For
example, if a person is communicating using mobile phone, then the region of that
person can be traced through mobile signal tower. Using background noise iden-
tification system, possible location within that region can be identified which will
reduce the search space.

2 Previous Work

Chu et al. [1] used “composite of deep belief networks (composite-DBNs)” for
recognizing 12 different types of common environmental sounds. Mel-frequency
cepstral coefficient (MFCC) and matching pursuit (MP) are used as feature vectors.
Maximum accuracy in environmental sound classification using composite-DBNs
has been claimed as 79.6% by taking MFCC and MP features.

Frequency component of maximum harmonic weight (FCOMHW), local search
tree, effective segment length of audio data (ESLOAD) and first-order difference
mel-frequency cepstral coefficients matrix (D-MFCCM) features have been used by
Li [2] to classify environmental sound.

Toyoda et al. [3] used combination of instantaneous spectrum at power peak and
the power pattern in the time domain as features. Multi-layered perception neural
system is used for the environmental sound classification. This classifier is used to
classify 45 environmental sounds. Classification accuracy was about 92% claimed
in the paper.

Pradeep et al. [4] used audio features like zero-crossing rate (ZCR), LPC, linear
predictive cepstral coefficient (LPCC) and (log frequency cepstral coefficients)
LFCC. Gaussian mixture model was used in the paper for modelling an event.
Training audio data frame was taken of 50 ms. Using single Gaussian classifier, 76
and 80% accuracy for walking and running events, respectively, have been claimed.

Lozano et al. [5] used audio features like MFCCs, ZCR, centroid and roll-off
point for audio classification. Maximum accuracy ratio by type of sound was about
81.42% claimed in this paper.

Han and Hwang [6] used traditional features (TFs) like ZCR, MFCC; change
detection features (CDFs) like chirp rate spectrum; and acoustic texture features
(ATFs) like discrete wavelet transform (DWT), discrete curvelet transform for
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sound classification. Nonnegative matrix factorization [7] has been used for
dimensionality reduction, and SVM has been taken as classifier. Maximum accu-
racy was claimed as 86.09%.

Kraetzer et al. [8] used data mining tool WEKA with K-means as a clustering
and naive Bayes as a classification technique for the classification process. AAST
(AMSL Audio Steganalysis Toolset, version 1.03) [9] and 56 mel-cepstral
domain-based features are used.

Following are the main objectives of this paper:

(i) To develop noise identification system using random forest classifier.
(ii) To develop an algorithm for noise extraction using VAD G.729.
(iii) To find suitable feature/features for noise identification system.
(iv) To find suitable classifier for noise identification system.

The rest of this paper is organized as follows. In Sect. 3, random forest is
discussed. Section 4 explains the proposed approach. In Sect. 5, parameters used
for performance evaluation of the system are discussed. Section 6 explains the
experimental set-up followed by summarization of the results. Section 7 concludes
the paper.

3 Random Forest

Random forest or random decision forest [10, 11] uses an “ensemble learning
method” for classification. It works by constructing a multitude of decision trees at
training time. It identifies the class using mode of the classes or mean prediction
(regression) of the individual trees. The general method of random decision forests
was first proposed by Ho in 1995 [10]. Two well-known methods are boosting [12]
and bagging [13] used in classification trees. In boosting, successive trees give extra
weight to points incorrectly predicted by earlier predictors. In the end, a weighted
vote is taken for prediction. For example, if there are n classes for classification,
then samples of all the classes are selected randomly for the training purpose. If
there are K input variables in each sample, then k (k < K) is specified at each node
where k variables are selected at random. Each tree grows at its maximum extent
without any pruning. New data are classified considering maximum vote gained
from different trees.

4 Proposed Approach

Noise extraction plays an important role in noise identification system. Noise can be
better classified if the noisy frames are extracted correctly. In speech communi-
cation system, a frame either contains both human speech and noise or noise only.
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In this paper, a new algorithm has been proposed for better noise identification by
selecting the subset of noisy frames obtained from VAD G.729. Here, a framework
is also proposed for noise identification. This framework may also be useful for
language identification. Classifiers are trained using the feature/features (LPC,
MFCC, LPC and MFCC together) extracted from Aurora2 noise.

Proposed Algorithm for Noise Extraction:
INPUT: Speech signal S of size N1 � 1.
OUTPUT: Noise signal of size N2 � 1.
Assumptions and Notations:

(i) S is a vector of size N1 � 1. It contains N1 samples of speech signal.
(ii) N is the total number of frames.
(iii) N2 (N2 <= N1) is the number of samples in noise signal.
(iv) out is a matrix of size N � 2. Matrix out will have two columns. First

column represents frame number and second column represents VAD tech-
nique output.

(v) ||, represents the logical “OR” operation.
(vi) flag, flag1 and flag2 are binary variables.

Procedure noise_extract(S):
Repeat step 1 and step 2 for i = 1 to N.

Step 1: Apply VAD G.729 technique on ith frame and store its output with
corresponding frame number.

// VAD G.729 output will be either 1 or 0. 1 for those frames that contain human
speech and 0 for others.

Step 2: Save the result in matrix out.

Repeat step 3 and step 4 for i = 3 to N − 1.

Step 3: If out(i, 2) equals to 0, then

flag1 = out(i-1,2) || out(i-2,2).
flag2 = out(i-1,2) || out(i + 1,2).
flag1 = flag1 || flag2.
end If

Step 4: If flag equals to 0, then

Add the samples of that frame into noise signal.
end If

Step 5: Return noise_signal.
End Procedure.

Feature vectors are calculated for noise_signal. Noise is identified by trained
classifier using these features.

326 S.S. Bharti et al.



5 Parameters Used for Measuring the Performance

Reliability ratio (RRN), accuracy ratio (ARN) [5] and confusion matrix for the
noise are used for measuring the performance of the proposed system. Suppose in a
given signal S, noise of K different classes is present. TFi is the total numbers of
frames with noise of class i in the given signal. FCi is the total number of frames
having noise of type i as classified by classifier while Ti is the number of frames
truly classified as of class i by the classifier.

Block diagram of proposed framework for noise identification system
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Reliability ratio by type of noise (RRN)
It is formulated as:

RRN ¼
Pk

i¼1
Ti
FCi

K
ð1Þ

Accuracy ratio by type of noise (ARN)
It is formulated as:

ARN ¼
Pk

i¼1
Ti
TFi

K
ð2Þ

6 Experimental Evaluation

6.1 Experimental Set-Up

To verify the performance of the proposed approach, experiments have been per-
formed on MATLAB R.2015B and Windows 8.1. Eight different types of noises
have been used for identification. These noises are taken from Aurora2 database.
Experiments have been performed in three phases. Two features LPC and MFCC
are used.

In first phase, features of noise (Aurora2) are directly extracted and are used for
training and testing of the classifier. 60% data are used for training, and remaining
are used for testing of the classifier. Classifier is trained only in first phase, and in
remaining phases, the same classifier is used for testing purpose. In second phase,
selected noises are mixed with IndicTTS database at 0 dB SNR value and named as
noisy speech. Using VAD G.729 method, noisy frames are extracted from noisy
speech and their features are calculated. These features are used for identifying the
type of noise by the classifier. In third phase, subset of noisy frames is extracted
using the procedure noise_extract(S). LPC and MFCC features of these frames are
calculated which are later used to identify the type of noise by classifier.

6.2 Results and Discussion

In Fig. 1, average accuracies of random forest classifier for all three phases are
shown. Two points are observed with this figure:

1. Average accuracy is the highest for the first phase of the experiment. It means
that noise can be better classified if the noisy frames are extracted correctly.
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2. Random forest classifier gives more accurate result using MFCC feature rather
than using LPC alone or LPC and MFCC both. It shows that accuracy of the
classifier may not be enhanced by fusing LPC and MFCC.

In Fig. 1, it is found that the performance of the same classifier is higher for the
Phase3 compared to the Phase2 of the experiment. It confirms that in Phase3, noisy
frames are extracted more appropriately than Phase2.

Figure 2 shows that for selected types of noises, random forest classifier per-
forms better using MFCC feature rather than LPC feature. It is also observed that
this classifier performs better for noises like airport, babble, car and station noise
with MFCC feature while for others with LPC and MFCC together.

By comparing Figs. 2 and 3, it is observed that the classification accuracy of
random forest classifier is better for noises extracted using procedure noise_extract
(S) rather than using VAD G.729.

In Fig. 4, average accuracies of SVM classifier for all eight types of noises are
shown. Average accuracy is the highest for first phase of the experiment. It means
that noise can be better classified if the noisy frames are extracted correctly.

Fig. 1 Average accuracy of
random forest classifier

Fig. 2 Average classification
accuracy for selected types of
noise using random forest in
Phase2
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By comparing Figs. 2 and 5, it is observed that the performance of random forest
classifier is better than the SVM classifier for Phase2 of the experiment.

By comparing Figs. 3 and 6, it is observed that the performance of random forest
classifier is better than SVM classifier for Phase3 of the experiment.

Fig. 3 Average classification
accuracy for selected types of
noise using random forest in
Phase3

Fig. 4 Average accuracy of
SVM classifier

Fig. 5 Average classification
accuracy for selected types of
noise using SVM classifier in
Phase2
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Average accuracy for random forest classifier in Phase1 of the experiment is
96%. It is obtained using MFCC feature alone/LPC and MFCC features together.
Average accuracies for random forest classifier are 64 and 69% for Phase2 and
Phase3, respectively. Maximum accuracy is obtained using MFCC feature. Thus,
average performance of the random forest classifier increases 5% from Phase2 to
Phase3, respectively. It confirms that noise extracted using procedure noise_extract
(S) is more accurate than VAD G.729 procedure.

Average accuracy for SVM classifier in Phase1 of the experiment is 96% which
is obtained using LPC and MFCC features together. Average accuracies for SVM
classifier are 55 and 58% for Phase2 and Phase3, respectively. Maximum accuracy
is obtained using LPC and MFCC feature together.

Thus, average performance of the SVM classifier increased 3% from Phase2 to
Phase3. It again confirms that noise extracted using procedure noise_extract(S) is
more accurate than VAD G.729 procedure.

The maximum average accuracy of random forest classifier is 9 and 11% higher
than SVM classifier for Phase2 and Phase3, respectively. Thus, one can conclude
from the experiment that as noise in speech can better be identified through
selection of appropriate noisy frames as shown in Table 1.

Fig. 6 Average classification
accuracy for selected types of
noise using SVM classifier in
Phase3

Table 1 Classification results of random forest and SVM classifiers for different phases of noise

Classifier Random forest SVM

Features LPC MFCC LPC + MFCC LPC MFCC LPC + MFCC

Noise Parameters

RRN ARN RRN ARN RRN ARN RRN ARN RRN ARN RRN ARN

Phase1 0.94 0.82 0.99 0.96 0.99 0.95 0.18 0.17 0.99 0.94 0.99 0.96

Phase2 0.54 0.43 0.75 0.63 0.75 0.63 0.15 0.16 0.60 0.55 0.61 0.55

Phase3 0.57 0.48 0.78 0.69 0.78 0.68 0.15 0.16 0.61 0.58 0.62 0.58
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7 Conclusion

This paper presents a new framework for noise identification in speech. As noise in
speech can better be identified through appropriate noisy; therefore, in this paper, an
approach for extracting appropriate set of noisy frame is also proposed. Random
forest classifier performs best with MFCC feature alone while to give best per-
formance SVM needs both LPC and MFCC together. The overall performance of
random forest is better than SVM for noise identification. Thus, random forest is
better choice for noise identification with respect to accuracy as well as computa-
tional cost.
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